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ABSTRACT

Recent advances in social media and smart mobdantdogies make ubiquitous
information and communication environments moredéchnical reality than a distant vision.
The sweeping popularity of these information andnewnication environments also affects
children and adolescents (later referred as “obildr There is a dearth of systematic scholarly
work examining those threats for children’s pratact In addressing this void, the goal of our
research is to explore and understand the risks tmeats of such information and
communication environments on children. In paracubur primary research interests lie in the
three main threats to children’s online safety f{iegl et al., 2008): online harassment and
cyberbullying, exposure to problematic contentguagésolicitation and Internet-initiated offline
encounters.

Online harassment and cyberbullying mostly occusdnial media, and always involve
offensive language. Since the textual contents mim® social media are highly unstructured,
informal, and often misspelled, existing researomtessage-level offensive language detection
cannot accurately detect offensive content. Mealewhiser-level offensiveness detection is an
under researched area. We propose the Lexical Qynfaeature (LSF) architecture to detect
offensive contents and identify cyber bullies. Rissfrom experiments showed that the LSF
framework achieves accuracy of 96.6%, 77.8% inesar@ and user offensiveness detection
respectively. Besides, the processing speed ofit3B ms per sentence, suggesting its potential
for effective deployment in social media.

Problematic contents and solicitation mostly appmamobile platforms. Since people
are heavily relying on the search results and raykkion app stores to explore new apps, on the

market side, we must help parents easily chooseoppgate apps for their kids with minimal



online threats. Since we concern about problenwitents and cyber solicitation, and posting
personal information and interacting with onlineasgers are the two major types of behaviors
expose children to cyber solicitation (Ybarra et aD07), we monitor two types of risks on

mobile devices: content risks and privacy risks.

For content risks, we develop automatic mechantentetect problematic contents and
verify the content ratings of mobile apps and ip-aps. The results show that 27.8% of Android
apps have unreliable content ratings. In additeoharge percent of the in-app advertisements
carry inappropriate contents for children, and 36 & Android in-app ads and 38.9% of iOS in-
app ads are found exceeding the host apps’ cons¢ings. For privacy risks, we adopt the
contextual integrity theory (Nissenbaum, 2009) ¢eelop quantitative measures of privacy risks
on mobile apps. We also propose an automatic sysiémuser interface to assist parents being
aware of apps’ privacy risks, therefore, to makermed decisions when choosing apps for their
children. We believe that the findings have impuatrtianplications for the legal and educational
departments, social medias, platform providers.,(&gogle or Apple), as well as for regulatory

bodies and application developers.
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Chapter 1 Introduction

1.1 Motivation

Bullying, problematic content, and solicitation @aents’ nightmares since the old days.
When experienced bullying, problematic contentsalicitation, despite of the physical harms,
children are suffered psychologically and foundbéfoming low self-esteem, afraid of outside
world; 2) becoming "immune" or numb to the horrdr abusive language and behavior; 3)
gradually accepting abusive language and behagevesy to solve arguments; and 4) imitating
the offensive language and even the behavior.

When the internet and mobile becomes popular, threame from all over the world.
The problems are no longer local. Parents can mgeloprotect their children by talking to other
parents and the neighborhood kids, or by cominthéoschool and talking to the teachers. As
reported by CNN (CNN, 2013):

95% teenagers are Internet users, comparing toackfts;
80% teenagers are social network users, comparig% adults;

69% teenagers reported that their peers are “mksit}/ on social networks, comparing
to 85% adults;

20% teenagers reported that their peers are “mastkind” on social networks,
comparing to 5% adults;

as to teenagers’ peers, 12% of them are report&deggiently being mean or cruel”, 29%
of them are reported as “sometimes being meanumi'¢crd7% of them are reported as
“once in a while being mean or cruel”, 11% of thara reported as “never being mean or
cruel”, while in adults, the ratios are 7%, 18%%#4nd 29% respectively.

There are more statistics reflecting that childesrd adolescents are suffered from
cyberbullying, problematic content, and cyber-stditon. It has been found that 19% of teens
report that someone has written or posted meammiragassing things about them on social

networking sites (Johnson et al., 2011). In a Behjtsmall-scale analysis of chat transcripts from



two of the most popular teen sites, chat partidpdad 19% chance exposing to negative racial
or ethnic remarks in monitored chat and 59% chamaeexmonitored chat (Tynes et al., 2004).
Wolak et al (Wolak et al., 2006) found that ones@ven kids received at least one online sexual
solicitation in 2006. Therefore, it is critical tprotect children and adolescents from

cyberbullying, problematic content, and cyber-stditon.

1.2 Challenges and Research Goals

Different entities have been aware of the situadod made efforts from education and
legal perspective to protect children and adoldscéihere are numbers of online websites such
as NetSmarz, Teachtoday, iKeepSafe, WiredSafetgndiggels, girlscounts and PBS kids that
educate parents and adolescents how to recognizeeant on cyber threats. Additionally, the
Children’s Internet Protection Act (CIPA) was ergattn early 2001 to address concerns on
children’s access to visual offensive content olrgernet. The Children's Online Privacy
Protection Act (COPPA), effective April 21, 2000equires website operators must seek
verifiable consent from a parent or guardian betmiéecting personal information from children
under 13 years old.

Unfortunately, the implementations of the legal teations are disappointing. Social
media, where cyberbullying mostly occurs, is full user-generated unstructured content. To
comply with CIPA requirements, administrators ofiabmedia have to manually review online
contents to detect and delete offensive matetsiever, the manual review tasks of identifying
offensive contents are labor intensive, time corisgmand thus not sustainable and scalable in

reality. Some automatic content filtering softwpeekages, such as Appemd Internet Security

! hitp://lwww.appen.com.au/index.cfm?pageid=103
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Suit¢, have been developed to detect and filter onlfifilensive contents. Most of them simply
blocked webpages and paragraphs that containgdveirids. These word-based approaches not
only affect the readability and usability of weltesi but also fail to identify subtle bullying
messages. Therefore, automatic method to effegtielect cyberbullying is critical to protect
children and adolescents on social media.

In addition, none of these legal regulations hawesalered mobile devices, which have
become the major platform for children to connecthe Internet. Children have increasingly
become fans of mobile devices. Zact, a mobile plsmmeices company, surveyed US parents in
April 2013 (eMarketer) on the smartphone habitstredir children and found 25% children
between 2 and 5, 39% between 6 and 9, and overlEe®ieen 10 and 17 use smartphones. 58%
of parents allowed their child to scroll and swipeartphones for 1 to 4 hours per day. A more
recent survey commissioned by PBS Kids (Forbes3p@dund that more than 36% of parents
say they plan to purchase smartphones or tabletthéir kids as 2013 winter holiday gifts. In
addition, nearly 70% of parents plan to give theds mobile apps and 90% of parents believe
that educational apps will play an important rolehildren’s learning in the future.

Since mobile devices have been proven fun and éthuéar children to use, denying the
young generation to access mobile devices is ngeloa viable way to protect children from
being hurt by online parties. Parents need gremt@reness of privacy and safety as well as
appropriate advice when choosing apps for thes kitbrbes, 2013). According to a multi-choice
survey (readwrite, 2009), 62% of people discovev apps by searching in app stores, and 60%
of people discover new apps by browsing throughap store rankings. In other words, people
are heavily relying on the search results and rgkion app stores to explore new apps.

Therefore, for children’s safety on using mobilerides, we believe that there is one critical and

2
http://shop.ca.com/malware/internet_security _sasigx?ggus=36640429&gclid=CJI3LhJmsnZ8CFdA65Q

odnV5BRQ
3



urgent need. That is, on the market side, we meigt parents easily choose appropriate apps for

their kids with minimal online threats. These dre é€xact research goals for this dissertation.

1.3 Research Plans

This dissertation is composed of three parts. Tiisegart of this dissertation is on cyber
bullying issues pertaining to the adoption of sboiadia. We propose a text mining mechanism
called Lexical Syntactic Feature (LSF) architecttwedetect offensive contents and identify
potential cyber-bullies. Specifically, we introdusgntactic rules in identifying name-calling
harassment, and incorporate users’ writing stydésictures, and specific language features to
predict the potential of individuals to send oufieakive contents. Results from the experiments
showed that our LSF framework performed signifibahetter than existing methods in offensive
content detection. It achieves precision of 98.24% recall of 94.34% in sentence offensiveness
detection, as well as precision of 77.9% and rechlf7.8% in user offensiveness detection.
Meanwhile, the processing speed of LSF is appradipal0 ms per sentence, suggesting the
potential for effective deployment in social media.

The second part of this dissertation is about neatwntent detection on smart devices.
While movie and video game industries have théiicial content rating organization such as
MPAA and ESRB, mobile apps do not. Instead of hgngtandard rating rules across platforms,
each mobile platform established its own ratingigyland rating strategy. There is much
skepticism about the effectiveness of platform-sedfulation in protecting children’s mental
health, which has resulted in parents clamoringaforaccurate and straightforward standard to
monitor mature contents in apps generated by tpady developers. From a theoretical
perspective, our research examines the insuffigieat rating policies and prompts the

development of a universal standard. From a prciperspective, it develops automatic
4



mechanisms to derive app maturity from the desonpt highlights several important

implications for various social factors in affegfirihe correctness of app maturity ratings,
including price, platform, and privacy policy ofwddoper’s country. The maturity of in-app ads
are also quantifiably classified and examined.

The last part of this dissertation is to prevenlinensexual solicitation and internet-
initiated offline encounters. The Federal Trade @ussion (FTC) published a reptint 2011
examining the privacy disclosures and practiceanobile apps offered for 0~13 years old
children in the Google Play and Apple iTune appestolt shows currently mobile platforms
violate the Children's Online Privacy Protectiont ACOPPA). Parents have little clue to
determine whether personal information has beeleated from their children. Hence, we adopt
Nissenbaum’s contextual integrity theory to examihe information boundary on mobile
platforms and guide the development of automagorihms quantifying mobile applications’
privacy risks.

The automatic mechanisms developed in this thesidge parents more insights about
children’s online risks. We believe that the fingirhave important implications for the legal and
educational departments, social medias, platfolmnigers (e.g., Google or Apple), as well as for

regulatory bodies and application developers.

3 Mobile Apps for Kids: Disclosures Still Not Makirtge Grade: Available at
http://www.ftc.gov/0s/2012/12/121210mobilekidsapgype.pdf
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Chapter 2 Background and Related Work

As discussed above, the research goal of this rths®s is to protect children and
adolescents from cyberbullying, problematic contant cyber-solicitation. In particular, we aim
to develop automatic method to effectively detgdiecbullying on social media, as well as to
help parents easily choose appropriate apps far kigs with minimal online threats. In this

chapter, we review the backgrounds and related svork

2.1 Cyberbullying

Cyberbullying mostly involves name calling, whichs ioffensive, abusive,
or insulting language, referring to a person owgrol herefore, to detect cyberbullying, the most
critical and urgent need is to detect name cal{adg “offensive language”). While there is no
universal definition of "offensive," in this studwe employ Jay and Janschewitz’'s (2008)
definition of offensive language as vulgar, porraggric, and hateful language. Vulgar language
refers to coarse and rude expressions, which iectuglicit and offensive reference to sex or
bodily functions. Pornographic language referspgbdrayal of explicit sexual subject matter for
the purposes of sexual arousal and erotic satisfactHateful language includes any
communication outside the law that disparages &opeior a group on the basis of some
characteristic such as race, color, ethnicity, gensexual orientation, nationality, and religion.

All of these are generally immoral and harmful &ololescents’ mental health.



2.1.1 Offensiveness Content Filtering Methods indgial Media

Popular online social networking sites apply selvemachanisms to screen offensive
contents. For example, Youtube's safety mode, aoctigated, can hide all comments containing
offensive languages from users. But pre-screenedent will still appear—the pejoratives
replaced by asterisks, if users simply click "Té&®mments." On Facebook, users can add
comma-separated keywords to the "Moderation Blatkliwhen people include blacklisted
keywords in a post and/or a comment on a pagecahe&nt will be automatically identified as
spam and thus be screened. Twitter client, “Twek8¢’ was rejected by Apple Inc. for allowing
foul languages to appear in users’ tweets. Cuygeifiilvitter does not pre-screen users’ posted
contents, claiming that if users encounter offemgigntents, they can simply block and unfollow
those people who post offensive contents.

In general, the majority of popular social media assimple lexicon-based approach to
filter offensive contents. Their lexicons are eitpeedefined (such as Youtube) or composed by
the users themselves (such as Facebook). Furthermost sites rely on users to report offensive
contents to take actions. Because of their use eimgple lexicon-based automatic filtering
approach to block the offensive words and senteribese systems have low accuracy and may
generate many false positive alerts. In additiomenv these systems depend on users and
administrators to detect and report offensive austethey often fail to take actions in a timely
fashion. For adolescents who often lack cognitivaraness of risks, these approaches are hardly
effective to prevent young users from being expasedffensive contents. Therefore, parents
need more sophisticated software and techniqueSitently detect offensive contents to protect

their adolescents from potential exposure to vuylgamographic and hateful languages.



2.1.2 Using Text Mining Techniques to Detect Onla Offensive Contents

Offensive language identification in social medsaai difficult task because the textual
contents in such environment is often unstructuiefhrmal, and even misspelled. While
defensive methods adopted by current social medianat sufficient, researchers have studied
intelligent ways to identify offensive contentsngpia text mining approach. Implementing text
mining techniques to analyze online data requinesfollowing phases: 1) data acquisition and
preprocess, 2) feature extraction, and 3) classifin. The major challenges of using text mining
to detect offensive contents lie on the feature@aexion phase, which will be elaborated in the

following sections.

2.1.2.1 Message-level Feature Extraction

Most offensive content detection research extrasts kinds of features: lexical and
syntactic features.

Lexical features treat each word and phrase asnsty.eWord patterns such as the
appearance of certain keywords and their frequenaie often used to represent the language
model. Early research used Bag-of-Words (BoW) iferdiveness detection(McEnery et al.,
2000). The BoW approach treats a text as an ureddenllection of words and disregards the
syntactic and semantic information. However, usingoW approach alone not only yields low
accuracy in subtle offensive language detection, a@so brings in a high false positive rate
especially during heated arguments, defensive iogecto others’ offensive posts, and even
conversations between close friends. An N-gramaagr is considered as an improved approach
in that it brings words’ nearby context informatiomo consideration to detect offensive contents

(Pendar, 2007). N-grams represent subsequencescohtihuous words in texts. Bi-gram and



Tri-gram are the most popular N-grams used in taiting. However, N-gram suffers from
difficulty in exploring related words separated llopg-distances in texts. Simply increasing N
can alleviate the problem but will slow down systprocessing speed and bring in more false
positives.

Syntactic features: Although lexical features parfavell in detecting offensive entities,
without considering the syntactical structure oé tWwhole sentence, they fail to distinguish
offensiveness of sentences that contain the samdswaut in different orders. Therefore, to
consider syntactical features in sentences, natangluage parsers (Marneffe et al., 2006) are
introduced to parse sentences on grammatical stescbefore feature selection. Equipping with

a parser can help avoid selecting un-related wetslas features in offensiveness detection.

2.1.2.2 User-level Feature Extraction

Most contemporary research on detecting onlinensfie language only focuses on
sentence-level and message-level constructs. Siaatetection technique is 100% accurate, if
users keep connecting with the sources of offensiveeents (e.g., online users or websites), they
are at high risk of continuous exposure to offemsiontents. However, user-level detection is a
more challenging task and studies associated Wweluser level of analysis are largely missing.
There are some limited efforts at the user levet.é&xample, Kontostathis et al (2009) propose a
rule-based communication model to track and categasnline predators. Pendar (2007) uses
lexical features with machine learning classifierslifferentiate victims from predators in online
chatting environments. Pazienza and Tudorache j3trbpose utilizing user profiling features to
detect aggressive discussions. They use usersieofdehavior histories (e.g., presence and
conversations) to predict whether or not usersiriposts will be offensive. Although their work

points out an interesting direction to incorporaser information in detecting offensive contents,
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more advanced user information such as users’ngriityles or posting trends or reputations has
not been included to improve the detection rate.

Therefore, we aim to develop an automatic algoritivitich efficiently detect both
message-level and user-level offensiveness, armd aaa be used on social media to protect

children from cyberbullying.

2.2 Problematic Content

2.2.1 Problematic Content in Mobile Apps

Many researchers have studied the risk level ofrtgihane platforms from the security
and privacy perspective (Lin, Amini, et al., 202¢ller et al., 2012). The threats and attacks
introduced by Android permission systems have laésn analyzed (Chia et al., 2012; Felt, Chin,
et al., 2011). These studies have found that Addzpps normally require more permissions than
they actually need in order to support advertisemiith the potentially malicious purpose of
harvesting users’ personal information. Unfortuhlyatpermission warnings make little sense to
the general public and cannot help users make atodexision before downloading apps. For
example, Kelly et al. (Kelley et al., 2012) fourttht users have poor understandings of what
permission disclosures imply and live under thesitbn that app marketplaces censor applications
in order to reject malicious and low-quality apénilarly, Felt et al. (Felt et al., 2012) found
that only 17% of users pay attention to permissidasng installation and only 3% of users
understand the permission implications comprehehsiv herefore, current permission warnings
are both inaccurate and an ineffective means teg@rthe security and privacy of app users.

Similar to the permissions which are used to meashe security and privacy risks

brought by mobile apps, maturity ratings are desigio determine whether there is problematic
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content in mobile apps for children’s protectiamalddition, parents highly rely on apps’ maturity
ratings when choosing apps for their children addlescents; therefore, an accurate system is
essential for assisting them to make correct datssi Unfortunately, as we already discussed,
there is no such system. Apps are assigned in¢@nelceven conflicting ratings on both Android
and iOS platforms (Agten, 2012; Siegler, 2009). ldweer, to date, no research has systematically
uncovered the extent and severity of these unieliapp maturity ratings, nor has any research
shown the types of apps that are most often mesgosized. To bridge this gap, we aim to
develop mechanisms to verify the maturity ratinfsobile apps and to investigate the possible

reasons behind the incorrect ratings.

2.2.2 Problematic Content in Mobile In-app Advertsements

Researchers have examined the security and priveskg caused by the in-app
advertisements on mobile platforms (Chia et al1220Felt, Chin, et al., 2011; Grace et al.,
2012b; Haddadi et al., 2011; Lin, Amini, et al.,120 Moéller et al., 2012). As discussed above,
this stream of research concludes that, to sugperin-app advertisements, apps usually require
more permissions than they actually need (FelthGidtial., 2011; Felt, Greenwood, et al., 2011).
In addition, to better target customers, the in-agpertisements also aggressively collect users’
information from their mobile devices (Egele et aD11; Enck et al., 2010b; Grace et al., 2012a;
Hornyack et al., 2011). To address privacy and rifgcaoncerns, researchers have proposed
different mechanisms to control and separate adeenents from the host apps (Leontiadis et al.,
2012; Pearce et al., 2012; Shekhar et al., 2012 dew et al., 2010). However, currently little
research has considered children as a special gobupobile users or studied the in-app
advertisements from the content appropriatenesspeetive for protecting children’s safety.

Therefore, we aim to examine the content appragress of the in-app advertisements.
11



2.3 Cyber Solicitation

As discussed above, two major types of behaviorsohile devices expose children to
online sexual solicitation (Ybarra et al., 2007sting personal information and interacting with
online strangers. Therefore, to protect childremmfrcyber solicitation, the most critical and

urgent need is to protect children’s privacy.

Internet Users’ Information Privacy Concerns (IU)R®lalhotra et al., 2004) argues that
three factors affect users’ privacy concerns: ctitbe, control, and awareness. To ease mobile
users’ privacy concerns, numerous works have beas dn Android platform seeking to restrict
the collection of personal information (Nauman let 2010a), enable privacy controls (Nauman
et al., 2010b), and generate useful risk indicatorignprove user’s privacy awareness (Frank et
al., 2012; Lin, Sadeh, et al., 2012; Pandita et28113; Peng et al., 2012b). However, restricting
the collection of personal information or enablicntrols are not optimal solutions to protect
privacy on mobile platforms. Nauman et al (Naumtaalg 2010a) propose to alter Android all-
or-nothing permission system to a fine-grainedesysivhere users can allow certain permission
requests while deny the others. However, restgctitformation collection may stop service
providing or break mobile eco-system, because sapps do need users’ personal information
for service (e.g., Google Maps need users’ locaitidormation to provide navigation service)
and mobile advertising networks do need users’gmisinformation for in-app advertisement
targeting. Apex (Nauman et al., 2010b) allows Amdinesers to generate fine-grained rules to
control and constraint the accessibility of Pl beit mobile devices. Unfortunately, the access
control policies in users’ minds are not static] amany times, they are even unclear. It is found
that although users’ ideal access control poliaiescomplicated, they make poor decisions when

actually configuring the policies (Sadeh et alQ20) people are not always defined exclusively in
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standard role-based terms, but in-situ decisionaz(iWek et al., 2010); when familiar with a

product, people may relax the rules (Lin, Sadeh].ef012).

Our study lies in the research stream which aimmprove user’s privacy awareness on
the Android platform. Our goal is to acknowledgegrais about how apps use their children’s
personal information, so that they can make infafrdecision when choosing apps. Previous
researches in this stream derive apps’ securitypaivdcy risk levels from the app permissions,

app codes, user studies, and app descriptions.

From app permissions, researchers discover thattepp to over-request permissions to
support advertisements with the potentially malisigourpose of harvesting users’ personal
information (Felt, Chin, et al., 2011); Peng etRé&ng et al., 2012b) scores the risks of Android
apps by analyzing the rareness of requested peomsss$-rank et al (Frank et al., 2012) mines the
permission request patterns from Android and Famlelpps. From app codes, dynamic analysis
tools (Enck et al., 2010a) are developed to detmmisitive information flows in apps.
Unfortunately, those tools can only perform manudlxisting static analysis tools can detect the
resource (e.g., personal information) carried forimation flows, but fail to differentiate whether
the senders and receivers involved in the informmafiows are servers or human users. In
addition, although code-level analysis can easly whether certain types of information are

collected by apps, it cannot infer the collectiampmses.

Through user surveys, researchers study whetherdllections of personal information
in apps contradict to users’ privacy expectatidng,(Sadeh, et al., 2012). The results show that
users feel more comfortable when informed theiatimn information is collected for major
functionality than informed location is collectear sharing/tagging. However, FTC (FTC, 2012)
found that the privacy notification on mobile desscare disappointing. Therefore, in this study,

we aim to provide clear privacy notifications tagrts to assist decision making process.
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Some researchers study risks on Android platforimguslata-mining techniques to
process app descriptions. It associates mobile apibs human beings (e.g., end-users, app
developers), for developers normally reveal apgtionalities and development intents in their
app descriptions. Data-mining methods can be wsedfitiently detect user roles, app contents,
functions, and purposes. Our study majorly liethia research stream. We propose a systematic
method to quantify privacy risks on mobile platfanWe not only want to tell parentghat
personal information is collected, we also wantgtee them clues abouwhy and how the
personal information is collected. Therefore, we b®th app descriptions and app codes to

derive privacy risks on mobile platforms.
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Chapter 3 Online Harassment and Cyber bullying

3.1 Introduction

With the rapid growth of social media, users esgBciadolescents are spending a
significant amount of time on various social netking sites to connect with others, to share
information, and to pursue common interests. InN120D% of teens used social media sites on a
daily basis (Johnson et al., 2011) and nearly orfeur teens hit their favorite social-media sites
10 or more times a day (Gwenn et al., 2011). Whilelescents benefit from their use of social
media by interacting with and learning from othéngy are also at risk of being exposed to large
amounts of offensive online contents. ScanSafelstimhp"Global Threat Report" (Cheng, 2007)
found that up to 80% of blogs contained offensigatents and 74% included porn in the format
of image, video, or offensive languages. In additieyber-bullying occurs via offensive
messages posted on social media. It has been thahd 9% of teens report that someone has
written or posted mean or embarrassing things atheuh on social networking sites (Johnson et
al., 2011). To prevent adolescents from being megstaffected by biased and harmful contents,
detecting online offensive contents becomes amrtgsk.

To address concerns on children’s access to offensontent over the Internet,
administrators of social media often manually revienline contents to detect and delete
offensive materials. However, the manual reviewdas identifying offensive contents are labor
intensive, time consuming, and thus not sustainablé scalable in reality. Some automatic
content filtering software packages, such as Apped Internet Security Suite, have been

developed to detect and filter online offensiveteats. Most of them simply blocked webpages
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and paragraphs that contained ‘dirty’ words. Thesed-based approaches not only affect the
readability and usability of web sites, but alsd fa identify subtle offensive messages. For
example, under these conventional approachesetiierse “you are such a crying baby” will not
be identified as offensive content, because nonisofvords is included in general offensive
lexicons. In addition, the false positive rate loéde word-based detection approaches is often
high, due to the word ambiguity problem, i.e., $aee word can have very different meanings in
different contexts. Moreover, existing methods ttreach message as an independent instance
without tracing the source of offensive contents.

To address these limitations, we propose a moreegdalvsolution to improve the
deficiency of existing offensive content detectiapproaches. Specifically, we propose the
Lexical Syntactic Feature-based (LSF) language irtodeffectively detect offensive language in
social media to protect adolescents. LSF providgh hccuracy in subtle offensive message
detection, and it can reduce the false positive. B&sides, LSF not only examines messages, but
also the person who posts the messages and hpgltterns of posting. LSF can be implemented
as a client-side application for individuals andwgrs who are concerned about adolescent online
safety. It is able to detect whether online uses\sebsites push recognizable offensive contents
to adolescents, trigger applications to alert #gredsrs to regulate their behavior, and eventually
block the sender if this pattern continues. Usees aso allowed to adjust the threshold of
acceptable level of offensive contents. Our languagdel may not be able to make adolescents
completely immune to offensive contents, because liard to fully detect what is “offensive.”
However, we aim to provide an improved automatim to detect offensive contents in social
media to help school teachers and parents haver lwethtrol over the contents adolescents are

viewing.
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Feature Set: Sentence Offensiveness Calculation
1. lexical features;
2. syntactic features.

Match
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Extracted £ Sentence
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features offensiveness
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User’s Extracted U
conversation Posts xtracte Classification ser
histo Features offensiveness
ry y level
Feature Set:
1. style features;
2. structure features;
3. cyberbullying features. User Offensiveness Estimation

Figure 1. Framework of LSF-based offensive langudetection

3.2 Research Questions

Based on our review, we identify the following ra#h questions to prevent adolescents
from being exposed to offensive textual content:

What strategy is effective in detecting and evahgathe level of offensiveness in a

message? Will advanced linguistic analysis impréive accuracy and reduce false

positives in detecting message-level offensiveness?

What strategy is effective in detecting and prediciuser-level offensiveness? Besides

using information from message-level offensivenessyld user profile information

further improve the performance?

Is the proposed framework efficient enough to baaleed on real time social media?
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3.3 Design Framework

In order to tackle these challenges, we proposexical Syntactic Feature (LSF) based
framework to detect offensive content and identifignsive users in social media. We propose to
include two phases of offensiveness detection. é°fiagims to detect the offensiveness on the
sentence level and Phase 2 derives offensivenetd®e arser level. In Phase 1, we apply advanced
text mining and natural language processing teclasiqo derive lexical and syntactic features of
each sentence. Using these features, we derivBarsiveness value for each sentence. In Phase
2, we further incorporate user-level features wheeeleverage research on authorship analysis.
The framework is illustrated in Fig.1.

The system consists of pre-processing and two neajoponents: sentence offensiveness
prediction and user offensiveness estimation. Duite pre-processing stage, users’ conversation
history is chunked into posts, and then into sergenDuring sentence offensiveness prediction,
each sentence’s offensiveness can be derived fronfidatures: its words’ offensiveness and the
context. We use lexical features to represent Warflsnsiveness in a sentence, and syntactic
features to represent context in a sentence. Warffishsiveness nature is measured from two
lexicons. For the context, we grammatically parsetences into dependency sets to capture all
dependency types between a word and other wortieisame sentence, and mark some of its
related words as intensifiers. The intensifiers effective in detecting whether offensive words
are used to describe users or other offensive wobging user offensiveness estimation stage,

language patterns are used to predict the liketihafondividuals being offensive.
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3.3.1 Sentence Offensiveness Calculation

To address the limitations of the previous methiodssentence offensiveness detection
(Mahmud, 2008; Razavi et al., 2010; Spertus, 1997;et al., 2009), we propose a new method
of sentence-level analysis based on offensive viexadtons and sentence syntactic structures.
Firstly, we construct two offensive word dictioresi based on different strengths of
offensiveness. Secondly, the concept of syntactiensifier is introduced to adjust words’
offensiveness levels based on their context. Lagtlyeach sentence, an offensiveness value is
generated by aggregating its words’ offensiven8asce we already use intensifiers to further
adjust words’ offensiveness, no extra weights asggaed to words during the aggregation.

a) Lexical Features: Offensiveness Dictionary Congtarc

Offensive sentences always contain pejorativesfapitbes, or obscenities. Strong
profanities, such as “f***” and “s***", are alwaysndoubtedly offensive when directed at users
or objects; but there are many other weakly pej@atand obscenities, such as “stupid” and
“liar,” that may also be offensive. This researdffedentiates between these two levels of
offensiveness based on their strength. The offensierd lexicon used in this research includes
the lexicon used in Xu and Zhu's study (Xu & ZhW)1R) and a lexicon, based on Urban
Dictionary, established during the coding processll profanities are labeled as strongly
offensive. Pejoratives and obscenities receivdahel of strongly offensive if more than 80% of
their use in our dataset is offensive. The datasebllected from Youtube command board
(details will be described in the experiment sengtioOtherwise, known pejoratives and
obscenities receive the label of weakly offensidvWord offensiveness is defined as: for each
offensive wordw, in sentences, its offensiveness

a if w isastronglyoffensiveword
OW = 8, if w isaweaklyoffensiveword 1)
0 othewise
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where1>a >a,, for the offensiveness of strongly offensive wordshigher than weakly

offensive words.
b) Syntactic Features: Syntactic Intensifier Detection

Once pejoratives or obscenities are directed @h®nisers, or semantically associated
with another pejorative or obscenity, they beconwenoffensive from users’ perspectives. For
example, “you stupid” and “f***ing stupid,” are mbanore insulting than “This game is stupid.”
In addition, the dataset from Content Analysis foe Web2.0 Workshdpshows that most
offensive sentences include not only offensive wdrdt also user identifiers, i.e. second person
pronouns, victim's screen names, and other terrmfsrrieg to people. Table 1 lists some
examples of this type of sentences.

When offensive words grammatically relate to uglentifiers or other offensive words in
sentences, the offensiveness level requires anljustihis study uses a nature language process
parser, proposed by Stanford Natural Language Bsoug Group, to capture the grammatical
dependencies within a sentence. The parsing restilsentences become combinations of a
dependency-type and word-pair with the form “(gover dependent).” For example, the typed
dependency “appos (you, idiot)” in the sentence UYby any means, an idiot.” means that
“idiot”, the dependent, is an appositional modif@r the pronoun “you,” the governor. The
governor and dependent can be any syntactic elenoérsentences. Some selected dependency
types capture the possible grammatical relatiomsd®En an offensive word and a user-identifier
(or another offensive word) in a sentence. The ystatbo proposes syntactical intensifier
detection rules listed in Table 2a (represents a user identifier, apdepresents an offensive
word).

Table 1. Language Features of Offensive Sentences

Language Features | Example |

* http://caw2.barcelonamedia.org/
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Second person pronoun (victim's screen name) +ra@je (i.e. JK, gay
wtf, emo, fag, loner, loser)

Offensive adjective (i.e. stupid, foolish, sissypeople referring terms (i.e.<stupid, bitch>
emo, bitch, whore, boy, girl) <sissy, boy>

<You, gay>

The offensiveness levels of offensive words ane@mothappropriate words receive adjustment
by multiplying their prior offensiveness levels ag intensifier (Zhang et al., 2009). In sentence,
s, words syntactically related to the offensive wokd are categorized in an intensifier set,

i ¢} for each Worc{:j (£ j £ k) - Its intensify valued , is defined as:

W, s ={c1,...,

bl if cj isauseridentifier

dj = b2 if cj isanoffensiveword (2)

1 otherwise
wherep, >b, >1, for offensive words used to describe users areeroffensive than the words
used to describe other offensive words. Thus, theevof intensifier, , for offensive wordw,

can be calculated as* d; -
=

c) Sentence Level Offensiveness Value Generation

Consequently, the offensiveness value of sentencepecomes a determined linear

combination of words’ offensiveness, = o | -
S W w

3.3.2 User Offensiveness Estimation

In user offensiveness estimation stage, our ddsgrtwo major steps: aggregating users’
sentence offensiveness and extracting extra feaftoen users’ language styles. We incorporate
sentence offensiveness values and user languagesfeo classify users’ offensiveness.

a) Sentence Offensiveness Aggregation
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While there are few studies on user-level offersdas analysis, studies on document-
level sentiment analysis share some similarity whils research (Pang et al., 2002; Tsou et al.,
2005; Turney, 2002; Zhang et al., 2009). Documewtll sentiment analysis predicts the overall
polarity of a document by aggregating polarity ssorof individual sentences. Since the
importance of each sentence varies in a documastaesigns weights to all sentences to adjust
their contributions to the overall polarity. Similg we cannot simply sum up the offensive
values of all sentences to compute users’ offensisg, because the strength of sentence
offensiveness depends on its context. For exanople,may post “Stupid guys need more care.
You are one of them.” If we calculate offensivenies®l of this sentence without considering the
context, the offensiveness of this post will notdetected even using natural language parsers.
To bypass the limitation of current parsers, we ifiyodach post by combining sentences and
replacing the periods with commas before feediregnttio parsers. Then the parser generates
different phrase sets for further calculation o tbffensiveness level of the modified posts.
However, since the modified posts may sometimess rthe original meanings, we have to
balance between using the sum of sentence offaresgeand using the offensiveness of the
modified posts to represent post offensivenesthitncase, the greater value of the two is chosen
to represent the final posts’ offensiveness levelthe detail of the schema is illustrated as
follows:

Given a useru, we retrieve his/her conversation history whicmtams several posts

values are denoted @S .Og }- The original offensiveness value of posb%: o, The
1 n

offensiveness value of modified posts can be ptedges, Op® s So the final post

)=max( O_,0

offensivenesso, of post p can be calculated ag’ -maxo .0 o R
p PPP® s sTp®s
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Hence, the offensiveness valyg,, of user,u, can be presented as,_1 Olp . We normalize
u u m

the offensiveness value because users who have poste are not necessarily more offensive

than othersg , should be no less than 0.
u

Table 2. Syntactical Intensifier Detection Rules

Rules Meanings Examples Dependency Types
Descriptive Modifiers| B is used to define aryou f***ing; - abbrev (abbreviation
and complements: modify A. you who| maodifier),

A(noun, verb, adj f***ing; - acomp (adjectival
B(adj, adv, noun) you...the complement),
one...f**ing. . amod (adjectival
modifier),
- appos (appositional
modifier),
- nn (houn compound
modifier),
- partmod (participial
modifier)
Object: A is B’s direct or indirect F*** yourselves;| - dobj (direct object),
B(noun, verb)| object. shut the f** up; | . iobj (indirect
A(noun) f*** you idiot; object),

you are an idiot; | . nsubj (nominal
you say that subject)

P
Subject: A is B’s subject or passiveyou f¥**..; - nsubj (nominal
A(noun) B(noun, subject. you are **ed... subject),
verb) ...P**ed by | - nsubjpass (passive
you... nominal subject),
- Xsubj (controlling
subject),

- agent (passive
verb’s subject).

Close phrase| A and B or two Bs ar¢ F** and stupid; |- conj (conjunct),

coordinating close to each other in |ayou, idiot. - parataxis (from

conjunction: sentence, but be separated Greek for “place

A and B; by comma or semicolon. side by side”)

WA B

...B, B...

Possession modifiers:| A is a  possessiveyour f*** . ; - poss (holds between

A(noun) B(noun) determiner of B. s*** falls out of | the user and its
your mouth. possessive

determiner)
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Rhetorical questions: | B is used to describeDo you have & - rcmod (relative
clause with A as rootpoint, f***? clause modifier)
A(noun) B(noun) (main object).

b) Additional Features Extracted from Users’ Lanuagefffes

Other characteristics such as the punctuation usetitence structure, and the

organization of sentences within posts could alfect others’ perceptions of the poster's

offensiveness level. Considering the following case

Sentence styledJsers may use punctuation and words with all ugsercetters to
indicate feelings or speaking volume. Punctuatisach as exclamation marks, can
emphasize offensiveness of posts. (i.e. Both “Yasaupid!” and “You are STUPID.”
are stronger than “You are stupid.”"pome users tend to post short insulting comments,
such as “Holy s***.” and “You idiot.” Consequenthgompared to those who post the
same number of offensive words but in longer sex@gnthe former users appear more
offensive for intensive usage of pejoratives andcehities. Users may use offensive
words to defend themselves when they are arguitigatihers who are offensive. But it is
costly to detect whether their conversation pastreme offensive or not. Instead, we
noticed that arguments should happen in a relgtstebrt period of time. For example, for
user u, whose conversation history is valid in Ha§@s within 2 years, while the time
period he/she is using offensive words is only $sgano matter how many offensive
words (s)he is using, (s)he should not be considasean offensive user. Thus, making
sure that users’ offensiveness values are everdyrilited over the span of their
conversation history is a reasonable way to diffeage generally offensive users from the
occasional ones.

Table 3. Additional Feature Selection for UsereDffiveness Analysis

Style Features Structural Features Content-specific
Features
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-Ratio of short sentences
-Appearance of punctuation
-Appearance of words with
all uppercase letters

-Ratio of imperative sentences
s-Appearance of offensive words a
nouns, verbs, adjs and advs.

-Race

5 -Religion
-Violence

-Sexual orientation

-Clothes
-Accent
-Appearance
-Intelligence
-Special needs ar
disabilities

Sentence structuresJsers who frequently use imperative sentences tende more
insulting, because imperative sentences delivengér sentiments. For example, a user
who always posts messages such as “F***ing u” afhy your face” gives the
impression of being more offensive and aggresdinam tthose ones posting “you are
f***ing” and “your face get slapped.”

Cyberbullying related conten®'Neill and Zinga (2008) described seven typesdéieen
who, due to differences from peers, may be eaggtmifor online bullies, including those
children from minority races, with religious bebef or with non-typical sexual
orientations. Detecting online conversations rafgrto these individual differences also
provides clues for identifying offensive users.

Based on the above observations, three types tfrésaare developed to identify the

level of offensiveness, which leveraged from awhigr analysis research on cybercrime

investigation (Hansen et al., 2007; Ma et al., 2@rebaugh & Allnutt, 2010; Symonenko et al.,

2004; Zheng et al., 2006; Zheng et al., 2010):esfghtures, structural features, and content-

specific features. Style features and structuratuies capture users’ language patterns, while

content-specific features help to identify abnorroahtents in users’ conversations. The style

features in our study infer users’ offensivenesglie from their language patterns, including

whether or not they are frequently/recently usirftersive words and intensifiers such as

uppercase letters and punctuation. The structeatlifes capture the way users construct their
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posts, which check whether or not users are fratyuasing imperative sentences. They also try
to infer users’ writing styles by checking offersiwords used as nouns, verbs, adjectives (later
referred as adjs), or adverbs (later referred as)adhe content-specific features check whether
or not users post suspicious contents which prgbabll be identified as cyberbullying
messages. In this study, we identify cyberbullygumtents by checking whether they contain
cyberbullying related words (i.e. religious wordBhe details of these features are summarized in
Table 3.
c) Overall User Offensiveness Estimation

Besides style features, structure features andentspecific features, sentence

offensiveness values are considered as one types@&f language features. By using these

features, machine learning techniques can be adlépteassify users’ offensiveness levels.

3.4 Experiment

This section describes several experiments we ateduo examine LSF on detecting

offensiveness languages in social media.

3.4.1 Dataset Description

The experimental dataset, retrieved from Youtubmroent boards, is a selection of text
comments from postings in reaction to the top I#ees. Classification of the videos includes
thirteen categories: Music, Autos, Comedies, Edorst Entertainments, Films, Gaming, Style,
News, Nonprofits, Animals, Sciences, and SportchEext comment includes a user id, a

timestamp and text content. The user id identiftes author who posted the comment, the
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timestamp records when the comment was posted lamdeixt content contained a user's

comments. The dataset includes comments from 214 %listinct users.

3.4.2 Pre-processing

Before feeding the dataset to the classifier, atoraatic pre-processing procedure
assembles the comments for each user and chunksitbe sentences. For each sentence in the
sample dataset, an automatic spelling and gramoraeation process precedes introduction of
the sample dataset to the classifier. With the leélthe WordNet corpus and spell-correction
algorithn?, correction of spelling and grammar mistakes i@ thw sentences occurs by tasks
such as deleting repeated letters in words, dgletiraningless symbols, splitting long words,
transposing substituted letters, and replacingiticerrect and missing letters in words. As a
result, words missing letters, such as “spelingé eorrected to “spelling”; misspelled words,
such as “korrect,” change to “correct.” The errbomission is 11% and the error of commission

is 20%.

3.4.3 Experiment Settings in Sentence Offensive &diction

The experiment compares six approaches in sentéfeesive prediction:
d) Bag-of-words (BoW)The BoW approach disregards grammar and word @noleé detects
offensive sentences by checking whether or not tiloeyain both user identifiers and offensive

words. This approach also acts as a benchmark.

® Spell-Correction Algorithm, at http://norvig.comél-correct.html
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e) 2-gram The N-gram approach detects offensive sentengeglbcting all sequences of n
words in a given sentence and checking whetheobthe sequences include both user identifiers
and offensive words. In this approach, N equal, fibalso acts as a benchmark.

f) 3-gram N-gram approach, selecting all sequences of isvor a given sentence. It also
acts as a benchmark.

g) 5-gram N-gram approach, selecting all sequences of Flsvor a given sentence. It also
acts as a benchmark.

h) Appraisal approach: The appraisal approach was proposed for sentinagmalysis
(Whitelaw et al., 2005), here we use it on sentesféensive detection for comparison. It can
detect offensive sentences by going through aétdygf dependency sets and checking whether or
not certain offensive words and user identifiees grammatically related in a given sentence. The
major differences between applying the appraispt@gch on sentence offensive detection and
ours is that the appraisal approach cannot differtenoffensive words based on their strength,
and it generally considers two words as “relatddthey are within any type dependency set,
while some of the dependency types do not reatlicate one is acting on the other. For instance,
type dependency “parataxis” relation (from Greek“fdace side by side”) is a relation between
the main verb of a clause and other sentential@snsuch as a sentential parenthetical, a clause
after a " or a “;". An example sentence for tygependency “parataxis(left, said)” can be “The
guy, John said, left early in the morning”. Herait8 and “left” are not really used to describe
one another.

i) LSF:The sentence offensive prediction method propaséiis study.
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3.4.4 Evaluation Metrics

In our experiments, standard evaluation metricscfassification in sentiment analysis
(Pang et al., 2002; Turney, 2002; Ye et al., 2406), precision, recall, and f-score) are used to
evaluate the performance of LSF. In particularcigien presents the percent of identified posts
that are truly offensive messages. Recall meagheegverall classification correctness, which
represents the percent of actual offensive messpgsts that are correctly identified. False
positive (FP) rate represents the percent of ifledtposts that are not truly offensive messages.
False negative (FN) rate represents the percerdctufal offensive messages posts that are
unidentified. F-score (Yin et al., 2009) represdhts weighted harmonic mean of precision and

recall, which is defined as:

2(precision recall) 3)
precisiont recall

f - score=

3.4.5 Experiment 1: Sentence Offensiveness Calctidan

In this experiment, we randomly select a uniformstritbuted sample from the dataset,
which includes 1700 sentences. The number of seeseis limited because we manually label
each of them, and the labeling process is timewnuirgy. In total, 359 strongly offensive words
and 251 weakly offensive words are selected assiffe word lexicons, and the experimental

parameters are set a;%:: La, = 05b = 2,b, = 15.We define “1” to be the threshold for offensive

sentence classification, that is, sentences witbneiveness values more than (inclusive) “1”
receive labels of offensive sentences, becauseubydefinition, offensive sentence means a
sentence containing strongly offensive words, anta@iming weakly offensive words used to

describe another user. We develop coding standsrdse sentences, and train two other coders
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to label the sentences as “offensive” or “inoffemsi Each person firstly labels the sentences
individually. For sentences with disagreementselgfare figured out by discussion. The inter-
coder reliability is measured as 0.73 in Cohen’gpéa After manual labeling, 173 sentences are
labeled as “offensive”, and 1527 sentences ardddlses “inoffensive”. With such ground truth,
the classifier's detection accuracy is presenteeign 2.

According to Fig.2, none of the baseline approagihesgides recall rate higher than 70%,
because many of the offensive sentences are imgEatvhich omit all user identifiers. Among
the baseline approaches, the BoW approach hasighesh recall rate 66%. However, BowW
generates a high false positive rate because ituegp multiple unrelated <user identifier,
offensive word> sets.

100% +
90% -
80% -
70% -
60% -
50%
40% -
30% -
20%

10% -
0% -

~ ®mPrecision
. mRecall
FP rate

. ®mFN rate

" mF-score

Figure 2. Accuracies of sentence level offensissrdetection
The recall of N-gram is low when n is small. Howevas n increases, the false positive
rate increases as well. Once N equals to the larfgientences, N-gram is equivalent to the bag-
of-words approach. To further apply N-gram in tiessification, application of different values
of N is necessary to balance, perfectly, the taffiéetween recall and false positive rate.
The appraisal approach reaches high precisionitdrecall rate is poor. LSF obtains the
highest f-score, because it sufficiently balantesprecision-recall tradeoff. It achieves precision

of 98.24% and recall of 94.34% in sentence offangiletection. Unfortunately, the parser
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sometimes misidentifies noun appositions, in padaise of typographical errors in the input,
such as: “you stupid sympathies” Here, the sendesymably meant to write “your” instead of
“you.” This is the major reason for false negatiates. The false positive rate arises mainly from
multiple appearances of weak offensive words, f@ngple, “fake and stupid,” which can only
represent a negative opinion for a video clip maidently identified as “offensive” because LSF

calculate a value higher than (or equal to) 1.

3.4.6 Experiment 2: User Offensiveness Estimatiowith presence of strongly offensive
words

In this experiment we randomly select a uniformtribsited sample from the dataset,
which includes 249 users. Each user has 15 postsemage, in total 3735 sentences. Each of the
249 users was coded by the same three coders. Codee trained to label a user as being
offensive if his(her) posts contained insultingadrusive language that makes the recipient feel
offended, not merely if the sender expressed desegent with the recipient. Coders label users
as “offensive” or “inoffensive”. Each person firstlabels the users individually. For users with
disagreements, labels are figured out by discusskm a result, 99 users are labeled as
“offensive”, and 150 users are labeled as “inoffegis After balancing the positive and negative
results, we have 99 users in each class.

Machine learning technigues—NaiveBayes (NB) and SVafle used to perform the
classification, and 10-fold cross validation wasiadwucted in this experiment. To fully evaluate
the effectiveness of users’ sentence offensivenas® (LSF), style features, structure features
and content-specific features for user offensiverestimation, we fed them sequentially into the
classifiers, and get the result in Fig.3. The “Bd®trong+Weak)” means uses bag-of-word

(including strongly offensive words and weakly oifeve words) as the base feature to detect
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offensive user. Similarly, “LSF” means the sentenffensiveness value generated by LSF is
used as the base feature. For the right two bafsign3, no base feature is used. They are

presented for comparison.

Figure 3. F-score for different feature sets udiiBgand SVM

According to Fig.3, offensive words and user lamgguéeatures are not compensating to
each other to improve the detection rate, whichneeghey are not independent. In contrast,
incorporating with user language features, thesdiass have better detection rate than just
adopting LSF. While all three types of featureswseful to improve the classification rate, style
features and content features are more valuable shacture features in user offensiveness
classification. However, LSF is not as useful asmgisffensive words alone in detecting
offensive users. One possible reason is that dneentimber of strongly offensive words is
beyond some threshold amount, the user who postsaimments is considered being offensive
anyway. In such case, LSF might be less useful tiséimg merely offensive words. We looked
further into this situation and tested the modetlama situation where the messages do not

contain strong offensive words and are not obvipaffensive in Experiment 3.

32



3.4.7 Experiment 3: User Offensiveness Estimatiowithout strongly offensive words

In this experiment we only want to test the sitiatwhen the offensiveness of a user is
subtle. We chose to use a dataset without strooffgnsive words. Our testing data are
randomized selections of the original data follovisgdfiltering out messages that contain strong
offensive words. We got 200 users with uniformlgtdbuted offensiveness values. This dataset
does not overlap with the one in experiment 2. 3élected users have 85 posts on average, and
none of the posts contains strongly offensive woAfter balancing the positive and negative
results, we have 81 users in each class. The expetricondition is identical to Experiment 2.
The result in presented in Fig.4. “Weak” means isimply using (weak) offensive words as the
base feature to detect offensive user, because tmer no strongly offensive words in this
experiment.

According to Fig.4, style features and contentifiet are still more valuable than structure
features in user offensiveness classification. Hamewe did observe the appearance of
imperative sentences frequently occurs in offensisers’ conversations. One possible cause for
this is that the POS tagger does not have enouglraay in tagging verbs, and it even marks
“Yes”, "Youre” and “Im” as verbs in some sentenckssuch cases, many imperative sentences

are not tagged, and the tagged ones are not neca@sgarative.
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Figure 4. F-score for different feature sets udiigand SVM (without strongly offensive
words)

In this experiment, LSF performs better than offemsvords in detecting offensive users,
it achieves precision of 77.9% and recall of 77i8%ser offensive detection using SVM, which
shows LSF do work better than BoW in non-obviougrusffensiveness detection, and
incorporating user language features will furthiérthe detection rate. Therefore, we can further
conclude that considering context and talking disjewill help detect precisely offensive
language that does not have ‘dirty’ words. Howewsrpngly offensive words are still the
primary element which annoys general readers. Qperément results suggest a possible 2-stage
offensiveness detection in general online envirammEor the media where strongly offensive
words appear frequently, BoW is sufficient on offimeness detection. But for the media where

strongly offensive words rarely appear, LSF worktdr on offensiveness detection.

3.4.8 Experiment 4: Efficiency

Experiment 4(a): Efficiency of Sentence Offensise@alculation
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In addition to accuracy measurement, assessmamboéssing speed on masses of text
messages is necessary, because speed is a @itidalte for offensive detection in real-time
online communities. The sentence processing tineadah case appear in Fig.5.

The average time for reading each word is @0fMs, and it takes 0.0033 ms to
compare it with the words in dictionaries to detexenwhether it is a user identifier or an
offensive word. In our sample, each sentence amitabout 10.42 words. Thus, the average
processing time for Bow and N gram can be calcdlateread time plus twice comparison time
for each word in the sentence, which is about 07 (shown in Fig.5). However, for the
appraisal approach, it takes a longer time to gratizaily parse sentences before the analysis. In
contrast, the LSF method firstly checks whethergtetence contain offensive words. If it does
contain offensive words, LSF will proceed to pafse sentence and search for their intensifiers.
We list the worst case for the LSF method in Figudd its performance really depends on the
offensive sentence ratio on social media. Howeveg, still can prove it is practical for
application to online social media and other reaktonline communities. Take Youtube as an
example, over 80% of its content doesn’t contaferafive words, so the sentence processing rate

for LSF can be cut down to 2.6 ms.
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Figure 5. Sentence Processing Time for differesthiods

Experiment 4(b): Efficiency of User Offensivenessniation

35



In experiment 2, users have 15 posts on averagegaoh post contains 2 sentences,
totaling 31 sentences posted by each user. In iex@et 3, users have 85 posts on average, and
each post contains 4 sentences, totaling 339 smqosted by each user. The feature extraction
times for different feature sets in experiment & erperiment 3 are presented in Fig.6.

From Fig.6, we find that aggregating users’ sergsraffensiveness (LSF) takes most of
the time, and it is positively correlated with thember of sentences a user posts. Other than that,
the calculation of structure features also takeshmmore time than style features and content-
specific features. Assume an online user has 16tesees in his (her) conversation history; it
takes approximately 1.9s to extract both the seetdeature and language features, which will
not even be noticed.

We further examined the classification rates féfedent feature sets using NaiveBayes
and SVM classifiers. Since the rates vary from tbmdime, we run each instance 5 times and
take the average. The result is shown in Fig.7slAewn, we find that the calculation rate of
machine learning techniques is much faster thatufesextraction time in Fig.6, the longest
running time for machine learning classifiers idyod.33s to predict users’ offensiveness. And
the classification rate is independent on the nundfeusers and the number of sentences.
Generally, NaiveBayes works much faster than SVMlassification, but SVM produces more

accurate classification results.
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Figure 6. Feature extraction time for differerdtfge sets in Experiment 2 and Experiment 3 (per

user)
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Figure 7. Classification Time for different feagsets using NaiveBayes and SVM classifiers in
Experiment 2 and Experiment 3
To sum up, for a user who posts 100 sentencesaal soedia, LSF takes approximately
2.2 second to predict users’ offensive potentiahilévthis is substantially longer than the fastest

method, it is still a very short time and one thédk be acceptable for users to wait.

3.5 Conclusion

In this study, we investigate existing text-minimgthods in detecting offensive contents
for protecting adolescent online safety. Specifycale propose the Lexical Syntactical Feature
(LSF) approach to identify offensive contents irciab media, and further predict a user's
potentiality to send out offensive contents. Ousesgch has several contributions. First, we
practically conceptualize the notion of online offeve contents, and further distinguish the
contribution of pejoratives/ profanities and obsties in determining offensive contents, and

introduce syntactic features in identifying naméitg harassment. Second, we improved the
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traditional machine learning methods by not onlyngslexical features to detect offensive

language, but also incorporating style featuresicire features and context-specific features to
better predict a user’s potentiality to send odemdive content in social media. Experimental
results show that the LSF sentence offensivenesgdigbion and user offensiveness estimate
algorithms outperform traditional learning-basegrapches in terms of precision, recall and f-
score. It also achieves high processing speedffiectize deployment in social media. Besides,
the LSF tolerates informal and misspelling conteatsl it can easily adapt to any formats of
English writing styles. We believe that such alaege processing model will greatly help online

offensive language monitoring, and eventually baibfer online environment.
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Chapter 4 Exposure to Problematic Content—Mobile Apps

4.1 Introduction

With the rapid adoption of smartphones, tablets, d amobile apps,
more and more people use these personal digitatekefor communication, entertainment, and
professional activities. According to a 2012 suragyproximately half of U.S. mobile consumers
own either a smartphone or a tablet (Mitchell et 2012), and this number was predicted to
increase to 70 percent by 2013 (Hardawar, 2012. sSkteeping popularity of smartphones and
tablets also affects the user population of childaed adolescents. It has been shown that 25% of
toddlers used their parents’ smartphones in 20Etn{¢hael, 2011), and 23% of children and
teens between the ages of 12 and 17 owned theissovartphones in 2012 (EnterpriseAppsTech,
2012).

Among smartphone and tablet operating systems,ddi@nd Apple’s iOS dominate the
U.S. smartphone market by 52.5 and 34.3 percespgentively (Graziano, 2012). Meanwhile, the
growing pace of mobile app offerings is exponentidpproximately 25,000 new apps are added
to the Google Play Store per month, amounting total of 567,322 apps as of 2012 (Statista,
2012). There are 18,389 new apps added to the i Store every month, totaling 723,750
apps as of 2012 (148Apps.biz, 2012).

In order to help parents determine age-appropraibile apps for their children, both
Android and iOS apps come with maturity ratings #w&@ similar to the movie and video game
industry. Such maturity ratings examine the existeand intensity of mature themes such as
mature content, violence, offensive language, decomtent, and drug usage within each app.

However, movie and video game industries have iaffiating organizations such as the Motion
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Picture Association of America (MPAA) and Entertagnt Software Rating Board (ESRB),
which set standards for film rating systems — n®faipps do not. Instead of having standard
rating rules across platforms, each mobile platfestablishes its own rating policy and rating
strategy. For example, Android maturity rating pglicontains four maturity-rating levels:
“Everyone,” “Low Maturity,” “Medium Maturity,” and“High Maturity,” while iOS’s policy
provides four different maturity-rating levels bdsen the suitable age of audience: “4+,” “9+,"
“12+,” and “17+.” Both rating systems classify typef objectionable content into four maturity
levels, and their classification rules for eacteleare similar except some minor differences. For
instance, apps with intense usage of offensiveuagg are rated as “Low Maturity” (maturity
level 2) on Android platform, but they are “12+" gturity level 3) on iOS.

In terms ofimplementingmaturity rating policy, the main difference betwe®S and
Android platforms isvho determines or reports the actual ratings. iOSsrateh app submitted
according to its own policies, but the Android’'dimg system is not as centralized. In fact, a
centralized maturity rating system for Android dppsabsent. The maturity ratings for Android
apps are purely a result of app developers’ selbnte Developers are required to choose one
from the four maturity levels before publishing ith@pps. After submitting to the Google Play
Store, an app is available for download in jusew hours. Google does not verify each app’s
maturity rating unless there are a number of useptaints. The public may raise concerns about
the authenticity of the maturity ratings of Andr@gps, but this requires diligent policing on the
part of the end user community. In contrast, iOS hamore strict review process for newly
released apps. Apple first requires developerslect from a list of objectionable content and
indicate the intensity of the content to generhterhaturity rating. According to Apple’s “App
Store Review Guidelines,” Apple examines the cast&ri apps and adjusts any inappropriate

ratings during a review process before the apprbesavailable to users (Apple, 2012a).
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Due to the laxity of Android’s maturity rating poji and the lack of objective judgment
of apps’ maturity levels provided by developers,ngnanews articles have recognized the
drawbacks of Android’s rating system. They clairattthe Android rating policy is unclear, and
it is difficult for developers to understand thdfelience between the four maturity-rating levels
(Rasmussen, 2011). In addition, according to theshivigton Post (Kang, 2011) and recent
reports from Federal Trade Commission (FTC, 201R,32, there is a rising concern among
parents who have experienced that the maturitpygatof the apps are unreliable. However,
according to our knowledge, little systematic reskeahas been conducted to analyze the
problems with Android’s maturity rating policy anils implementation, not to mention
uncovering the risk level of Android apps for chdd’s protection. Therefore, this work is
designed to fill this gap.

We contribute the following:

1) We develop a text mining algorithm to automaticgtkedict an app’s actual
maturity rating from the app description.

2) By comparing Android ratings with iOS ratings, Weistrate the percentage of
Android apps with incorrect maturity ratings andaemne the types of apps which tend to be
misclassified.

3) We conduct some preliminary analyses to explorefdleeors that may lead to

untruthful maturity ratings in Android apps.

4.2 Research Questions

As discussed earlier, there is no standard ratolgypfor mobile apps. The maturity

ratings of Android apps are provided purely by-seffort and are rarely verified. While iOS app
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ratings are considered to be more accurate, theylsa be inconsistent with Apple’s published
policies (Rasmussen, 2011). Therefore, the fistaech question is to ascertain:

1. Does iOS rating strictly reflect its policy?

Although i0S’s implementation of ratings and itsnaanced policy may be slightly
different, Apple’s review procedure is still genraaccepted as strict and objective. Apple’'s
review guidelines put emphasis on apps’ descriptioging relevant to the application content
(Apple, 2012a). Therefore, the brief introductionthe content in the apps’ description is a good
data source for maturity rating prediction. Therefoif Apple’'s rating is reflected in the
description of an app, the maturity ratings carab®matically learned and applied to new apps.
Thus, the second research question is raised as:

2. Are app ratings reflected in app descriptions?df can we build an effective text
mining approach to predict the true rating of arpa&p

Since iOS maturity ratings cause few complains,ewam whether they are consistent
and true. If iIOS maturity ratings are truthful méguratings, by comparing maturity ratings on
iOS and Android, we can further reveal the religpibf maturity ratings on Android. Our third
research question is to ascertain:

3. Do Android developers provide accurate maturityirrgs for their own apps?
For apps published in both markets, are Androidngs consistent with iOS ratings?

If Android developers are found to provide incotrewturity ratings for their own apps,
this study also attempts to identify the factonstf@ incorrect ratings. Therefore, the last redear
guestion is:

4. What are the factors that could lead to untruthméturity ratings in Android

apps in comparison to iOS apps?
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4.3 Methodology

In order to answer the above research questionfyst@nalyzed the difference between
iOS’s rating policy and implementation to assurattitDS’s rating scheme can be used as a
baseline for verifying the reliability of Android’satings. Based on the iOS’s ratings, a text-
mining algorithm ALM was developed by analyzing thgp descriptions and users’ reviews in

order to predict the maturity ratings of apps.

4.3.1 i0OS Maturity Rating Policy vs. Implementatio

As shown in Table 4, the maturity rating policy i6fS (Apple, 2012b) contains four
levels based on user's age: “4+", “9+”, “12+", aftl7+". Its rating policy describes four
categories of mature content: violence, offensarggliage, sex, and other. To clearly identify the
categories, we manually categorized iOS maturityngapolicy and each category was given an

abbreviation:

The violence category includes cartoon/fantasy violenc#®) @nd realistic

violence B).
Thesexcategory includes suggestive them@}gnd sexual contenkj.
Theoffensivdanguagecategory includes profanity and crude humer (
The other category includes drug/alcohol/tobacco usa@® &nd simulated
gambling d).

In Table 4, we also assigi™or “2" to indicate the intensity or frequency of the abo
mentioned harmful category:1* denotes mild/infrequent appearance, arl tenotes the
intense/frequent appearance. For exanplemeans mild/infrequent appearance of cartoon and

fantasy violence, whil&2 means intense/frequent appearance of sexual ¢onten
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During the implementation of its policy, iOS proggldetailed reasons for each maturity
rating. For example:

Rated 9+ for the following:

Frequent/Intense Cartoon or Fantasy Violence

Apps may be rated to a specific maturity level dontaining a single type or multiple
types of objectionable content. For apps ratedcfumtaining a single type of objectionable
content, the type of objectionable content becomédominant reason” for the maturity level.
For example, there are apps rated as “17+” onlgdotaining “frequent/intense sexual content or
nudity E2)”, E2is determined as a dominant reason for maturitgl &7+

The dominant reasons for each rating level arectaleby a bottom-up search from
maturity rating 9+ to rating 17+ in actual appmgs.

Our data source was the total of 1,464 iOS appsrithesl in Section 5.1. First, we
identify all the dominant reasons cited for ratiig includingAl, A2, B1, C1, DlandF1. These
objectionable contents become unessential reasonsiting 12+ and rating 17+. By removing
the unessential reasons from 12+ apps, some @fpg previously containing multiple types of
objectionable content, now only contain one type objectionable content. Similarly, the
dominant reasons for rating 12+ can be determimedding B2, C2, E1, F2, G1, H1, H2
Lastly, the dominant reasons for 17+ can be deterdhasD2, E2, G2 Table 5 summarizes the
findings from actual apps with cited reasons farheating. We find that an app’s maturity rating
does not boost to the next level even if it corgait dominant reasons of the lower levels. Thus,
the dominant reasons are necessary and suffi@@gntomparing Table 4 and Table 5, we can
conclude that Apple’s actual rating policy is qudifferent from its official rating policy.

By comparing iOS official rating policy and actuating practice, we find the following

main differences:
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Violence categoryl) The reason “frequent/intense cartoon, fantésignce” A2), listed
in both 12+ and 17+ in the iOS official policy, tato 9+ in actual ratings. 2) The reason
“frequent/intense horror themesC2?), listed in rating 17+ in the iOS official policigads to 12+

in actual ratings.

Table 4. Apple iOS official maturity rating policy

Maturity Violence Sex Offensive Other
levels language
4+ - - - -
9+ Mild/infrequent cartoon, Infrequent/mild - -
fantasy A1) or realistic mature, suggestive
violence B1), or themes D1)
infrequent/mild horror themes
(C1
12+ Frequent/intense cartoon, | Mild/infrequent mature| Infrequent mild| Simulated
fantasy A2) or realistic or suggestive themes languagekl) gambling
violence B2) (D1) (H1,H2)
17+ Frequent/intense cartoon, Frequent/intense Frequent/ Alcohol,
fantasy A2) or realistic mature and suggestive intense tobacco,
violence B2), themes D2), offensive drugs
Frequent/intense horror themesSexual content, nudity languagek2) (G1,G62
(C2 (E1,ED
Table 5. Apple iOS actual maturity rating policy derived from reasons Apple cited to rate
each app
Maturity Violence Sex Offensive Other
levels language
4+ - - - -
9+ Cartoon, fantasy| Infrequent/mile Infrequent/mild
violence A1, A), mature and profanity or crude -
Infrequent/mile suggestive themes humor 1)
realistic violence (DY)
(BY),

Infrequent/mile
horror/fear themes

(C1
12+ Frequent/intense| Infrequent/mile Frequent/intense | Infrequent/mile alcohol
realistic violence sexual content, profanity or crude | tobacco, drugs use or
(B2), nudity (E2) humor ¢2) referencesGl),
Frequent/intense simulated gambling
horror/fear themes (H1,H2)
(€2
17+ Frequent/intense Frequent/intense
- mature and - alcohol, tobacco, drugs
suggestive themes use or reference§Q)
(D2),

Frequent/intense
sexual content,
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| nudity E2) |

Table 6. Maturity rating policy for Android applic ations

Maturity Violence Sex Offensive Other Social feature Location
levels language
Everyone - - - - - -
Low Mild Potentially Some social Collect for
maturity cartoon, - offensive - features but not | service
fantasy content F1) allow user to Jy
violence communicatel()
(A
Medium Intense Sex reference | Profanity or | Referencesto| Social features | Collect for
maturity | fantasy A2) (D1, E) crude humor| drug, alcohol allow user to sharing
or realistic (F2) and tobacco | communicatel@) J2)
violence use 31), and
(B2 simulated
gambling H1)
High Graphic Frequent Strong alcohol, Social features | Collect for
maturity violence instances of tobacco, drug allow user to sharing
(B3 sexual D2), (G2), and communicatel@) J2)
and Suggestive Strong
content E2) simulated
gambling H2)

Offensive language categor§) The reason “infrequent/mild languagéd=lj, listed in

12+ in the iOS official policy, leads to 9+ in aatuatings. 2) The reason “frequent/intense

offensive language”R2), listed in rating 17+ in the iOS official policjgads to 12+ in actual

ratings.

Sex categoryThe reason “infrequent/mild sexual and nudity teati’ (E1), listed in
rating 17+ in the iOS official policy, leads to 1Rwactual ratings.

Other category The reason “infrequent/mild alcohol, tobacco,guse” G1), listed in
rating 17+ in the iOS official policy, leads to 1Rwactual rating.

Based on this analysis, we can see that iOS agtdallvngrades its official maturity
policy during implementation. The inconsistencywesn iOS official policy and its actual
ratings could cause problems. When parents vieapais description page at the iOS store, they
may be misled. Parents who intend to choose apibsmaturity rating 12+ for their children to

avoid exposure to horror content, frequent offemdanguage, and sexual/nudity content may
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actually get an app that contain all aspects ofi suxtlesirable content. The only avenue to avoid
this situation is to read through all the reasavtsch requires significant effort on the part oéth
parent. Yet, parents are frequently unaware ofdiserepancies between the actual maturity

rating and the official policy and instead trust tictual maturity ratings as they are listed.

4.3.2 Android Apps’ Maturity Ratings

As presented in Table 6, we manually categorizedAhdroid maturity rating policy.
Android has its own rating policy with four levélGoogle, 2012): “Everyone”, “Low Maturity”,
“Medium Maturity”, and “High Maturity”. Compared tdhe iOS maturity rating policy,
Android’s policy contains two additional categorig®., social feature and location) with five
additional tokens. The additional tokens are: tloeiad features that disallow users to
communicate Il) and the social features that allow users to comeate (2); collecting user
locations for serviceJ@), and collecting user locations for sharintp)( the token value 3"
represents the graphic appearance of violence monte

Table 6 presents the basic rules for differentiptimdroid apps’ maturity levels. The
rating of “Everyone” means there is ho harmful emt The rating of “Low Maturity” means that
violent content, offensive language, social fegtamed collection of location information may
appear, but are mild and infrequent with minimdéetf on children’s mental health and privacy.
With the rating of “Medium Maturity”, all six categies of objectionable content (i.e., violence,
offensive language, sex, other, social featurelacation.) may appear intensely and frequently
with the exception of sex content, alcohol/tobadnag, and gambling content which are illegal
for minors under 18 to view. Apps belonging to teeel of “Medium Maturity” are arguably
harmful for children under 13 years old for viewiog engaging. Finally, the highest maturity

level — “High Maturity” contains content for adulesly such as significant sexual and violent
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content (see Table 6). It seems that Android’s nitgtwating policy is reasonable and clear.
However, the reliability of Android’s actual ratieidpy developers remains a question because the
actual ratings largely rely on developers’ comprelien and assessment of the policy.

Our comparison of Android’s maturity rating poli¢¥able 6) with the iOS’s actual
maturity rating policy (Table 5) reveals that bpiatforms categorize maturity ratings into four
levels: “Everyone”, “Low Maturity”, “Medium Maturit’, and “High Maturity” in Android; and
“4+7 "9+", “12+”, and “17+” in i0S.

Table 7. Comparison of Andriod’s Policy and iOS'olicy

Maturity levels | Maturity rating levels by Android |M aturity rating levels by iOS
1 Everyone 4+
2 Low maturity 9+
3 Medium maturity 12+
4 High maturity 17+

Because the maturity levels for content in eachgmty are mostly similar (see Table 7),
we argue that iOS’s maturity rating scheme is apably reflected in that of Android’s maturity
rating scheme, except the following discrepancies:

Android does not consider horror conte@) s mature content, while iOS does
include horror contenQ) as mature content.

Android considers graphic violenc83) as mature content while iOS directly
rejects apps with graphic violence.

Android integrates privacy protection in its matyniating policy by including
the social featurel) and location collectionJj. However, no corresponding privacy-related
consideration exists in the maturity rating schéayneOS.

Frequent/intense cartoon violence and fantasy no@dA\2) is rated as “Medium

Maturity” (i.e., level 3) in Android but as “9+”.@., level 2) in iOS.
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Frequent/intense simulated gamblimt?) is rated as “High Maturity” (i.e., level
4) in Android but is rates as “12+” (i.e., leveliB)iOS.

Thus, to use iOS actual maturity rating as a basdtr measuring the reliability of self-
reported maturity ratings on the Android platforme had to exclude those cases in which
maturity ratings contain the above schemes refigcthe discrepancies between iOS and
Android’s rating policies. After such exclusionspdkoid’s policy and iOS’s actual rating scheme
should be the similar for all the remaining matumatings. Thus, we can now use iOS actual

maturity rating as a baseline to examine the riiiplof Android apps’ maturity ratings.

4.3.3 Comparing Apps on iOS and Android

After establishing the baseline for evaluation, match apps from Google Play with
those same apps on the iOS App Store. The indexrsetior each app on iOS and Android is
different (each Android app has a unique packagmentnat serves as the application ID; and
each iOS app has a unique Apple ID). However, appsies are often consistent across the
platforms of iOS and Android for branding purpose.

We used a program to automatically search the i@8 8Btore based on apps’ names
collected from Google Play. It reveals that the sapp for both platforms could have slightly
different names. Thus, for each Android app, weoskoup to 150 search results from the iOS
App Store. For those showing similar app namescavelucted analysis to determine the closest

fit.
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Algorithm: CalculateEditDistance

Input: Android app name , results returned by iTune
Output: The edit distancd)  of, and, *

0 SearchDifferentWordé )

0 SearchDifferentWordé )

RETURN +", () 0 -

FUNCTION SearchDifferentWordé )
Split, into a word set, [ /
Split, into a word set, 0 0 0,

FOR each/ 2.
IF 30, 2. equals or only one letter different from,
Delete,0; from,.
END IF
END FOR
RETURN number of words left irg 5
END

Specifically, to find the iOS app whose name is tigasimilar to an Android app, we use
minimum edit distance between the Android app namé each returned iOS app name to

estimate the similarity of two names (see the aladgerithm). For an Android app, denote its

name by . For each , the search result from the App Store producesgta s
"% $% . For each , the algorithm

CalculateEditDistanceeturns the name g which is the minimum edit distance to in

S.

To confirm that an iOS and Android app pair witmisar names is the same app, their
descriptions and developers’ company names werheiucompared. Finally, the confirmed
similar apps’ icons and screenshots were visualipgared by two individual researchers to
ensure that these two apps in Android and iOS Weresame. The selected app pairs were then

used as our comparison dataset.
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4.3.4 ALM—Automatic Label of Maturity Ratings for Mobile Apps

If an Android app has an iOS version, the algorithmthe previous subsection is
sufficient to identify the same app on iOS. Howevet all Android apps have a counterpart in
the iOS App Store. We label these apps as “Andooig” apps. For Android-only apps, we need
to determine their actual maturity rating (not lwhea the ratings provided by their developers).
Thus, we propose a text-mining-based Automatic LalbeMaturity ratings (ALM) algorithm.
ALM is a semi-supervised learning algorithm, andpibcesses apps’ descriptions and user

reviews to determine maturity ratings. The mordécal detail of ALM is described below.

4.3.4.1 Building seed-lexicons for objectionablentent detection

For the iOS apps in a training dataset, we growgyr tescriptions according to the
contained objectionable contents. Apps containimlg one type of the objectionable content are
organized based on their rating scheme togethér thdir corresponding token, such Ak.txt
A2.txt B1.txt andH2.txt For example, thAl.txtfile contains the descriptions and users’ reviews
of all the apps whose maturity ratings are “9+” s by “infrequent/mild cartoon and fantasy
violence” (Al).

| train two other coders to read grouped app desons and select seed lexicons to
detect objectionable content. The coders are asgkeitk up terms contributing to the maturity
ratings. For example, for an app rated by iOS aBéquent/mild cartoon and fantasy violence”

”oou ”oou

(A1), the app descriptions may include words suglgun”, “cannon”,

shooting”, “hunting”,
“racing”, and “attacking”. And for an app rated i®S as “Infrequent/mile mature and suggestive
themes (D1)”, the app descriptions may include waach as “dating”, “boyfriend”, “girlfriend”,

and “nightclub”. The coders are trained to userthest judgments to pick up such terms to assist
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further detection. Different coders may select adht set of words. The final lexicon is

determined by discussion, the most discriminativeds are selected. This manual labeling
procedure produces the seed-lexicons for each enatomtent category. The coders are then
asked to extract as many terms as possible. Howforezach type of objectionable content, only
10~20 common seed terms are selected. Thereferepdhual process is not labor intensive. This
manual process takes advantage of human knowladgettthe start point of the detection.

Furthermore, unsupervised learning algorithms #8e ased to add statistical significant terms
into the lexicon, and also adjust the weights aheterm in the detection.

After the seed-terms are generated for each typebg#ctionable content, they are
grouped into three bigger lexicons denote® a2 7 $8 $9 for classifying the maturity rating:
9+, 12+, and 17+ (as shown in Table @)presents the objectionable contents for each level
and it only includes nouns, verbs, adjectives, aheerbs in this study.

Table 8. Group seed-lexicons for classification

Grouped Lexicon Seed-lexicons
17+ D2, E2 G2
12+ B2, C2 E1 F2,G1 H1, H2
9+ Al A2,B1,C1 D1, F1

4.3.4.2 Assigning initial weights to seed-terms

Next we assign initial weights for the terms in theed-lexicons. To do so, positive

instances and negative instances are separateljpegtointo sets for each maturity level, as

shown in Table 9.

Table 9. Positive and negative instances for matity classification

Maturity levels | Positive instances set Negative itences set
17+ Apps rated 17+ by iOS  Apps rated 4+, 9+, 12408y
12+ Apps rated 12+ by iO5 Apps rated 4+, 9+ by iO$
9+ Apps rated 9+ by iOS Apps rated 4+ by iOS
4+ Apps rated 4+ by iOS -
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The set of positive instances and negative instaape denoted as and  respectively

for level; 2 7 $8 $9*For each seed-term2 =, denote its frequency in and as!, and! ,

respectively. Therefore, the initial weightlofan be calculated using Equation (1).
~!» "El2:F

~Gl 'El12 F:

@ 1 ogrg. g (1)

|

A "E'K: L -«

4.3.4.3 Classification

Once the seed-terms and their weights are generagdan calculate the apps’ maturity
ratings. For each app all terms in its description are selected aneégaized as a sét !
We further define a random threshdldto differentiate positive instances with negative
instances. The value df does not affect the result, because in the trginihase, the
Expand_Adjustalgorithm (describedn the next section) will adjust term weights to tihe
threshold, and later the adjusted weights and liheshold are used together to calculate the
maturity rating of test instances. Thus, for appts maturity ratingt o can be determined by
Equation (2) and Equation (3).

°© P 2rs'1 T @y (2)

$9V  "E Y XN
S8V "E R N O XN

3
7V "EQ © N 9XN 3)
ZVv [\ @"
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4.3.4.4 Expanding seed-lexicons and adjusting virég

Through the human-assisted process above, we finatdhe classification accuracy in
determining apps’ maturity ratings with only theeddexicons and their initial weights is around
70%. This is because seed lexicons can only psrtieflect objectionable content. However,
other terms that appeared frequently in the pasitigtances should also be added to the lexicon
set to further improve the accuracy of classifmatiln addition, weights of terms should be
further adjusted to suit the content. Therefore fuvther use the unsupervised learning algorithm
Expand_Adjustto add frequent terms in the positive instances itonsideration, and our
algorithm automatically adjusts the weights forhbeeed terms and non-seed terms, to find an
optimal balance of precision and recall in the sifésation.

All terms in: L F6 ,"27 $8 39, are categorized into the non-seed-terms set
and initial weights of the terms B are 0. As the auto-labeling algorithm runs, inseanmay
be mis-classified. Therefore, sétsand] are denoted to present the false positive ane fals
negative set, respectively.

Once the terms and weights are optimized, appaimxatatings can be estimated by the

classification algorithm described in the previsubsection.
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Algorithm: Expand_Adjust
Input: Positive instance set, negative instance set, false positive sqt, , false
negative se} , weights of all terms: @ , seed-term sd , non-seed-term sét
Output: Updated weights of all terms: @
WHILE (the size of, and] can further be decreased)
= DecreaseFN§ . );
= DecreaseFPq . );

=DecreaseFN§ . );
= DecreaseFPq . );
END WHILE

FUNCTION DecreaseFNG + ' 6 . . )
WHILE (size of] can further be decreased)
FOR (1 264)
Find max @- which can decrease size pf but not increase size gf)
END FOR
END WHILE
RETURN .
END
FUNCTION DecreaseFPg + ' 6 ~ . )
WHILE (size of], can further be decreased)
FOR (each! 2 6.)
Find min (@) which can decrease size bf but not increase size ¢f )
END FOR
END WHILE
RETURN .
END

4.4 Experiment

In this section, we describe our experimental adfaiesign and results.

4.4.1 Data Collection

An automatic crawler was built to collect data frtime Google Play Store. The crawler

ran for a week from 9/26/12 to 10/2/12, and codddiwo datasets. The first dataset was a pretest
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dataset which contained metadata from 1,000 Andapjus—the top 500 paid apps and top 500
free Android apps from all categories on the Gody Store. This dataset was used to conduct
an initial assessment on the types of apps thauémtly received incorrect maturity ratings.
Using the iOS app counterparts, our result showed the category of “Games” received the
most incorrect maturity ratings (see Fig.8). Givleat the category of “Games” was shown to be
the most popular category for app download (Nielgea, 2011), our second round of data
collection focused only on Android apps in the gatg of “Games”. Since we have found that
iOS maturity ratings are reasonable, we compare’a@® maturity ratings with their Android
maturity ratings. The ones with unmatched ratimgspaesented in Fig. 8.

40% ~
30% +-
20% -

10% -

0%

Figure 8. Distribution of apps with unmatched miyuatings by different categories
from dataset 1
The second dataset (main dataset) contained thedatatand user reviews crawled from
5,059 apps in the category of “Games”. Metadatluded a rich spectrum of information such as
app package name (a unique id for each Android, @mm name, developer's name, developer’s
company, developer's website, category, price, exway, number of installations, icon,
screenshot, permission, and description. The delfieapps were equally distributed among 8

different subcategories of games: arcade & actioain & puzzle, cards and casino, casual, live
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wallpaper, racing, sports games, and widgets. Al tof 729,128 user reviews were collected,
resulting in 144 reviews per app on average.

For each Android app, we searched through iOS AppeSising the method descripted
in section 4.3. A total of 1,464 apps were found@8 App Store and the remaining 3,595 apps

were classified as Android-only apps.

4.4.2 Experiment 1: Predicting Apps’ Maturity Ratings by the ALM algorithm

For Android-only apps, we used the ALM algorithmsdébed in Section 4.4 to
automatically label maturity ratings. In this expegnt, the 1,464 apps which are available on
both Android and iOS were used as the trainingas®l, the 3,595 Android-only apps were used
as the testing set.

We conducted a 10-fold classification on the tragnset. Standard evaluation metrics for
classification, precision, recall, and f-score wesed as our evaluation metrics. In particular,
precision presents the percent of identified pesiinstances that are truly positive instances.
Recall measures the overall classification coresgn which represents the percent of actual
positive instances that are correctly identifiegkdBre represents the weighted harmonic mean of
precision and recall, which is defined as:

8 "[T /| -
EG | — z-

The performance of the ALM algorithm on the tramiset is presented in Table 10, the
maturity ratings estimated by ALM is compared torgs given by iOS (i.e., the ground truth).
ALM achieved high precision in maturity rating detien across all maturity levels. It performed
extremely well in detecting maturity ratings of *f7and “4+". This is intuitive because apps

with high maturity rating normally contain extremmature content, while apps with low maturity
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rating often do not contain any mature content.rétoee, it seems reasonable to conclude that
ALM is most effective and less error prone in detegextreme cases. For apps with maturity
rating “12+” and “9+”, ALM’s performance was sliditlower due to the infrequent and subtle
mature content.

Table 10. Detection result of ALM on the trainingset

Mlaturity #.of positive #_of negative | # of seed ex;faﬂtje d | Precision| Recall F-
evels instances instances terms terms score
17+ 31 1,433 48 67 100% 100% 100P6
12+ 229 1,204 176 282 96.694 99.6% 98.1%
o+ 155 1,049 134 235 93.9% 99.4% 96.6%
4+ 1,049 0 0 0 90.8%| 98.4% 99.1p%
800/( o e e e
70% - - miOS rating on training set . ;
60% .- - ALM .Qn_t.r_a.i_r}i_ngée_t ................. o
500 | ... "ALMontestingset
40% S —
B00b - mrmmm s
20% o o e e e e .
10% +--ommrmemem e ERRE SIS

17+ 12+ 9+ 4+

Figure 9. Distributions of apps in training and testing set

Once we verified that ALM performed effectively dime training set, we applied the
same model to the testing set and compared thebdisbns of the detection results between the
training and testing sets (as Fig. 9). We obsdrae the distributions of the two sets are similar.
Thus, it is reasonable to use ALM to predict truatumty ratings of an app. With ALM, the
maturity ratings for Android-only apps can alsoveeified. Currently, Apple takes a long time to
manually rate every single app submitted by thiedty developers. If this labor-intensive
procedure can be assisted by automatic rating ilgms such as ALM, the app maturity rating

process for iOS apps can be significantly shortened
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4.4.3 Experiment 2: Overrated and Underrated Andréd Applications

For any Android app,, its maturity rating provided by the developerdéenoted as .
Define the maturity level, as:

~$ "E+o a(b cl,a

"8 "E+o ad[@ e/' "Ica
© ~f "E+o ae)"+ell "lca

AZ "E+o ag'h\e/! "lca*

()

Similarly, the actual maturity rating for the appis denoted as o, where+ g is the
maturity rating on iOS if the app is available oppfe Store, or it is the predicted maturity rating
by ALM otherwise. Then its maturity level can be expressed as:

~$ "E+o aZVa
"8 "E+o a7’Va
°© ~f "E+, a$8Va
AZ "E+o a$9Va

(6)

Therefore, if o X o, the app is overrated and the overrating level 4G o. If
o o the appg is underrated and the underrating levebi& . In our dataset 2, among the
1,464 apps that were available on both Android i@%| 265 apps (18.1%) were overrated (i.e.,
their maturity ratings on Android were higher tr@niOS), and 142 apps (9.7%) were underrated

(i.e., their maturity ratings on Android were lovtkan on iOS).

4.4.3.1 Overrated Android Applications

Of the 265 overrated Android apps, there were & dpb%) with an overrating level of
3, which means those apps were rated as “High lfgtum Android but only rated as “4+” on
iOS. In addition, there were 46 Android apps (17.4#th an overrating level of 2, and 215

Android apps (81.1%) with an overrating level of 1.
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Next, we discuss some possible reasons that coellccdunted for the overrating
phenomenon.

Intelligence (i.e., intellectual/cognitive matupityChildren’s maturity level includes both
intellectual/cognitive and emotional matufityEmotional maturity can also be interpreted as
vulnerability. The current Android and iOS matynating policies only consider vulnerability
(i.e., objectionable content) but not consider liattual/cognitive maturity. Android’s self-
reporting system requires developers to fully caghpnd its rating policy. However, many
developers do not understand the rating policy, awmdrrate their app considering users’
intellectual/cognitive maturity. For example, a shgame is rated as “Medium Maturity” but not
“Everyone”, because the developer may think thadmn younger than 12 years-old are not
capable of playing the chess game. Because ofgagon, many games in the subcategory "Brain
& Puzzle" are overrated. Similarly, developers ratsp think that maturity ratings should reflect
users’ capability to complete some tasks such agimge makeup, making cakes, taking care of
pets, decorating houses, constructing cities, amthing businesses. Android apps with these
types of contents are often overrated. iOS hadestaio rate their apps considering users’
intellectual/cognitive maturity. iOS rates each apgide theKids category as for “5 years old and
under”, “6~8 years old”, or “9~11 years old”. Thosgings help parents to determine whether
children can be expected to have the cognitivdsskil use an app, but the current maturity
system only tells parents about whether childrenukhbe allowed to use the app.

Simulated GamblingAs discussed earlieinconsistencies exist between the maturity
rating policies of Android and iOS. One of theseoimsistencies lies in which maturity level
simulated gambling should belong to. On iOS platfothe ratings are clear. Casino games—

such as card games, bingo, bridge, backgammongeones, mahjong, slots, domino, poker, and

® The National Academies, Understanding Maturity ¥ntherability,
http://www.nap.edu/netsafekids/protect_und.html
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etc—do not necessarily involve gambling unless theyuire players to bid on real money.
However, on Android platform, casino apps not inumy bidding on real money can either be
rated as simulated gambling or not, because Andtioid't give developers strict definitions on
what is an instance of simulated gambling, whialisea lots of confusion.

Violence.With the controversy in the US about gun laws, #ahe people would judge
anything with guns involved as violent while othersuld not, the difference of opinion about
violence among the developers also cause undetedmiturity ratings on contents such as: gun
shooting, cannon shooting, hunting, racing, arachinhg territories.

Mature and Suggestive Them@se last item causing confusion for developershes t
definition of mature and suggestive themes. Fomgte, is “dating” suggestive? Is the term
“boyfriend/girlfriend” suggestive? How about “nigiib”? In these circumstances, developers
have different opinions on maturity ratings.

The distribution of overrated Android apps is shownFig. 10. To alleviate the
overrating problem, we suggest that Android maguidtting policies clearly define the meaning
of maturity ratings as an indicator of harmful amttfor children or adolescents. Maturity rating
should not reflect users’ capabilities or inteltige levels as it causes undue confusion about
ratings. In addition, Android maturity policy shduprovide clearer definitions and detailed
explanations about the meanings of “simulated ganghl “violence”, and “mature and

suggestive themes”, to guide developers to coyreaté their Android apps.
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Figure 10. Distribution of overrated apps

4.4.3.2 Underrated Android Applications

Among those 142 Android apps that were underré&8@dpps (25.4%) were underrated
by 2 levels, and 106 apps (74.6%) were underrayed level. Among the apps underrated by 2
levels, only 1 app was underrated from “17+” to W.aturity”; and 35 apps were underrated
from “12+" to “Everyone”. Among the apps underrated1 level, 5 apps were underrated from
“17+" to “Medium Maturity”; 25 apps were underratédm “12+” to “Low Maturity”; and 76
apps were underrated from “9+” to “Everyone”.

As shown in Fig. 11, most apps underrated by 2des@ntained content such as alcohol,
tobacco, drug, and gamble; while apps underrated kgvel often contained cartoon, fantasy

violence, mature content, and suggestive themes.
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Figure 11. Distribution of underrated apps

Unlike overrated apps, the underrated apps magtllireaarm children’s mental health,
because those apps conceal their actual matuvigysléo parents and minors. As shown in Figure
4, the underrated apps might contain violent cdntemature and sexual content, offensive
language, alcohol, drug, or gambling. Unfortunat&yogle rarely verifies the maturity ratings
provided by developers unless complaints are raiSbedrefore, to be certain whether or not an
Android app contains harmful content, parents haygainfully test the app themselves or search
for the same app in iOS App Store to verify theungt rating. Our proposed ALM algorithm
can better assist parents and children to makeidasiwhen they choose apps on the platform of

Android.

4.4.4 Experiment 3: Exploring Factors Contributingto Incorrect Ratings

As discussed earlier, there is a substantial porad Android apps with inaccurate
maturity ratings. In this section, we conduct s@raiminary analyses to explore the factors that

may lead to the inaccurate maturity ratings.
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We first captured two categories of Android appttilautes from our dataset: apps’
attributes and developers’ attributes. The app#ibates included:popularity, price, and
dangerous level of the required permissioBP®gvelopers’ attributes includedeneral privacy
awareness, trustworthiness, actual privacy awarenasd child safety awareness

For apps’ attributes, the number of installatiorsswsed to infer an app’s popularity.
Although app rank can be retrieved to representiaoity, the ranks change every day and it is
difficult to keep tracking. An app’s price is agsgl to a binary variabld: if it is a paid app and
Oifitis a free app. For apps’ required permissia@hia et al (Chia et al., 2012) divided Android
permissions into three categoriedanger_info permissions,danger permissions, andok
permissions.danger_info permissions consist of those permitting accessigers’ sensitive
personal information; whildangerpermissions consist of those whose actions carmabaful to
users. To clarifydanger_infopermissions are included in the setdainger permissions. The
permissions which belong to neithdainger_infonor dangercategories arek permissions. This
experiment adopts their definitions on the threegaries of permissions. Weight values3p®,
andl were assigned tdanger_info danger andok permissions, respectively. Therefore, for each
app, the overall score for the dangerous levelllotha required permissions was generated by
aggregating the weights of the permissions.

For developers’ attributes, the privacy regulattuiture or norm of developers’ countries
is used to represent developers’ general privagremess. Smith (Smith, 2004) divided countries
into two categories based on the privacy regulatoifyure or normhuman rightscountries and
contract termcountries. According to Smith (Smith, 200dman rightscountries typically have
comprehensive privacy regulations which addresslatth collection and use within the society,
whereascontract termcountries only have regulations regarding coltectand use of certain
types of data, which do not extend to all typeslaa in all sectors of the society. Sifaeman

rights countries have stricter privacy regulations, wguarthat developers from these countries
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should have higher levels of privacy awarenesschvBhould lead to higher possibility of correct
maturity ratings given to their Android applicattorDevelopers’ countries are inferred from the
domain of their websites, and the currency of thgjps. For the countries which appeared in our
dataset but were included in Smith’s framework, manually researched the privacy regulatory
culture or norm of that specific country to deterenits category. As a result, 18 countries were
labeled avhiuman rightscountries, while others were all categorized@stract termcountries (as
Table 11). Score valudsandO are assigned tbuman rightscountry andcontract termcountry
respectively to represent developers’ general pyivavareness. The distribution of developers’
countries is presented in Fig. 12. The percentdggps fromhuman rightscountries was 25%,
and the rest were all frooontract termcountries.

Table 11. List of human rights countries

Human rights countries

Australia, Austria, Canada, Czech Republic, Denmar&nce, Finland, Germany, Hungary
Italy, Netherlands, New Zealand, Norway, SloveBjpain, Sweden, Switzerland, and U.K.

The evaluation of developers’ websites by Web o@isTr(WOT) ("Web of Trust
(WOT),") was used to represent the trustworthinastual privacy awareness, and child safety
awareness of the developers. WOT measures websitesivorthinessby testing whether
websites deliver reliable servicgxivacy awarenesss measured by testing whether websites
keep users’ personal information sadbjld safety awareness measured by checking whether
websites only contain age-inappropriate materlI®T obtains the evaluation of websites by
wisdom-of-crowd, and it provides browser add-onshed users can evaluate visited websites. As
of November 2012, WOT has collected evaluationsdeer 52 million websites. Therefore,
WOT's evaluations on the above three categorieseftact the attributes of Android developers’
websites. For each category, WOT provides reputasicores (range from 1 to 99) for each

category together with their confidence levels gefrom 1 to 99). Thus, for each category, the
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general rating can be calculated by multiplying rigutation and confidence using the following
equation:
"h I, G % -T_[[EY),_ (7)

In this research, we are not only interested idifig out whether attributes of apps and
developers affect the correctness of maturity gatirbut also whether the observed effects vary
upon additional factors. In this experiment, thaeditional factors are examined: The first factor
is price, with which we aim to observe whether the influesiof apps’ and developers’ attributes
on the maturity ratings would vary uppaid vs. free apps. The second factorgeneral privacy
awareness with which we aim to observe whether the influemof apps’ and developers’
attributes on the maturity ratings would vary uguman rightsvs. contract termcountries. The
last factor isplatform with which we aim to observe whether the influehof apps’ and
developers’ attributes on the maturity ratings wlowiry uponcross-platform appss. Android-
only apps

Pearson’s correlation and linear regression weee tis conduct analysis. As shown in
Table 12 price had negative effect on overrating, which indicabes free apps are more likely to
be overrated than paid ones. We notice that thativegeffect of price on overrating was found

to be stronger for Android-only apps than for crpkgform apps.
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Figure 12. Distribution of developers’ countries
In other words, free apps which are only availadmethe Android platform are more

likely to be overrated. This result is interesti@jven that Android-only apps are often newly
developed or published by small companies or iddii developers, we argue that overrating
may serve as a strategy to further attract usétestgons to those free apps. This is because, for
free apps which do not require purchase to downladgertisements are the primary revenue
sources. Developers are therefore more eager togeeatheir apps, even by giving apps the same
or look-alike names as the well-known apps.

Table 12. Significant factors that affect overratng (n=265)

Impact CP AO AOSL
Price Overrating 0.05" 0.25" 0.26"
Overrating  Danger Permission 0.57" 0.45" 0.37"
Impact Paid Free HR CT

e

Price Overrating - - 0.21 0.337
Overrating Danger Permission 0.44~  0.62" 0.43" 0.47"
"p<0.001 Note CP = cross-platform apps; AO = Android-only app®SL = Android-

*:

only apps which have same or look-alike names i@ith apps; HR = human rights countries; CT
= contract term countries.]
As shown in Table 12, the negative effect of pooeoverrating was found to be stronger

in contract termcountries than imuman rightscountries. In other words, free apps developed in
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contract termcountries are more likely to be overrated thars¢hdeveloped imuman rights
countries.

In addition, the result showed that overrating hadsignificant positive effect on
requestingdangerouspermissions. That is to say, overrated apps weree tikely to request
more dangerouspermissions. Such an effect was stronger darss-platformapps than for
Android-onlyapps, and stronger feree apps than fopaid apps. These results suggest that those
overrated cross-platform apps for free tend to lmendata-hungry by requesting more data
permissions across different platforms. Moreovee, positive effect of overrating on requesting
dangerouspermissions was stronger for apps developedointract termcountries than those
developed irhuman rightountries.

Table 13. Significant factors affect underrating (=142)

Impact CP AO Paid Free HR CT
Trust Underrating 026  0.04

Privacy Underrating 0.23 0.03

Child Safety Underrating 0.07 0.03

Popularity ~ Underrating 0.01 0.10°

Price Underrating 0.01 0.10 - - 0.01 0.3

"p<0.05,” p<0.01,” p<0.001 Note: The insignificance was not shogvn

Data analyses were further conducted to exploreofachat may lead to underrated
maturity ratings. As shown in Table 13, the trustivimess of a developer’'s website (evaluated
by WOT) had significant negative effect on undengat That is to say, the less trustworthy the
developer’s website is, the more likely that the apay be underrated. Such effect was found to
be stronger for cross-platform apps than for Ardhanly apps.

It was found that privacy awareness level of a tipar’s website (evaluated by WOT)
had negative association with underrating for cpatform apps. This finding indicates that
those developers with lower levels of privacy awass are more likely to underrate the cross-
platform apps, for the purpose of reaching widesrympulation and harvesting users’ personal

information.
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As shown in Table 13, the child safety score ofaetbper's website (given by WOT)
had significant negative association on underratorgcross-platform apps. That is to say, if a
developer’'s website has a lower safety score fiddrem, the app developed by this specific
developer is more likely to be underrated.

For free apps, popularity was found to be posiiadsociated with underrating. Such an
effect was not significant for paid apps. Thisutesuggests that popular free apps are more
likely to be underrated. In addition, we found tlpaid apps are more likely to be underrated

when developers are frooontract termcountries than those fronuman rightscountries.

4.5 Conclusion

As discussed earlier, no research has systemgtigadlovered the extent and severity of
these unreliable app maturity ratings, nor hasrasgarch shown the types of apps that are most
often mis-categorized. To bridge this gap, our wtdevelops mechanisms to verify the maturity
ratings of mobile apps and investigates the passielsons behind the incorrect ratings.
Specifically, we develop a text-mining algorithmu#®matic Label of Maturity ratings” (ALM)
to verify mobile apps’ maturity ratings on the Aait platform compared to Apple’s i0OS
platform. ALM discovered that 27.8% of Android agpsve unreliable maturity ratings, among
which 18.1% apps are overrated and 9.7% apps aernated.

Our research has several contributions. First, saetigally examine the maturity rating
policies on both Android and iOS platforms, andcdiger the inconsistencies and ambiguities
from both policies. Second, based on app descnigtand user reviews, the algorithm ALM is
developed to automatically verify Android apps’ ody ratings that were based on developers’
self-disclosure. Experimental results show that Alblsls advanced performance on detecting

objectionable content in any maturity levels imierof precision, recall and f-score. Third, we
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conduct some preliminary analyses to explore tlwtofa that may lead to untruthful maturity
ratings in Android apps. We believe that our firgdirhave important implications for platform

providers (e.g., Google or Apple) as well as fgulatory bodies and application developers.
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Chapter 5 Exposure to Problematic Content—Mobile In-App Ads

5.1 Introduction

With the rapid adoption of smartphones, tabletd, mobile apps, more and more people
use these personal digital devices for communioagatertainment, and professional activities.
Among smartphone and tablet operating systems, l&8sogndroid and Apple’s iOS dominate
the U.S. smartphone market by 52.5 and 34.3 percespectively (Graziano, 2012). The
sweeping popularity of smartphones and tablets afffets the user population of children and
adolescents. It has been reported that 25% of ecgldised their parents’ smartphones in 2011
(Carmichael, 2011), and 23% of children and teezis/éen the ages of 12 and 17 owned their
own smartphones in 2012 (EnterpriseAppsTech, 20M2anwhile, more and more apps that are
specifically designed for children appear on snutices. As a result, parents start worrying
about the content appropriateness of mobile apphéir children.

In order to help parents choose age-appropriateilen@pps for their children, both
Android and iOS apps have maturity ratings that similar to the movie and video game
industries. Such maturity ratings examine the eris¢ and intensity of mature themes such as
violence, offensive language, sexual content, aference of drugs within each app. Android
maturity rating policy contains four maturity-raginlevels: “Everyone”, “Low Maturity”,
“Medium Maturity”, and “High Maturity”, while iOS’spolicy provides four different maturity-
rating levels based on the suitable age of audiefe’, “9+”, “12+”, and “17+". Higher
maturity levels represent apps containing moreatigeable contents.

These maturity rating policies on Android and id&tforms may prevent children from
being exposed to the inappropriate contents. Homenadther mobile platforms nor advertising

networks apply these maturity policies to restti# contents of in-app advertisements. As a
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result, children may still be able to view high ority contents from in-app advertisements
within those apps rated with low maturity. For exden as a4+ app on iOS platformAngry
Birds should ‘tontain no objectionable materidl§Apple, 2012b). However, it allows a full-
screen advertisement (Fig.13) with bloody scenas fa high maturity app appearing inside the
app (the source of this bloody scene comes from Qheapp Blood Brotherscontaining
“Infrequent/Mild Cartoon or Fantasy ViolerigeFurther,Angry Birdsalso allows sexual banner
advertisements shown on the up-right corner of sbeeen (Fig.14). As pointed out by the
Washington Post,there have been complaints that violent and seadalpop up in some apps
aimed at childreh(Rasmussen, 2011). However, according to our kesivledge, no systematic
research has been conducted to analyze the cappripriateness of in-app advertisements for
children’s protection. This work is designed todge the gap in the literature. We aim to
contribute the following:

This is the first study to examine the risks ofappp ads on mobile platforms
from the perspective of children’s online safetye\ious work rarely considers children as a
special group of mobile users. Thus there is ndystoeasuring the content appropriateness of the
in-app advertisements. This research aims tatfithis gap.

We aim to examine how the advertising networks leguand monitor the
content appropriateness on their advertisements.p@liminary findings suggest that none of
the advertising networks integrates the parentatrobsettings from mobile devices to deliver
the age-appropriate in-app advertisements to eadsus

We propose methods to calculate ads’ maturity fgevahd uncover the age

appropriateness for different types of in-app atisements.
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Figure 13. Sample full-screen ad in “Angry Birds”.

Figure 14. Sample banner ad in “Angry Birds”.

Figure 15. Sample pop-up ad in “Burrito Maker”.

This paper is structured as follows: we first rewithe relevant works, followed by
proposing our research questions and describingebearch methodology. Then we present our
experimental design and findings. We summarizefiodings in the discussion section and then
conclude this work. (In this paper, “advertisemerdhd “ad” may be further used

interchangeably).
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5.2 Research Questions

As discussed earlier, we aim to examine the conég@puropriateness of the in-app
advertisements on mobile platforms for childrentstection. Our first research question is to
ascertain:

1. Is the placement of in-app advertisements a conmpnactice in free apps designed

for kids?

In addition, we seek to find out whether the adserny networks regulate and monitor
objectionable contents on the in-app advertisemdrtisrefore, the second research question is
raised as:

2. What types of objectionable contents on the inaghertisements are regulated and

monitored by the advertising networks?

There are different types of in-app advertisemeantslable on mobile platforms, such as
full-screen ads (Fig. 13), banner ads (Fig. 14p-pp ads (Fig. 15). The visual effects vary
among different types of in-app advertisements. é&s@mple, full-screen ads are visually more
significant than banner and pop-up ads. If the-dateen ads contain more severe age-
inappropriate contents, they probably will be mbeemful to children. In addition, the in-app
advertisements may also have different targetsekample, there are advertisements promoting
other mobile apps that are linked to external websiGiven the difference in visual effects for
different types of in-app advertisement, our lasearch question is to examine:

3. How does age appropriateness vary among diffeypastof in-app advertisements?
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5.3 Methodology

In order to answer our research questions, we doflected the in-app advertisements
from both Android and iOS platforms. Since thisdstuvas for children’s protection, we focused
on those apps which were specifically developedctoldren (further denoted as “kid-specific

apps”), and conducted content analysis on thefpim-advertisements.

5.3.1 Kid-specific Applications

To select kid-specific apps, we searched “app fds’kand “app for children” on both
Android and iOS app stores. In order to compare dbetent appropriateness of the in-app
advertisements on these two platforms, we focusedhe intersection of the result sets and
downloaded the free apps that were available dm platforms.

To confirm the intended audience of the kid-speapps, we adopted FTC’s approach to
search keywords on the app descriptions (FTC, 2&l2h as “infant”, “toddler”, “child”, “kid”,
“preschool”, “elementary school”, “parent”, “teacheand “family”. Once acquiring the general
age groups of apps’ intended audiences, we follmvRTC's approach (FTC, 2012) to search
keywords such as “age”, “year old”, and “grade’specify the age ranges (e.g. 3~8 years old) of
the apps’ intended audiences. With the generalgagaps and specific age ranges of apps’

intended audiences, we could select the apps gadlyifdeveloped for kids.

5.3.2 Advertising Networks Used by Applications

After downloading the kid-specific applications, vwdentified the advertising-supported
apps by applying static analysis ("Static programalgsis,” 2013) to locate the libraries of the
advertising networks from these apps.
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Android apps were packaged .apkfiles. After decompiling, each app folder containe
all the resources used in the app, as well asigassembled codes (with all function names and
the parameters). By searching through the disadedmbcodes, especially the
AndroidManifest.xmfile, we found the libraries of the advertisingwerks used in the apps.

Similarly, i1OS apps were packaged #sa files. Those files could be automatically
decompiled once installed on iOS devices. We th#éizad the device manger to download the
decompiled folders from the devices, and searcbeth€ libraries of the advertising networks in

those folders.

5.3.3 In-app Advertisements on Mobile Platforms

Once advertising-supported apps were selectedpuld collect the advertisements from
those apps. On the Android platform, we utilizeaawyic analysis ("Dynamic program analysis,"
2013) to collect the in-app advertisements. Andieidn open source platform, and it provides
various debugging tools to test the functionalittdsthe apps. The app packages downloaded
from Google Play app store were installeddmdroid Debug Bridge (ADB)Google). To ensure
collecting most of the advertisements shown in apgsmanually opened every app and clicked
on the in-app advertisements to trigger the retliegents. Android logging todbgcat (Google)
automatically recorded the URLs of the advertisase@n iOS platform, we manually recorded

the types and the URLSs of the in-app advertisements

5.3.4 Content Analysis on In-app Advertisements

After collecting the in-app advertisements, we doubanalyze their content

appropriateness. Firstly, the in-app advertisememtie categorized based on their targets (i.e.,

76



the contents promoted by the advertisements). Tlwere three types of ad targets: 1) iOS apps;
2) Android apps; 3) external websites. The matuetels of the advertisements were equivalent
to the maturity levels of their targets. For ins@nif an advertisement promoting a 9+ iOS app
appeared in a 4+ app, the maturity level of theedthement was determined as 9+, for reflecting
the maturity level of its target. We observe thdunty levels of the 98% ads’ images reflected
the maturity levels of their targets, while the ordy levels of the remaining 2% ads’ images
even exceeded the maturity levels of their targetsttract attention (this was an ad hoc, author-
based assessment that is not replicable). Therdfaenaturity levels of ads’ targets were used
to present ads’ maturity levels in this study. Weposed the following formula to calculate ads’

maturity levels:

d g "ENj Uk
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For advertisements promoting Android and iOS atipsr maturity levels are deemed to
be equivalent to the maturity levels of the targpps (Google and Apple provides a maturity
rating for each app on its description page). Iditawh, for advertisements promoting external
websites, we adopted the ALM (stands for “Automatabel of Maturity Ratings for Mobile
Apps”) algorithm (Chen, Xu, et al., 2013) to cakltel their maturity levels. The ALM algorithm
was originally developed to infer mobile apps’ midyulevels based on their descriptions, it
provided detection accuracy over 96%. Here ALM waed to analyze the contents on external
website pages and measured their maturity levéis.limitation of the ALM algorithm is that it

can only determine content maturity based on tértrimation.

5.4 Experiment

In this section, we described our experimental gtalesign and results.
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5.4.1 Data Collection

By searching “app for kids” in both the Google Ptyd Apple iTune Stores, 405 free
apps were found available on both Android and iG@®fqrms. APK Downloade(Evozi, 2012)
was used to download apps on Android platform, evapps on iOS platform were downloaded
manually.

In total, 3921 advertisements were collected frdme @pps. Most advertisements
frequently appeared in those apps during April aidy 2013. There were 1521 in-app
advertisements collected from the Android platfoand 2447 in-app advertisements collected

from the iOS platform.

5.4.2 Experiment 1: Kid-specific Applications

We crawled the app descriptions from both the iBumgp store and the Google Play app
store, and found that apps’ Android version and i@3sion had the same descriptions.
Furthermore, we searched through app descriptiased on three types of keywords: 1)
children: “infant”, “child”, “kid”, “preschool”, aml “elementary school”; 2) adults: “parent”,
“teacher”, and “adult”; 3) family: “family”. Thes¢hree types of keywords represented the
general age groups of the apps’ intended audiefdes distribution of the apps based on the
general age groups of intended audience was pessanTable 14.

Table 14. Intended audience—general age groups (#65).

General age group| % of apps| Combined % of apps$
Infant/toddler 7.9%
Child 23.5%
Kid 34.3% 73.6%
Preschool 7.4%
Elementary school 0.5%
Parent 10.6%
Teacher 2.2% 18.5%
Adult 5.7%
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| Family | 12.8% | 12.8% |

Table 15. Intended audience—specific age ranges.

Maximum recommen(;ed age % of apps with this min.
0-2| 3-4| 56| 7-8 1é 13+ age
0-2 | 11 3 15| 2 5 36 18%
34| - 46 2 6 1 3 14%
. 56 | - - 11 2 - 4 4%
Minimum recommended
a 7-8 | - - - 3 1 - 1%
ge 5
- - - - - 0
12 5 2 2%
13+ | - - - - - 1 0%
% of apps with this max. age 3% | 12%| 7%| 3% 3% 11% n=405

Some descriptions contained combination of keywaadd keywords representing adults
were always mentioned with the keywords represgntimildren. According to Table 14, 73.6
percent of the apps were specifically developedcfatdren, and 7.9 percent of the apps—32
apps—were even designed for infants and toddlers.

Furthermore, we searched through the app desergptiased on the age keywords such
as “age”, “year old”, and “grade”, to find out tleeiggested age ranges of the apps. After
converting the grade levels to ages, we categoribedresults and listed them in Table 15.
Similarly, 60 out of 405 (14.8%) apps were desigoaty for toddler and infants (i.e., under 4
years old) to use, and approximately 18 percenthef apps indicated they were expecting
newborns to use.

Interestingly, according to Apple’s maturity polit4pple, 2012b), iOS apps are only for
4 years and older. However, according to our resulid FTC'’s report (FTC, 2012), Apple had
approved many apps which were developed specifitaiitoddlers and infants, and placed them
on the iTunes app store for users to download. Mare according to a 2011 report (Carmichael,

2011), there were already 25% of toddlers usingr th@rents’ smartphones. Therefore, Apple
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should adjust its maturity rating policy to bettaonitor the contents of the apps and the in-app

advertisements for toddlers and infants’ protection
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Figure 16. Distribution of advertising networksAndroid apps.

5.4.3 Experiment 2: Advertising Networks

5.4.3.1 Usage of Advertising Networks in Applicats

To further select the advertisement-supported apgs,searched the libraries of the
advertising networks inside the 405 apps.

For Android appsandroid-apktool(Google) was used to decompile tlagpk packages
(Android app packages). For iOS appBpols (Thinksky) was used to download the related

decompiled folders of the installeipa packages (iOS app packages). Once the apps’ ddedmp
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files were ready, static analysis was applied trcdethe embedded libraries of the advertising
networks. The distributions of the advertising natvg used by Android apps and iOS apps were
shown in Fig.16 and Fig. 17, respectively. We didied the advertising networks used by at
least 5 percent of the apps (i.e., used by at [Basapps).Google adsadvertising networks
included Google’AdSensandAdWordsadvertising networks.

According to Fig. 16, 351 out of 405 Android apps.( 86.7%) embedded advertising
networks, and surprisingly, on average, each appedoed 6.97 advertising networks. One
reason why Android apps embedded many advertisitgarks was that app developers allowed
mediation options when they registered apps orativertising networks. The mediation options
were provided by most of the advertising netwotks; advertising networks centrally controlled
the integration of the advertisements from otherediking networks into their own ad pools.
Once mediation had been enabled, other alliancerasing networks could also display their
advertisements inside the apps. For example, GoéAdimob advertising network allowed
mediation with 16 other advertising networlksdfonic Drawbridge Flurry, Hunt Mobile Ads,
InMobi, Jumptap, LG U+AD, MdotM, MedialetMillennial Media MobFox Mojiva, Nend

Taplt, i-mobile andiAd.
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Figure 17. Distribution of advertising networksi@®S apps.

As shown in Fig.16, the distribution of the adw&rng networks used by the kid-specific
Android apps were similar to the distribution ok thdvertising networks used by the general
Android apps (Grace et al., 2012a). We noticed tivattop three advertising networks used by
Android apps were all from Google. Therefore, Andmevelopers had strongly skewed towards
Google advertising networks.

According to Fig.17, the distribution of the adv&rg networks used by iOS apps was
slightly different from the distribution of the aehtising networks used by Android apps. Firstly,
only 290 out of 405 iOS apps (i.e., 71.6%) embeddddertising networks, and the average
number of advertising networks embedded in apps #%a8, lower than that on Android
platform. Secondly, the selection of the advergsiretworks on the iOS platform was more
diverse. There was no dominating advertising nétworiOS platform.

Since the advertising networks were widely usedath platforms, and most of the kid-
specific apps embedded many different advertisiatyvarks, the contents of advertisements

could be frequently viewed by children. Therefoik,the in-app advertisements contain
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objectionable contents, children will have a lagi@nce to be exposed to those inappropriate

contents.

5.4.3.2 Advertising Networks’ Policies Regardingi@ent Appropriateness

We further examined the policies of the advertisimegworks to check whether they
considered and monitored the content appropriasenfethe in-app ads. We analyzed thens of
useof the top 50 advertising networks; however, weenemited to only 39 ad networks. Results
of other advertising networks were missing eithecause théerms of usenformation was not
available online, or was written in foreign langaagWe considered four types of objectionable
contents: 1) violence and horror themes; 2) seaodlnudity contents; 3) offensive and hateful
language; 4) references to gambling, alcohol, tobaand drugs. These types of contents were
considered harmful for children on both Android a@b platforms (Apple, 2012b; Google,
2012). The results of policy analysis were sumneakin Table 16.

Table 16. Forbidden contents at top 39 advertisingetworks.

Violence, Sexual, Offensive Gambling, alcohol, tobacco,
Ad network )

horror nudity language drugs
Admob X X X X
Google ads X X
Flurry X X X X
Google
analytics X X X
Millennial
media
Mobclix
Adwhirl X X X X
iAd
YuMe
Mobfox
Komli mobile X X X X
inMobi X X X X
Wooboo X X X X
AdMarvel
Smaato X X X X
Airpush X X X X
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Violence, Sexual, Offensive Gambling, alcohol, tobacco,
Ad network )

horror nudity language drugs
MdotM
Vdopia X X X
Wiyun X X
Adhubs
Madhouse X X
Pontiflex X X X
innerActive X X X
Mocean mobile
Casee
Greystripe
Adform
Guohead X X X X
Domob X X X X
Tapjoy X X X X
Adchina X X X X
Jumptap
Medialets X X X
Waps X X
Vpon X X X X
Iconosys
Smartadserver
Airad
Mopub X X X
iconosys
Total 17(43.6%) 23(59.0%) 17(43.6%) 21(53.8%)

According to Table 16, 41 percent of the advergjsnetworks did not regulate any types
of inappropriate contents in their advertisemeiiteey either did not provide specific remarks
regarding the content appropriateness (€gl), or passed the responsibility to ad designers and
end-users. For instanddpbfoxprovided the following statement in tte¥rms of use

MobFox may have no control over any mobile websitegsources which are provided
by companies or persons other than MobFox

And Mobclix stated:

Our websites target an audience that is over the @gl8 and some content may not be
appropriate for all ages. We recommend that mirawer the age of 13 ask their parents and/or

legal guardians for permission before sending arfgrimation about themselves to anyone over

the Internet
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Similarly, YuMestated:

The YuMe Services are not for persons under theot@8. If you are under 13 years of
age, please visit another site — there are lotstbér great web sites for you

Moreover, the advertising netwodkimptapeven allowed adult contents (i.e., sexual and
nudity contents) to appear on their advertisements.

Among the remaining advertising networks (59%),0élthem forbade pornography and
adult contents to appear on their ads. For othpesyf inappropriate contents such as violence,
offensive language, and gambling, fewer advertigietyvorks forbade them to appear on the
advertisements.

Although some advertising networks monitored adi@ais and provided setting options
on their dashboards for app developers to manageategories of the expecting advertisements,
they failed to provide fine-grained maturity levdts developers to filter out inappropriate
contents. For examplé&dmobadvertising network stated that they reviewed adsitents and
classified ads into two categories: “all ages” &adult”. App developers could filter out ads in
the “adult” category. However, sinéelmobdid not classify the ads to more detailed categori
such as “4+" and “9+", infants and toddlers stilubd be exposed to inappropriate contents.
Other advertising networks only provided vague esteents regarding how they monitor ad
contents. For exampl&dformstated that theymionitor unsafe conteht

Since many advertising networks did not consider ¢bntent appropriateness of their
advertisements, and provided no fine-grained opteptions for app developers to filter out
inappropriate ads, those inappropriate content@adwertisements were delivered to mobile

devices and eventually reached children.
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5.4.4 Experiment 3: Age Appropriateness of In-apg\dvertisements

In this experiment, we aim to analyze the contepprapriateness of the in-app
advertisements. We notice that the advertising odsv provided targeting options to deliver
advertisements to different groups of users. Ireotd collect an un-biased sample of the in-app

advertisements, we first analyzed the targetingpaptprovided by the advertising networks.

5.4.4.1 Advertising Networks’ Targeting Options

The advertisement targeting options from the tom@@ertising networks were analyzed
and the results were summarized in Fig. 18.

According to Fig.18, the advertising networkdivéged their advertisements by users’
demographic information, app category, and devig®@rimation/usage. Users’ demographic
information included gender, age, income level,cation level, language, and relationship status
(e.g., single, married). The advertising networksuld deliver advertisements by users’
demographic information if it was available on ss@nobile devices. Some of them also allowed
to deliver ads to audiences by certain age rarges) as 18~24, 25~34, 35~44, 45~54, 55~64,
and 65+. Currently there were no rules designetktiver ads to an audience less than 18 years
old. In addition, the advertising networks couldcatieliver ads to certain categories of apps or a
specific app. Furthermore, they could deliver aglsiévice information: day parts (e.g., weekend
10:00am~10:00pm), location, Internet connectiorg.(ewifi or 3G), carrier (e.g., AT&T,
Verizon), device (e.g., iPhone 4GS), and user ev@ming. User events/timing included the
activities users conducted on devices, such akdpeords users searched on devices, the time

users spent on apps, users’ purchasing and traorsacstory, and etc.
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Figure 18. Targeting options provided by top 39eatising networks.

Table 17. Apps’ features on Android and iOS plaifs.

Android | iOS
Total 405
With no ads 36 114
Not compatible with device 17 0
Cannot use 1 1
With ads 351 290
With ( app) ads 159 217
With ( website page) adg 157 66
With banner ads 172 203
With full-screen ads 89 105
With pop-up ads 23 18

Table 18. Features of the in-app ads on Android ptform.

# of ads:
Adtypes # of ads ad maturity > app maturity
Total 1521 546 35.9%
( App) ad 645 295 45.7%
( Website page) ad876 251 28.6%

According to Fig.18, the advertising networks deted their advertisements primarily by

location, device, demographinformation, and etc. To eliminate the influencetlobse factors
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and collect an un-biased sample of advertisem#rasapps were installed on 4 different devices.
The Android apps were installed on a Nexus S defagstem version is 2.3.6), while iOS apps
were installed on an iPhone 5 device, an iPhonevicd, and an iPod touch 3 device. 2 different
accounts were used to install the apps, one waa@aacount with age range 65+, the other was
a female account with age range 18~24. We didtyje in any other information into the
accounts, and the devices were all reformattedrbafee Because only users over 18 years old
can set up mobile accounts, children have to usie plarents’ devices. Therefore, the results of

this experiment are valid for testing the contdrildcen receive on mobile ads.

5.4.4.2 Content Analysis on In-app Advertisements

According to Table 17, three types of apps werduebed from the dataset: 1) apps
without advertisements; 2) apps not compatible with devices; 3) apps that could not be used
in the location conducting the experiment. In tothkere were 351 Android apps and 290 iOS
apps in the dataset. “(app) ads” denoted the ads promoting Android appd, ‘4@ website
page) ads” represented the ads promoting exterebsives. In addition, only three types of in-
app advertisements were observed on both Andraidi@8 platformsbanner adsfull-screen
ads and pop-up ads Table 17 showed the numbers of apps with eacle typ in-app
advertisements. The advertisements pre-integratédtiae apps were not considered, for those
were not dynamically pushed by the advertising oet®, and app developers should have
integrated the maturity levels of those advertigesieinto apps’ maturity levels. In our
experiment, none of the pre-integrated ads is ®ksgercontaining objectionable content.
Therefore, the pre-integrated ads should be fine.

In total, 1521 in-app advertisements were collectiedAndroid platforms, and 2447 in-

app advertisements were collected on iOS platfoithe. maturity levels of the advertisements
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were calculated and compared with the host appsunita levels. The features of the in-app
advertisements on Android and iOS platform weres@néed in Table 18 and Table 19,
respectively.

According to Table 18, on Android platform, thereeres 645 in-app advertisements
promoting Android apps, and 876 in-app advertisemg@romoting external websites. We
adopted (1) to calculate ads’ maturity levels. kRennore, d-testwas performed to measure the
distinction between ads’ maturity levels and thst apps’ maturity level$-valuewas used to
measure the distinction, andvaluewas used to measure the significance of the sedi8t7
percent of the ads promoting Android apps exceelden host apps’ maturity levels (t=13.97,
p<0.001, within 98 apps), while 28.6 percent ofdlds promoting external websites exceeded the
host apps’ maturity levels (t=8.73, p<0.001, witléid apps). The ads promoting Android apps
also had higher chance to exceed the host appsirityaevels than the ads promoting external
websites (t=5.20, p<0.001, within 89 apps). Onelanation was that apps were developed by
third party individuals and organizations, while hgges were usually held by reputable
corporations. Therefore, to attract attention,eéhgere a larger percent of high maturity apps than
websites.

Table 19. Features of the in-app ads on iOS platfo

# of ads:
Ad types # of ads ad maturity > app maturity
Total 2447 953 38.9%
( App) ad 2251 919 40.8%
( Website page) ad196 34 17.3%
Banner ads 818 275 33.6%
Full-screen ads 1609 678 42.1%
Pop-up ads 20 0 0%

Sincelogcat was used on Android to record the in-app adverigsgs’ urls, it failed to
record whether the advertisements were bannerfallscreen ads, or pop-up ads. Therefore,
their maturity levels were not compared acrossdlaestypes on the Android platform.
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Similarly, according to Table 19, 40.8 percentluf ads promoting iOS apps exceeded
their host apps’ maturity levels (t=17.42, p<0.0@ithin 151 apps), while 17.3 percent of the ads
promoting external websites exceeded the host apatirity levels (t=4.51, p<0.001, within 21
apps). The ads promoting iOS apps also had highenoe to exceed the host apps’ maturity
levels than the ads promoting external websites. 56; p<0.001, within 8 apps).

There were 818 banner ads, 1609 full-screen adkpaly 20 pop-up ads collected on
iIOS platform. The banner ads normally appearedriost of the time while apps were open on
the foreground, and usually stayed for 20~30 sexdedore refresh (developers could change the
settings on display time, interval and refreshiate). The full-screen ads normally appeared
when users triggered certain events inside the. 8gsevents could be “played the app for over
1 minute”, “finished a level”, “restarted a leveldnd etc. The pop-up ads normally appeared
when apps started, and never displayed again uthlesspps are re-opened. Both full-screen ads
and pop-up ads required immediate response.

In total, 33.6 percent of the banner ads excedusdhost apps’ maturity levels (t=14.53,
p<0.001, within 130 apps), while 42.1 percent @ fhll-screen ads exceeded their host apps’
maturity levels (t=13.46, p<0.001, within 77 appE)e full-screen ads also had a higher chance
to exceed the host apps’ maturity levels than @menbr ads (t=2.87, p=0.003, within 57 apps).
For the pop-up ads, none of them exceeded theappst maturity levels. Since the full-screen
ads also had a more significant visual impressiam other types of ads, the high maturity full-
screen ads might be the most harmful to childreméstal health. In contrast, the pop-up ads only
contained text. And according to Table 19, theiturity levels were consistent with the host
apps’ maturity levels. Therefore, the pop-up adeevilee least harmful to children.

From the results on both platforms, a large proporof the in-app advertisements had
higher maturity levels than the host apps. It wighll possible that children would be exposed to

inappropriate contents while they are playing witthse apps. The results also showed that the
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advertisements promoting other apps and the fullest advertisements tended to appear on
lower maturity apps. These results could help garenobile platforms, and advertising networks

to improve their efforts to protect children usthg apps.

Cartoon, fantasy violenc
Realistic violence

Horror themes

Mature, suggestive theme
Sexual content, nudity
Offensive language
Alcohol, tobacco, drug

Simulated gambling

0% 10% 20% 30% 40% 50% 60% 70%

Figure 19. Types of objectionable contents in lmgtturity in-app advertisements on

iOS platform. (n=136)

5.4.4.3 Types of Inappropriate Contents in MobAevertisements

Further, we investigated that the in-app advertesgs contained higher maturity levels
of objectionable contents than that of their hqgtsa Apple provided detailed reasons for each
app’s maturity rating on the iTunes app storeais higher than 4+.For example:

Rated 9+ for the following:

Frequent/Intense Cartoon or Fantasy Violence

Therefore, for the advertisements promoting iOSsapjth maturity levels higher than

the host apps, the reasons of their maturity lewels collected and the results were presented in

Fig. 19.
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According to Fig. 19, three types of objectionabtmtents mostly appeared in the high
maturity in-app ads: 1) cartoon, fantasy violerZesimulated gambling; 3) mature/suggestive
themes. We believe that the results could bringemnosights to parents about what types of

objectionable contents to expect in the advertisgsnexceeded the maturity levels of the host

apps.

5.5 Discussion

As discussed earlier, there are many in-app adesnents that exceed their host apps’
levels of maturity ratings. Given the fact that m@nd more toddlers and infants are actually
using mobile devices, and that there are many spgsifically designed for them to use, the iOS
platform should develop corresponding maturityn@tpolicy to monitor contents for both apps
and in-app advertisements in order to protect usedsr 4 year old.

Further, we find that regardless of the ad typattae ad targets, a large proportion of
the ads exceed their hosts’ maturity levels, esfigdine full-screen ads and the ads promoting
other mobile apps. In addition, among those adsarients which exceed their hosts’ maturity
levels, most of them contain cartoon, fantasy vioke simulated gambling, and
mature/suggestive themes. However, neither AndroidOS has maturity policies to restrict the
contents of in-app advertisements.

Our findings suggest that only 59 percent of theeatising networks regulate the content
appropriateness of their advertisements, and fewhem actually monitor ads’ contents and
provide filtering options on their dashboards fpp @evelopers to filter ads based on the content
appropriateness. Besides, currently none of theréiding networks integrate the parental control

settings on mobile devices to deliver the age-gmyaite advertisements to end-users.
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The surrounding contents of the advertisementsooialsmedia can also be harmful, and
it is more difficult to monitor the user-generatedntents on social media. For example,
sometimes ads are embedded in social media, su¥lowsbe, Facebook, and Twitter. Social
media recommend materials to users based on tieewng histories. Fig.20 is an example that
although the advertisement contains no objecti@abbntents, the suggested material
recommended by social media does. An advertisesteown inside a 4+ app on iOS platform
has been redirected to a Youtube video. Among ulggested videos, there is one (Fig.21) with a

sexual cover screen—a nude woman sitting in a tub.

Figure 20. An advertisement linked to a Youtube weo.
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Figure 21. A suggested video with a sexual covesrsen.

The challenges regarding the content appropriaseofethe in-app advertisements cannot
simply be tackled by one entity. Therefore, to dérefirotect children, we suggest advertisement
providers, advertising networks, app developerd, ranbile platforms collaborate in developing
policies and mechanisms to monitor and control ¢betent appropriateness of the in-app

advertisements.

5.6 Conclusion

Both Android and iOS allow app developers to lifieit free apps with advertising
networks to increase revenue. Behavioral researchusers’ privacy practices suggests that
mobile users would rather engage with in-app ads thay for no-ad apps (MarketingPilgrim,
2013). As a result, mobile in-app advertising hasdmme a common practice. However, little
research has systematically uncovered the extehsewerity of the inappropriate contents on the
in-app advertisements. To bridge this gap, ourysexplores the content appropriateness of the
in-app advertisements on both Android and iOS ptatt.

Our research has several contributions. Firstly,ativertisement content regulations and
the monitoring methods provided by the major adsiig networks were practically examined.
Only a small percentage of the advertising netwadissidered the content appropriateness of

their advertisements, and provided opt-out optimnsapp developers to filter out inappropriate
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advertisements. Secondly, experimental results stidhat regardless of the advertisement types
and the advertising targets, a large percentagheoin-app advertisements exceeded their host
apps’ maturity levels, especially the full-screads and the ads promoting other mobile apps.
Therefore, both Android and iOS should developeswonding maturity rating policies to restrict
the content appropriateness of the in-app advergsés. Lastly, we point out that while viewing
the contents of advertisements, users may alsdféeted by the objectionable user-generated
contents on social media. We believe that our figgiprovide insights for parents, advertising
networks, platform providers (e.g., Google or Appss well as for regulatory bodies and

application developers to better collaborate irtguting children’s online safety.
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Chapter 6 Sexual Solicitation and Internet-Initiated Offline Encounters

6.1 Introduction

Online solicitation of minors is a violation of staand federal law. However, numerous
children have experienced cyber-solicitations (réfig to online sexual solicitations and Internet-
initiated offline solicitations). Wolak et al [1pfind that one in seven kids received at least one
online sexual solicitation in 2006. Efforts suchdetection of online sexual solicitations from
youth mainly focus on online chat-rooms, instanssaging, and gaming devices, where cyber-
solicitations mostly occur [1]. Nowadays, mobileevites have integrated all these
communication functions and become the new andnthpr channel for online solicitations.

Julie Miller, a consultant pediatrician said [2]:

“We have witnessed the rapid uptake of broadbahe,imcreasing ownership of
camera phones, many with video capability, thevairof 3G bringing improved speeds
and services to the mobile and making the mobilermet a reality, and the continued
popularity of services—and not just chat-rooms—ttan put children in touch with

people that they do not know, such as instant mgssend online games.”

However, children and even parents are rarely aoftiee potential risks of information
disclosure through mobile devices. On the contrargre and more young children become fans
of mobile devices. It has been reported that 25%dfllers used their parents’ smartphones in

2011 (Carmichael, 2011), nearly 10% children gst finobile phone by the age 5 (Theguardian,
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2013), and 48% of American children aged betweemd 12 want Apple’s iPad for Christmas

gifts (Olson, 2012).

There are two major types of behaviors on mobildas that expose children to online
sexual solicitation (Ybarra et al., 2007): postpegsonal information and interacting with online
strangers. Unfortunately, there are no existingula@gns guarding children’s personal
information on mobile devices. The Children’s OnliRrivacy Protection Act (COPPA) details
the requirements of a website operator to seeHialgleé consent from a parent or guardian, and
the responsibilities an operator has to proteddmm's online privacy including restrictions on
the marketing to those under 13. However, it does gonsider mobile devices. Personal
information on mobile devices, such as locatiortstps, and calendar, which can be easily
retrieved but hard to get from other digital desicés also not considered by COPPA.
Furthermore, only 13% of the mobile apps havegmyvpolicies posted on app developers’
websites (FTC, 2012) regarding the collection aistribution of users’ personal information. In
general, regulations on disclosure of users'—esflgcchildren’s—personal information on

mobile devices are lacking.

Sharing children’s personal information (CPI) onhil® devices to third-parties exposes
children to cyber-solicitations; however, therang existing policy regulating the collection and

distribution of CPI on mobile devices, so this stséeks to fill the gap.

This study contributes the following:

We use the contextual integrity theory [8] to depefuantitative measures of

privacy risks on mobile apps.

We propose an automatic system with user interfacassist parents in being
aware of apps’ privacy risks, therefore, to makermed decisions when choosing apps for

their children.
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The result of this study explains the boundariescidlecting and distributing children’s
personal information on mobile platforms, which \pdes guidelines for policy makers to

guantitatively measure mobile apps’ privacy riskels.

6.2 Methodology

Nissenbaum’s theory of contextual integrity (Nidsamm, 2004) argues that privacy
concerns are not absolute but largely depend oondhiext. For example, revealing the content of
personal belongings to strangers may not be adaepita offices, but it is fine at airports. In a
mobile environment, disclosing children’s photosd diocations to strangers is much more

dangerous in outdoor environments than in classsoom
In general, contextual integrity (Nissenbaum, 20@at)ceptualizes privacy as:

In a context the flow of information of a certain typeat{ributeg about asubject
(acting in a particular capacity/role) fronsander(possibly the subject, acting in a particular
capacity/role) to aecipient(acting in a particular capacity/role) is goverrgda particular

transmission principle

Therefore, contextual integrity is characterized foyir elements:contexts actors
attributes and transmission principlesContext has been generally defined as “stimuli an
phenomena that surround and, thus, exist in the@maent external to the individual” (Mowday
& Sutton, 1993). The privacy concerns for childtendisclose CPI change dynamically when
children use them in different context (e.g., lamat time). However, context cannot help to
measure an app’s static privacy risk when pardrip ®n an app store and search apps for their
children. Therefore, context is not used to measmr@pp’s static privacy risks in this study. It

will be left for future work.
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6.2.1 Actors

In contextual integrity theory (Nissenbaum, 2008)formation norms have three
placeholders for actorsubjects senders andrecipients In a mobile environment, information
subjects are mobile users. Information senderdeahe mobile users, the applications, or the in-
app advertisements. Mobile users can send thegopal information out through browsers,
SMS, instant messaging (IM)/chatting apps, soceorking sites/apps, and etc. Applications
granted with certain permissions (e.g., READ_CONT/ACand INTERNET permissions on
Android/iOS) can fetch users’ personal informatioom the mobile devices and send it out
through the Internet. To better target the custemer-app advertisements also fetch users’

personal information from mobile devices and seénd the advertising networks.

Information recipients on mobile devices consistotiier mobile users (i.e., friends,
strangers), the advertising networks, and the &inathird parties. Friends/strangers receive
users’ personal information during the followingccimstances: 1) using social networking
sites/apps, 2) using chatting/dating apps, 3) ewing SMS/MMS/IM, 4)
competing/coordinating in apps (e.g., word witreffids), and 5) playing massive-multiplayer
online (MMOQO) games/apps. Assuming friends are gaherbenign while sharing CPI and
interacting with online strangers is risky, detestof mobile-web predators is critically needed.
There are many methods to detect online predatboststathis, 2009). By applying those
methods in a mobile environment, one can evalldrtistworthiness of information recipients

of CPI and effectively protect children from cyledators.

Besides friends/strangers, other parties alsovedePI (e.g., the advertising networks,
and the analytic third parties). Advertising netksoreceive CPI from apps to provide targeting

advertisements. Analytic third parties also recaBR from apps for marketing purposes. The
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trustworthiness and privacy awareness of theséeparin be measured by trusted third parties

(e.g., Web of Trust (WOT)).

6.2.2 Attributes (Information Types)

Attributes circumscribe different types of information revehl@ a particular context
(Nissenbaum, 2009). In this study, children’s trasfrmation (CTI) on mobile devices is
considered as attributes. CTl—such as locationtaots, calendars, photos, audios, videos—can
be retrieved from mobile devices. Revealing thedrinformation exposes children’s daily
routines and contacts to strangers. ParticularyHe location information, BarkhuyBarkhuus,
2012) emphasizes that the risk level varies whetlasing the location information with
different granularities. For example, it is lessglerous to give out information about children’s
resident city than the restaurant address whenejtis¢ walked in. It is also less dangerous to
disclose user-entered place names than the exagetgrenced locations (based on latitude and
longitude) or the community-named locations (Barku2012) (e.g., commercial ‘check-in’

services such as Gowalla, foursquare and Facebob&k-in).

6.2.3 Transmission Principles

Transmission principle refers to “a constraint de flow (distribution, dissemination,
transmission) of information from party to party ancontext” (Nissenbaum, 2009). Originally
defined by Nissenbaum (Nissenbaum, 2009), re-framethis study to the mobile world,
transmission principles include instances suchcasfidentiality information recipients are

prohibited from sharing the information with otheompulsion information subjects are
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compelled or mandated to reveal informatioveed (i.e., deserve, entitlement): information

recipients need/deserve/entitled to know a pasdickind of information.

An information flow is considered confidential whire information senders (i.e., mobile
apps) provide privacy policies regarding the disttion of collected CPI. An information flow is
considered compulsive when the information subjbkatse to disclose information (e.g., asked to
login) or accept permission requests for persomdbrination access before using the
services/apps. An information flow is consideresgaed when the information recipients need

certain types of information to provide correspagdservices.

In general, in this study, privacy is measurechasdimensions as shown in Fig. 22.

Figure 22. Mobile privacy measurement
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Figure 23. System design framework

6.3 System Design

Researchers have proposed several methods to reashile apps’ security levels (e.g.,
for malware detection (Peng et al., 2012a)). Aldtodt is discovered that users’ personal
information has been aggressively collected byedsffit parities from mobile devices (Grace et
al., 2012b), currently there is no quantitative rapph to measure the privacy risk levels of
mobile apps. In this study, we propose exploitimgptextual integrity theory to quantitatively

measure the privacy risks of mobile apps.

The framework is presented as App privacy risk analyzemwhich scores each app’s
privacy risk level. With it, parents can make imf@d decisions when shopping for apps for their
children. TheApp privacy risk analyzemeasures the privacy risk levels of mobile appdh wi

three dimensions in contextual integrity (i.e. oast attributes, transmission principles).
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6.3.1 Actor Analyzer

As discussed above, actors (i.e., actor-recipientdydes other users and third parties.
Most common third parties are ad networks and gicgharties.

Apps can disclose users’ information to other usdnen it 1) embeds a visible “share
buttons” (Android) allowing users to send out apptents (further referred as share functions),
2) allows users logging in with other web-ids, swashFacebook, Twitter, and Gmail account
(further referred as login functions), 3) allowstssto chat (further referred as chat functiong), 4
allows users to discuss on certain topics (furtkéerred as discussion functions). The chat and
discussion functions are rarely observed in kidssapo we focus detecting the share and login

functions in this study.

Share functions (i.e., visible “share button” (Aoid) to send out app content) can be
detected by searching for specific APIs inside apmsthere are standard ways to implement
them. There are two standard ways to implementes$igte functions in Android apps. The
Sherlock action bar (JavaExperience) is used toeiment share functions in old Android

versions:

Intent sharelntent aew Intent(Intent. ACTION_SEND));
sharelntent.setType("text/plain");
startActivitv(IntentcreateChoose(sharelntent."ShareVia"

For Android 4.0 (API Level 14) and up (JaveExpeti&n Android’s newly introduced

action provider can be directly used to implemérairs functions:

ShareActionProvider mShare = xxx;

Intent sharelntent = new Intent(Intent. ACTION_SEND)
sharelntent.setAction(Intent. ACTION_SEND);
sharelntent.setType("text/plain™);
mShare.setSharelntent(sharelntent);

Two implementations share some common featurethel) both seACTION_SENDntents, 2)
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they both set type as “text/plain”. The only difface is that the Sherlock action bar uses
createChooser to start the intent, while in the newly introduceaction provider,
ShareActionProviders used to start the intent. Therefore, if intefiotsnd in apps are set with
actionACTION_SENDand type “text/plain”, and eith&hareActionProvideor createChooseis

used to start the intent, the apps must contairedhactions.

Similarly, there are standard ways to implementndgnctions (i.e., logging in with
other web-ids, such as Facebook, Twitter, and Gawabunt). Take Facebook as an example, it
provides specific instructions for developers tobeoh Facebook logins in Android apps
(Facebook). Detecting those authentication funstican certainly discover whether or not an app
allows logging with other web-ids. Other than apgetompiled codes, we also search simple
keywords (e.g., “share”, “Facebook”, “Twitter”, “sial network”) in app descriptions, to cover

the case that 1) the apps’ codes are obfuscatdd?)athe share functions are not written inside

the apps but on web pages.

Furthermore, we identify ad networks and analytiicdt parties embedded in apps by
searching through th&ndroidManifest.xmfile to locate their libraries. Grace et al (Gratel.,
2012b) list the top 50 advertising libraries on ff@iplatforms. More advertising and analytic
third party libraries can be found in (Chen, Zhuale 2013). Once we identify whether or not an
app allows other users or third parties to accaesssuinformation, we can quantify the actor
dimension in the app privacy measurement. Assumpe agtlows sharing information to other
users, denoteg $ , otherwise, o . Assume app embeds third party libraries, denote
o $ , otherwise! o . Therefore, the actor risk score of dppgan be represented as:
Mo @ T V@, T'ogn@ V@,- where@ X @, . @ is the weight of 5, @, is
the weight of” 5. @ is higher thar@, because over exposure to other users more easigec

solicitation than over exposure to third parties.
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6.3.2 Attributes (Information Types) Analyzer

We study five types of critical personal informatias attributes in this study: location,
contact, calendar, audio, and camera. Besides fivestypes of attributes, iOS (Costello, 2014)
also considers “Reminder” in its privacy settinBeminder can be accessedrepd_calendar
permission on the Android platform, so it is alngddcluded in the calendar detection. App
permissions are used to determine whether cenja@stof personal information are collected.
That is, theaccess_coarse_locatioand access_fine_locatiopermissions are used to detect
whether users’ location information is collectelde tead_contactpermission is used to detect
whether users’ contact information is collectetthe read_calendarmpermission is used to detect
whether users’ calendar information is collectde, record_audiopermission is used to detect
whether users’ audio information is collected, ahd camerapermission is used to detect
whether users’ photo/video information is collectdgsume app collect™ types of personal
information out of the 5 types of critic personadaormation, the attribute risk score of apip:

M0l o n%.

6.3.3 Transmission Principle Analyzer

As discussed above, the transmission principlauded three dimensionsonfidentiality
compulsion and need.Confidentiality indicates that information recipierare prohibited from
sharing the information with others. It can be diederived from apps’ privacy policies. We
scan apps’ descriptions and search for their pyiyadicies. For apps with privacy policies, we
further highlight the sentences containing relgghchses—"“children”, “Children Online Privacy
Protection Act (COPPA) (FTC)", “advertisement”, “adtwork”, “third party”, “share”—in their

privacy policies.
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Compulsion indicates that information subjects epepelled or mandated to reveal
information. On mobile platforms, we check whetlag@ps require users to register or log in
before providing any services. On Android, registd log in functions normally call the
function OnEditorActionListenerwhich allow users to type in using keyboard. Weonstruct
Android apps’ activities as trees, and functiors lgsted as tree note attributes. We then locate
the tree nodes with the attribu@nEditorActionListenerlf the identified nodes are withm
depthoj - to the root (entry activity, can be found in thedroidManifest.xmifile), the app is

annotated as “forcing users to register or log in”.

Need (i.e., deserve, entitlement) indicates thatforimation recipients
need/deserve/entitled to know a particular kindnéérmation. To determine whether an app
needs a particular kind of information for servieg use Whyper (Pandita et al., 2013) to detect
whether the app mentions the need for the infoonait its description. Whyper uses Natural
Language Processing (NLP) techniques to examinghgh¢he application description provides
any indication for why the application needs a pssion. Since Whyper only detects the needs
for contact, calendar, and audio, we have to minhwalalyze the Android API to build the
semantic graphs for location and camera permissibhe remaining components of Whyper
(Whyper) are adaptable to detect needs of all By the critical permissions. Assume an app
requests personal information which is not neededsérvice, the app is annotated as “collect

unneeded personal information”.

Assume app has no privacy policy, denotey $ , otherwise, o . Assume app
forces users to register or log in, dengte $ , otherwisek, . Assume app collects
unnecessary Pl, denoteg $ , otherwise,, o . Therefore, the transmission risk score of

app/ is:6:0 P —q—qu—ql
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6.3.4 App Overall Privacy Score

In general, we measure a mobile apps’ privacy rlskshree values: actor risk score,
attribute risk score, and transmission risk scdieerefore, the privacy risk of appcan be

calculated as the quadratic mean of the three difoes:

. WMo VMITOL o V6o
' f

The reason we choose quadratic mean is becausalthgated result skewed to the

larger number. The general expression for powemnmgas follows:

|
Xy+_ Z§{X | -
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It is defined for a set ¢* positive numberg . By choosing different values for the

parametem, the following types of means are obtained:
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Because we want the overall privacy scoyeeflect the most risky dimension (i.e., the
dimension with largest number), only QM satisfy thquirement. Therefore, QM is chosen to

calculate the apps’ overall privacy scores.
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6.4 Application Study

This section reports an application study usingprivacy analysis framework to analyze
app privacy risks. For app privacy risk analysig, sndomly select 30 apps from Google Play
store’sFamily category (later refer as family dataset). Appspaeed into thd-amily category
based on the developers’ best judgments. Almoshalbpps if-amily category are designed for
kids to play. We find that the average privacy fieskFamily apps is 0.16. We also present a user

interface helping parents to visualize apps’ piyvasks.

6.4.1 Findings

6.4.1.1 Actor Analyzer

According to Table 20, 11 of the 30 family appsctiise information to other users. 9 of
the 11 apps allow logging in with a Facebook actobiof the 11 apps allow sharing information
on Facebook and Twitter through a browser; 4 ofltheapps allow logging in with a Facebook
account, and sharing information on Facebook andtdmthrough a browser; and 1 of the 11

apps allows sharing information through email aMBES

Table 20. Actor--other users

Share Lo
Apps (Family Category) via email, Share to Facebook Log in with
SMS Twitter Facebook

Dress Up - Doll Salon, Monsterama Park, Pet Fo@dhTr
Ice Pops Maker Salon, Libii Hospital

Paint Joy - Color & Draw

Clumsy Doctor, 3D Model Dress Up Girl Game, Cookie
Deluxe - Cooking Games, Little Girl Salon
Cute Girl Summer Dress Up
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25 of the 30Family apps embed ad networks and each of them embedsl hétworks
on average. According to Fig. 24, Google ads isntlest popular ad network embedded in the
Android kids apps, and Google analytic is the npugiular analytic third party embedded in the

Android kids apps.

Google.ads
Google.analytics
Admob

Heyzap
Amazon

Tapjoy

Mopub

Flurry

Revmob

0 2 4 6 8 1012 14 16 18 20 22 24

Figure 24. Actor--third parties

In total, 27 of the 3G-amily apps disclose information to either other useithiod

parties.

6.4.1.2 Attribute Analyzer

According to Table 21, 12 of the Family apps collect sensitive personal information
from users. 8 of the 12 apps collect users’ locaiidormation, 1 of the 12 apps records users’

audio, 4 of the 12 apps access users’ photo/vid#erg and are able to take photos/videos.

Table 21. Transmission Principle— Sensitive inforration collection (Family)

Apps (Family) L |ACam

Fashion Girls Nail Salon

Make Jelly Candy, Sally Spa Sal&ashion Games, Chocolate Maker, Draw Robots Tramsics
Cute Girl Summer Dress Up, Ice Candy Maker, Co@letuxe - Cooking Games
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Dress Up - Doll Salon, Ice Pops Maker Salon, Liie Salon

3D Model Dress Up Girl Game

6.4.1.3 Transmission Principle Analyzer

To determine whether the apps violate private mfion transmission principles, we

first check for confidentiality. 17 of the 3tamily apps have privacy policies.

For the privacy policies provided by tik@amily apps, 14 of the 17 policies mention the
apps are particularly designed for kids, 5 of tlepblicies mention the apps comply with the
Children Online Privacy Protection Act (COPPA),fltlee 17 policies mentions its embedded ad
networks complying with COPPA, 1 of the 17 policreentions its embedded third parties (not
ad networks) complying with COPPA, and 5 of thepblicies mention they only send users’
information to third parties when business trarssfer partnership, and under legal requirements.

According to Table 22, 3 of the Family apps with privacy policies are ad free, 2 of the
17 apps with privacy policies are third-party freed 2 of the 17 apps with privacy policies do
not send information to third parties. For ad nekgand other third parties, if the policies do not

mention that they complying with COPPA, users needheck the privacy policy of each third

party for their information security.

Table 22. Transmission Principle—Confidentiality Eamily)

Apps (Family)

Kid* |App|Ad

TP

Send

Make Jelly Candy, Ice Candy Maker

Webkinz™

Dress Up - Doll Salon, Monsterama Park

Pet Food Train,

Ice Pops Maker Salon, Libii Hodpltétle Girl Salon

Toddler Cars: ABCs & Numbers, Animals for Toddlers

Cookie Maker, Chocolate Maker

Super Chief Cook -Cooking game

blank privacy page

Princess Crush

Puppy Doctor

Clumsy Doctor

Cookie Deluxe -

Cooking Games
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*Kid: mention the app is directed towards childwgrder 13; App: the app complies with
Children Online Privacy Protection Act (COPPA); Add networks comply with COPPA; TP:
Third party comply with COPPA; Send: the app seitb’kpersonal information to third party
only when business transfers, in partnership, artibulegal requirements; Slash: no ads, no third
party included, or not send information to thirdtpa

To determine whether the apps violate private mfion transmission principles, we
secondly check for compulsion. That is, whethersafgpce users to reveal information before
providing the service. 1 of the Itamily apps (i.e., the apy/ebkinz™ requires user to log in,
and 1 of the 3@amily apps (i.e., the appruit Juice Makey writes in the privacy policy that it

requires user to log in but actually the app dads n

To determine whether the apps violate private mfdion transmission principles, we
lastly check for necessity. That is, whether thesapetrieve/store sensitive information from
users, which is unnecessary for the service progid® of the 30Family apps retrieve/store
unnecessary sensitive information from users. Comgalable 23 with Table 21, we find that
none of theFamily apps retrieves the location/audio information dervice, 4 of the &Family
apps accessing camera need the permission foceeierefore, we conclude that the location
information requested by the kids apps are mosityused for service.

Table 23. Transmission Principle—Unnecessary cottédon (Family)

Apps (Family) LocationAudio

Fashion Girls Nail Salon

Make Jelly Candy, Sally Spa Salon- Fashion Gambsgc@late Maker, Draw Robots
Transformers, 3D Model Dress Up Girl Game, Cutd &iimmer Dress Up, Ice Candy
Maker, Cookie Deluxe - Cooking Games
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6.4.1.4 App Privacy Risk Analyzer

Since we have measured the actor risks, attribakes,rand transmission risks in the
Family apps, we can measure their overall privacy rikkgng the algorithms proposed in the
system design section, apps’ overall privacy raies presented in Fig. 25. Apps with actor risk
scores or attribute risk scores equal to O areueecl. An app’s privacy risk is 0 when it neither
retrieves sensitive information from users nor etsbany third parties or allows other users to
view users’ information.

According to Fig. 25, the appD Model Dress Up Girl Gamis the most risky general
kids app. Its overall privacy risk score is 0.48phrticular, the actor risk score is 1, the atitieb
risk score is 0.4, and the transmission risk saéer®.66. The details of the risk scores are
represented in Fig. 26. According to Fig. 26, itessy to figure out how apps retrieve and
distribute their information, and also to find ety one app is more risky than the other. For app
information, Fig. 26 reveals that 6 kids apps omfgbed ad networks, 2 kids apps only allow
other users to access the information, 4 kids appsed ad networks and also allow other users
to access the information (e.g., the &fpModel Dress Up Girl Gamgll kids apps only collect
one type of sensitive information, 1 kids app ametwo types of sensitive information; 3 kids
apps violate one type of transmission principlegid®é apps violate two types of transmission
principles, and 5 kids apps violate all three typegansmission principles. For app comparison,
it is clear that the ap@ute Girl Summer Dress U more risky than the agdpttle Girl Salon

because the former one violates more types ofrmesson principles.
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Figure 25. Bubble chat of app privacy risks (Famy)

Figure 26. Privacy risk report for the app 3D Model Dress Up Girl Game

6.4.2 User Interface Design

We further develop a user interface to assist pargmosing apps for their children (as
Fig. 27). The user interface is similar to the eatruser interface of Google Play store. We add
two components to explicitly show apps’ privacyings: a bubble chart (on the left side), and a

colored circle (on the upper-left corner of each)ap

113



The bubble chart helps users to visualize an appiscy risks in three dimensions:
actor, attribute, and transmission principle. Xrexis represents apps’ actor risk scorescthe
axis represents apps’ attribute risk scores, aadtibble size represents apps’ transmission risk
scores. The apps on the bottom left corner willdss risky than the apps on the upper right
corner, because the former have lower actor amdbwttt risk scores. Similarly, the apps with
smaller bubble size are less risky than the ondls larger bubble size. Parents can drag the
mouse on the bubble chart to select a zone, tleetsdl apps will be placed in a “Selection” box
on the right side for closer checking, and the indly search results are listed below the
“Selection” box.

For each app, there is a colored circle, calledphigacy icon”, attached to its upper left
corner, representing the app’s general privacy siske. Apps’ privacy scores are real numbers
between 0~1. When an app’s privacy score is bety@&eh?2), it is considered as a safe app, and
its privacy icon is green. When an app’s privacgreds between [0.2, 0.5), it is considered as a
medium risky app, and its privacy icon is yellowh®# an app’s privacy score is between [0.5,
1), it is considered as a dangerous app, andiitagyricon is red.

When mouse over the “privacy icon”, the “privacyldig” appears, listing the detailed
risk scores of each dimension. With it, users asilefind out why an app is risky. If users are
confused about what the colors and dimensions ke, can click on the hyperlink “click to
view details” on the “privacy dialog”, then moretdis are revealed (as Fig. 29). With such

design, parents can choose apps for their chiloased on their privacy needs.
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Figure 27. App privacy rating user interface
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Figure 28. Privacy rating help page




Figure 29. App privacy rating detail page

6.5 Discussion and limitation

There are no specific privacy regulations for adggi children’s personal information
from mobile devices. In this chapter, we adopt dlid®um’s contextual integrity theory to
examine information boundaries on mobile platforarsl to quantitatively measure mobile
privacy risks. Nissenbaum argues that privacy ddpeon four parameters: context, actor,
attribute, and transmission principle. To measubita privacy risks, we need to measure

wheréwhen(i.e., context) angvhattypes of information (i.e., attribute) is disclds® who (i.e.,
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actor) in which (i.e., transmission principle) way. For each apme attribute, actor, and

transmission principle is static. However, contisxtlynamic. Therefore, we first use attribute,
actor, and transmission principle to measure appaic privacy risks. We then dynamically
calculate context-based privacy risks, which isengéed in the next section.

To measure apps’ static privacy risks, we firstraott actor, attribute, and transmission
principle features. As to the actor (i.e., inforiroatrecipient) features, we consider other users
and ad networks. We detect whether the apps desalssrs’ information to other users and
whether the apps embed advertising networks’ liesarAs to the attribute (i.e., information)
features, we consider five types of sensitive im@tion on mobile devices: location, contact,
calendar, audio, and camera. As to the transmigsiaoiple (i.e., information flow) features, we
consider confidentiality, compulsiveness, and ngitesNe detect whether the apps have privacy
policies, whether the apps force users to disclof@mation, whether the apps only collect
necessary information. As a result, we implementaatomatic system which not only can
calculate apps’ privacy risks, but also providemaclindicators to parents assisting the decision
making process.

With the developed automatic app privacy risk mearment system, we perform a case
study on the 30 apps in ti@amily category on Google Play store. In the actor risklysis, 36.7%
of the Family apps are found disclosing information to othersis@3.3%Family apps are found
embedding ad networks and each of them embeddihgdlnetworks on average. In the attribute
risk analysis, 40% of theamily apps collect sensitive personal information fréw® tisers. In the
transmission principle analysis, 43.3% of family apps do not have privacy policies, 1 of the
30 Family apps (i.e., the ap@/ebkinz™ forces users to log in, and 30% of themily apps
retrieve/store unnecessary sensitive informatiomfusers. Therefore, the privacy indicators are

critical for parents to choose apps for their ateitd
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6.6 Context Risk Analyzer

In this section, we discuss how to dynamically clte context-based privacy risks on
the mobile platforms. We only have preliminary desand results. Complete system relies on the

future work.

6.6.1 Contexts

Context has been generally defined as “stimuli plnenomena that surround and, thus,
exist in the environment external to the individuMowday & Sutton, 1993). Researchers have
suggested considering context information (e.gation, time, temperature, noise, and light) in
designing security policies on mobile devices (Cental., 2011). In our research, we interpret
contexts by two componentdemporal status, locationThe concern for collecting and
distributing CPI differs when those parameters geamemporalstatusrepresents the date (i.e.,
weekday, weekend) and time (i.e., daytime, niglgjimvhen children use mobile devices.
Location represents children’s geographic locations whileeyt use mobile devices.
Locations/routes includeprotected locations (e.g., school, home) andn-protected
locations/routes (e.g., casino, bars). While atqmted locations/routes at protected time, children

are considered to be protected from solicitations.

6.6.2 System Design

We design thecontext risk analyzerwhich determines the risk level of children’s
physical surrounding using mobile devices’ timed dacations, incorporating with public

business and crime reports. With the context rigdyezer and access control rules, usability and
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privacy can be well balanced on mobile devicesa Inisky context, the disclosure of personal
information from mobile devices should be restdctéo prevent cyber-initiated-offline-
solicitation. That is, offenders should not be dbl@entify that a child is around using Bluetooth
or context-aware apps (i.e., listing nearby mobders), such as WeChat and Waze. The personal
information on children devices can only be disetbsh safe time and location. A sample access

control rule can be defined as:

R = {<time, location >, <disclose>}

where <disclose>::={allowed | denied}. Parents $thdne allowed to add or configure the
rules. For example, they can specify the r{#8:00~15:00, school>, <allowed>}to grant
disclosure of children’s location information inetlprotected environment, and add the rule
{<18:00~23:59, any>, <denied>}to restrict disclosure of children’s location infmation while
they are out during the nighttime. With the conteased access control, parents can better

protect their children from solicitations.

It is relatively easy for parents to generate axa@mtrol policies for contexts such as
home, school or school bus route whose locatioisaf@ctories are known in advance. However,
often the locations and trajectories are not sara@ad cannot be determined beforehand. Hence,
it is very desirable to have flexible policies bésen the context risks. To automatically
determine the context risks, we differentiate terapstatus into four ranges — weekday day,
weekday night, weekend day, and weekend nightrepieesent differential temporal sensitivities
(Benisch et al., 2011). The context risk analyzer automatically score the risk of each location
as a real number in the [0, 1] range. Parents wstrigt <context risk less than Q.allowed> in
the access control rule to protect their childrgréssonal information. The details of the context

risk analyzer are explained in the following. Witke context risk analyzer, the access control
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unit of mobile devices can enforce different paicand dynamically protect children’s personal

information based on the contexts.

There are some academia attempts studying how die sontext privacy risks. For
general publics, the CMU location privacy groupd@@haw et al., 2010; Toch et al., 2010) has
demonstrated that entropy can be used to repréiseribcation privacy sensitivity. Locations
with less number of people are more sensitive. Hewdor children, two types of locations are

risky: age-inappropriate locations and high crimeas.

To determine whether or not a location is age-amjeite, we need to know whether it is
surrounded by “good for kids” businesses. Yelp @igls a dataset (Yelp) containing the
metadata of 15,585 businesses. In the dataset, lsosngesses (36.9%, e.g., 5761 businesses) are
annotated by Yelp as “true” or “false” in the “goéat kids” measurement. For the rest 63.1%
businesses, we do not know whether or not theyappropriate for kids. Therefore, for any
business, if we want to measure whether or n& fgood for kids”, we need to firstly find out
whether or not its’ category is “good for kids”.dhabusiness is categorized by tags. For example,
“‘Rite  Aid” is categorized as [["Drugstores”, "dragees"], ['Convenience Stores",
"convenience"]]. With the “good for kids” labels drthe category tags, we can measure
categories’ age-inappropriateness for children, awkntually measure businesses’ age-
inappropriateness. Here is how we measure bussiesge-inappropriateness. Assume the

~ ~

businessO is with the category tags @& .~ _ " _ " _ - % " %o,-, in total g
businesses with the category tagre annotated as “true” or “false” for “good fad&’, among
them, g businesses with the category tagre annotated as “false” for “good for kids”, thée
possibility of the category tag being bad for kids isgh & (further referred as weight). For
any locationd my Lh') , Yelp search APl (YelpSearchAPIl) returns 20

businesses within radius of the locatiod. We aggregate the weight of the category tags for
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each business. Businesses weight higher than @eteemined as bad for kids. Assume there are
+ “bad for kids” businesses withinradius of the locatiod, the probability of the locatioth
being age-inappropriate i +n8
To determine whether or not a location is a higimerarea, we use the public crime

records for training. The crime map in the whole Bi®a is available onlidle We use the
Baltimore crime dataset (Data.gov, 2014) as an elamm this study. The dataset lists all the
crime incidents in the Baltimore area from 2009/Y2014/5/3 (i.e., 1958 days). Each incident is
listed with timestamp, coordinate, crime type, amither metadata. For the locatioh

My Lh') , we aggregate the crime incidences happen withadius. There are 9
types of crime: burglary, robbery, arson, assaligoting, larceny, auto theft, rape, homicide.

~ ~

Assume these crimes & 1 v* $ %0 Z %o 7are identified within radius of the
locationd, ; is the number of th&!\ type of crime, so that the crime rate of the lmradl can be

7. 2,
WPz $°579%-

presented asy >

. Whent, X $nf, it means every single day withirradius of the

locationd, there are at least one type of crime happeninge, $ , it means every single

day within radius of the locatiod, all 9 types of crime are happening.

In general, the context risk of the locatiigan be calculated as the quadratic mean of its

. . . R
age-inappropriateness level and crime nate:——.

" http://www.crimemapping.com/
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6.6.3 Evaluation and Preliminary Results

We set the testing context as {Time= School timecdtion= The top (rating 8.0)
elementary schools in the Baltimore area}, and veasure the age-inappropriate levels and the

crime rate of the context.

To measure the context age-inappropriate levelg15businesses on Yelp with the
“true” or “false” labels on the “good for kids” eluetion are used for training. We only count the
categories appearing for more than 5 times. B t8% categories of businesses are found bad for

kids. The sample categories and weights are pregémiTable 24.

Category Bad for kids Weight
Dive Bars 0.625

Wineries 0.75

Jazz & Blues 0.8

Dance Clubs 0.88235

Casinos 1

Table 24. “Bad for kids” categories of businesses

With the category weights, we can further deternbinginesses’ age-inappropriate levels.
The annotated businesses in the training set @@ as the ground truth. We use the calculated
category weights to score the businesses’ age-inpppte levels, and compare the results with
the ground truth. According to Table 25, the prieciof the businesses’ age-inappropriate level
determination is 86.5%, and the recall is 96.1%gdneral, the accuracy of detecting businesses’

age-inappropriateness is 91% (f-score).

N ]I TP TN |FP FN
5761| 5204 | 4500 374 | 704 183
T |F Acc (%) | P (%) |R(%) |- (%)
4683| 1078| | 846 865| 96.1 | 91.0

N: total # of businesses$; # of businesses identified as “good for kid$; # of businesses
annotated as “good for kidsF: # of businesses annotated as “bad for kid#”; true positive;
TN: true negativeFP: false positivef-N: false negativeAcc: short for Accuracy, presents the
ratio of sum of true positives and true negativeshe total number of instance®; precision,
presents the percent of identified apps that ag prositive;R: recall, represents the percent of
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actual positive instances that are correctly idietj—_: F-score (Yin et al., 2009), represents the
weighted harmonic mean of precision and recall.

Table 25. Accuracy of predict businesses’ age-inapgpriate levels

We then measure the context age-inappropriateddeelthe top 21 elementary schools
in the Baltimore area. For each location, we us§pYAPI to find out the closest 20 businesses
within 20 minutes walking distance ( 1.2 miles). The result is presented in Table 26pfm
cells mean the values are equal to 0. Accordinbatdle 26, many elementary schools are within
a walking distance to bars and clubs. Especialhttie Midtown Academylementary school, 4

out of 20 businesses within a walking distancepanes.

Elementary schools § P|IY M|[D|L|N| "nx
Chadwick Elementary
Hillcrest Elementary

Rodgers Forge Elementary 0.1

Stoneleigh Elementary 0.1

Roland Park Elementary/Middle 0.1

Midtown Academy 0.3

Carney Elementary 0.2

Lansdowne Elementary

Pine Grove Elementary 0.1

Cromwell Valley Elementary Technology 0.15
Summit Park Elementary

Joppa View Elementary 0.05
West Towson Elementary

The Mount Washington School 0.2

Chesapeake Terrace Elementary
Fullerton Elementary

Gunpowder Elementary 0.05
Middleborough Elementary 0.05
Relay Elementary 0.1
Westchester Elementary 0.05

Woodholme Elementary
S: Sports Bar; P: Pub, Bar, Brewery; Y: Yoga; M:d¢iage; D: Dive bar; L: Lounge; N:
Nightlife; < | : Business age-inappropriateness.

Table 26. School context age-inappropriate levels

We also measure the crime rate around those elamngesthools. We aggregate the
crimes within 1.2 miles from the schools’ locatiogi@ble 27), and find that crimes frequently

happen within a walking distance of the elemensatyools. From 2009/1/1 to 2014/5/3, in total
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1958 days, 3 elementary schools—Roland Park EleanmgMiddle, Midtown Academy,

Lansdowne Elementary—have more than one crime entsdon average every single day.

Especially for the school “Midtown Academy”, thexge 20 crime instances on average every day

within a walking distance. With such informatiorarpnts really need to think twice before

sending their children over.

Elementary schools B| Ro, A As | S| La | Au|Ra| H #. of Sn| " m Co_ntext
Crime risk

Chadwick Elementary

Hillcrest Elementary

Rodgers Forge Elementary385 | 107 4| 228 0| 578 118 4 385 1426 (.11 | 0.12

Stoneleigh Elementary 398 | 139| 10| 387 4 549 223 10 398 1724 0.161 0.13

Roland Park X

Elementary/Middle 707 | 123| 8 295 Ol 1534 206 6 707 28Y8.32| 0.1 0.24

Midtown Academy 4847|3517|184| 11802| 340| 15933| 2391|257 | 4847| 39463|3.65| 0.3 | 2.59

Carney Elementary 02| 0.14

Lansdowne Elementary | 754 | 268| 44| 1207 22 1634 395 24 754 439740 0.28

Pine Grove Elementary 0.1 0.07

Cromwell Valley

Elementary Technology 0.13 011

Summit Park Elementary | 121 | 15 1 53 0 210 59 3 121 462 005 0.03

Joppa View Elementary 0.05 0.04

West Towson Elementary

The MountWashington | 3| gq | 5| 272 4| 947 177 & 443 1906 Q2| 0.20

School

Chesapeake Terrace

Elementary

Fullerton Elementary 340 | 106| 4 237 7 425 120 2 340 1241 Q.12 0.08

Gunpowder Elementary 0.0§ 0.04

Middleborough 0.04 004

Elementary

Relay Elementary 0.1 0.07

Westchester Elementary 0.0§ 0.04

Woodholme Elementary

# of Crime: Number of crime happen in 2km radiussi2009; B: Burglary; Ro: Robbery; Ar:
Arson; As: Assault; S: Shooting; La: Larceny; Awté theft; Ra: Rape; H: Homicidg; : Crime
rate;<, : Business age-inappropriateness.
Table 27. School context crime rate

Besides location, we also measure temporal factorghe context risk analysis. Fig. 30

presents the crime heat map in the Baltimore akeeording to Fig. 30, we find that weekday
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nighttime is the most dangerous time to go outhi Baltimore area, especially the downtown
area. Therefore, for weekday nighttime, parentsilshbe more careful to let their children out

alone without adults’ companions. In contrast, vesekdaytime is the safest time to go out.

(a) Weekday daytime (b) Weekday rigtn
(c) Weekend daytime (d) Weekanighttime

Figure 30. Crime heat map in Baltimore, MD area fran 2009/1/1 to 2014/5/3

Since we study the context risks on children’s geton, when we incorporate time into
consideration, we find that around the class disatisme (15:00~16:00), the crime rate within a
walking distance to th&lidtown Academyelementary school is still as high as 0.33. Tkat i

around the class dismissal time, Matown Academglementary school has at least one crime
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instance every day. Since those crimes are hapglenafter class dismissal, when children are

out waiting parents to pick them up, parents readlgd to choose schools wisely.

# of
Crime B Ro | Ar| As La Au | Ra| S8u
15:00~16:0(
Rodgers Forge 119 30| 3 15| 65| 6 0.01
Elementary
Stoneleigh Elementary 125 26 7 1 28 53 10 0.01
Roland Park
Elementary/Middle 299 73 10 1| 36 167 12 0.04
Midtown Academy 3003 431 186 6 794 1416 158 |1D.33
Lansdowne Elementary 338 65 1p 72 166 P2 1 0.04
Summit Park Elementary 33 8 2 3 16 4 0.00
The Mount Washington| -, 75 34| 2| 1| 21| 102] 17 0.0
School
Fullerton Elementary 90 19 11 17 4Q 3 0.01

# of Crime 15:00~16:00: Number of crime happen5r00~16:00pm in 2km radius since 2009.

Table 28. Crimes happen on class dismissal

According to above analysis results, we find tlig tontext risk analyzer can inform
parents about the dynamic context risks of theldmm.

In the future work, we will implement the contexsk analysis algorithm into mobile
platforms. In addition, we plan to implement therresponding access control system to
dynamically protect children’'s personal informatioon mobile platforms, which can

automatically grant or deny information discloshesed on the context risks and the app risks.

6.7 Conclusion

Recently, mobile devices have become a major phatfor cyber-solicitation. However,
there are no specific privacy regulations for adggiand using children’s personal information

from mobile devices. In this study, we adopt Nigsemm’'s contextual integrity theory
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(Nissenbaum, 2009) to examine privacy risks of neoapplications for the purpose of protecting
children against cyber-solicitation. In particulave specify contexts, actors, attributes, and
transmission principles for collecting and disttibg children’s personal information on mobile

platforms, which can further be used to quantigd§ivmeasure the static privacy risk levels of
mobile apps and the dynamic privacy risk levelstoldren’s physical surroundings. We develop
user interface to assist parents making informegsaas when choosing mobile apps. We also
propose to develop the context risk analyzer amdattcess control rules to help dynamically

protect children’s privacy on different time anddadions.
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