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ABSTRACT 
 

The mammalian nose is a multi-purpose organ that houses a convoluted airway labyrinth 

responsible for respiratory air conditioning, filtering of environmental contaminants, and 

chemical sensing. Because of the complexity of the nasal cavity, the anatomy and function of 

these upper airways remain poorly understood in most mammals. However, recent advances in 

high-resolution medical imaging, computational modeling, and experimental flow measurement 

techniques are now permitting the study of respiratory airflow and olfactory transport phenomena 

in anatomically-accurate reconstructions of the nasal cavity. Here, we focus on efforts to fabricate 

an anatomically-accurate transparent model for planar particle image velocimetry (PIV) 

measurements. Challenges in the design and fabrication of an optically transparent anatomical 

model with refractive index-matched working fluid are addressed. PIV velocity field 

measurements and resistance curve measurements are presented, which will later be used to 

validate concurrent computational fluid dynamics (CFD) simulations of mammalian nasal 

airflow.  
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Chapter 1  
 

Introduction and literature review  

1.1 Introduction 

This thesis will summarize the development of a complex internal flow experiment from 

specimen to physical model experiments that will be used for validation of computational fluid 

dynamics (CFD) simulations of mammalian nasal function. The mammals that are being 

considered in this study are the coyote, deer, bobcat, sea otter, and gray squirrel. Ultimately, the 

eastern gray squirrel’s nasal passage (Figure 1-1) was chosen for the architecture of the scaled 

benchmark because, under physiological conditions, the squirrel’s nasal flow patterns are laminar. 

Reasoning for laminar flow will be described below.   Considerable time was taken in the 

development of the benchmark under the constraints of data acquisition by means of Planar 

Particle Image Velocimetry (PIV) techniques.  

 

Figure 1-1. A) An overlay of the eastern gray squirrel nasal geometry. B) A close up of the 

bilaterally symmetric nasal geometry.  
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1.2 Literature review 

1.2.1 The mammalian nasal anatomy 

The mammalian nasal airway houses contorted passageways. These passageways are 

formed by thin bony structures called turbinates (e.g. Figure 1-2). These turbinates, or sometimes 

called turbinals, are lined with epithelium, which is filled with vasculature and  

 

 

Figure 1-2. Cross-sections of various mammalian airways, with the bony structure called 

turbinates in black and the airway shown in white. Flow is into the page. Complexity is seen to 

increase from (A) to (D)  

 

aids in the four primary physiological functions of the mammalian nose: conditioning of inspired 

air by heat transfer (e.g. heating or cooling), humidification and removing particulates, and 

sensing odorant molecules.  

 The nasal cavity is divided into bilaterally-symmetric halves by the nasal septum. The 

sagittal plane is oriented such that the reflection where the plane interests is symmetric along the 

nasal septum. The transverse plane is orthogonal to the sagittal plane. Anatomically, each half of 
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the nose is comprised of three main regions: the nasal vestibule, the respiratory (maxilloturbinal) 

region, and the olfactory (ethmoturbinal) region (see Figure 1-3).  

 

 

Figure 1-3. Sagittal view of the eastern grey squirrel’s nasal geometry. a) Naris: entrance of the 

nasal airway b) dorsal concha c) dorsal meatus d) maxilloturbinal e) maxillary sinus f) naso-

palatine canal g) ethmoturbinals h) nasopharynx 

 

 The nasal cavity begins at the naris, into which flow – during inspiration – enters prior to 

moving caudally into the nasal vestibule. The nasal vestibule is responsible for distributing 

inspired air to the respiratory and olfactory regions of the nose. Due to the sparse vasculature and 

small cross-sectional area of the nasal vestibule (see Figure 1-4 for cross-sectional comparison), it 

is unlikely that the nasal vestibule provides significant heat transfer or “air-conditioning” (Negus, 

1958). The nasal vestibule branches into the dorsal meatus and the maxilloturbinal airways. The 

maxilloturbinal airways, shown in Figure 1-4, is a fractal like branching structure that provides a 

large surface area for heat  
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and moisture exchange. Although both are combined with the same organ, the maxilloturbinal air 

flow (respiratory) is distinctly separate from the ethmoturbinal air flow (olfactory) (Craven, et al., 

2010). 

 

Figure 1-4. Transverse cross-sections of the nasal geometry of the eastern grey squirrel (life size).  

a) Naris: entrance of the nasal airway b) dorsal meatus c) dorsal concha d) dorsal meatus e) 

ventral meatus f) maxilloturbinal g) naso-palatine canal h) nasomaxillary opening i) maxillary 

sinus j) nasopharynx: exit of the nasal airway k) ethmoturbinals.  

 

 The primary reason that the squirrel’s nasal passageway was chosen is because the flow 

remains laminar throughout, as demonstrated in Figure 1-5, where the flow is low Reynolds 

number throughout the squirrel’s nasal airway during inspiration at physiological flow rates.  
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Figure 1-5. Distribution of Reynolds number in the nasal airway of the eastern gray squirrel, 

based on an anatomical reconstruction of the nose and physiological estimates of the flow rate, as 

in (Craven, et al., 2007). 

 

1.2.2 Studies of nasal airflow 

 Previous experimental and computational studies of nasal airflow were extensively 

summarized by (Lawson, 2010) including experimental studies that utilized rapid prototyping 

techniques for creating physical models for optical flow measurements using particle image 

velocimetry. For more information, see section 1.2.3 of (Lawson, 2010). 

1.2.3 Other experimental studies using optical techniques 

1.2.2.1 Experimental studies in complex geometries 

PIV requires that optical distortion of both the light sheet and optical axis of the camera 

to be minimal to reduce noise in PIV data. To help reduce these optical distortions, index 

matching of the working fluid and an optically clear model are employed. In Table 1-1, provided 

by (Budwig, 1994), are a list of properties of aqueous solutions and organic liquids that have been 

used in various experiments where the working fluid was indexed matched with the experimental 

model. 
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Table 1-1. Properties of matching fluids.    and    are the density and absolute viscosity of water 

at 20 °C 

 

 

The solution containing zinc iodide demonstrated a wide range of index matching and 

according to (Hendriks & Aviram, 1982) the solution also has electrochromic properties. Placing 

an electrified anode in the free stream will produce a dark brown trace of iodide. This property 

could be used for flow visualization. The iodide trace can be reversed by adding a reducing agent.  

1.3 Objective 

The objective of this research is to create an anatomically accurate experimental model of 

a complex rodent nasal airway and to acquire PIV measurements in the model for validation of 

concurrent CFD simulations. The results of this work are intended to contribute to the 

fundamental understanding of nasal form and function in mammals, and to advance current state-

of-the-art optical flow measurement techniques in complex experimental models. 
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Chapter 2  
 

Materials and Methods 

2.1 Experimental Model & Setup  

In this chapter the design of both the experimental setup and the experimental model will 

be presented. Scaling methods were applied in the development of the experimental model to 

maintain dynamic similarity with physiological conditions. Methods for calibrating PIV 

measurements in a complex internal flow geometry will also be presented.   

2.1.1 Physical Model Design  

The internal architecture of the physical model was created through a five step process, 

(Figure 2-1). Given the aim to acquire experimental data via optical techniques, constraints 

associated with these techniques were considered during the development of the model.   
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Figure 2-1. Methodology for generating an anatomically accurate computational and 

experimental model of the mammalian nasal cavity. 

 

2.1.1.1 Anatomical Reconstruction 

A female eastern grey squirrel (Sciurus carolinensis) specimen with a mass of 

approximately 418 g was acquired in central Pennsylvania (PA) from a local hunter in accordance 

with the regulations of the PA Game Commission. The head was removed and preserved in 4% 

paraformaldehyde solution. High-resolution magnetic resonance imaging (MRI) scans were 

acquired, which resolve the bone and epithelium in the nasal passageway (De Rycke, et al., 

2003). A MRI contrast agent, Magnevist (Beyer, Germany), was used to improve the quality of 

the MRI scans. 

Acquisition of MRI data consists primarily of time periods: T1 ,T2 and TE. T1 and T2 are 

associated with the magnetic response of the material in question. TE is the time period between 

the input of the MRI scanner and measurement of the response (MR signal) of the material. The 
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response is dependent on proton density of the tissues (Weishaupt, et al., 2003). In order to collect 

accurate anatomical information, the nasal cavity needs to be completely filled with liquid, as 

pockets of air can distort the surrounding tissue and corrupt the MRI scans (see Figure 2-2.) 

The removal of trapped air required the specimen to be submerged in solution. The 

specimen was oriented in various positions such that air bubbles were seen exiting at the nares 

and at the nasopharynx. In some anatomically complex regions, a vacuum pump had to be used to 

help dislodge more entrained air pockets located in the internal nasal geometry. The submerged 

specimen was sealed into a latex sheath with zip ties. The sealed specimen was then placed into 

the 14-Tesla MRI scanner (Agilent Technologies, USA). High-resolution MRI scans were then 

acquired with an isotropic resolution of 40 microns. 

 

 

Figure 2-2. Transverse MRI slice in the eastern grey squirrel nasal airway. Blue arrow indicates 

liquid-filled airways; red arrow points to an air pocket.  
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Image segmentation  of the left nasal airway (Figure 2-3) was accomplished using Avizo 

(Visualization Sciences Group, USA). Due to preliminary image processing, segmentation of 

large airways was trivial and was mostly accomplished by means of algorithmic schemes 

available in Avizo including region growing, thresholding, contour extraction by means of edge 

detection, and contour interpolation and extrapolation in the axial direction. 

 

 

Figure 2-3. A, raw MRI data slice. B, segmented airway cross-section.  

 

After segmenting the MRI data, a three-dimensional surface model was then generated by 

means of a modified form of the marching cubes algorithm (Lorensen & Cline, 1987) available in 

Avizo, yielding a triangulated surface mesh of the nasal airway. Slight subsequent surface 

smoothing was then performed to reduce surface castellation or ‘‘staircasing’’ (Taubin, 1995), 

yielding the final reconstructed surface model of the left nasal airway (Figure 2-4). 
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Figure 2-4. Three-dimensional surface model of the left nasal airway of the eastern grey squirrel 

reconstructed from high-resolution MRI data. The red surface is the external nose of the 

specimen. The grey surface is the internal nasal airway geometry.  

 

 

Experimental study of flow in the nasal airway of keen-scented mammals has proven 

challenging. To advance state-of-the-art optical flow measurement techniques in complex 

anatomical models, one of the reasons that we chose the eastern gray squirrel is due to its more 

complex nasal anatomy compared with most other rodent species, as illustrated in Figure 2-5, 

while being less complex than other keen-scented species, such as the canine (Craven et al., 

2007). However, the nasal airways of the gray squirrel have characteristic dimensions on the 

order of 1 mm, making it difficult to study flow patterns in detail at 1:1 scale. Thus, we chose to 

fabricate a 10 times life size physical model for optical flow measurements. 
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Figure 2-5. Comparison of rodent nasal anatomy, illustrating the complex nasal airway of the 

eastern gray squirrel in comparison to other rodent species. Top row shows characteristic nasal 

airways in the respiratory (maxilloturbinal) region of the nose. Bottom row shows airways located 

in the olfactory (ethmoturbinal) region (Richter, et al., n.d.).  

 

To generate a digital stereolithography (SLT) file for fabrication, the reconstructed 

surface model was prepared in the commercial software package Magics (Materialise, USA). In 

particular, the model was first scaled by 10 times life size. Then, Boolean operations were used to 

subtract the 3-D surface geometry from a large rectangular volume, to yield a “negative” of the 

airway. The airway negative was then digitally cut into five sections (Figure 2-6) to simplify the 

fabrication of the physical model. 
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Figure 2-6. The reconstructed surface model of the left nasal airway of the squirrel (left) was 

subtracted from a large rectangular block to create a negative of the airway, which was then 

digitally cut into five sections (right) to simplify fabrication of the experimental model. 

2.1.1.2 Construction of Refractive Index-Matched Model 

 An ideal index matched experiment should consist of an optically clear model 

that shares the same index of refraction with a colourless working fluid.  
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Figure 2-7. A view of gridlines is seen through a scaled human nasal cavity model when filled 

with air (left), water (middle), and an optimal glycerol/water mixture that matches the refractive 

index of the model (right). (Hopkins, et al., 2000) 

 

Of the rapid prototyping techniques available in industry two were chose as candidate 

techniques for fabricating the nasal airway model: PolyJet  & stereolithography (SLA). SLA is an 

additive fabrication process; it constructs the object in a vat of UV-curable photopolymer via a 

computer-controlled laser. PolyJet uses inkjet heads to displace UV-curable material onto a build 

tray; . The photopolymer material is cured upon exit of the inkjet by laser light.  Both processes 

produce the 3-D object layer by layer. After careful examination of samples created using both 

techniques, the SLA technique was chosen for its optical clarity, as seen in Figure 2-8.  

 

Figure 2-8. Two sample cubes produced by SLA (left) and PolyJet (right). The SLA layer 

resolution is 51 microns and the PolyJet layer resolution is 15 microns. The surfaces of the 

sample parts are unfinished. Nonetheless, note the lack of optical clarity with the PolyJet part. 

 

It is important to note that, in our experience, SLA did not produce a perfect, optically 

transparent part. Due to slight optical inhomogeneity in the material, sample SLA parts were 

somewhat opaque (Figure 2-8), resulting in the part scattering light (Figure 2-9), which is 

undesirable for PIV measurements. To minimize this effect, the amount of SLA material was 
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minimized by keeping the viewing walls as thin as structurally possible to minimize light 

scattering. 

  

 

Figure 2-9. Gridlines can be seen behind a sample SLA cube (2x2x2 in
3
). The cube resin is seen 

scattering light from a 532 nm 100 mw laser beam, which is the same wavelength of light used 

later in PIV data acquisition. 

 

Lastly, it is important to note the significance of the orientation of the PIV 

instrumentation (i.e., camera and light sheet). In particular, due to optical inhomogeneity in the 

material caused by the SLA layering, light rays that are parallel to the plane of the layering are 

distorted. This effect can be minimized by orienting the PIV light sheet and camera at 45
o
 angles 

to the layering of the SLA part (see Figure 2-10 for illustration). Accordingly, the 10 times scaled 

nasal airway model was fabricated with these constraints via the SLA process by Forecast3D 

(Carlsbad, CA), Figure 2-11. 
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Figure 2-10. Influence of the alignment of the laser light sheet and camera axis to the layers of an 

SLA part (Butscher, et al., 2012). 

 

 

Figure 2-11. Ten times scaled SLA model of the nasal airway of the eastern grey squirrel; nares 

are at the left; flow is from left to right. Index of refraction of the Somos 11122 resin that was 

used to fabricate the model is 1.512-1.515 at sodium D-line wavelength. 
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2.1.1.2 Selection of Refractive Index-Matched Working Fluid 

The task of locating a viable fluid for index matching proved to be very difficult. The 

ideal criteria for such a fluid include: low toxicity, nonflammable, low volatility, non-corrosive, 

colourless in appearance and cost effective (Hendriks & Aviram, 1982). The three potential 

index-matching solutions that were considered – out of numerous toxic and expensive 

fluids – are: NaI solution (sodium iodide, glycerol, water mixture), anisole, and a clove and 

safflower oil mixture (see Table 2-1 for properties).  

In preliminary experiments the clove and safflower oil solution demonstrated problems 

with a cloudy suspension when contaminated with water; though, this cloudy suspension was 

shown to be reversible over time. Anisole was viable due its cheapness, but its flammability and 

high volatility make it dangerous to work with in large quantities. The NaI solution is corrosive to 

metal and the solution can obtain a yellow discoloration, which is caused by the formation of I
-
3 -

ions; however, the discoloration can be prevented or reversed with the addition of 0.1 percent (by 

weight) sodium thiosulfate to the solution (Narrow et al, 2000-03).  

Accordingly, NaI solution was chosen as the working fluid because it is safe to work 

with, relatively inexpensive, and it is possible to produce a range of refractive indices by varying 

the relative concentration of sodium iodide, glycerol, and water (Figure 2-12). A NaI solution was 

produced to match the refractive index of the physical model (1.512-1.515) using 55% NaI, 25% 

glycerol, and 20% water (by weight). Optical experiments were then performed to ensure that the 

index of refraction between the working fluid and the physical model were indeed the same 

(Figure 2-13and Figure 2-14). 
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Table 2-1. Properties of refractive index matching fluids. Percent by weight (w/w) 

 

 

 

Figure 2-12. Index of refraction of NaI solution as a function of the percent weight of NaI, water, 

and glycerol.  Data points along horizontal lines are the component concentrations of the mixture. 

Solution was developed with the assistance of J. Taylor of the Penn State Artificial Heart Lab. 
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Figure 2-13. A section of the 10 times scaled physical model immersed in (a) air, (b) water, and 

(c) optimal index matching NaI solution (55% NaI, 25% glycerol, 20% water by weight) with a 

grid placed behind the model. 

 

 

Figure 2-14. Planar PIV image acquired inside the physical model filled with NaI solution and 

seeding particles. The quality of this image and the clarity of the light scattered by the seeding 

particles demonstrates the potential for acquiring high-quality PIV data in the model.  

  



20 

 

2.1.2 Design of Flow Loop 

2.1.2.1 Scaling Considerations 

Scaling relationships between the life size specimen and the scaled physical 

experimental model will be presented for the following parameters: flow rates, pressure 

drop, and time scale.  

To maintain dynamic similarity between life size and scaled models, the Reynolds 

between the two must be equal. Accordingly, Reynolds similarity dictates that 

 

   

  
  

  
  

             (2.1) 

where Q is the volumetric flow rate, α is the ratio between model size and life size, and ν 

is kinematic viscosity. The subscripts l represents the life size geometry of the airway and 

m represents the scaled experimental model. The volumetric flow rate Q is  

                   (2.2) 

where U is the average velocity that is normal to the cross-sectional area A. Similarity in 

Womersley number of life size and scaled model will require that 

   
  

    
  
  

             (2.3) 

with T representing the time needed for a fluid particle to transverse an arbitrary distance.    

Considering the nasal airway as an internal flow restriction, equation (2.4) may be 

used for scaling of static pressure drop:  

        
              (2.4) 
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where ρ is the density of the working fluid and    is the change in pressure across the 

restriction. Flow losses across such a restriction are a function of the coefficient CL, 

which is independent of scale when Reynolds number is matched. Combining equations 

(2.1) , (2.2) and (2.4) yields 

    
   

 
  

  

  
 

  
 

 

  
             (2.5) 

where  
   

   
 represents the static pressure drop ratio between model scale and the life size models 

of the nasal cavity. 

2.1.2.2 Flow Loop 

All of the design consideration of the experimental flow loop will be described in 

this section. 

For the flow entering the diffuser to be fully developed, the minimum distance 

required to achieve fully-developed laminar flow is given by 

 

                                          (2.6) 

 

where  Dpipe and          are the pipe diameter and  Reynolds number, respectively.  

Pump selection required that the pressure drop caused by both the major and 

minor losses of the system be accounted for via 

 
     

 

     
 
 

 
        

 

 
                (2.7) 
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where 

 
  

  

  
             (2.8) 

and L is the pipe length and KL is the minor loss coefficient or resistance coefficient. 

 

Figure 2-15. Schematic diagram of the experimental flow loop that was constructed for this study. 

 

As seen in Figure 2-15, a secondary loop was implemented to allow flow to bypass 

the experimental model.  This bypass method was utilized to control the flow through the 

experiment while allowing the pump to operate near its best efficiency point.   

A relationship was derived to better understand how the system responds to flow 

rate control. The pressure drop across a closed loop is equal to the summation of flow 

losses across that loop, i.e. 
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                    (2.9) 

 

                      (2.10) 

 

with Equation (2.10) being the nodal flow rate relationship that is depicted in the lower 

right flow loop junction in Figure 2-15. The bypass loop and the experimental loop are in 

parallel. Thus, it was assumed that flow rates through these branches experience the same 

pressure drop. Now, combining equation (2.9) and (2.10) leads to the following 

 
√

  

   

 √
  

  

   √
  

  

 (2.11) 

 

which simplifies to  

     
  

(  
√  

√  

)

  
(2.12) 

 

    is the equivalent loss coefficients of the system influenced by the pump, and K2 & K3 

represent the loss coefficients of each loop.  

The maximum inspiratory flow rate through and pressure drop across the squirrel 

nasal passage was approximated from data on a Sprague-Dawley rat provided by 

(Schroeter et al, 2012-01) (Figure 2-16; Table 2-2). 
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Figure 2-16. Pressure drop (  ) as a function of inspiratory flow rate, Q (ml/min), in the rat nasal 

airway (from (Schroeter et al, 2012-01)). The curve fits were developed with the equation 

        with the estimated parameters from (Schroeter et al, 2012-01) (Table 2-2). 

 

Table 2-2. Estimated parameters for curve fits of pressure drop versus flow rate in the rate nasal 

passage (from (Schroeter et al, 2012-01)) 

 

 

The Sprague-Dawley flow rate data was used as an estimate for the experimental 

setup since the eastern gray squirrel is of similar size to the rat. Though physiologically 

flow rates are likely to be similar, the added complexity of the squirrel’s nasal passage 

likely results in higher flow losses (i.e., pressure drop). Thus, these life size flow rates 
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were used with equation (2.1) to estimate the flow rate conditions at model scale in the 

present study. 

Analysis of pump performance was carried out to properly size the pump for the 

experiment. A quarter horsepower centrifugal pump (Figure 2-18) was chosen with a high 

rpm to minimize flow pulsation. It was also necessary to correct for the effects of higher 

viscosity of the working fluid, as available pump curves are only rated for pumping 

water.  

In general, an increase in viscosity will increase brake horsepower requirement 

and cause a reduction in head, capacity, and efficiency of the pump. It is thus necessary 

to establish 

                        (2.13) 

 

and  

                        (2.14) 

 

where Ch and CQ are correction factors for viscosity change derived from Figure 2-17. 

Figure 2-18 shows the unadulterated pump curve and Figure 2-19 the corrected pump curve 

for as well as an operating point of the experimental flow loop.  
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Figure 2-17. Correction factors for viscosity change in centrifugal pumps. To utilize this chart, 

begin at the pump flow rate (red arrow) and move vertically until an intersection is made with the 

correct head given by the pump curve. Then, move horizontally left until an intersection is made 

with the correct viscosity. Continue in a vertical line to find the correction factors (from (Hole, 

2014)). 
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Figure 2-18. AMT ¼-hp centrifugal pump curve for water as the working fluid.  

 

 

Figure 2-19. Operating point of the experimental pumping system for the NaI solution. The 

operating point can be changed via adjustment of valves. The pump head curve has been 

corrected for change in viscosity. 
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2.2 Experimental Measurement 

This section will provide an overview of hardware used during the experiment, 

calibration methods, and post-processing and data reduction techniques.   

2.2.1 Flow Rate Measurement 

2.2.1.1 Hardware Setup 

The flow rate was measured using an ultrasonic flow meter (Transonic, USA). The flow 

rate measurement was shown to be insensitive to the mounting orientation of the flow meter. This 

type of flow meter is non-restrictive, as it uses acoustic waves to measure the flow rate. The flow 

meter was placed in line with the experiment. 

2.2.1.2 Calibration 

Transonic Systems Inc. certifies that the flow meter was calibrated according to NIST 

(National Institute of Standards and Technology) standards and to the Transonic System Inc. 

equipment performance standards. Maximum unadjusted zero flow error of the Transonic flow 

meter is +/- 300ml/min. The maximum error in the absolute volume flow rate is +/- 10 % of 

reading plus the zero flow error.     
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2.2.2 Pressure Measurements 

2.2.2.1 Hardware Setup 

 Pressure ports were located just forward of the nose and aft of the nasopharynx (see 

Figure 2-15). The pressure port forward of the nose was located just downstream of the exit of the 

diffuser.  It is important to note that the pressure port forward of the nose also served as a venting 

port to allow gas to escape during the filling and the draining processes of the system. The 

pressure transducers were connected to their respective ports: pressure transducer 1 was attached 

to the forward port and pressure transducer 2 was attached to the aft port. The pressure 

transducers themselves were placed at the same height. 

2.2.2.2 Calibration 

Calibration of each transducer was performed with the use of a monometer. An amplifier 

was employed to amplify the DC voltage output of the transducer. A multi-meter was used to 

read the output of the transducer. Voltage readings were recorded with varying fluid heights and 

the fluid heights were then converted to pressures via the hydrostatic relationship, resulting in a 

calibration curve for each transducer (Figure 2-20).  

 NaI index matching solution was used as the working fluid for pressure transducer 

calibration. A plumb bob was used to reduce error in fluid column height measurement. Pressure 

transducers were manufactured by Argon Medical Transducer (USA): reference number 

041516504A. 
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Figure 2-20. Calibration for pressure transducers 1 & 2. (PT1 P=41.919V+0.685 R² = 0.9997)       

( PT2 P=43.059V-4.0367 R²=0.9986)  

2.2.3 PIV Displacement Measurement 

The non-intrusive optical measurement technique that was used in this thesis was particle 

image velocimetry (PIV). With roots originating from laser Doppler velocimetry (LDV) and laser 

speckle velocimetry, PIV is rapidly becoming the primary optical technique used today.  

For background, PIV uses a pulsed laser light sheet to illuminate “seed particles” that are 

injected into the flow (see Figure 2-22). These particles scatter light, which is detected by a 

digital camera. Image acquisition is synchronized with the pulsing of the light sheet. Each cycle 

has two laser pulses synced with two image exposers. These images, or an image pair, are then 

processed to obtain a displacement field of the seed particles, which is used to calculate velocity 

via the following relationship and the known time difference between the acquired images 

                   (2.15) 

,where   is the velocity vector,    is the average particle displacement in each interrogation 

region in the image, and    is the time delay between laser pulses.  
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Figure 2-21. Planar PIV setup. The camera is perpendicular to the laser light sheet, which is used 

to illuminate the particle-seeded flow field (from (Ereaut, 2011). 

2.2.3.1 Hardware Setup 

A crucial step is to align the following objects in the correct manner: light sheet, layer 

orientation of the rapid prototyped model, and the optical axis of the camera. As seen in Figure 

2-10, the correct positioning of the rapid prototyped object reduces obstructions in the optical 

path of both the camera and light sheet and thus results in higher-quality raw PIV data. 

To avoid problems using glass spheres ~10 µm in diameter, which are typically used in 

PIV and could potentially become trapped and build up in our complex model, small air bubbles 

entrained in the viscous index matching fluid were used as seed particles instead. The air bubbles 

were generated during the filling of the experimental flow loop. Seeding density was controlled 

by opening the low-pressure side of the pump to atmosphere, thereby allowing the system to 

entrain outside air. Air that passed through the centrifugal pump impeller were broken up into 

small bubbles. A similar approach was used by (Chevrin, 1988) & (McPhail, 2012), who found 
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that air bubbles entrained in a viscous working fluid were superior to the use of small 

commercially available seeding particles (Chevrin, 1988) & (McPhail, 2012). 

It is then necessary to determine whether or not the air bubbles faithfully follow the flow. 

The Stokes number, which is the dimensionless ratio of the relaxation time of a particle (or air 

bubble) to the characteristic time scale of the flow (Raffel, et al., 2007), is used as an indicator of 

whether or not a particle will follow the flow. The Stokes number is defined as 

 

    
    

  
 (2.16) 

where 

 
  

       
 

       
 (2.17) 

and     is the flow speed,    is the hydraulic diameter of the nasal passageway,      is the 

density of the air bubble,    is the diameter of the air bubble, and      is the kinematic 

viscosity of the NaI solution.   

 Gravitational effects were also considered, given that the difference in density between 

the working fluid and the air bubbles is on the order of 1000.  Specifically, as shown by (Zerai, et 

al., 2005) the settling speed of a small particle in a flow field is given by 

 
   

              
 

       
 (2.18) 

 

where   is the acceleration due gravity and      is the density of the working fluid. 

Substituting values for each of the parameters in Equation 2.18, it can be shown that the settling 
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speed,   , is two orders of magnitude smaller than the minimum measured flow speed in the 

experiments.  

 Using the foregoing relationship in equation (2.16) with a custom morphometric image 

processing code from (Craven, et al., 2007), the Stokes number was analyzed throughout the ten 

times scaled experimental model. Note that for particles (or air bubbles) to faithfully follow the 

flow, the Stokes number should be less than 0.1 (Tropea, et al., 2007). Thus, as shown in 

Figure 2-22, the air bubbles are expected to follow the flow through the nasal airway 

model and may be used as seeding for PIV measurements. 

 

Figure 2-22. Calculation of the Stokes number in the 10 times scaled model of the squirrel nasal 

airway for a worst-case air bubble size of 500 µm and a flow rate of 45 L/min. 

2.2.3.2 Calibration 

The procedure of calibrating the PIV data was accomplished by referencing exposed 

internal geometry in a PIV image pair with the very same plane in the 3D model (Figure 2-24). 

Magics was used to locate the same landmarks in the 3D model as in the raw PIV images. The in-
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plane distance between landmarks was then measured in Magics and used to calibrate the 

processed displacement PIV data to convert pixel displacement vectors into spatial displacement 

vectors. The time delay between laser pulses was then used to finally convert the resulting spatial 

displacement vectors into velocity vectors.  

 

Figure 2-23. PIV calibration. The same spatial landmarks were identified in the PIV images and 

the digital 3D model. The in-plane distance between the landmarks was then measured in the 3D 

model and used as the reference length to calibrate the PIV data. 

2.2.4 Data Analysis 

2.2.4.1 Resistance Curve 

Pressure drop across the model was calculated as the difference between static pressure 

measurements acquired using two separate pressure transducers (see section 2.2.2). The pressure 

transducers output a DC voltage. The voltages were then converged to pressure via the calibration 

curve shown in Figure 2-21, which is of the form 

                   (2.19) 

where P is static pressure, C is the slope, V is voltage output, and D is the linear offset. 
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 The flow rate through the model was simultaneously measured using the flow meter. 

Pressure drop and flow rate were simultaneously measured across a range of flow rates to obtain 

the resistance, or flow impedance, curve for the nasal airway model. It is important to note that 

this resistance curve is for the scaled model of the left nasal airway with NaI solution. To obtain 

the pressure drop at life size with air as the working fluid, Equation 2.5 may be used.  

2.2.4.2 Vector Fields 

As stated by LaVision, DaVis 8.0 (LaVision, Germany), is a post processing program 

that can be used to calculate displacements with a standard Fast Fourier Transform based cross-

correlation algorithm. Masks were applied to each region of interest to process areas of only 

quality data. A 128x128 square pixel interrogation region with a 4:1 elliptical weighting was used 

on the initial pass. The second and third passes used a window of 64x64 with a 2:1 elliptical 

weighting. The elliptical weighting provides improved resolution of the velocity gradient. All 

passes were conducted with an interrogation region overlap of 50%. After each correlation pass, 

vectors were removed by a median filter if at least one of its components was greater than 3 RMS 

from the median component of neighboring vectors. Holes in the data were filled with subsequent 

processed image pair vectors during the averaging of all processed images for each of the regions 

of interest. Lastly, the first two columns and last two columns of vectors in the field were 

discarded to avoid problems due to particle entry or exiting between subsequent images.  
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Chapter 3  
Results 

3.1 Cases Studied 

One of the aims of this study is to create an experimental database of PIV and 

resistance curve data for flow in a ten times life size model of the nasal airway of the eastern 

grey squirrel, an extremely complex internal flow passage. This database can then be used to 

validate CFD simulations using the same model. The resistance curve was measured using 

the NaI refractive index matching fluid (see properties in Table 2-1). Planar PIV 

measurements of flow velocity at various locations in the model were then acquired and post-

processed (as described in chapter 2) for two flow rate conditions: 10 L/min (    ) and 45 

L/min (     ). 

3.1.1 Inspiratory Flow 

3.1.1.1 Resistance Curves 

Resistance data was collected over several experimental runs, spanning multiple days 

(Figure 3-1). The flow rates ranged from 0 L/min to 45 L/min, which was determined to be the 

highest possible flow rate achievable in the system. Measurements were acquired in increments of 

approximately 4-5 L/min, except below 10 L/min, where smaller increments of 1.0 L/min were 

used to be better resolve the highly-nonlinear region of the resistance curve near the zero flow 

condition, and where there is also a higher degree of uncertainty in the pressure measurements 

(Figure 3-2). As shown in Figure 3-1, the resistance data that was collected on different days was 

found to be repeatable. 
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Figure 3-1. Resistance curve for the 10 times scaled model using the NaI refractive index 

matching fluid the uncertainty bars represent 95% confidence intervals, and were computed using 

the approach described by (Coleman & Steele, 2009) presented in Appendix B 

 

Uncertainty Analysis. Parabola fit of data yielded ΔP= 0.0539Q
2
 + 0.3214Q - 0.1741; R² = 

0.9991. 

3.1.1.2 PIV Measurements 

PIV data was acquired in the 10 times scaled model under two steady flow rate 

conditions:      (10 L/min) and       (45 L/min), at six different locations in the model at 

each flow rate. The particular locations were in several anatomical regions of interest (dorsal 

meatus, nasomaxillary region, and nasopharynx) and in multiple sagittal plans (see Figure 3-2). 

The resulting PIV velocity fields at each flow rate are shown in Figures 3-4 and 3-5. 
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Figure 3-2. PIV measurement locations. A) Top view of a transparent 3-D rendering of the model 

with colored lines showing the orientation of the monochromatically colored sagittal planes 

displayed in B-D, where both the size and location of the PPIV fields of view are shown. (XB/W 

= 0.181, XC/W = 0.0548, XD/W = 0.108) 
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Figure 3-3. PPIV velocity vectors at a flow rate of 45 L/min (     ). Red letters indicate the 

corresponding sagittal plane shown in Figure 3-2. Vectors in every other row and every other 

column have been omitted for display purposes.  



40 

 

 

Figure 3-4. PPIV velocity vectors at a flow rate of 10 L/min (    ). Red letters indicate the 

corresponding sagittal plane shown in Figure 3-2. Vectors in every other row and every other 

column have been omitted for display purposes. 
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Chapter 4  
 

Summary and Conclusions 

4.1 Summary of Results 

The objective of this research was to create an anatomically accurate experimental model 

of a complex rodent nasal airway and to acquire PIV measurements in the model for CFD 

validation. The results of this work are intended to contribute to the fundamental understanding of 

nasal form and function in mammals, and to advance current state-of-the-art optical flow 

measurement techniques (PIV in particular) in complex experimental models. 

An anatomically-accurate ten times scale model of the left nasal airway of the eastern 

gray squirrel was successfully manufactured using SLA rapid prototyping and a NaI solution with 

the same index of refraction as the SLA material was created. PPIV measurements were then 

successfully acquired in the refractive index-matched model. Flow seeding with conventional 

glass spheres was found to be problematic in complex regions of the model due to particle 

deposition and buildup. Instead, air bubbles entrained in the viscous NaI solution were used as 

seed for PIV. The resulting experimental database may be used for validation of CFD simulations 

of laminar flow in complex internal flow passageways. 

4.2 Recommendations for Future Work 

To build on the present study, future work might include the three-dimensional 

characterization of the internal flow in the nasal passageway via stereoscopic particle image 

velocimetry (SPIV). It is possible to acquire SPIV measurements in the model that was used in 
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this study, but a more complicated method of calibration is required due to the fact that the 

imaging plane no longer has a uniform magnification factor across it. This non-uniform 

magnification requires a more complex, three-dimensional calibration methodology. Though 

three-dimensional calibration targets are available, for the present complex internal nasal 

passageway, such calibration targets will not fit inside the model. However, a similar approach 

used to calibrate the present planar PIV measurements might be used, where known anatomical 

landmarks in the 3-D model are identified in the raw SPIV images and used to develop a three-

dimensional calibration. 
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Appendix A 

 

Alternative PPIV Data Presentation 

 

 

 

 

Figure A-1. PIV velocity vectors in the dorsal meatus at a flow rate of 45 L/min in a sagittal 

plane located at XC/W = 0.0548 (see Figure 3-2). 
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Figure A-2. PIV velocity vectors in the dorsal meatus at a flow rate of 10 L/min in a sagittal 

plane located at XC/W = 0.0548 (see Figure 3-2).  
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Figure A-3. PIV velocity vectors in the entrance to the Nasopharynx at a flow rate of 10 L/min in 

a sagittal plane located at XD/W = 0.108 (see Figure 3-2). 
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Figure A-4. PIV velocity vectors in the entrance to the Nasopharynx at a flow rate of 45 L/min in 

a sagittal plane located at XD/W = 0.108 (see Figure 3-2).  
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Figure A-5. PIV velocity vectors in the entrance to the Nasopharynx at a flow rate of 45 L/min in 

a sagittal plane located at XD/W = 0.108 (see Figure 3-2).  
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Figure A-6. PIV velocity vectors in the entrance to the Nasopharynx at a flow rate of 10 L/min in 

a sagittal plane located at XB/W = 0.181 (see Figure 3-2).  
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Figure A-7. PIV velocity vectors in the entrance to the Nasopharynx at a flow rate of 45 L/min in 

a sagittal plane located at XB/W = 0.181 (see Figure 3-2).  
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Figure A-8. PIV velocity vectors in the beginning of the Nasopharynx at a flow rate of 10 L/min 

in a sagittal plane located at XB/W = 0.181 (see Figure 3-2).  
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Figure A-9. PIV velocity vectors in the beginning of the Nasopharynx at a flow rate of 45 L/min 

in a sagittal plane located at XB/W = 0.181 (see Figure 3-2).  
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Figure A-10. PIV velocity vectors in the end of the Nasopharynx at a flow rate of 10 L/min in a 
sagittal plane located at XD/W = 0.108 (see Figure 3-2). 

 



58 

 

 

Figure A-11. PIV velocity vectors in the end of the Nasopharynx at a flow rate of 45 L/min in a 
sagittal plane located at XD/W = 0.108 (see Figure 3-2).  
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Appendix B 

 

Uncertainty Analysis 

B.1 Theory 

The uncertainty analysis techniques used for resistance curve result is presented here. A 

practical approach was taken where conservative values of measurement uncertainties were 

estimated. First the general forms of the uncertainty equations are shown, followed by the 

separate treatment of the uncertainty of each measurement taken for resistance curve data. The 

uncertainty analysis closely follows the Taylor series method presented in (Coleman & Steele, 

2009). A general data reduction equation for an experimental result y, as a function of k measured 

variables is shown by, 

   

                                  (B.1) 

The combined standard uncertainty,   , is given by the root-sum-square of the systematic 

(bias), by, and random (precision) uncertainties, sy, of the measurement, hence  

 
    √  

                  (B.2) 

 The systematic uncertainties are defined as 

 

  
   ∑ 

  

   
  

 

   

   
            (B.3) 
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where     are the systematic uncertainties of each measured variable, and 
  

   
 are the sensitivity 

coefficients. The random uncertainty is defined similarly as 

 

  
   ∑ 

  

   
  

 

   

   
            (B.4) 

A coverage factor is applied to the combined standard uncertainty to provide an estimate of the 

expanded uncertainty, shown in equation (B.5). For this work, error distributions were considered 

Gaussian with the t-distribution chosen to give 95% level of confidence in 

 

                      (B.5) 

   

For repeated measurements, the random uncertainty should not be estimated at the elemental 

level, as advised by (Coleman & Steele, 2009). For the presentation of mean quantities, the 

random uncertainty is estimated by 

 
  
  

  
 

 
           (B.6) 

where   
 is the variance of   samples, shown in equation (B.7). 

 

  
  

 

 
∑     ̅  
 

   

           (B.7) 

 

B.2 Pressure drop 

 

From equation (2.19), relative uncertainty as stated by (Bell, 2001) dictates that 
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           (B.8) 

where u(P), u(C), and u(V) represent Type A standard of uncertainty for pressure, calibration 

factor, and voltage respectively.  

Voltage drift of the pressure transducers was also characterized and included in 

uncertainty. Once the system (i.e. amplifier & transducer) was warmed up, it was determined that 

an elapsed time of 15 minutes was required to reach a steady voltage output. It was at this point 

when the voltage output values were calibrated for pressure measurements. 

B.3 Flow Rate 

It was assumed that the calibration parameters given by Transonic Systems were 

normally distributed, and so equation (B.9) was used to calculate the standard uncertainty in the 

flow rate measurement  

    
 

 
           (B.9) 

   

where   is the calibration uncertainty and this case is equal to 0.5 L/min. 

 

 

 


