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Abstract

This thesis makes contributions to two separate topic areas, namely anomaly detection
and network neutrality areas, which are related to each other. In the first part, we focus
on detecting samples from anomalous latent classes, buried within a collected batch of
known (normal) class samples, where the number of features for each sample is high.
We assume and observe to be true that careful feature selection within unsupervised
anomaly detection may be needed to achieve the most accurate results (depending on
the particular feature representation that is in use). We form pairwise feature tests based
on Gaussian mixture models, with one test for every pair of features. The mixtures are
estimated using known class samples (null training set). Using these mixture models,
p-values are obtained on the test batch samples under the null hypothesis. We use these
p-values in basically two different ways. In our first approach, we consider sample-by-
sample detection of anomalous class samples amongst the batch of collected samples.
We propose a novel sample-wise sequential anomaly detection procedure with growing
number of tests. New tests are included only when they are needed, i.e., when their
use on currently undetected samples will yield greater aggregate statistical significance
of multiple testing corrected detections than obtainable using the existing test set. This
approach aims to maximize aggregate statistical significance of all detections made up
until a finite horizon. We then approach this anomaly detection problem as a clustering
problem. We calculate approximate joint p-values for candidate anomalous clusters,
defined by (sample subset, test subset) pairs. Our approach sequentially detects the
most significant clusters of samples in a networking context. We use different kinds of
feature representations and conditioning contexts and experimented on many datasets
for comprehensive performance evaluation purposes. Our p-value clustering algorithm
is compared, using ROC curves, with alternative p-value based methods, our sample-
by-sample sequential detection, and the one-class SVM. All the competing methods
make sample-wise detections, i.e., they do not jointly detect anomalous clusters. The
anomalous class was either an HTTP bot (Zeus) or peer-to-peer (P2P) traffic. For
certain feature representations, our p-value clustering approach gives promising results
for detecting the Zeus bot and P2P traffic amongst Web.
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In the second part, we analyze some issues about the network neutrality. We inves-
tigate the relations between caching, pricing, and revenues of entities under the light of
network neutrality concerns. Firstly, we consider a model with two “eyeball” Internet
Service Providers (ISPs) (i.e., those acting as both network access and content providers
(CP)), with transit pricing of net traffic at their peering point. That is, there is an
inter-provider service-level agreement (SLA) involving a revenue based on net transit
traffic flow across their peering point(s). We studied the effects of caching remote con-
tent via a game between the ISPs on a platform having usage-priced subscribers. We do
this for two cases: one is for different congestion points in each ISP (depending traffic
origin) leading to tractable Nash equilibria; and the other is for a single congestion point
which we herein study numerically. Secondly, we consider a game between an ISP and
CP on a platform of end-user demand. A price-convex demand-response is motivated
based on the delay-sensitive applications that are expected to be subjected to the as-
sumed usage-priced priority service over best-effort service. Thus, we are considering a
two-sided market with multiclass demand wherein one class (that under consideration
herein) is delay-sensitive. Both the Internet and proposed Information Centric Network
(ICN, encompassing Content Centric Networking (CCN)) scenarios are considered. For
our purposes, the ICN case is basically different in the polarity of the side-payment (from
ISP to CP in an ICN) and, more importantly here, in that content caching by the ISP is
incentivized. A price-convex demand-response model is extended to account for content
caching. The corresponding Nash equilibria are derived and studied numerically.
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Chapter 1
Introduction

This thesis makes contributions to two separate areas, namely anomaly detection and

network neutrality. Although our work in anomaly detection is applicable to many

domains, we are particularly interested in application to network intrusion detection

problems which aim to detect anomalous behavior among network flows. Our contri-

butions in network neutrality are also related with network flows, since we investigate

the effects of caching on the pricing of network flows and revenues for different network

models.

Let us elaborate more on how anomaly detection and network neutrality are related to

each other. Suppose that there is anomalous traffic originating from particular end-users

in a network. Due to security concerns, this may enforce ISPs to take precautions (such

as throttling, blocking, etc.) against those users, even though they may not be aware

that their device is infected and included in a malicious network such as a botnet. This

discrimination against some users will result in violation of network neutrality principles.

Furthermore, inclusion in a malicious network may lead to a dramatic increase in the

traffic for certain users. This may lead to extra costs for those users, especially when

pricing is not flat-rate. This means that the users that are receiving same service may

not be priced similarly, since the users that are infected and included in botnets will be

consuming more bandwidth than the uninfected users. This is consequence of botnets

that violates net neutrality, which underlines the importance of detecting anomalies for

the sake of keeping the network neutral.
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1.1 Anomaly Detection

Anomaly detection has great practical significance, manifesting in a wide variety of ap-

plication domains including detection of suspicious/anomalous events in Internet traffic,

in human behavior, host-based computer intrusion detection, detection of equipment or

complex system failures, as well as of anomalous measurements in scientific experiments.

The scenario addressed in this thesis is detection of anomalies of an unknown anomalous

class, amongst the N samples in a collected data batch, X = {xi, i = 1, . . . , N, xi ∈ RD}.
The batch may consist, e.g., of samples collected over a fixed time window. We assume

there is a separate database exclusively containing “normal” examples that can poten-

tially be leveraged for learning the null hypothesis probability model (either on the full

D-dimensional space or on lower-dimensional subspaces), used to assess statistical sig-

nificance of detected anomalies. These statistical significance values are quantified by

p-values, which mean the probability of making an observation more extreme than a

given observation, under an assumed probability law. For instance, suppose that the

assumed probability model is Gaussian with mean 30 and variance 9. Then, the p-value1

of a sample having value 10 (or 50) can be found by calculating the area shown on Figure

1.1 (red regions on the figure). Notice that the samples having the same distance to the

mean have the same p-value, i.e. they are the same in statistical significance for this

probability model (10 and 50 in this example). The distance notion will be detailed in

Chapter 2.

There are several reasons why D may be large. First, some applications are inher-

ently high-dimensional, with many (raw) features. Second, large D may enable greater

anomaly detection power. In supervised classification, it may be possible to discrimi-

nate known classes using a small number of (judiciously chosen) features that have good

(collective) discrimination power. However, anomaly detection is inherently unsuper-

vised (with respect to the anomalies) – there are generally no anomalous examples and

no prior knowledge on which subset of raw (and/or derived) features may best elicit

anomalies. This suggests use of more features may increase the likelihood that a sample

will manifest a detectable effect. In our experiments, we will consider malicious network

traffic packet flows which mimic Web application flows to evade detection – considering

more rather than fewer features may typically be required to detect “evasive” anomalies.

There are multiple anomaly detection strategies that can be applied:

1This is called two-sided p-value. One can also calculate and use the area under one of the 2 red
regions, which would be called one-sided p-value. But, the two-sided p-value notion in 1-D shown in
Figure 1.1 gives an idea on how we calculate the p-values using the models with higher dimensions.
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Figure 1.1. Calculation of p-value of 10 (or 50) for N (9, 30)

1) Applying a single test, based on the joint density function defined on the full D-

dimensional feature space.

2) Applying multiple tests, e.g., tests on all pairwise feature densities.

(a) Detecting the sample yielding the smallest p-value over all these tests as the

anomaly with the highest priority.

(b) Detecting the samples according to (some type of) average p-value over all of

the tests.

3) Using outlier detection, e.g., one-class SVMs [109].

There are 2 problems with 1). Firstly, if D is large relative to N , the estimation

of the joint density will be inaccurate (i.e., there is a curse of dimensionality) [33].

Secondly, suppose that the features are statistically independent and that the anomaly

only manifests in one (or a small number) of the features. In this case, the joint log-

likelihood is the sum of the marginal (single feature) log-likelihoods, and the effect of a

single (anomalous) feature on the joint log-likelihood (which amounts to an average of

the marginal log-likelihoods) diminishes with increasing D.

There are also problems with 2). There is the complexity associated with using a

number of tests combinatoric (e.g., quadratic) in D. Ignoring complexity, in 2)(a), use

of many tests may unduly increase the number of false alarms – suppose there is a single
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anomaly in the batch, with the anomaly detectable by only one of the K = D(D−1)
2

pairwise tests, with p-value p. Assuming that the tests are independent, the probability

that no other sample will have a smaller p-value (and will thus be falsely detected

first, prior to detecting the anomaly), given p, is (1 − p)K(N−1), i.e., it is exponentially

decreasing in KN . Supposing p = 10−5, this probability is ∼ 0.9 for KN = 104, and it

is vanishing by KN = 106. In fact, possibility of missing the anomalous behavior that

manifests itself in only certain features (tests) exists in all of the methods mentioned

above. In 2)(b) this is caused by averaging over all tests, and in 3) by usage of all of the

features in one-class SVM.

Here we propose alternatives to these approaches for anomaly detection, inspired by

greedy feature selection techniques commonly used in supervised learning. For supervised

classification, it is well-known e.g. [104] that even if all features have some discrimination

power, use of all features may in fact degrade classification accuracy unless there is

sufficient training data for learning model parameters accurately enough to exploit this

discrimination power. The fact that training data may be limited relative to D motivates

feature selection and also e.g. decision trees, which may base decisions on only a small

complement of the full set of measured features. Also, for unsupervised clustering in

high dimensions, feature selection, embedded within the clustering process, has been

demonstrated to be crucial for reliable clustering and for accurate estimation of the

number of clusters [42]. But, it should be kept in mind that, since the AD problem is

unsupervised, it is a priori unknown which subset of features may be informative and

there are no ground-truth labeled anomalous class examples to guide selection of these

features. Thus, the “feature selection” problem for anomaly detection is much more

challenging than in the supervised case.

Conceptually allied to these approaches, but uncommon in an anomaly detection

setting, we propose 2 novel approaches for anomaly detection in a batch that are spartan

in their use of features/tests.

The first approach is a sample-wise sequential anomaly detection approach, in which

new tests are (greedily) included only when they are needed, i.e. when their use (on

the remaining batch) will yield more statistically significant detections (lower p-values

(corrected for multiple testing [19])) than those obtainable using the existing set of tests.

More generally, this approach seeks to maximize the aggregate statistical significance

of all detections up until a finite horizon. Our approach may be particularly suitable

when there is a latent anomalous class present in the data batch, discriminable from the

known class using an (albeit unknown) small subspace of the full feature space.
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There is prior work, somewhat related, in the statistics literature on sequential thresh-

olding of p-values to ensure a target family-wise error rate [48] or false discovery rate

[62] is achieved. However, such schemes do not alter the order in which anomalies are

detected – they only determine when to stop making detections. These works also do

not sequentially grow the number of tests, in interrogating the batch. There is also

work on designing classifiers to maximize the area under the ROC curve, rather than

to minimize the classifier’s error rate [116]. However, that work addresses a supervised

learning scenario, with all classes known a priori and with labeled training exemplars

provided for each class. By contrast, we optimize an estimated ROC curve associated

with the anomaly detection problem, for which there are no labeled (anomalous) exem-

plars. There is substantial prior literature on anomaly detection for network intrusion

detection, e.g., [23], based on numerous proposed statistical tests and heuristic crite-

ria. Most such approaches will only be effective in detecting specific types of anomalies,

within particular networking domains. Our algorithms may provide a robust mechanism

for identifying the most suitable such tests to use, adaptive to the networking domain,

to the particular anomalies/attacks that may be present, and to temporally changing

(nominal) network traffic statistics.

The second approach regards this problem as a clustering problem. Similar to the

sample-wise detection approach, we conjecture that (and assess whether) benefits may

be achieved by feature selection in an anomaly detection (AD) setting (which is known

to be true in supervised setting), i.e., we conjecture that use of many features/tests

(most of which have little power to reveal the anomalous class) may mask anomalous

classes/clusters that could be well-revealed using only a few (highly discriminating) tests.

Many existing AD methods (as well as our sample-wise detection approach) only make

separate anomaly detection decisions for each individual sample, i.e., they do not jointly

detect clusters of anomalies. In this thesis, however, we make joint detections of clusters

of samples, using as the detection criterion an approximate joint p-value. Candidate

clusters are jointly defined by their sample subset and the subset of features (tests) with

respect to which the cluster exhibits its most extreme deviation from the null – i.e., built

into our detection criterion is some intrinsic impetus for feature selection.

In Chapter 2, we formulate the calculation of p-values of samples. P-values are cal-

culated by using GMM models, which are modeled for each feature pair. In this chapter,

also the experimental procedure is explained. Although the methods proposed and used

in this thesis are applicable to any domain, we experimented on the network intrusion

detection domain. Particularly, we aimed to find anomalies disguised amongst Web
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(HTTP) traffic. So, the known class is Web traffic. The role of the latent unknown class

is played by HTTP bot (Zeus) traffic or peer-to-peer (P2P) traffic. How these flows are

obtained is explained. Multiple feature representations are described in this chapter,

which will be used in the experiments. The extraction and usage of the features are

explained in Chapter 2. Their advantages and disadvantages are discussed. The experi-

mental results for our sample-wise and cluster-wise approaches to anomaly detection are

provided in Chapters 3 and 4, respectively.

In Chapter 3, the sample-wise sequential anomaly detection approach is explained

by providing the mathematical objective and several sequential detection algorithms are

proposed for (approximately) optimizing this objective. Our approach is compared, in

area under the ROC curve, with several standard detection strategies for a network

intrusion domain, detecting Zeus bot intrusion flows embedded amongst (normal) Web

flows. We have also demonstrated the importance of careful feature representation, for

supervised discrimination of the Zeus bot from Web traffic. These approaches and the

related experimental study also take place in [73].

In Chapter 4, the algorithm that uses p-values for clustering is explained. The

comparison results with our sample-wise approach and other methods are provided.

Experimental results are provided for several different feature representations. Zeus or

P2P traffic is used as anomalous traffic in the experiments. A few of these experimental

results (using only the alternating feature representation) are reported in [57]. Extensive

analysis including different conditioning contexts are reported in [56].

Contributions:

• We propose two types of approaches that make use of feature selection in different

ways both of which basically use tests constructed from each feature pair and assess

statistical significance by using p-values.

– Our first approach in Chapter 3 makes sample-wise detections using growing

number of tests by making multiple test corrections for existing and unused

tests.

– Our second approach in Chapter 4 makes cluster detections by using a small

subset of tests for each cluster detection.

• We propose multiple types of feature representations, including different condition-

ing contexts.

• We observe that (test) feature selection is effective for anomaly detection in certain

feature spaces.
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• We experiment on Zeus-Web and P2P-Web separation problems using Lawrence

Berkeley National Laboratory (LBNL) datasets.

• We compare and contrast the performance of our algorithms against methods that

do not use feature selection. We provide comparisons in terms of area under ROC

and early detection successes of the algorithms.

• We observe the performance differences on many datasets with different sizes and

characteristics.

• We investigate the effect of order increase in both our sample-wise and cluster-

wise anomaly detection approaches that we have proposed (where the meaning of

“order” is different in each approach).

1.2 Network Neutrality

The continuing network (net) neutrality debate (e.g., [107, 79, 75, 13, 113, 45]) involves

several different entities, such as ISPs2, Content Providers (CPs), users, and governments

(including partnerships). Although there are many different perceptions for the definition

and the coverage of net neutrality, one succinct definition is provided in [45]: “[net

neutrality] usually means broadband service providers charge consumers only once for

Internet access, do not favor one content provider over another, and do not charge content

providers for sending information over broadband lines to end users.”

A communication network is “neutral” if it is both application neutral and does not

require side-payments for use by remote content providers. Application neutrality means

that the network does not handle packet-traffic differently based on the application type,

e.g., third party streaming video from Netflix is handled the same as the Internet Service

Provider (ISP)’s own “managed” streaming video service over commodity IP. Note that

application neutrality allows discrimination based on traffic volume and end-user speci-

fied priorities. So, differentiated services (diffserv) among application types is “neutral”

if requested by end-users, whereas application diffserv implemented unilaterally by an

ISP is not application neutral (even if for altruistic purposes, e.g., to give more band-

width for putative real-time applications). The focus of the following preliminary study

is on premium-access bandwidth, not the content or services delivered. An example of

a side payment is Neflix paying remote ISPs for access to their subscribers, rather than

only paying its own (local) access provider (Level 3).

2Equivalently, network service providers or access providers.
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Content providers, such as Amazon, Google, Yahoo!, and eBay, typically support net

neutrality because under non-neutral conditions they expect additional access-network-

ing expenses and additional limitations or exclusions on their access to their customers

[39]. In contrast to CPs, ISPs (particularly residential ISPs) such as AT&T, Verizon,

Comcast, and Deutsche Telekom, typically believe that neutrality regulations threaten

the profitability of their enormous infrastructure investments and maintenance costs

[39, 107], and that CPs do not pay a fair share of these costs while profiting from adver-

tising that is arguably not requested by consumers3. Also, flat-rate pricing frameworks

leading to “all-you-can-eat” consumer behavior result in high transport costs and con-

gestion in the ISPs’ access networks, e.g., [4], which makes ISPs complain about this

and leads them to take blocking (e.g., Comcast blocking P2P applications [1]) or pricing

(e.g., [93]) measures. It has been argued that some of these problems can be compen-

sated by side payments between CPs and ISPs [21, 8, 9, 115, 76]. Alternatively, the

introduction of premium service classes for applications has been suggested for: critical

applications such as health monitoring and home security (which are being increasingly

used [45]); streamed spectacle events such as sports activities or newly released movies

[39]; and interactive real-time video-conferencing/video-phone sessions. Applications en-

gages in premium services will obviously receive a higher Quality of Service (QoS) than

applications under best-effort network-access service, and will need to pay usage-based

costs (perhaps after a quota). Such payments are (content/application) neutral in na-

ture [27] due to the willingness of the users to pay for the premium content [21]. Under

net neutrality with flat-rate priced access4, ISPs may not have the incentive to improve

their existing infrastructure by increasing capacity [24] (particularly the router/switch

infrastructure to drive fiber-to-the-home (FTTH)) or by improved security measures

such as virus and spam filtering [39]. (Note that such usage-based costs may need to be

authenticated to the human subscriber/end-user.)

Regarding quality-of-service management, the physical location of requested content

is obviously important to the goal of decreasing delay experienced by the users [41].

This in turn underscores the importance of caching data proximal to the users, includ-

ing by their ISP. Some large content providers, such as eBay and Google, cache their

content around the world on their own servers, while smaller content providers often use

intermediary content distributors, such as Akamai, who have caching agreements with

local ISPs at different locations [39]. Such agreements or more dedicated partnerships

3Note that neutrality regulations for wireless access in the United States have not been instituted at
the time of writing of this thesis; see [4] for discussions of the mobile wireless access scenario.

4Limited only by uplink and downlink bandwidth of the service agreement.
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between ISPs and CPs (i.e., “eyeball” ISPs) lead to scenarios wherein ISPs may cache

each other’s content, which raises issues of transit pricing between them. See Figure 1.2.

To achieve end-to-end QoS, [18] argued that a sending ISP should pay for the transport

traffic over an interconnection between ISPs.

Figure 1.2. A CP may use a Content Distribution Network (CDN) as depicted, or may have a
local caching agreement with a last-mile (LM) ISP, or neither

Notwithstanding arguments for and against side-payments, the necessity of providing

a single interface (single contract including mutual services) to the end user is emphasized

by several presenters in [4]. Product offers to the end users are assumed to be made in

mainly two different ways: pull (on-demand) or push. Product offers can be prepared in

distributed (among ISPs), partially centralized (by any of the ISPs), or fully centralized

(by an external single facilitator entity) ways [32]. We herein primarily consider the

“pull” demand model for content product where content requested in the recent past is

cached in anticipation of similar demand locally.

In Chapter 6, we consider a model involving two different eyeball ISPs connected at

peering point(s) where revenue is generated corresponding to net traffic transmitted [53].

Initially, we consider a crude caching model captured by a single parameter, Φ, affecting

the revenue generated by transit traffic. For a more dynamic caching strategy, we model

user/customer migration among such ISPs (as in [21]) due to delay-dissatisfaction, and

so develop a game where the caching factors Φ are control variables, rather than fixed

parameters, of the players of the game.

Since the onset of the net neutrality debate, researchers have studied parsimonious
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models of the Internet marketplace to gain insight into the macroeconomic forces in

play. Performance is often assessed based on the Bertrand-Nash equilibria of noncoop-

erative, decentralized games, and in terms of dynamical convergence to these equilibria,

often considering limited resources (particularly bandwidth [110]) as in classical Cournot

games.

For example, games involving end-users and content providers on an ISP platform

were studied in [79, 75]. Shapley values, indicating fair division of revenue with a coalition

(or cooperative game), are used to argue for side-payments between ISPs and CPs in

[68, 69].

In Chapter 7 of this thesis, we consider a noncooperative game between a single

(or cooperating collective) CP and a single ISP on a platform of end-users served by

both, i.e., a two-sided market . We assume that the applications under consideration

are delay-sensitive. Applications only ever requiring best-effort service, and the revenue

they generate for the ISP and CP players, are not considered herein.

In Chapter 7, in addition to the current Internet setting, we are also interested

in that of proposed Information-Centric Networks (ICNs, generalizing Content-Centric

Networks (CCNs)), e.g., [40, 103, 84]. In a related discussion, different scenarios for

transit networks and content distribution networks (CDNs) [5, 71] were considered in

[6], including those in which the CDN (or individual CP) is incented to compensate

the transit network (ISP) to cache its content. In this thesis, the principle difference

between the Internet and ICN settings is the direction of the side-payment between ISP

and CP, similar to the difference between content-centric and access-centric networking

as described in [103] (see their Figures 7.5 and 7.6). Also, the ISP is incentivized to

cache in the ICN setting [54, 55].

Contributions:

• We studied the effects of caching remote content to access pricing and revenues

under different network models.

– In Chapter 6, we considered a game between eyeball ISPs with transit pricing

of network traffic at their peering point. Also, the scenario where multiple

ISPs are competing for the same group of end-users is also among the cases

that are investigated.

– In Chapter 7, we studied a game between an ISP and a CP, considering

Internet and ICN scenarios.

• We found the Nash equilibrium points in both of the network models.
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• In Chapter 7, we showed how a fractional caching factor could be optimal at Nash

equilibrium.

• In Chapter 7, we also observed cases where optimal caching factors take values 0

or 1.

• We compared utilities in Internet and ICN settings in Chapter 7. Caching incen-

tives and direction of the side-payment are the important details that differ in these

two scenarios.

• We investigated how caching incentives for ISPs are beneficial for utilities in Chap-

ter 7.

• In Chapter 6, we analyzed effects of content caching in a network of 2 ISPs for two

cases.

– Different congestion points in each ISP, leading to tractable Nash equilibrium

analyses.

– Single congestion point in each ISP, which is studied numerically in this thesis.

This imposed a throughput limit downstream to the end-users.

– Different congestion points in each ISP, where for there are multiple ISPs

competing for a group of end-users.



Chapter 2
Background – P-value Calculations,

Experimental Setup, and Feature

Representations for Anomaly

Detection

In this chapter, the background to understand Chapters 3 and 4 is provided. The algo-

rithms that we propose in Chapters 3 and 4 use p-values to make statistical significance

assessment of the samples. Tests are constructed from feature pairs. And p-values are

calculated for each of these tests. Bivariate or univariate GMM modeling is used, de-

pending on the existence of any categorical features. Starting with a brief discussion on

supervised and unsupervised learning concepts, all of these stages, including experimen-

tal setup, feature extraction, and different feature representations are explained in this

chapter.

2.1 Anomaly Detection

An anomaly can be defined at a high level as a pattern that does not conform to the

expected behavior, which is considered as “normal”. Anomalous behavior can occur in

different forms depending on its nature. There can be point anomalies, where individual

data instances are considered anomalous [23]. Another form can be multiple anomalies

originating from the same source, which are similarly behaving to each other (in some

sense), although their collective behavior is not considered normal.
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Anomaly detection has great importance in many application domains, e.g., network

traffic, image processing, sensor networks, even in text where sometimes there may be

interest in finding the novelties in a given context [23].

The output of anomaly detection can be scores or labels on the test data samples.

With some sort of scoring system, one can understand how anomalous a given sample

is. Another option is making a hard decision and labeling the samples as normal or

anomalous. [23]

Supervised anomaly detection techniques can be used, but they suffer from a fun-

damental limitation. This issue is due to the basic difference between supervised and

unsupervised learning. In supervised learning, the training set has labels for each sample.

For example, if one aims to train a supervised classification algorithm, then the class that

each training sample belongs is known. On the contrary, in unsupervised learning, labels

for the training set samples are not known. This in general makes unsupervised learning

much harder, if we compare similar types of problems [33, 15]. But, semi-supervised or

unsupervised anomaly detection algorithms have more wide spread applications, since

they do not need the existence of the targeted anomalous samples in the training set.

In unsupervised anomaly detection, the aim is to detect unknown (new) behavior. Un-

known behavior may be nominal (unknown knowns) or attack (unknown unknowns, as

typically assumed). Known behavior is typically assumed to include known knowns, but

may also include known unknowns (attack) and “natural outliers”. The null hypothesis

is based on the known behavior. In other words, the training set consists of samples that

belong to known behavior. The alternative hypothesis is the unknown behavior, which

is our aim to detect herein. No example of alternative hypothesis are present in the

training set. So, in this way, an unsupervised anomaly detector will be able to recognize

unknowns, which are anomalous or suspicious behavior even without encountering such

behavior before. This is an important problem in network intrusion detection: detection

of zero-day attacks.

2.1.1 Prior Work

As mentioned before, there are many application areas of anomaly detection. In this

thesis, the particular focus is on network intrusion detection, where most of the following

literature survey originates.

Depending on the aim of the anomaly detector, there are studies that employ super-

vised or unsupervised anomaly detection. Again, the basic difference between these two

approaches is the availability of anomalous samples in the training phase. In a supervised
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approach, anomalous samples are available in the training phase. There are many prior

studies on supervised anomaly detection, such as [121], [106], [120], [80], [65], [20], [61],

[94] and [91]. Detection systems based on known signatures, such as [83], [89] are widely

used in supervised methods.

There are also examples of semi-supervised [118] and hybrid approaches which utilize

both unsupervised and supervised techniques in anomaly detection, e.g., in [97] hybrid of

one-class SVM (unsupervised) and soft-margin SVM (supervised) is employed. Another

such work is [35], where anomaly detection is attempted after signature based detection.

But, as also mentioned in [98], where current problems about network intrusion de-

tection are examined, the aim in network intrusion detection should be to find previously

unseen anomalous activity, without the need to define the anomalous activity upfront.

(Also, attention is drawn to the fact that there is not enough publicly available re-

cent dataset, which is an obstacle for experimental studies). Another work highlighting

the importance of unsupervised anomaly detection is [67], where it is mentioned that

the possibility of detecting formerly unknown intrusions makes anomaly detection in-

teresting to attempt. As also mentioned in [74], signature-based “anomaly” detection

approaches, which are supervised, are unable to catch the unseen anomalies, since they

require availability of samples regarding to the targeted anomalies in the training phase.

Anomalous activity in the networks can be of various forms. A botnet is a widespread

anomalous activity source, which consists of a network comprised of compromised ma-

chines participating various kinds of malicious behaviors, such as fraud, distributed

denial-of-service attacks, etc. P2P activity can be also be viewed as an anomalous

behavior when it spoofs Web activity on port 80. There are many works in the literature

on network intrusion detection that are about detection of botnet traffic [14] and P2P

activity.

But there are different interpretations of anomalies in networks. For instance, [7]

targets anomalous time intervals that might be caused by various reasons such as large

data transfers and untimely congestion. In [26], traffic volume anomaly detection is

performed, where a volume anomaly is defined as an unusually small or large volume of

traffic occurring within a time period. [31] is on anomaly detection in high dimensional

data under the null hypothesis of no anomaly. Their test statistic is the magnitude of

the residuals of a Principal Component Analysis (PCA) analysis. An experimental study

targets volume anomalies in Internet traffic data.

There are also works that aim to detect machines where malicious activities take

place. In [44], a system called botminer is proposed which exploits behavioral anomalies.
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It aims to find the groups of already compromised machines in a network by utilizing

the existence of communication among the members of the botnet and analyzing certain

malicious activities of bots in the compromised machines. [94] proposes a two step

approach for online malware detection, which consists of clustering and detection engines.

Malicious operating system objects (e.g. processes and files) are detected in this work.

Firstly, they are clustered. Then, the detection engine detects the cluster as malicious

if the behaviors of the clusters match a predefined behavior template formed by a set

of behaviors. A set of malware software and a set of benign software are used to train

the template database (which makes the approach supervised). [108] attempts botnet

detection based on DNS query periodicity of bots. It targets to find bot-relevant domain

names and IP addresses. Common property of these works is that they utilize protocol

behavior anomalies.

There is also a significant research effort in finding anomalous flows in networks. For

instance, in [119], which is another work that utilizes protocol behavior anomalies, dis-

crimination of P2P botnet traffic from legitimate P2P traffic is performed by a two-phase

system. In the first phase, the P2P clients are detected. Then, flows are clustered by a

two-step clustering approach. The first step is K-means clustering where K is number of

expected clusters, and the second step is hierarchical clustering. The flow features used

here are number of packets and bytes (sent and received). The destination IP addresses

of the flows in these clusters are considered. The clusters whose distinct Border Gateway

Protocol (BGP) prefix count for these destination IPs is smaller than a selected threshold

are discarded. Second phase is the detection of P2P bots. The similarity between active

time of the bots and the active time of the underlying compromised system is used. Also,

the fact that overlap of peers contacted by two P2P bots belonging to the same P2P

botnet is much larger than that contacted by two clients in a legitimate P2P network is

used. After clustering, hosts in dense clusters are classified as P2P bots. In the experi-

mental part, they analyze results for different K values (in K-means clustering), but the

selection criterion is not mentioned. Another issue about this work is that the specific

properties of P2P botnets are utilized in this work, making it harder to apply for other

types of botnets and impossible to apply in other domains.

Another approach for detecting anomalous flows is by using flow-based features,

which has received interest recently. There are many studies that use network flows to

detect botnets [63], [38], including supervised and unsupervised settings. Some of these

works use payload information [66], [117], [114]. But, these approaches have drawbacks.

One issue is that payload information might be unavailable due to some reason such as
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encryption. Also, polymorphic or metamorphic malware can avoid payload-information

based detection systems.

Features that can be obtained from the packet headers are not prone to these kinds of

problems about payload usage. One such work is [36], where anomaly detection is made

among unlabeled data with the assumption that normal samples dominate the dataset.

Three methods that are used in this work are a fixed width clustering method based on

the distance between points, clustering by using distances to the k nearest neighbors, and

one-class SVM. In the experimental part, anomalous flows are detected. Flow features

such as total duration and total bytes transferred are used. In this approach, the selection

of the slackness (ν) parameter that is crucial for one-class SVM is not provided. This

work aims to provide an unsupervised framework, which is preferred in anomaly detection

settings as mentioned above. But, good hyperparameter selection in this work seems is

challenging, which is very important in especially unsupervised approaches. [85] has a

similar approach. Here, using a small part of data to select the best parameter value is

proposed. But, this is counter to the unsupervised nature of the approach.

In [60] network wide anomalies are found by aggregating IP-level traffic data into

origin-destination flows. The traffic between an origin-destination pair consists of the

flows that enter the network at the origin and exit from the destination. The drawback

of this approach is that this aggregation loses the flow-level resolution and is only able

to have a rough, high-level notion about the anomalies in the network.

Apart from works concerned about anomaly detection applications in open networks,

there are also studies targeting specific networks for anomaly detection. One such work

is given in [72], where the aim is perform anomaly detection in industrial control system

networks, which are deterministic and more behaviorally restricted compared to “open”

networks, such as Internet.

There are also outlier detection approaches that are applied to anomaly detection

problems. For example, [87] aims to find the outliers by ranking the samples based on

the distance of a sample from its kth nearest neighbor and declares the top n samples

to be outliers in this ranking. Here, it is assumed that anomalies are rare in the data.

[99] uses one-class SVM.

Among the aforementioned works, some of them perform sample-wise detections such

as [99], [87], [7]; whereas [36], [119], [94], [44] make cluster-wise detections. But none

of them use a statistical significance assessment using p-values. However, in a different

domain [82] where ecological adaptation of honey bees are studied, p-values are used to

represent the significance of relative differences of on protein levels. P-values are then
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clustered by using a hierarchical clustering approach.

2.2 GMM Modeling

Here, how the GMM modeling in this thesis is performed is explained. To give an

overview; in order to fit GMMs onto the training set data, firstly, K-means clustering

(Section 2.2.1) is run for a given number of components. Then, the result of K-means

is used in the initialization step of the EM algorithm (Section 2.2.2). Due to random

initialization in K-means clustering, this (running K-means and then EM) is repeated

multiple times. Best trial and best component count are picked according to BIC criterion

(Section 2.2.3). The details below will clarify this process.

2.2.1 K-means Clustering

K-means clustering [70, 15] is a widely used unsupervised algorithm that aims to mini-

mize the sum of Euclidean distance of each sample to the centroid of the cluster that it

belongs to. Aim is to find the values for {rjl} and {ml} that will minimize

L∑
l=1

V∑
j=1

rjl‖xj −ml‖22 (2.1)

where xj denotes the jth sample in a training set of size V , L is the number of clusters,

ml is the center of the lth cluster, and rjl ∈ {0, 1} is an indicator variable taking value

1 if xj belongs to the lth cluster.

The algorithm steps are as follows:

1) Randomly assign the centroids (ml) for each cluster.

2) Assign each sample to the cluster whose centroid is closest.

rjl =

 1, if l = arg min
i
‖xj −mi‖22

0, otherwise.

3) Update cluster centroids:

ml =

V∑
j=1

rjlxj

V∑
j=1

rjl
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4) Repeat steps 2) and 3) until the samples no more change the clusters that they belong

to.

K-means clustering is guaranteed to converge, although it may converge to a local

minimum. (Convergence properties are studied in [70].) The initialization of the cluster

centroids plays an important role in this respect. Running the algorithm more than one

time helps to avoid unlucky random initialization.

Also, it is worth noting that the samples are hard-assigned to the clusters, which will

not be the case in Expectation-Maximization algorithm presented in the next section.

2.2.2 Expectation-Maximization (EM) Algorithm

First, a general overview of the EM algorithm will be seen below. Then, how EM can

be used to fit GMM models on a given data will be discussed.

2.2.2.1 General Overview of EM

EM algorithm [29, 15] aims to find the maximum likelihood estimate when latent vari-

ables are used in the model. Let X denote the observed data, Y the latent variables,

and Θ the model parameters. Then, the log-likelihood is given by

lnP (X|Θ) = ln

{∑
Y

P (X,Y|Θ)

}
. (2.2)

Here, Y being latent makes X incomplete data. (X and Y together are called complete

data.) Therefore, (2.2) is in fact called incomplete log-likelihood function. EM algorithm

maximizes this iteratively as below:

1) Initialize Θ(t).

2) Expectation (E) Step:

Find P (Y|X,Θ(t)).

3) Maximization (M) Step:

Θ(t+1) = arg max
Θ

∑
Y

P (Y|X,Θ(t)) lnP (X,Y|Θ)

4) Stop, if convergence happens.

Assign Θ(t) ← Θ(t+1) and return to 2), if convergence criterion is not met.
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At each cycle, EM is guaranteed to increase the incomplete log-likelihood. Similar to

the case in K-means clustering, EM is also not guaranteed to find the global optimum, if

there are multiple local optima. In this case, it may converge to one of these local optima.

On the other hand, if the log-likelihood function is concave, then EM will converge to

the optimum point. Convergence properties of EM algorithm are studied in [112].

2.2.2.2 EM for GMM Modeling

In order to find the Gaussian components that generated the observed data, we use EM

algorithm. The latent variables here are the variables that denote the source component

generating each sample in the given data set. Let yjl denote these latent variables.

yjl = 1, if jth sample is generated by the lth Gaussian component and 0 otherwise. The

model parameters are means (µ
l
), covariance matrices (Σl), and mixing probabilities (αl)

for each component.

1) Initialize µ
l
, Σl, and αl for each component and calculate log-likelihood:

V∑
j=1

ln

(
L∑
l=1

αlfXj |l(xj |θl)

)
(2.3)

2) Expectation (E) Step: Find the posterior probabilities for each sample.

P (yjl = 1) =
αlfXj |l(xj |θl)
L∑
i=1

αifXj |i(xj |θi)

3) Maximization (M) Step: Update the model parameters.

µ
l

=
1

V

V∑
j=1

P (yjl = 1)xj

Σl =
1

V

V∑
j=1

P (yjl = 1)(xj − µl)(xj − µl)
T

αl =
1

V

V∑
j=1

P (yjl = 1)
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4) Calculate the log-likelihood

V∑
j=1

ln

(
L∑
l=1

αlfXj |l(xj |θl)

)
(2.4)

Stop, if convergence criterion is met.

Return to 2), if convergence criterion is not met.

2.2.3 Selecting the Number of Components

The training Web flows (represented by D-dimensional feature vectors) were fit using

GMMs (building both a D-dimensional GMM and all D choose 2 bivariate GMM mod-

els), with the Bayesian Information Criterion (BIC) [92] used to select the number of

components in any given model. The reason in using pairwise feature tests is that this

captures the possible dependence in the behavior of each feature pair. In addition to

this, it also keeps the training set size requirement low, avoiding curse of dimensionality.

The BIC cost that is tried to minimize in the GMM training step is provided below.

The first term uses the number of parameters that are present in the model (d(=2) is

the dimension and L is the number of GMM components) and the number of samples in

the training set (V ). (For each GMM component, there are d parameters in the mean

vector and d(d + 1)/2 different parameters in the covariance matrix. There are L − 1

number of free model parameters for the priors.) The second term in (2.5) stands for

the log-likelihood.

BIC Cost =

(
L

(
d+

d(d+ 1)

2

)
+ L− 1

)
ln(V )

2
− ln

 V∏
j=1

fXj
(xj)


=

(
L

(
d+

d(d+ 1)

2

)
+ L− 1

)
ln(V )

2
− ln

 V∏
j=1

L∑
l=1

αlfXj |l(xj |θl)


=

(
L

(
d+

d(d+ 1)

2

)
+ L− 1

)
ln(V )

2
−

V∑
j=1

ln

(
L∑
l=1

αlfXj |l(xj |θl)

)
(2.5)

Figure 2.1 shows a training set for 2 arbitrary features (out of 20). Figure 2.2 depicts

the GMM components that are fit onto the training set (Gaussian models are shown

with the contours that pass over half of the maximum pdf value for that component)

and the test set. (File 11 is used here.)

1For File numberings, see Table 2.1 in Section 4.3.
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Figure 2.1. An example of a training set that is used to fit GMM

2.3 Calculation of P-values of Samples

In this work, reference/null densities for low-dimensional collections of features are mod-

eled by multivariate Gaussian mixture models (GMMs), i.e.

fV (v) =

L∑
l=1

αlfV |l(v|θl) (2.6)

where αl ( 0 ≤ αl ≤ 1,
L∑
l=1

αl = 1) is the mass for each component density fV |l(v|θl), and

the parameter set θl = (µ
l
,Σl). We would like to calculate the p-value – the probability

that a feature vector will be more extreme than the given observed vector x. For a single

multivariate Gaussian density N (µ,Σ), the corresponding multivariate integral (over the

exterior of the ellipse defined by the squared Mahalanobis distance from x to µ) needs to

be calculated. Then, this can be extended to multiple Gaussian components case. The

next 2 subsections provide the formulations on how to find the necessary integral and

the extension to GMM case (i.e., with multiple Gaussian densities), for univariate and

bivariate Gaussian cases, respectively.
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Figure 2.2. GMM components on the test set

2.3.1 Univariate Gaussian Case

For this case, we can replace x with x, µ with µ, and Σ with σ2, since we are dealing

with 1-dimensional vectors. The p-value for a single Gaussian component can be found

as follows:

P-value =

∫
|x−µ|>r

1√
2πσ2

e−
(x−µ)2

2σ2 dx

=1−
∫

|x−µ|<r

1√
2πσ2

e−
(x−µ)2

2σ2 dx

=1−

∣∣∣∣∣∣ 2√
2πσ2

x∫
µ

e−
(z−µ)2

2σ2 dz

∣∣∣∣∣∣
=1−

∣∣∣∣erf

(
x− µ√

2σ2

)∣∣∣∣ (2.7)

since error function is defined as

erf(z) =
2√
π

z∫
0

e−t
2
dt. (2.8)
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Let E ∈ {0, 1} be a random variable, where 1 indicates an extreme value and 0

otherwise. Then, for a GMM, we obtain the following p-value result:

P [E = 1|x] =
L∑
l=1

P [C = l|x]P [E = 1|x,C = l]

=

L∑
l=1

P [C = l|x]

(
1−

∣∣∣∣erf

(
x− µ√

2σ2

)∣∣∣∣) , (2.9)

where C is the component of origin and P [C = l|x] is the mixture component posterior

which can be found as follows:

P [C = l|x] =
P [x|C = l]P [C = l]

L∑
k=1

P [x|C = k]P [C = k]

(2.10)

Although packet size pairs are modeled in this thesis, the univariate GMM p-value

given in (2.9) is also used in the network anomaly detection experiments when only

one of the packet sizes of the pair is used due to a certain conditioning context. These

conditioning contexts are defined in detail in Section 2.5.

2.3.2 Bivariate Gaussian Case

For this case, the corresponding multivariate integral can be exactly calculated by ap-

plying a whitening transformation, leading to the result that the p-value is 1 minus the

Rayleigh cdf FR(r2(x)), where r2(x) = (x− µ)
′
Σ−1(x− µ).

P-value =

∫∫
(x−µ)

′
Σ−1(x−µ)>r2

1

2π|Σ|1/2
e−

1
2

(x−µ)
′
Σ−1(x−µ)dx1dx2

=1−
∫∫

(x−µ)′Σ−1(x−µ)≤r2

1

2π|Σ|1/2
e−

1
2

(x−µ)
′
Σ−1(x−µ)dx1dx2 (2.11)

r2(x) =(x− µ)
′
Σ−1(x− µ)

=(x− µ)
′
GΛ−1G

′
(x− µ)

=(x− µ)
′
GΛ−

1
2 Λ−

1
2G
′
(x− µ)
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where G is the matrix whose columns are the eigenvectors of Σ. Let

Y = Λ−
1
2G
′
(x− µ) (‖Y ‖2 = r2)

Then,

dY =|Λ|−
1
2 dx

dx =|Λ|
1
2 dY (2.12)

So, the p-value in (2.11) becomes

P-value =1−
∫∫

Y 2
1 +Y 2

2 ≤r2

1

2π|Σ|1/2
e−

1
2

(Y 2
1 +Y 2

2 )|Λ|
1
2 dY1dY2 (2.13)

=1−
r∫
−r

√
r2−Y 2

1∫
−
√
r2−Y 2

1

1

2π
e−

1
2

(Y 2
1 +Y 2

2 )dY2dY1 (2.14)

By using the transformation (
Y1

Y2

)
=

(
ρ cos θ

ρ sin θ

)
, (2.15)

we obtain the following result:

P-value =1−
r∫

0

2π∫
0

ρ

2π
e−

1
2

(ρ2)dθdρ (2.16)

=

r∫
0

ρe−
ρ2

2 dρ (2.17)

=1− (1− e−
r2

2 ) (2.18)

=e−
r2

2 , r ≥ 0. (2.19)

As in Section 2.3.1, we obtain the following p-value result for a GMM:

P [E = 1|x] =
L∑
l=1

P [C = l|x]P [E = 1|x,C = l]
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=
L∑
l=1

P [C = l|x]e−r
2
l (x)/2, (2.20)

where C is the component of origin and P [C = l|x] is the mixture component posterior

which is:

P [C = l|x] =
P [x|C = l]P [C = l]

L∑
k=1

P [x|C = k]P [C = k]

(2.21)

Bivariate GMM p-value in (2.20) will be used in most of the network anomaly de-

tection experiments. Given a feature vector x ∈ RD, we can define such p-values for all

M ≡
(
D
2

)
feature pairs.

2.4 Experimental Setup – Internet Flows

The experiments in this section focus on anomaly detection in networks for Web traffic

(TCP port 80 flows). The Web flows are obtained from the LBNL repository [58]. Each

dataset includes packets captured from the same port and time of day. The experimental

results obtained in this thesis are based on the datasets that provide Web flows at least

10 times more than the number of Zeus flows (39). There are 53 such files, all of which

are used in the experiments. The file numbers provided in Table 2.1 are for short-hand

notations to some of these files. The number of Web flows having at least 10 packets

after the 3-way handshake is also given for each file in the table.

There are multiple anomalous classes that could be embedded amongst Web traffic.

One such is Zeus botnet traffic [59], which tries to disguise itself amongst the Web

traffic. Another is P2P traffic. For P2P-Web discrimination, we were able to find P2P

and Web flows from the same domain. The same dataset (File 2) obtained from the

LBNL repository is used to extract both types of flows. The Web flows from this data

set were also used in the Zeus experiments. Since LBNL datasets do not specify which are

the P2P flows, we used the port-mapper ([122]) obtained from the Cambridge dataset

[43]. The Cambridge dataset includes and explicitly annotates the P2P flows, which

enabled us to acquire the source and destination ports2 that define the P2P flows. Based

on these port-supervised examples, we learned a C4.5 decision tree to distinguish P2P

from non-P2P flows. We then applied this decision tree to the LBNL dataset (File 2) to

2We could have used only destination ports, but the port-mapper accuracy is higher when both source
and destination ports are used.
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File Number File Name Number of Web Flows

File 1 20041215-0510.port008 2925

File 2 20041215-1343.port008 5413

File 3 20041215-1443.port010 1634

File 4 20041215-1242.port006 4543

File 5 20041215-1142.port003 5472

File 6 20050106-1423.port026 4375

File 7 20050106-1727.port006 1716

File 8 20041215-0711.port015 18409

File 9 20041004-1326.port006 667

File 10 20041215-0410.port006 447

File 11 20041216-1518.port006 2875

File 12 20050106-1827.port006 1551

File 13 20050107-1323.port026 4933

Combined File All port006 files combined 11838

Table 2.1. LBNL files used in this thesis

identify the LBNL file’s P2P flows3.

In this thesis, in the anomaly detection experiments, 10-fold cross-validation is used

for the training-test split of a dataset. Web flows (from a single dataset) were partitioned

into 10 folds (with approximately the same number of flows). The Web flows in 9 of these

folds form the training set and the remaining fold combined with all of the anomalous

(Zeus or P2P) flows makes up the test fold (Zeus flows are obtained from [59]). This is

repeated 10 times for a dataset, selecting a different fold of Web flows to be included in

the test set at each time. An ROC plot is obtained for each of these. ROC plots shown

in this thesis show the average of these 10 ROC plots.

The number of Zeus flows having at least 10 packets after the 3-way handshake is

39. File 2 is used for P2P experiments. There are 271 P2P flows in this dataset.

These flows are obtained by using Tshark, which is terminal based Wireshark [3].

Packet fields (such as IP packet size, TCP port number, etc.) can be extracted from

pcap (packet capture) files, by using the proper field in Tshark. A complete list of fields

can be found in [3].

3Web (HTTP) flows’ TCP destination port is 80 and the decision tree does not assign port 80 to the
P2P class. Thus, the Web and P2P classes are disjoint, removing any possibility for ambiguity concerning
our flow labeling process for the LBNL datasets.
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2.5 Feature Space Representations

Detecting Zeus flows as Web anomalies is not a trivial task – the Zeus bot was constructed

to mimic Web flows, and in previous work [22], using a set of features including those

proposed in [64], we found that several standard supervised classifiers (given labeled

training examples of both Web and the bot) were unable to reliably discriminate Web

from Zeus. (Unsupervised) anomaly detection of bot flows amongst Web flows is even

harder than supervised classification. However, unlike the features proposed in [64],

we propose use of a feature space that preserves the bidirectional packet size sequence

information. This feature representation is provided in Section 2.5.2.

All of the representations use the first 10 packets after the 3-way handshake flow start

([102]) of each (TCP) flow (in order to have a system with low latency). The sizes and

directions of these packets are used. Also, ACK packets are crucial for TCP flows and

these are packets that have no payload, but only header. A minimal IP packet with no

payload has an IP packet size of 40. But there is the possibility of using Selective ACK

(SACK), which is used to acknowledge only certain portions of the traffic. This modified

usage of ACKs may lead to having 52 as an ACK packet size. Actually, 64 is also a

possible ACK packet size when SACK is used, but this is not frequently seen. Therefore,

the approaches that use whether there is an ACK packet or not as conditioning context

can use 40 or 52 packet sizes as an indicator for an ACK. A more careful approach can

treat the packets that have payload size 0 as ACK packets, which will make little or no

difference relative to choosing the packets with IP packet size 40 or 52.

But, there are different possible ways to utilize packet size, direction, and ACK

information, each having its own pros and cons. These are explained in the following

subsections. Considering the tradeoffs and the experimental results, we arrived at the

conclusion that the best feature representation among these is the “alternating feature

representation” that is provided in Section 2.5.2.

2.5.1 Lossless feature representation

Given 10 packet sizes and directions for each flow, the first well-grounded approach is

using ACK and direction information as conditioning context in GMM modeling and

treating them as categoricals.

In this approach, we have a 10-dimensional feature vector that is comprised of the

IP packet sizes of the 10 packets. The bivariate models are generated for each pair

of features, which makes
(

10
2

)
models in total. But, one should keep in mind that the
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possibility of encountering categorical features (ACK) in this approach, leads to 4 cases

for building models:

1. No feature is categorical: In this case, the bivariate GMM models need to be

obtained.

2. First feature is categorical: The univariate GMM models are obtained for the

second feature of the pair conditioned on the first feature is categorical.

3. Second feature is categorical: The univariate GMM models are obtained for the

first feature of the pair conditioned on the second feature is categorical.

4. Both features are categorical: No GMM models are obtained. Just the relevant

probabilities are calculated.

Each case can use the samples that fall into that category, e.g., bivariate models

for a pair of features can only be obtained by training on the samples that have non-

categorical values for those particular features. Further division of the training set is

caused by conditioning on the directions of the packets (client-to-server (C) or server-

to-client (S)). In fact, the situation is even worse than it seems, because the size of the

subgroups of the training set will not have equal sizes. So, some cases will have much

less than R/16 (or even 0) samples, if there are R samples in total. Hence, the sample

size available to each case becomes very limited compared to the total available training

set. This division of the training set into subgroups corresponding to each conditioning

context is depicted in Figure 2.3. To remind, in the figure, C and S at the third level

denote the directions of each of the packets.

After building the models, the next step is to calculate the p-values. The component

posteriors of the GMM for univariate and bivariate modeling are calculated as in (2.10)

and (2.21), respectively. As mentioned before, E ∈ {0, 1} is a random variable, where

1 indicates an extreme value and 0 otherwise. Consider these random variables for the

packet information for the derivations of p-values:

• Packet sizes: X =

[
X1

X2

]

• Packet directions: U =

[
U1

U2

]
. Ui ∈ {C, S} where C denotes client-to-server direc-

tion and S is the server-to-client direction.
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Figure 2.3. Division of the training based on conditioning contexts in lossless feature represen-
tation

• ACK indicators: A =

[
A1

A2

]
. Ai = 1 indicates that the packet is an ACK packet

and Ai = 0 indicates that it is not an ACK. (i ∈ {1, 2}).

For the cases where one of the features is categorical, p-value is found as follows,

which is obtained by modifying (2.9):

P-value =P [E = 1, A1 = 1, A2 = 0, U = u|X = x]

=P [A1 = 1, A2 = 0, U = u|X = x]·

P [E = 1|X = x,A1 = 1, A2 = 0, U = u]

=P [A1 = 1, A2 = 0, U = u]·
L∑
l=1

{P [C = l|X = x,A1 = 1, A2 = 0, U = u]·

P [E = 1|X = x,C = l, A1 = 1, A2 = 0, U = u]}

=P [A1 = 1, A2 = 0, U = u]·
L∑
l=1

P [C = l|X = x,A1 = 1, A2 = 0, U = u]

(
1−

∣∣∣∣erf

(
x2 − µ√

2σ2

)∣∣∣∣) (2.22)

where it is assumed that only the 1st packet is an ACK. If only the 2nd packet is an

ACK, then x1 needs to be swapped with x2 in (2.22).

As mentioned above, when both of the features in the feature pair are not categorical,

the p-values need to be calculated by using bivariate GMMs. This is done by modifying
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(2.20) in the following way:

P-value =P [E = 1, A1 = 0, A2 = 0, U = u|X = x]

=P [A1 = 0, A2 = 0, U = u|X = x]·

P [E = 1|X = x,A1 = 0, A2 = 0, U = u]

=P [A1 = 0, A2 = 0, U = u]·
L∑
l=1

{P [C = l|X = x,A1 = 0, A2 = 0, U = u]·

P [E = 1|X = x,C = l, A1 = 0, A2 = 0, U = u]}

=P [A1 = 0, A2 = 0, U = u]·
L∑
l=1

P [C = l|X = x,A1 = 0, A2 = 0, U = u]e−r
2
l (x)/2 (2.23)

The other case, in which both of the features are categorical, only the relevant prob-

abilities are in effect for the p-value calculations (of course, (2.24) can be calculated in

different ways, e.g., by conditioning the packets being ACKs on their directions).

P-value =P [A1 = 1, A2 = 1, U = u] (2.24)

The disadvantage of this feature representation is that it may require large null

training set sample sizes to accurately model densities under every conditioning context

shown in Figure 2.3, since each case can build model using only the available part of the

training set to that case.

2.5.2 Alternating feature representation

In order to both use the packet direction information without giving up full use of the

available training set, we propose a different feature representation. We define a 20-

dimensional feature vector consisting of the sizes of these 10 packets, assuming packets

strictly alternate client-to-server (C) and server-to-client (S). A zero packet size is in-

serted between 2 consecutive packets having the same direction, indicating the absence

of a packet in the reverse direction between these 2 packets. Hence, sizes of the first

10 packets (after the 3-way handshake) are deterministically placed in locations within

this 20-dimensional feature vector, given the particular packet direction sequence (for

the first ten packets). Zeros are placed in the remaining ten locations. Notice that
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this feature vector preserves bidirectional packet size sequence information. But, value

of each feature in this 20-dimensional feature vector depends on the directions of the

previous packets of the flow. This is not the case in lossless representation, since packet

sizes are conditioned on the directions of each packet in that representation. Examples

of alternatin feature representation are provided in Table 2.2. Suppose that the packet

sizes of the 10 packets (after 3-way) are S1, S2, ..., S10. In the table, how the feature

representation changes due to the different packet directions is visualized.

Packet Directions Feature Representation

C S C S C S C S C S S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 0 0 0 0 0 0 0 0 0 0

C S C S C C C C C C S1 S2 S3 S4 S5 0 S6 0 S7 0 S8 0 S9 0 S10 0 0 0 0 0

S S S S S S S S S S 0 S1 0 S2 0 S3 0 S4 0 S5 0 S6 0 S7 0 S8 0 S9 0 S10

Table 2.2. Alternating Feature Representation

For Zeus-Web discrimination, since the Zeus flows and the Web flows are captured

from different domains, packet interarrival time information is not exploited due to a lack

of realistic timing information for the Zeus flows. For P2P-Web discrimination, since the

source of both types of flows is the same domain, the timing information could be used.

However, timing is not exploited in this thesis. In addition, no payload information is

exploited (it is unavailable to us; moreover, encryption can easily defeat deep packet

inspection).

Notice that in this representation, ACK packets (of size either 40 or 52) and the lack

of alternating packet (represented by a zero) are heuristically treated just like any other

packet size value, modelled by Gaussian mixture models (GMMs).

Also, it is worth mentioning that the smallest IP packet size is 40. This IP packet size

value is used by ACK packets, which are used frequently in TCP flows. This will lead to

a sharp (with very low variance) Gaussian component with mean 40 (corresponding to

that feature). This Gaussian component will have negligible value at 0, which is why we

can comfortably place 0’s to obtain a 20-dimensional feature vector by using 10 packets

as explained above. Insertion of 0’s will lead to another Gaussian component with mean

0 (for the corresponding feature), which will again be very narrow, not affecting the

closest packet size value (40).

Since all of the packet sizes are regarded as continuous, only bivariate GMM modeling

is employed in p-value calculations. P-value of each sample is calculated as follows;

P-value =P [E = 1|X = x]
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=
L∑
l=1

P [C = l|X = x]P [E = 1|X = x,C = l]

=

L∑
l=1

P [C = l|X = x]e−r
2
l (x)/2,

which is derived in Section 2.3.2.

2.5.3 Alternating feature representation - with categorical feature 0

We have achieved finding a feature representation by proposing the approach in Section

2.5.2. But, the question arises about the concerns on categorical features that is men-

tioned in Section 2.5.1. In fact, since the alternating feature representation introduces

0’s in places of missing packets for certain places in the 20-dimensional feature space,

this is another source of categorical feature presence.

This leads us to regard the artificial 0’s as categorical features and use them as

conditioning context embedded in the alternating feature representation given in Section

2.5.2.

Similar to the representation in Section 2.5.1, we condition based on the categorical

features here. But unlike that, we do not have conditioning based on the direction of

the packets, since the alternating feature space has already taken into account direction

information.

The p-value calculation for each case is provided below:

1. No feature is categorical: None of the features in the feature pair is 0.

P-value =P [E = 1, X1 6= 0, X2 6= 0|X = x]

=P [X1 6= 0, X2 6= 0]·
L∑
l=1

{P [C = l|X = x,X1 6= 0, X2 6= 0]·

P [E = 1|X = x,C = l,X1 6= 0, X2 6= 0]}

=P [X1 6= 0, X2 6= 0]

L∑
l=1

P [C = l|X = x,X1 6= 0, X2 6= 0]e−r
2
l (x)/2 (2.25)

2. One feature is categorical: One of the features is 0. Suppose that only x1 is non-zero
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in the feature pair.

P-value =P [E = 1, X1 6= 0, X2 = 0|X = x]

=P [X1 6= 0, X2 = 0]

L∑
l=1

{P [C = l|X1 = x1, X1 6= 0, X2 = 0]·

P [E = 1|X1 = x1, C = l,X1 6= 0, X2 = 0]}

=P [X1 6= 0, X2 = 0]·
L∑
l=1

P [C = l|X1 = x1, X1 6= 0, X2 = 0]

(
1−

∣∣∣∣erf

(
x1 − µ√

2σ2

)∣∣∣∣) (2.26)

3. Both features are categorical: Both of the features are 0.

P [E = 1|x] = P [X1 = 0, X2 = 0] (2.27)

2.5.4 Alternating feature representation - with categorical features 0

and ACK (together)

The previous approach treats only 0’s as categoricals. But, following the discussion

in Section 2.5.1, ACK packets can also be treated as categoricals. This changes the

definition of being a categorical feature, compared to Section 2.5.3.

The p-value calculation for each case is provided below:

1. No feature is categorical: None of the features in the feature pair is 0 or ACK.

P-value =P [E = 1, X1 6= 0, A1 = 0, X2 6= 0, A2 = 0|X = x]

=P [X1 6= 0, A1 = 0, X2 6= 0, A2 = 0]·
L∑
l=1

{P [C = l|X = x,X1 6= 0, A1 = 0, X2 6= 0, A2 = 0]·

P [E = 1|X = x,C = l,X1 6= 0, A1 = 0, X2 6= 0, A2 = 0]}

=P [X1 6= 0, A1 = 0, X2 6= 0, A2 = 0]·
L∑
l=1

P [C = l|X = x,X1 6= 0, A1 = 0, X2 6= 0, A2 = 0]e−r
2
l (x)/2 (2.28)

2. One feature is categorical: One of the features is 0 or ACK. For GMM modeling

purposes, the value of the categorical doesn’t matter. The model is built upon the
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samples that have 0 or ACK for the categorical feature. The particular value of

the categorical feature affects only the multiplicating probability.

P-value =P [E = 1, (X1 6= 0, A1 = 0), (X2 = 0 ∪A2 = 1)|X = x]

=P [(X1 6= 0, A1 = 0), (X2 = 0 ∪A2 = 1)]·
L∑
l=1

{P [C = l|X1 = x1, (X1 6= 0, A1 = 0), (X2 = 0 ∪A2 = 1)]·

P [E = 1|X1 = x1, C = l, (X1 6= 0, A1 = 0), (X2 = 0 ∪A2 = 1)]}

=P [(X1 6= 0, A1 = 0), (X2 = 0 ∪A2 = 1)]·
L∑
l=1

P [C = l|X1 = x1, (X1 6= 0, A1 = 0), (X2 = 0 ∪A2 = 1)]·(
1−

∣∣∣∣erf

(
x1 − µ√

2σ2

)∣∣∣∣) (2.29)

where x2 ∈ {0, 40, 52}, if ACK packets can take values 40 or 52. If the 1st feature

was a categorical instead of the 2nd, then x1 and x2 would be swapped.

3. Both features are categorical: Both of the features are 0 or ACK.

P-value =P [(X1 = 0 ∪A1 = 0), (X2 6= 0 ∪A2 = 1)] (2.30)

Here, we are assigning a single event (X1 = 0∪A1 = 0) to being categorical, although

there are 2 different types of categoricals, which are 0 and ACK. Considering 0 or ACK

packets as the same type categoricals bears the danger of mixing the statistical properties

of the ACK packets and non-existing locations (0 value). This leads us to the next feature

representation in Section 2.5.5.

2.5.5 Alternating feature representation - with categorical features 0

and ACK (separately)

Here, we are using a similar approach to Section 2.5.4, but we treat non-existing locations

(0’s) and ACKs as different kinds of categoricals. This affects which samples to use in

the model building phase.

The p-value calculation for each case is provided below:

1. No feature is categorical: None of the features in the feature pair is 0 or ACK.

P-value is calculated with (2.28).
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2. One feature is categorical: Assume that the 1st feature is continuous and the 2nd

feature is 0 or an ACK. (If the 1st feature was a categorical instead of the 2nd,

then x1 and x2 would be swapped.) Assume that the 2nd feature is 0.

P-value =P [E = 1, (X1 6= 0, A1 = 0), (X2 = 0, A2 = 0)|X = x]

=P [(X1 6= 0, A1 = 0), (X2 = 0, A2 = 0)]·
L∑
l=1

{P [C = l|X1 = x1, (X1 6= 0, A1 = 0), (X2 = 0, A2 = 0)]·

P [E = 1|X1 = x1, C = l, (X1 6= 0, A1 = 0), (X2 = 0, A2 = 0)]}

=P [(X1 6= 0, A1 = 0), (X2 = 0, A2 = 0)]·
L∑
l=1

{P [C = l|X1 = x1, (X1 6= 0, A1 = 0), (X2 = 0, A2 = 0)]·(
1−

∣∣∣∣erf

(
x1 − µ√

2σ2

)∣∣∣∣)} (2.31)

3. Both features are categorical: Both of the features are 0 or ACK. Since there is no

GMM model to talk about in this case, only the probabilities are in effect. P-value

calculation is as in (2.30).

2.5.6 Alternating feature representation - with categorical features 0

and ACK (separately) (normalized p-values)

This approach is similar to Section 2.5.5, but with one difference. The p-values for each

test are normalized so that they are distributed between the minimum p-value that is

achieved by that test and 1. The rest of the calculations are the same as in Section 2.5.5.

The need for doing this arouse from the fact that when we use categorical features,

probability of belonging to a category (or not) is in play. This prevents most of the

p-values from reaching value 1. The importance of high p-values is they don’t tend to

get involved in the early cluster detections, which is a beneficial property for anomaly

detection with our p-value clustering approach.

2.5.7 Alternating feature representation - with categorical features 0

and ACK (separately)(without probabilities)

Here, approach described in Section 2.5.5 is used, but the probabilities corresponding to

each conditioning context are omitted in the p-value calculations.
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Hence, the p-value calculation for each case becomes as below:

1. No feature is categorical: None of the features in the feature pair is 0 or ACK.

P-value =P [E = 1|X = x,X1 6= 0, A1 = 0, X2 6= 0, A2 = 0]

=

L∑
l=1

{P [C = l|X = x,X1 6= 0, A1 = 0, X2 6= 0, A2 = 0]·

P [E = 1|X = x,C = l,X1 6= 0, A1 = 0, X2 6= 0, A2 = 0]}

=
L∑
l=1

P [C = l|X = x,X1 6= 0, A1 = 0, X2 6= 0, A2 = 0]e−r
2
l (x)/2 (2.32)

2. One feature is categorical: One of the features is 0 or ACK. The GMM model is

built, based on the value of the categorical feature, as explained in Section 2.5.5.

P-value =P [E = 1|X = x,X1 6= 0, A1 = 0, X2 = 0, A2 = 0]

=

L∑
l=1

{P [C = l|X1 = x1, (X1 6= 0, A1 = 0), (X2 = 0, A2 = 0)]·

P [E = 1|X1 = x1, C = l, (X1 6= 0, A1 = 0), (X2 = 0, A2 = 0)]}

=
L∑
l=1

{P [C = l|X1 = x1, (X1 6= 0, A1 = 0), (X2 = 0, A2 = 0)]·(
1−

∣∣∣∣erf

(
x1 − µ√

2σ2

)∣∣∣∣)} (2.33)

where x2 = 0. Like mentioned before, if the 1st feature was a categorical instead

of the 2nd, then x1 and x2 would be swapped. Above, it is assumed that only 2nd

feature categorical.

3. Both features are categorical: Both of the features are 0 or ACK. P-value is 1,

since only tool to quantify the p-values were probabilities of the features getting

the particular categorical values. Removal of these probabilities left this case’s

p-value calculation with 1.

P-value =1 (2.34)
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2.6 Supervised Classification Results

Below, supervised average test set decision tree classification performances for our pro-

posed 20-dimensional alternating feature space (Section 2.5.2) are provided. The confu-

sion matrix shown in Table 2.4 can be compared to the one shown in Table 2.3, which

shows the result based on the features proposed in [64] and those used in [22], which

do not preserve packet sequence information. These results are obtained by using C4.5

decision tree in Weka ([46]) (in Weka, this decision tree is called J48).

Note that the features used in [22] do not lead to accurate classification of the Zeus

flows. This comparison suggests the importance of exploiting statistical dependencies

between packet sizes in the length-20 sequence, for discriminating Zeus from Web. If

such exploitation is essential for supervised discrimination, it should also be pivotal for

(the more challenging problem of) anomaly detection of Zeus flows, amongst a batch of

Web flows.

9-D Feature Set Used in [22] Detected as Web Detected as Zeus

Actual Web 2895 30

Actual Zeus 17 22

Table 2.3. Supervised decision tree confusion matrix for the features (except for timing based
features) used in [22] (9-D Feature set) for File 1

Detected as Web Detected as Zeus

Actual Web 2896 29

Actual Zeus 9 30

Table 2.4. Supervised decision tree confusion matrix for 20-dimensional alternating feature
space for File 1

Detected as Web Detected as Zeus

Actual Web 5382 31

Actual Zeus 8 31

Table 2.5. Supervised decision tree confusion matrix for 20-dimensional alternating feature
space for File 2
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Detected as Web Detected as Zeus

Actual Web 1607 27

Actual Zeus 13 26

Table 2.6. Supervised decision tree confusion matrix for 20-dimensional alternating feature
space for File 3

Detected as Web Detected as Zeus

Actual Web 4513 30

Actual Zeus 12 27

Table 2.7. Supervised decision tree confusion matrix for 20-dimensional alternating feature
space for File 4

Detected as Web Detected as Zeus

Actual Web 5427 49

Actual Zeus 15 24

Table 2.8. Supervised decision tree confusion matrix for 20-dimensional alternating feature
space for File 5

Detected as Web Detected as Zeus

Actual Web 4336 40

Actual Zeus 12 27

Table 2.9. Supervised decision tree confusion matrix for 20-dimensional alternating feature
space for File 6

Detected as Web Detected as Zeus

Actual Web 1689 27

Actual Zeus 11 28

Table 2.10. Supervised decision tree confusion matrix for 20-dimensional alternating feature
space for File 7

Detected as Web Detected as Zeus

Actual Web 18332 67

Actual Zeus 8 31

Table 2.11. Supervised decision tree confusion matrix for 20-dimensional alternating feature
space for File 8
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Detected as Web Detected as Zeus

Actual Web 11698 101

Actual Zeus 11 28

Table 2.12. Supervised decision tree confusion matrix for 20-dimensional alternating feature
space for Combined File

Detected as Web Detected as P2P

Actual Web 5399 14

Actual P2P 10 261

Table 2.13. Supervised decision tree confusion matrix for 20-dimensional alternating feature
space for File 2 (P2P)



Chapter 3
Anomaly Detection – Sample-wise

Detection Approach

In this chapter, our sample-wise sequential anomaly detection approach is explained.

Experimental results are provided at the end of the chapter.

3.1 Sample-wise Anomaly Detection with Growing Num-

ber of Tests

Consider sequential detection applied to the batch X = {xi, i = 1, . . . , N, xi ∈ RD}
and suppose that k detections have already been made, with T (k) ⊂ T the set of tests

used in making the first k detections, T the set of all possible tests that may be used.

For now, we will suppose that, before any detections are made, we start with a default

initial test, i.e. T (0) = {t0}. (In the sequel, we specify how the first test is chosen).

Let S(k) ⊂ S ≡ {1, 2, . . . , N} denote the indices of the first k detected samples, with

S(0) = ∅.
In making the kth detection, we thus have two choices:

1) Use a test from the existing set of tests T (k−1),

2) Use a new test.

Let vk ∈ {0, 1} be defined as follows:

vk =

 1, if a new test is used in making the kth detection

0, if an existing test is used in the kth detection.
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If vk = 1, then we set T (k) = T (k−1)∪{tk}, where tk denotes the new test (one not used

in the first k− 1 detections). Now, suppose that p1 is the smallest p-value measured for

any of the samples in the set S−S(k−1) using the existing tests and let p2 be the smallest

p-value measured using a new test. Under choice 1), the probability of observing a p-value

more extreme than p1, under the null hypothesis (assuming independent tests) is 1 −
(1−p1)|T

(k−1)|(N−k+1). Under choice 2, this probability is 1− (1−p2)(|T −T (k−1)|)(N−k+1).

To maximize statistical significance of the kth detection, we should make the choice that

gives the smaller of the two probabilities. Also, we note that this probability is our

estimate of the probability that the kth detection is a false alarm, with one minus this

probability our estimate of the probability that this is a true detection. Thus, our choice

maximizes the “increment” that the kth detection gives to (effectively, our estimate of)

the true detection rate (PD) and simultaneously minimizes the increment given to our

estimate of the false alarm rate (PFA).

More generally, we can write an objective function that measures the aggregate sta-

tistical significance of the first L detections. First, we define

p∗(T ′,S ′) ≡ min
t∈T ′,s∈S′

p(t, s),

where p(t, s) is the p-value for test t on sample s. Then, we have:

SA(L) =
L∑
k=1

vk(1− (1− p∗(T − T (k−1),S − S(k−1)))(|T −T (k−1)|)(N−k+1))

+ (1− vk)(1− (1− p∗(T (k−1),S − S(k−1)))|T
(k−1)|(N−k+1)). (3.1)

Note that, based on our above discussion, (3.1) can also be interpreted as an (aggregated)

estimate of the false alarm rate, associated with the first L detections (PFA(L)). In

minimizing this quantity, we are also equivalently maximizing an (aggregated) estimate

of the true detection rate (PD(L)). In other words, minimizing (3.1) is consistent with

maximizing “front-loaded” partial area (for first L detections) under an (estimated) ROC

curve (AUC). We aim to maximize the partial AUC associated with the first L detections

(as opposed to the total AUC) because a human operator (or some automated response

system) may only be able to handle (corroborate and act on) L detections for a batch

of size N , and detections should clearly be prioritized by their significance level. We

propose two greedy strategies for maximizing (3.1). The first simply seeks, at the kth

detection step, to maximize significance of this single detection without consideration of

the effect on significance of future detections. The second (lookahead) strategy should
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obtain better decision sequences (in the sense of SA(L)) than those found by the first

method, albeit while requiring greater computational complexity.

3.1.1 Strategy 1: No Lookahead

1) Randomly select the first test, t0, from the full set T . Set T (0) = {t0}.

2) For k = 1, . . . , L:

Set vk ← 0. Reset vk to 1 if

1− (1− p∗(T − T (k−1),S − S(k−1)))(|T −T (k−1)|)τ

< 1− (1− p∗(T (k−1),S − S(k−1)))|T
(k−1)|τ .

where τ ≡ N − k + 1. Denote the pair achieving maximum significance by (tk, sk).

Set S(k) = ∫ (k−1) ∪ {sk}.
If (vk = 1) then T (k) = T (k−1) ∪ {tk}
else T (k) = T (k−1).

Endfor

3) Output the detection sets S(L) and T (L).

We make the following observations about this approach:

i) Random selection of the first test is done so that, initially, we need only correct for

a single test, in assessing statistical significance – if, instead, we were to initially

evaluate all tests on all samples, and add the test achieving the smallest p-value on

some sample, we need to correct for all tests at the very outset. In such a case,

detections will simply be made in order of increasing p-values. It is only by starting

from a randomly chosen initial test that parsimony in the use of tests and, thus, in

multiple testing correction, can be achieved, with the detection sequence now chosen

to minimize (3.1). Such parsimony is hoped to be beneficial when anomalies have a

common statistical character, e.g. when an unknown anomalous class is present in

the batch.

ii) Note that our procedure has built-in analytical significance assessment for each de-

tection made – thus, one can stop making detections when the assessed significance

(at some step) falls below a preset threshold (if the operator’s capacity (L) has not

yet been reached).



43

3.1.2 Strategy 2: Lookahead

At the first step, a single test will be used. At step 2, there is the choice of sticking to

this test or adding a second test. At step 3, there are 4 possible choices for the sequence

of number of tests in use: {(1, 1, 1), (1, 1, 2), (1, 2, 2), (1, 2, 3)}. More generally, for U < L

detections, there are 2U such sequences, and we have not even considered the possible

test configurations (the particular set of tests comprising a given number of detections

sequence) that need to be evaluated for each such “number of tests” sequence. Thus,

the solution space grows at least exponentially in U . Global optimization of (3.1) for

large L is apparently infeasible. However, it is possible to improve on Strategy 1 at

some computational expense. The key observation is that, whereas one particular test,

if chosen at step k, may maximize statistical significance of the kth detection, another

test, if instead chosen at step k, may help achieve greater aggregate statistical significance

if one looks ahead to additional detection steps k+ 1, k+ 2, and so on. In other words, if

there is test “clustering”, wherein the same test (once added) will be repeatedly used for

multiple consecutive (or closely spaced) detections, such a test may be more valuable (in

the sense of (3.1)) than a test which, while maximizing statistical significance for the kth

detection, will not be used subsequently. One strategy exploiting such “test clustering”

is as follows.

Consider maximizing aggregate statistical significance of the first three detections

made. As noted above, there are four possible choices for the number of tests sequence.

For the first choice, (1, 1, 1), with a single test used, the best test can be found with

complexity O(|T |). For the sequences (1, 1, 2) and (1, 2, 2), finding the best pair of tests

in general requires O(|T |2) complexity (but this is the worst-case complexity – it can

be reduced to O(|T |) if the two most significant p-values, using different tests, are not

for the same samples). Likewise, for the sequence (1, 2, 3), finding the best test triple

will require, worst case, O(|T |3) complexity, but this can be reduced even to O(|T |) if

the three most significant detections, using different tests, are all for different samples.

Having found the best test sequences for each of these four cases, we can select the

case (with associated detections and tests) that achieves maximum aggregate statistical

significance for the first three detections made. We can then make permanent either

just the first detection or all three detections in the triple. This procedure can then be

repeated. In the former case, this means we next consider detections 2, 3, and 4, while in

the latter case we next consider detections 4, 5, and 6. If only the first detection in a triple

is made permanent, this procedure “looks ahead” two samples, in making its detection

decisions. If all three detections are made permanent, this procedure alternatively makes
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three detections jointly. Note that we can certainly extend this approach to look ahead

more than two samples, albeit with increased complexity.

3.1.3 Determining when to stop: significance assessment of detections:

Our Algorithm 1, which does not perform lookahead, naturally yields statistical signif-

icance assessments for each detection. Our lookahead procedure, which more directly

maximizes aggregate statistical significance, also directly yields these significance assess-

ments, but they may not be as accurate as in the non-lookahead case. Accordingly,

coupled to Strategy 2, as an alternative, one can use standard empirical assessment of

statistical significance. Specifically, we suppose that, separate from the batch X , there is

a fairly large database of examples from the known data class. One can then randomly

draw numerous batches (all of size N) from this database. For each such (null) batch,

one can apply our sample-wise detection procedure, which will yield a sequence of sig-

nificance values, based on 1− (1− p)#tests, associated with the detection sequence. For

the kth detection in the actual batch, with significance value δ, one can then obtain an

empirical significance level, measured as the fraction of kth significance values in the null

batches that are smaller than δ. Clearly, there is an associated accuracy/computation

tradeoff – complexity grows linearly with the number of batches (K) and the smallest sig-

nificance level attainable for K batches is 1
K . Even without highly accurate significance

assessment, via their determination of a detection sequence, our detection approaches

give an order of prioritization of samples for consideration (as {anomalous, suspicious,

interesting}) by a human operator. This may be all that is necessary given that an

operator has finite capacity for investigating anomalies.

3.2 Experimental Results

Figure 3.1 shows the number of tests used to make detections (averaged over all ten

test folds), as a function of number of detections made, for our approaches and for the

all-pairs approach. It can be observed, as expected, that our methods are more spartan

in their use of tests than all-pairs.

In Figure 3.2, ROC curve results, which are also averaged over all ten test folds, are

shown for a) use of a single joint test, based on the full 20-dimensional feature vector; b)

use of all pairwise tests; c) use of our (no lookahead) Strategy 1, with growing number of

tests; d) use of our lookahead strategy with modest lookahead order 2; e) detection based

on aggregation (summing) the log p-values of all the tests. We note the poor performance
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of the single joint test approach, and only very small differences in the ROC performance

between our proposed detection strategies and the all-pairwise approach. Finally, the

fact that the best performance is achieved by detecting flows based on aggregation of

all log p-values suggests that, at least for this domain (detecting Zeus amongst Web

flows), parsimonious use of tests may not be the optimal strategy, i.e., apparently useful

information is gleaned by exploiting all twenty features (and all feature pairs). Likewise,

aggregation of p-values is another way of utilizing all of the features, which performs the

best among the methods for this dataset. By the same token, the poor performance of

the single joint test suggests that how these features are jointly exploited is important

– significant inaccuracy is apparently introduced in the GMM modeling/estimation for

the joint (20-dimensional) feature space.
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Chapter 4
Anomaly Detection – Cluster-wise

Detection Approach

In this chapter, our cluster-wise anomaly detection approach is explained. Experimental

results are provided at the end of the chapter.

4.1 Clustering Criterion and Algorithm

Our detection algorithm aims to find the most significant outlier clusters by assessing

approximate joint p-values for candidate clusters. The p-value for a cluster of samples,

defined over a subset of all M pairwise feature tests, is calculated by combining the

individual p-values for all tests in the test subset, for all samples in the cluster. Let

p(t, s) be the p-value for test t on sample s. Then, by assuming tests are statistically

independent1, the p-value of a cluster factors as a product over the p-values of the

individual tests, and can be calculated as follows2:

Score =L[cluster with Nc samples, Mc tests|null hypothesis]

=Nc!

(
N

Nc

)(
M

Mc

) Mc∏
m=1

Nc∏
n=1

p(im, jn). (4.1)

1This is not really valid, since two pairwise feature tests may involve a common feature; moreover,
for two tests involving disjoint feature pairs, the features across the tests may anyway possess statistical
dependencies. However, this independence assumption is made for analytical tractability of our joint
p-value assessment.

2The logarithm of (4.1) can be taken to avoid problems of numerical precision/underflow.
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Here, N is the number of samples in the full data batch, Nc is the number of samples in

the cluster, M is the total number of available tests, Mc the number of tests evaluated for

the cluster, and with p(im, jn) the individual p-value corresponding to test im on sample

jn. The multiplicative factor Nc!
(
N
Nc

)(
M
Mc

)
compensates the joint significance score to

account for the number of candidate clusters of size (Nc,Mc), in a batch with N samples

and M tests. This compensation aims to allow fair comparison of scores for any two

candidate clusters that may possess different numbers of samples or different numbers

of tests. Note that permutations are counted for the samples – e.g., if Mc = 1, there are

Nc choices for the smallest p-value, Nc − 1 for the second smallest p-value, and so on.

Note that, since p-values are less than one, the p-value product in (4.1) strictly

decreases with more sample inclusions and use of more tests. However, since the as-

sumption of test independence becomes grossly invalid as the size of the test subset Mc

is increased, we must prevent “rewarding” the use of many tests in (4.1). We note that

the compensation (penalty) term increases as more samples are included. Moreover, for

Mc < M/2, the penalty term on the number of tests also increases for increasing num-

ber of tests. However, this penalty term in fact decreases as Mc increases beyond M/2.

Thus, the
(
M
Mc

)
penalty only dissuades large test subsets for Mc < M/2. Accordingly,

we place an upper bound on Mc (which, in practice, we set well below the value M/2).

By forming clusters (a sample subset joint with a test subset) to minimize (4.1), we

are identifying the jointly most anomalous subset of samples, and the subset of tests that

elicits these anomalies. Accordingly, the score in (4.1) approximately assesses statistical

significance like a traditional p-value (e.g., (2.20)), but for a cluster of samples, rather

than for a single sample.

If (4.1) is naively calculated for every possible candidate cluster, the computational

complexity will be O(2NM ), which is huge even for small batches. This emphasizes the

need for an efficient way to find the most significant clusters, minimizing (4.1). For

this purpose, for a given candidate subset of Mc tests, we sort all samples in increasing

order of their p-value products (
Mc∏
m=1

p(im, jn)). The incremental contribution to the

score obtained by including a new sample to a cluster with Mc tests and (currently) Nc

samples is:

Next score

Current score
=

(Nc + 1)!
(

N
Nc+1

)(
M
Mc

) Mc∏
m=1

Nc+1∏
n=1

pim,jn

Nc!
(
N
Nc

)(
M
Mc

) Mc∏
m=1

Nc∏
n=1

pim,jn
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=(N −Nc)

Mc∏
m=1

pim,jNc+1 (4.2)

where jNc+1 is the index of the new sample. Thus, working in sorted order, we include

samples in a cluster candidate so long as (4.2) is smaller than 1 with each new sample

inclusion:

(N −Nc)

Mc∏
m=1

pim,jNc+1 <1

Mc∏
m=1

pim,jNc+1 <
1

N −Nc
(4.3)

Another trick to speed up our algorithm is caching (storing) the p-value products

for each sample at each test order as a pre-processing step. This increases the storage

requirements, but so long as the test order Mc is kept low, this extra storage requirement

is not huge. These strategies dramatically reduce the computation required to choose

the best sample subset given a fixed set of tests, and to evaluate the associated joint

significance score.

It is crucial to emphasize our p-value clustering algorithm forms the clusters starting

from the lowest p-values, therefore from the most anomalous samples. As the algorithm

continues to detect clusters of samples, N therefore N −Nc will get smaller. So, 1/(N −
Nc) term in (4.3) will get larger, allowing higher p-values to be used in left-hand side of

(4.3).

Another point worth notable is that increasing Mc (which is the test combination

order) allows higher p-values (therefore more samples) to the cluster to be detected.

This is another reason to impose an upper bound on Mc. An example will help illustrate

this relation between p-values and Mc. The effect of addition of a sample on the score

of a cluster is given in (4.2). We continue adding samples as long as each new sample

decreases the score of the cluster, which means (4.3) is satisfied. Suppose that there are

64 flows left in the test set. So, N −Nc = 64. Let’s compare test combination orders 2

and 3 (Mc = 2 and 3). For order 2, geometric mean of the p-values of the current sample

corresponding to the 2 tests must be no greater than 1/8. For order 3, this geometric

mean becomes 1/4. So, using higher orders in the p-value clustering approach means

allowing samples with higher p-values, as well as the ones with lower p-values, into the

cluster. The lower the order is, the tighter the upper bound constraint on the p-value

becomes.
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A full description of our overall detection algorithm, built around detecting clusters

that minimize (4.2), will be given in the next section.

4.2 Implementation Details of P-value Clustering

Bivariate GMM models for all
(

20
2

)
feature pairs were fit to the Web training set flows via

the Expectation-Maximization algorithm. The existence of categorical features (Section

2.5) led us to impose a lower bound on the diagonal components of the covariance

matrices of the bivariate GMM models. We used 10 as a lower bound, since this prevents

overlapping of any Gaussian components representing 40-sized and 52-sized ACK packets.

Additionally, since the packet sizes take integer values, it is reasonable to choose a lower

bound at least 1. We have observed that AUC performance is only modestly sensitive

to this choice. To select the number of Gaussian components for each of the bivariate

GMM models, the Bayesian Information Criterion (BIC) ([92]) was used. After fitting

the GMM models, for each test batch data sample, for all pairwise feature tests, the

p-values were calculated. Then, these p-values were used in the score function (4.1) to

evaluate cluster candidates and find the most significant outlier cluster. All the samples

in this cluster comprise the first set of detected samples. After their detection, these

samples are removed from the test batch. Then, this process (detecting the samples of

the most significant outlier cluster according to evaluation of (4.1) and removing them

from the test batch) is repeated until the samples in the test batch are depleted. ROC

plots were measured by counting the false alarms and true detections for each sequentially

detected cluster and reflecting this in “jumps” in the ROC curve. The ten ROC plots

obtained based on 10-fold cross-validation were used to calculate average ROC plots. The

performance comparison metric for different methods can be selected as area under ROC

(AUC). Another metric could be the true detection rate corresponding to a specified false

alarm rate (such as 0.05, 0.1). A steeper curve implies earlier detection of most of the

anomalous samples.

As the number of allowed tests in a candidate cluster is increased, the score function in

(4.1) monotonically decreases. However, as noted earlier, due to the escalating inaccuracy

of the test independence assumption for increasing test subset size Mc, this decrease in

the score is not necessarily indicative of improvement in the ROC plot. In fact, as seen

from the next section, increasing the maximum test order may result in a degradation

in the AUC performance. Increasing the order also leads to larger cluster detections at

each time. These effects led us to impose an upper bound on the allowed number of tests
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to be used in a cluster, i.e., the maximum test order. As we will observe from the ROC

plots, this limitation helps the algorithm to ensure good AUC performance. Essentially,

this forces focusing on the most discriminative tests for each cluster detection. Note also

that these most significant tests are automatically updated for each sequential cluster

detection, since the detection and removal of the most anomalous samples may lead to

a different “most discriminative subset of tests” for the next cluster detection.

For a given maximum test order, the globally minimum score will be achieved by

exhaustively evaluating all combinations of subsets of tests up to the maximum order.

For example, for a maximum test order of 3, we need to consider all possible test subset

combinations with one, two, and three tests, and find the cluster that has the minimum

score ((4.1)) amongst all these combinations. As the maximum test subset order is

increased, it becomes computationally infeasible to evaluate all test subset candidates.

To evaluate for test subset orders up to 5, we limited the number of test subset candidates

at the higher orders (4 and 5). Specifically, to find the order k test combinations, we

considered the best W order k − 1 test combinations and trial-added every remaining

test to each of these W test subsets. Clearly, the computational requirements grow with

W . In our experiments, we chose W = 100. It is worth noting that increasing W did not

change the results much, which implies the chosen top W order k− 1 test combinations

give adequate search breadth.

In the approach proposed in Chapter 3 and in other AD methods with which we will

compare, flow detections are made sequentially, one flow at a time. In other words, the

statistical significance of each flow is assessed separately. But, in our method, we are

evaluating the statistical significance of a cluster of flows, which results in anomalous

cluster detections based on (4.1). Although it is not uncommon to observe singleton

cluster detections (a cluster consisting of a single flow) based on the evaluation under

our criterion, these singletons typically occur in the later detected clusters (after all

or nearly all of the anomalous class flows are detected). The early detected clusters

tend to consist of a group of flows that mainly consist of the anomalous class (e.g.,

Zeus). Actually, it is observed that the first cluster may not necessarily include samples

that belong to the anomalous class. However, shortly after such “outlier” clusters are

detected, there is an early cluster that includes a majority of the Zeus samples.
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4.3 Experiments

4.3.1 Methods of Comparison

These methods are used to compare and contrast the performance of p-value clustering.

• One-class SVM: It is a widely used kernel method for anomaly detection ([23],

[109], and [47]). For one-class SVM experiments in this thesis, the LIBSVM soft-

ware was used. There is the issue of selecting the appropriate value for the SVM

hyperparameter, ν. In our anomaly detection setting, there is no validation set for

selecting ν, so this can be a problem in practice. In order to assess the best-case

(upper bound) performance for the one-class SVM, we selected the value for ν in

the interval (0, 1) that gives the best AUC performance on each data set tested.

Hence, one-class SVM results illustrate performance upper bounds, because we

optimistically chose ν. Figure 4.20 depicts the AUC performance sensitivity to the

value of ν.

• Lookahead: This method is discussed in Chapter 3. To remind, this method makes

individual sample detections, based on the results of a single test and uses looka-

head to assess the effect of using a new test on the multiple testing-corrected

significance (corrected p-value) for subsequent detections.

• P-value sum and p-value (log) sum: These are two other benchmark methods that

are used for comparison. They sort the samples based on the sum of their p-

values (log p-values) over all tests. Anomalous samples are expected to have small

aggregated p-values. These are also used in Chapter 3.

• Decision Tree: C4.5 decision tree is used in some experiments to give an idea on the

(average test set) supervised classification performance result for the corresponding

file.

• Ensemble Methods: The methods that are making individual sample detections

(Lookahead, p-value sum and p-value (log) sum) effectively based on the ranks

that they assign to the samples in the batch. In fact, p-value clustering methods

are also ranking the samples. The difference is that clustering methods treat the

samples of each cluster equally, therefore they are practically assigning the same

rank value to the samples of the same cluster. If the mean rank value of the samples

is assigned to each sample in a cluster detected by the clustering methods (e.g., if

the first cluster consists of 5 samples, 3 will be assigned to each of these samples)
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and these are summed with the ranks assigned by the other methods, then we can

obtain an overall ranking of all the samples based on these resulting ranks. All or

a subset of the methods can be used to obtain an ensemble result.

4.3.2 Results

In our experiments, several results are notable, regarding both comparisons between

methods using the same feature representation and cross-comparisons between different

feature representations. Both individual file results and summary of results correspond-

ing to all files are provided for comprehensive and in-depth understanding. A summary

of these results can be found in [57, 56].

4.3.2.1 Alternating feature representation results

We will present the results that are obtained by using alternating feature set that is

described in Section 2.5.2. Figures 4.1-4.30 belong to this subsection. The discussion of

the results of this subsection is provided below with different perspectives.

Effect of dataset on the performance: As seen in Figures 4.1, 4.3, and 4.4, perfor-

mance is very much dataset-dependent. It is hard to provide intuitions solely based on

these plots. There are a few factors in effect here.

1. Port: It can be seen from Figures 4.5 and 4.6 that the port that the flows are

collected from is very important the performance. The reason is that port affects

type and diversity of the traffic. It determines the characteristics of the web flows

and therefore how the null is informed. For instance, datasets collected from port

15 are perform very well, possibly due to significant differences of the Web traffic

collected from that port and Zeus traffic. And, also, these flows may have less

diversity, making it sufficient to inform the null with less number of flows. In fact,

the largest file among these 3 is experimented by reducing the training set size by

6 times and it is observed that the performance does not degrade with the reduced

size.

2. Dataset size: This determines how well-informed the null is. And when the null

is well-informed, then each feature better reflects the characteristics of the Web

traffic. This will lead to better discrimination. It can be seen from Figures 4.5 and

4.6 that for most of the ports, the worst performing datasets are the smallest ones

(shown in black), whereas the performance tends to improve when the dataset size

(therefore training set size) increases (shown with redder dots).
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3. Time of day: Taking into account file collection time of day explains some ex-

ceptions to the above two rules, e.g., for port 25 datasets. There are 3 datasets

collected from port 25 and the best performing dataset is the smallest of these.

The reason might be that this dataset is collected early in the morning, which is

different than the datasets collected in the afternoon. Early morning datasets tend

to have less diversity compared to other datasets. So, time of day may also affect

type and diversity of the traffic.

Overall performance of p-value dependent methods: Using this feature set to obtain

p-values and using these for individual detections leads to successful results (p-value

clustering, Lookahead, p-value sum, p-value (log) sum). The one-class SVM performs

very poorly in the Zeus experiments, as can be seen in Figures 4.14, 4.16, and 4.18. It

performs well in P2P experiment (Figure 4.19) like the other methods, but still one-

class SVM is the worst of all. Since all of the methods are using the same feature

representation, this indicates the statistical significance assessment power of p-values.

P-value clustering vs. Lookahead: P-value clustering outperforms Lookahead in al-

most all of the datasets, as seen in Figure 4.1. At this point, it is important to remember

that Lookahead is a sample-wise detection approach.

P-value clustering vs. P-value sum and P-value (log) sum: Although, on the aver-

age, p-value clustering approaches lag p-value sum and p-value (log) sum in AUC perfor-

mance as seen in Figure 4.2, clustering approaches tend to outperform p-value sum and

p-value (log) sum for larger files. This might be due to the existence of well-informed

features for large files (large training set), therefore making it possible for feature selec-

tion methods to obtain good discrimination. On the other hand, when the file size is

small, this means features are not informed enough, so the collective usage of them (as in

p-value sum and log sum) leads to better performance, instead of selectively using them.

Since all of these use the same p-values, the difference underlines the importance of test

(therefore feature) selection in anomaly detection, at least when alternating feature rep-

resentation is used. It is worth mentioning that when we use TP rate in the first 40

detections for performance assessment, instead of AUC, the early detection performance

of methods are evaluated. With this criterion, p-value clustering order 2 is the best of

all methods on the average, which can be seen in Figure 4.8. This means that feature

selection helps boosting the early detection performance, which can be crucial if the aim

to detect as many anomalies as possible in a short time.

Effect of order increase in P-value clustering: For our p-value clustering method, in-

creasing the maximum subset order affects the performance in different ways. There
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is not a single type of effect of increasing (maximum test combination) order on the

area under ROC performance. Some of the results depict that order increase from 2 to

3 degrades the performance, whereas the remaining results show that this change im-

proves the performance. But, order increase from 3 to 5 leads to a degradation in most

of the results. This is consistent with our earlier observation that the independent test

assumption becomes poor as the maximum test subset order increases. Average effect

of order increase in AUC performance can be seen in Figure 4.2.

Effect of variance lower bound: The existence of categorical features led us to impose

a lower bound on the diagonal components (variances) of the covariance matrices of the

bivariate GMM models. It is observed that AUC performance is only modestly sensitive

to this choice. To show this slight dependence, results for different lower bound choices

are provided for some of the files. Lower bound value that is used in each experiment is

provided in the captions.

Effect of using larger dataset: As mentioned above, in Figures 4.5 and 4.6, it can

observed that when the port number is kept constant, for larger datasets, the performance

tends to get better. To further understand the effect of dataset size, the following

experiment is performed on File 13. Firstly, File 13 is experimented as it is (Figure

4.29). Secondly, it is divided into 5 subsets, and experiments are done by using each

of these subsets separately (Figure 4.30). So, in this way, the training set size in the

latter case is 5 times smaller. Smaller training set size means poorly informed null.

With smaller training set, only p-value sum improved, all other methods degraded. This

points to the fact that performance of a selection od features with poorly informed null

is not as good as the collective performance of them. Better informed null is suitable

for using feature selection. Another experiment pointing to the importance of file size is

the experiment done with the largest file, which is File 8 (Section 4.3 provides file sizes).

It can be seen from Figure 4.25 that the performance is clearly better than all other

files. The reason might be the positive effect of large file (therefore training set) size

(in addition to the other effects, such as port and time of day). To further investigate,

we combined all of the port 6 files in LBNL repository. There are 6 such files in total,

whose names are provided in Section 4.3. 2 of these files (4 and 7) are used also used

individually in the other experiments. Results of experiments that use the combined

file are in Figures 4.26, 4.27, and 4.28. It can be seen by comparing these results with

File 4 (Figure 4.21) and File 7 (Figure 4.24) that combined file p-value clustering results

outperform both of the individual file results. In fact, as seen from Figure 4.5, p-value

clustering order 5 performance of the combined file (shown with port 0 in the figure) is
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better than the AUCs of all individual files (port 6 files) obtained with this method.

Supervised vs. Unsupervised detection: C4.5 decision tree results are shown as black

dots in some of the figures. The complete decision tree results, including the ones that

are not shown here, are provided in Section 2.6. It can be observed that datasets that

have similar decision tree results may have quite different anomaly detection results.

For example, Files 1, 2, and 8 have similar decision tree results, whereas very different

anomaly detection performances. This is not unexpected, since supervised detection is

much easier than unsupervised detection.

Zeus vs. P2P: Differences in the results suggest that anomalous behavior is very

different in Zeus and P2P cases. In the P2P case, we see that anomalous behavior can

be well-captured using either all or using only a small subset of the features. This suggests

that all the features are largely discriminating between the Web and P2P classes. But,

this is not completely valid for all Zeus datasets. Most of the Zeus experiments lag the

P2P experiment result in performance, no matter what the compared method is. This

means that discrimination between Zeus and Web classes is not as easy to accomplish

as P2P case in anomaly detection setting.

Individual Methods vs. Ensemble: By using the detection order of methods as ranks

assigned to the samples, ensemble approaches can be devised. These ranks from each

method can be summed for each sample and a new ranking can be obtained. It is observed

that ensemble methods never underperform all of the methods in use. Ensemble methods

either achieve some performance in between the methods in use, or in some cases, they

achieve better than all of the methods used. In the latter cases, it can be said that

there is a consensus on the true positives but not on the false positives. On the average,

ensemble approach improves the results. Performances of ensemble methods can be seen

in Figures 4.1, 4.3, 4.4, 4.7, and 4.9.

Most of the performance comparisons that are provided above are based on area

under ROC (AUC) performances of the methods. Other useful comparison metrics can

be derived by paying attention to the early detection performance. For example, true

positive rate in a certain number of first detections can be such a criterion, which is

also used here (by using first 40 detections). Another criterion can be the true detection

performance corresponding to a certain low false alarm rate, e.g., 0.1, 0.2. There are

some cases where the methods are significantly distinguishable from each other in early

detection success, where they have pretty close success to each other when AUC is used

to compare. This difference in early detection success between methods is noticable in

Figures 4.21, 4.23, 4.26, 4.27, and 4.28. In all of these, p-value clustering is superior
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to other methods with this criterion. More comprehensive results over all files for early

detection performances are collected in Figures 4.7 and 4.8. A crucial issue here is

that smaller datasets tend to have higher TP rate, which is expected since there are less

number of Web flows competing with the Zeus flows to take place in the first 40 detections

(remembering that 10-fold cross-validation is used, resulting in different number of Web

flows in the test set for each file).
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Figure 4.1. Area under ROC performances vs. file size for all files and all methods (alternating
feature representation) (variance lower bound=1)
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Figure 4.4. Area under ROC performances vs. hour of day for all files and all methods (hour
of day range: 04:10-20:28) (alternating feature representation) (variance lower bound=1)
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the largest dataset, black shows the smallest dataset, other files are depicted with colors in
between red and black) (alternating feature representation) (variance lower bound=1)
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black shows the smallest dataset, other files are depicted with colors in between red and black)
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Figure 4.8. Mean true positive rate in the first 40 detections over all files for all methods
(Method IDs: 1=p-value clus order 2, 2=p-value clus order 3, 3=p-value clus order 5, 4=looka-
head, 5=p-value sum, 6=p-value log sum, 7=ensemble of all methods) (alternating feature rep-
resentation) (variance lower bound=1)
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Figure 4.9. True positive rate in the first 40 detections for all files for 3 methods (alternating
feature representation) (variance lower bound=1)
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Figure 4.10. Mean true positive rate in the first 40 detections over all files for 3 methods
(Method IDs: 1=p-value clus order 2, 2=p-value clus order 3, 3=p-value clus order 5, 4=looka-
head, 5=p-value sum, 6=p-value log sum, 7=ensemble of p-value sum and p-value clus order 2)
(alternating feature representation) (variance lower bound=1)
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Figure 4.11. ROC curves (File 1 Web - Zeus) (alternating feature representation) (variance
lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.86041)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.8673)
P−value clustering algorithm
(Max test combination order = 5)
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Lookahead order 2 
(Area under ROC curve = 0.82777)
P−value sum algorithm
(Area under ROC curve = 0.77535)
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Figure 4.12. ROC curves (File 1 Web - Zeus) (alternating feature representation) (variance
lower bound=3)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.8519)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.86386)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.84797)
Lookahead order 2 
(Area under ROC curve = 0.82579)
P−value sum algorithm
(Area under ROC curve = 0.76933)
P−value (log) sum algorithm
(Area under ROC curve = 0.8152)

Figure 4.13. ROC curves (File 1 Web - Zeus) (alternating feature representation) (variance
lower bound=5)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.86134)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.86911)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.86599)

One−class SVM
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(Area under ROC curve = 0.42816)

Lookahead order 2 
(Area under ROC curve = 0.83377)
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C4.5 Decision tree

Figure 4.14. ROC curves (File 1 Web - Zeus) (alternating feature representation) (variance
lower bound=10)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.68992)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.71171)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.69758)
Lookahead order 2 
(Area under ROC curve = 0.66061)
P−value sum algorithm
(Area under ROC curve = 0.65192)
P−value (log) sum algorithm
(Area under ROC curve = 0.67581)

Figure 4.15. ROC curves (File 2 Web - Zeus) (alternating feature representation) (variance
lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.68152)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.71867)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.72229)

One−class SVM
ν = 0.01
(Area under ROC curve = 0.43301)

Lookahead order 2 
(Area under ROC curve = 0.67594)

P−value sum algorithm
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C4.5 Decision tree

Figure 4.16. ROC curves (File 2 Web - Zeus) (alternating feature representation) (variance
lower bound=10)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.85703)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.85436)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.83839)
Lookahead order 2 
(Area under ROC curve = 0.79505)
P−value sum algorithm
(Area under ROC curve = 0.86035)
P−value (log) sum algorithm
(Area under ROC curve = 0.86644)

Figure 4.17. ROC curves (File 3 Web - Zeus) (alternating feature representation) (variance
lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.85038)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.85367)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.84082)

One−class SVM
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(Area under ROC curve = 0.40398)

Lookahead order 2 
(Area under ROC curve = 0.80305)

P−value sum algorithm
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C4.5 Decision tree

Figure 4.18. ROC curves (File 3 Web - Zeus) (alternating feature representation) (variance
lower bound=10)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.97669)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.97632)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.96755)
One−class SVM
ν = 0.23
(Area under ROC curve = 0.92073)
Lookahead order 2 
(Area under ROC curve = 0.95127)
P−value sum algorithm
(Area under ROC curve = 0.93915)
P−value (log) sum algorithm
(Area under ROC curve = 0.94768)
C4.5 Decision tree

Figure 4.19. ROC curves (File 2 Web - File 2 P2P) (alternating feature representation) (variance
lower bound=10)
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Figure 4.20. Sensitivity of AUC performance on ν parameter for the one-class SVM
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.82196)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.82935)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.83043)
Lookahead order 2 
(Area under ROC curve = 0.76227)
P−value sum algorithm
(Area under ROC curve = 0.8195)
P−value (log) sum algorithm
(Area under ROC curve = 0.82618)

Figure 4.21. ROC curves (File 4 Web - Zeus) (alternating feature representation) (variance
lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.91738)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.91366)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.90897)
Lookahead order 2 
(Area under ROC curve = 0.90541)
P−value sum algorithm
(Area under ROC curve = 0.86969)
P−value (log) sum algorithm
(Area under ROC curve = 0.9088)

Figure 4.22. ROC curves (File 5 Web - Zeus) (alternating feature representation) (variance
lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.76098)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.80113)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.80796)
Lookahead order 2 
(Area under ROC curve = 0.6669)
P−value sum algorithm
(Area under ROC curve = 0.69763)
P−value (log) sum algorithm
(Area under ROC curve = 0.73055)

Figure 4.23. ROC curves (File 6 Web - Zeus) (alternating feature representation) (variance
lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.86743)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.86126)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.84459)
Lookahead order 2 
(Area under ROC curve = 0.82547)
P−value sum algorithm
(Area under ROC curve = 0.84871)
P−value (log) sum algorithm
(Area under ROC curve = 0.85142)

Figure 4.24. ROC curves (File 7 Web - Zeus) (alternating feature representation) (variance
lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.965)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.96956)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.96783)
Lookahead order 2 
(Area under ROC curve = 0.97311)
P−value sum algorithm
(Area under ROC curve = 0.97321)
P−value (log) sum algorithm
(Area under ROC curve = 0.97908)

Figure 4.25. ROC curves (File 8 Web - Zeus) (alternating feature representation) (variance
lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.85902)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.85704)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.86192)
Lookahead order 2 
(Area under ROC curve = 0.82461)
P−value sum algorithm
(Area under ROC curve = 0.82459)
P−value (log) sum algorithm
(Area under ROC curve = 0.85898)

Figure 4.26. ROC curves (Combined File Web - Zeus) (alternating feature representation)
(variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.86383)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.86113)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.8542)
Lookahead order 2 
(Area under ROC curve = 0.83198)
P−value sum algorithm
(Area under ROC curve = 0.81084)
P−value (log) sum algorithm
(Area under ROC curve = 0.85102)

Figure 4.27. ROC curves (Combined File Web - Zeus) (alternating feature representation)
(variance lower bound=5)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.86111)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.85199)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.85692)
Lookahead order 2 
(Area under ROC curve = 0.8309)
P−value sum algorithm
(Area under ROC curve = 0.80122)
P−value (log) sum algorithm
(Area under ROC curve = 0.84388)

Figure 4.28. ROC curves (Combined File Web - Zeus) (alternating feature representation)
(variance lower bound=10)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.86103)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.85782)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.87355)
Lookahead order 2 
(Area under ROC curve = 0.83372)
P−value sum algorithm
(Area under ROC curve = 0.79501)
P−value (log) sum algorithm
(Area under ROC curve = 0.79846)

Figure 4.29. ROC curves (File 13 Web - Zeus) (alternating feature representation) (variance
lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.77529)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.77382)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.76086)

Lookahead order 2 
(Area under ROC curve = 0.70696)

P−value sum algorithm
(Area under ROC curve = 0.8354)

P−value (log) sum algorithm
(Area under ROC curve = 0.76659)

Ensemble
(Area under ROC curve = 0.78709)

Figure 4.30. ROC curves (File 13 Web - Zeus) (File is divided into 5 subsets and the results
are averaged) (alternating feature representation) (variance lower bound=1)

4.3.2.2 Alternating feature representation results - ACK packets modified

Results here show us the effects of having the same and different sizes for the ACK

packets in Web and Zeus flows. It should be kept in mind that Zeus uses 40 as the ACK

packet size in almost all of its flows. Choice of ACK packet size in Web flows depends

on the file. Although 40 and 52 are seen in all datasets, the proportion of these values

changes from file to file. We analyze 2 different scenarios here. In these transformations,

the Zeus flows are not touched. The changes are made in only Web flows. These 2

different scenarios are mentioned in the captions of the figures as “same ACK packet

size usage” (for 52 → 40 ACK packet size change in Web) and “different ACK packet

size usage” (for 40→ 52 ACK packet size change in Web).

1) Same-sized ACK packet usage: The fundamental reason behind the difference in

the size of the ACK packets is the usage of selective ACK (SACK). The scenario ex-

perimented here investigates the effects of not using SACK. This case is possible when

SACK usage is not agreed by the client and server sides of the TCP communication

during the 3-way handshake. For experimental purposes, we changed the ACK sizes of

Web flows in a dataset. When we change all of the ACK packets sizes to 40 in Web

flows, it means both Web and Zeus flows are forced to use the same packet size value for
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the ACK packets. This removes the discriminative power of ACK packet values. The

results related to this scenario are in Figures 4.31 - 4.36. The discussion of these results

are provided below:

• Same-sized ACKs vs. Unmodified ACKs: If we compare these results with the cor-

responding ones (same file, same variance lower bound) in Section 4.3.2.1, we can

see the effects on individual file results. It is intuitive to think that when Web

and Zeus flows use the same ACK packet size, the performance will become worse.

This is valid for Files 1 (Figure 4.31 vs. Figure 4.11), 2, and 3 (for orders 2 and 3).

However, this is not the case for all of the results. For Files 3, 5, 6 (for order 5), and

7, the performance improved when the same ACK size is used. These imply that

discriminative characteristics of our alternating feature set and p-value assessment

algorithms do not exclusively rely on the different ACK packet size.

• P-value clustering vs. Other methods: As in the results without modification of

ACK packets (Section 4.3.2.1), p-value clustering methods are superior to other

approaches in some of the results, but not so for the other files.

• Effect of order increase in P-value clustering: For Files 1, 3, and 5, increasing p-

value clustering maximum test combination order degrades the performance.

Whereas, for Files 2 and 6, this increase makes a positive effect. For File 7, the

performance peaks at order 3. So, there are more files for which order increase

worsens the AUC performance.

2) Different-sized ACK packet usage: Unlike the previous scenario, changing all 40

packets to 52 has the effect of imposing a different packet size value for the ACK packets

in Web and Zeus flows. This scenario is also possible to encounter, e.g., when Web class

uses SACK extensively and Zeus does not use it. The related results are in Figures 4.37

- 4.40.

• Different-sized ACKs vs. Unmodified ACKs: Since ACK packets are used frequent-

ly in TCP, having different packet sizes for the ACK packets will boost the perfor-

mance. This can be observed in all of the results of this section.

• P-value clustering vs. Other methods: In contrary to the results with unmodified

ACKs (Section 4.3.2.1), p-value sum and p-value (log) sum methods are slightly

better than p-value clustering algorithms. In other words, the methods that exploit

the diversity of using all of the tests perform slightly better than methods that
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apply test selection. This might be a result of ACK packets occuring at multiple

locations in the 20-dimensional (alternating) feature set with different packet sizes

(40 and 52) for Web and Zeus, thus enhancing the discriminative power of all

features (therefore tests). Under this scenario, it appears that all of the features

are highly discriminative, both individually and collectively.

• Effect of order increase in P-value clustering: When the order is increased, espe-

cially from 3 to 5, there is a minor tendency to have a worse performance. But,

still, AUC is very high for all orders, so that this may be considered negligible.
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.7359)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.73156)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.71733)

Lookahead order 2 
(Area under ROC curve = 0.74796)

P−value sum algorithm
(Area under ROC curve = 0.70413)

P−value (log) sum algorithm
(Area under ROC curve = 0.73519)

Figure 4.31. ROC curves (File 1 Web - Zeus) (alternating feature representation) (same-sized
ACK packet usage) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.64625)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.65893)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.66696)

Lookahead order 2 
(Area under ROC curve = 0.64055)

P−value sum algorithm
(Area under ROC curve = 0.60633)

P−value (log) sum algorithm
(Area under ROC curve = 0.63167)

Figure 4.32. ROC curves (File 2 Web - Zeus) (alternating feature representation) (same-sized
ACK packet usage) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.87395)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.86705)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.86659)
Lookahead order 2 
(Area under ROC curve = 0.81377)
P−value sum algorithm
(Area under ROC curve = 0.89247)
P−value (log) sum algorithm
(Area under ROC curve = 0.88946)

Figure 4.33. ROC curves (File 3 Web - Zeus) (alternating feature representation) (same-sized
ACK packet usage) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.93463)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.93145)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.91824)
Lookahead order 2 
(Area under ROC curve = 0.91311)
P−value sum algorithm
(Area under ROC curve = 0.89297)
P−value (log) sum algorithm
(Area under ROC curve = 0.93032)

Figure 4.34. ROC curves (File 5 Web - Zeus) (alternating feature representation) (same-sized
ACK packet usage) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.74807)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.79979)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.81392)
Lookahead order 2 
(Area under ROC curve = 0.673)
P−value sum algorithm
(Area under ROC curve = 0.79542)
P−value (log) sum algorithm
(Area under ROC curve = 0.80266)

Figure 4.35. ROC curves (File 6 Web - Zeus) (alternating feature representation) (same-sized
ACK packet usage) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.8796)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.88246)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.87913)
Lookahead order 2 
(Area under ROC curve = 0.83758)
P−value sum algorithm
(Area under ROC curve = 0.8758)
P−value (log) sum algorithm
(Area under ROC curve = 0.87804)

Figure 4.36. ROC curves (File 7 Web - Zeus) (alternating feature representation) (same-sized
ACK packet usage) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.98978)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.98849)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.98232)
Lookahead order 2 
(Area under ROC curve = 0.98027)
P−value sum algorithm
(Area under ROC curve = 0.98897)
P−value (log) sum algorithm
(Area under ROC curve = 0.98969)

Figure 4.37. ROC curves (File 1 Web - Zeus) (alternating feature representation) (different-
sized ACK packet usage) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.96878)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.96978)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.96291)
Lookahead order 2 
(Area under ROC curve = 0.9692)
P−value sum algorithm
(Area under ROC curve = 0.97737)
P−value (log) sum algorithm
(Area under ROC curve = 0.98455)

Figure 4.38. ROC curves (File 2 Web - Zeus) (alternating feature representation) (different-
sized ACK packet usage) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.96578)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.96585)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.96181)
Lookahead order 2 
(Area under ROC curve = 0.94167)
P−value sum algorithm
(Area under ROC curve = 0.99562)
P−value (log) sum algorithm
(Area under ROC curve = 0.97433)

Figure 4.39. ROC curves (File 3 Web - Zeus) (alternating feature representation) (different-
sized ACK packet usage) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.9531)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.95639)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.95349)
Lookahead order 2 
(Area under ROC curve = 0.95328)
P−value sum algorithm
(Area under ROC curve = 0.99039)
P−value (log) sum algorithm
(Area under ROC curve = 0.98433)

Figure 4.40. ROC curves (File 6 Web - Zeus) (alternating feature representation) (different-
sized ACK packet usage) (variance lower bound=1)

4.3.2.3 Lossless feature representation results

Here, the results that are obtained by using lossless feature set that is described in

Section 2.5.1 are presented. Figures 4.41-4.43 belong to this subsection.

P-value clustering vs. Other methods: P-value clustering results lag others in AUC

performance. P-value sum and/or (log)sum methods perform the best in this feature

representation.

Effect of order increase in P-value clustering: Order increase has a degrading effect

on the p-value clustering performance.
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.6574)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.58166)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.49265)

Lookahead order 2 
(Area under ROC curve = 0.76889)

P−value sum algorithm
(Area under ROC curve = 0.82897)

P−value (log) sum algorithm
(Area under ROC curve = 0.79266)

Figure 4.41. ROC curves (File 1 Web - Zeus) (Lossless feature representation) (variance lower
bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.7517)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.64767)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.49948)
Lookahead order 2 
(Area under ROC curve = 0.70549)
P−value sum algorithm
(Area under ROC curve = 0.76061)
P−value (log) sum algorithm
(Area under ROC curve = 0.74652)

Figure 4.42. ROC curves (File 2 Web - Zeus) (Lossless feature representation) (variance lower
bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.72755)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.64375)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.53249)

Lookahead order 2 
(Area under ROC curve = 0.79647)

P−value sum algorithm
(Area under ROC curve = 0.84528)

P−value (log) sum algorithm
(Area under ROC curve = 0.84078)

Figure 4.43. ROC curves (File 3 Web - Zeus) (Lossless feature representation) (variance lower
bound=1)

4.3.2.4 Alternating feature representation results - with categorical feature

0

The results presented here are obtained by using the feature set that is described in

Section 2.5.3. To remind, this feature set uses the alternating feature representation

approach, but treats 0’s as categorical features and uses them as conditioning context.

The related results are in Figures 4.44 - 4.48.

P-value clustering vs. Other methods: P-value clustering with order 2 is better than

p-value sum and p-value (log) sum algorithms in almost all results. Either Lookahead

or p-value clustering with order 2 is the best performing method among all.

Effect of order increase in P-value clustering: In all of the results, this increase strict-

ly degrades the AUC performance.

Considering the sharp deterioration in p-value clustering due to increasing test com-

bination order together with the good performance of Lookahead against p-value sum

(and log sum) underlines the importance of test selection in this feature representation

and conditioning context. The bad ROC performance of p-value clustering with order 5

is because the detected clusters are becoming so large that even the existence of many

anomalous (Zeus) flows in the early clusters is far from bringing a discrimination success
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since high number of normal (Web) flows are present in all of the clusters, including the

early and important clusters. Obviously, having large-sizes clusters means there are small

number of them (for the same test set size). This can be observed from having smoother

ROC plots as the order is increased, since each cluster detection means proceeding in

the ROC line proportional to the size of the cluster.

In this feature representation and conditioning context, the high p-values are not seen

as frequent as the alternating feature representation without conditioning. The reason

of this is introducing the probabilities of each subset (resulting from conditioning) to the

calculation of p-values (Section 2.5.3). This makes the p-values smaller, which in turn

leads to larger clusters. The clusters get even larger when the order is increased. The

reasons of both phenomena are explained in Section 4.1.

The next subsection (Section 4.3.2.5) gives results regarding to the modeling where

ACK packets are also taken into account as categorical features, in addition to 0’s.
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.78292)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.74662)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.63482)

Lookahead order 2 
(Area under ROC curve = 0.76734)

P−value sum algorithm
(Area under ROC curve = 0.62234)

P−value (log) sum algorithm
(Area under ROC curve = 0.70853)

Figure 4.44. ROC curves (File 3 Web - Zeus) (alternating feature representation) (categorical
feature 0) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.75057)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.65231)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.52486)
Lookahead order 2 
(Area under ROC curve = 0.73737)
P−value sum algorithm
(Area under ROC curve = 0.54212)
P−value (log) sum algorithm
(Area under ROC curve = 0.57825)

Figure 4.45. ROC curves (File 4 Web - Zeus) (alternating feature representation) (categorical
feature 0) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.69636)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.63507)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.51323)

Lookahead order 2 
(Area under ROC curve = 0.62532)

P−value sum algorithm
(Area under ROC curve = 0.51869)

P−value (log) sum algorithm
(Area under ROC curve = 0.54317)

Figure 4.46. ROC curves (File 6 Web - Zeus) (alternating feature representation) (categorical
feature 0) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.75701)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.70517)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.54699)

Lookahead order 2 
(Area under ROC curve = 0.796)

P−value sum algorithm
(Area under ROC curve = 0.7034)

P−value (log) sum algorithm
(Area under ROC curve = 0.7608)

Figure 4.47. ROC curves (File 7 Web - Zeus) (alternating feature representation) (categorical
feature 0) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.82952)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.73389)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.65004)

Lookahead order 2 
(Area under ROC curve = 0.82444)

P−value sum algorithm
(Area under ROC curve = 0.55309)

P−value (log) sum algorithm
(Area under ROC curve = 0.64288)

Figure 4.48. ROC curves (Combined File Web - Zeus) (alternating feature representation)
(categorical feature 0) (variance lower bound=1)
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4.3.2.5 Alternating feature representation results - with categorical features

0 and ACK (together)

These results are obtained by using the feature representation defined in Section 2.5.4.

This feature set uses the alternating feature representation approach, but treats 0’s and

ACK packets as categorical features and uses them as conditioning context. The related

results are in Figures 4.49 - 4.54.

Comparison of methods: As in the previous set of results (Section 4.3.2.4), p-value

clustering with order 2 is superior to p-value sum and p-value (log) sum algorithms in

almost all results. Lookahead is the best performing method in almost all of the files.

The only exception to both of these is the File 8 result, shown in Figure 4.52.

Effect of order increase in P-value clustering: In all of the results, this increase strict-

ly degrades the AUC performance, as in Section 4.3.2.4 results.

Categorical features 0 and ACK vs. Only categorical feature 0: Comparing the

results presented in this subsection with the results in Section 4.3.2.4 (where only cate-

gorical features are 0’s) reveals that p-value clustering performance is adversely affected

by including ACK packets and 0’s into the single category.

This latter observation leads us to treat 0’s and ACK’s as different types of categorical

features. The effect of this is investigated in Section 4.3.2.6.
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.78621)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.64767)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.54359)

Lookahead order 2 
(Area under ROC curve = 0.80278)

P−value sum algorithm
(Area under ROC curve = 0.67559)

P−value (log) sum algorithm
(Area under ROC curve = 0.76848)

Figure 4.49. ROC curves (File 1 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the same category) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.57238)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.56372)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.49948)

Lookahead order 2 
(Area under ROC curve = 0.61226)

P−value sum algorithm
(Area under ROC curve = 0.46127)

P−value (log) sum algorithm
(Area under ROC curve = 0.51459)

Figure 4.50. ROC curves (File 2 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the same category) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.65469)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.59001)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.5001)

Lookahead order 2 
(Area under ROC curve = 0.80951)

P−value sum algorithm
(Area under ROC curve = 0.55269)

P−value (log) sum algorithm
(Area under ROC curve = 0.62702)

Figure 4.51. ROC curves (File 3 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the same category) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.766)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.71945)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.53292)
Lookahead order 2 
(Area under ROC curve = 0.84746)
P−value sum algorithm
(Area under ROC curve = 0.51255)
P−value (log) sum algorithm
(Area under ROC curve = 0.61702)

Figure 4.52. ROC curves (File 5 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the same category) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.97349)
P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.91823)
P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.90502)
Lookahead order 2 
(Area under ROC curve = 0.97326)
P−value sum algorithm
(Area under ROC curve = 0.96454)
P−value (log) sum algorithm
(Area under ROC curve = 0.9813)

Figure 4.53. ROC curves (File 8 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the same category) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.69166)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.62381)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.52389)

Lookahead order 2 
(Area under ROC curve = 0.78897)

P−value sum algorithm
(Area under ROC curve = 0.461)

P−value (log) sum algorithm
(Area under ROC curve = 0.52146)

Figure 4.54. ROC curves (Combined File Web - Zeus) (alternating feature representation)
(categorical features 0 and ACK, which are considered in the same category) (variance lower
bound=1)

4.3.2.6 Alternating feature representation results - with categorical features

0 and ACK (separately)

These results are obtained by using the feature representation defined in Section 2.5.5.

The results in Figures 4.55 - 4.59 belong to this approach.

Comparison of methods: As in the previous set of results (Section 4.3.2.5), p-value

clustering with order 2 performs well, compared to others. But, Lookahead is the best

performing method in almost all of the files, the only exception being File 6 (Figure 4.57)

where p-value clustering with order 2 outperforms all methods.

Effect of order increase in P-value clustering: Like in the previous approaches that

employ categorical features, order increase strictly worsens the AUC performance.

Comparison with previous categorical approaches: Here, p-value clustering is worse

than the case where only 0’s are categoricals (Section 4.3.2.4). In the current approach,

although the intention of separating the categories of 0’s and ACKs was to obtain im-

provement due to avoiding any mixing of these 2 types of categorical features compared

to Section 4.3.2.5, there is no uniform improvement for all methods and files. The con-

tinuation of relatively poor performance of p-value clustering methods might be due to

the tendency of the algorithm to form large clusters.
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Hence, these observations further lead us to make changes to the current approach,

carrying us to the next subsection (Section 4.3.2.7).
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.75398)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.74135)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.54012)

Lookahead order 2 
(Area under ROC curve = 0.83012)

P−value sum algorithm
(Area under ROC curve = 0.67678)

P−value (log) sum algorithm
(Area under ROC curve = 0.81085)

Figure 4.55. ROC curves (File 1 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the separate categories) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.70692)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.64455)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.54759)

Lookahead order 2 
(Area under ROC curve = 0.78831)

P−value sum algorithm
(Area under ROC curve = 0.55806)

P−value (log) sum algorithm
(Area under ROC curve = 0.63668)

Figure 4.56. ROC curves (File 3 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the separate categories) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.57894)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.50745)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.49802)

Lookahead order 2 
(Area under ROC curve = 0.55831)

P−value sum algorithm
(Area under ROC curve = 0.43666)

P−value (log) sum algorithm
(Area under ROC curve = 0.46212)

Figure 4.57. ROC curves (File 6 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the separate categories) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.68013)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.60393)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.49716)

Lookahead order 2 
(Area under ROC curve = 0.80864)

P−value sum algorithm
(Area under ROC curve = 0.62834)

P−value (log) sum algorithm
(Area under ROC curve = 0.69411)

Figure 4.58. ROC curves (File 7 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the separate categories) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.70273)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.57809)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.5105)

Lookahead order 2 
(Area under ROC curve = 0.78613)

P−value sum algorithm
(Area under ROC curve = 0.46328)

P−value (log) sum algorithm
(Area under ROC curve = 0.5252)

Figure 4.59. ROC curves (Combined File Web - Zeus) (alternating feature representation)
(categorical features 0 and ACK, which are considered in the separate categories) (variance lower
bound=1)
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4.3.2.7 Alternating feature representation results - with categorical features

0 and ACK (separately) (normalized p-values)

These results are obtained by using the feature representation defined in Section 2.5.6.

The results in Figures 4.60 and 4.61 belong to this approach.

Effect of normalization: Now, with the normalization applied to p-values obtained by

each test, p-value clustering methods got better, making (especially order 2) clustering

perform close to Lookahead.

Effect of order increase in P-value clustering: Unlike the previous approaches that

employ categorical features, in one result (Figure 4.60) order 5 is better than order

3. But, the other result (Figure 4.61) shows that the performance degrades as order

increases.

Positive effect gained by normalizing the p-values, making the maximum value reach

1, and the reason of this being the usage of probabilities corresponding to each condi-

tioning context brings our minds removing the probabilities and seeing the effect of this

to the performance. This is investigated in the next subsection.
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.79031)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.73529)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.7652)

Lookahead order 2 
(Area under ROC curve = 0.80777)

P−value sum algorithm
(Area under ROC curve = 0.70322)

P−value (log) sum algorithm
(Area under ROC curve = 0.81106)

Figure 4.60. ROC curves (File 1 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the separate categories) (p-values for each test
normalized) (variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.72071)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.68461)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.64074)

Lookahead order 2 
(Area under ROC curve = 0.74155)

P−value sum algorithm
(Area under ROC curve = 0.44603)

P−value (log) sum algorithm
(Area under ROC curve = 0.52338)

Figure 4.61. ROC curves (File 4 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the separate categories) (p-values for each test
normalized) (variance lower bound=1)

4.3.2.8 Alternating feature representation results - with categorical features

0 and ACK (separately)(without probabilities)

These results are obtained by using the feature representation defined in Section 2.5.7.

To remind, in this approach, 0’s and ACKs are categoricals regarded in different cate-

gories, but the probabilities that correspond to each category are not used in the p-value

calculations. The results in Figures 4.62 and 4.63 belong to this approach.

Comparison with using probabilities: Section 4.3.2.6 experiments use the probabili-

ties, but here they are not used. Here, we see that not using the probabilities of the

conditioning contexts improve the performance of the clustering methods. In compar-

ison with alternating feature representation without any conditioning or modifications

(coresponding results are in Section 4.3.2.1), the p-value clustering performance for one

file is better here (File 4), and it is worse for another file (File 1).

Effect of order increase in P-value clustering: This has a slight degrading effect on

the AUC performance for both order transitions (2 → 3 and 3 → 5) in Figure 4.62 and

same effect only in 3→ 5 transition in Figure 4.63.



95

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Average ROC Curve

False Alarm Rate

T
ru

e 
D

et
ec

tio
n 

R
at

e

 

 

P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.80616)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.8016)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.79486)

Lookahead order 2 
(Area under ROC curve = 0.80983)

P−value sum algorithm
(Area under ROC curve = 0.693)

P−value (log) sum algorithm
(Area under ROC curve = 0.77886)

Figure 4.62. ROC curves (File 1 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the separate categories) (without probabilities)
(variance lower bound=1)
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P−value clustering algorithm
(Max test combination order = 2)
(Area under ROC curve = 0.87555)

P−value clustering algorithm
(Max test combination order = 3)
(Area under ROC curve = 0.88091)

P−value clustering algorithm
(Max test combination order = 5)
(Area under ROC curve = 0.86672)

Lookahead order 2 
(Area under ROC curve = 0.84268)

P−value sum algorithm
(Area under ROC curve = 0.7098)

P−value (log) sum algorithm
(Area under ROC curve = 0.81889)

Figure 4.63. ROC curves (File 4 Web - Zeus) (alternating feature representation) (categorical
features 0 and ACK, which are considered in the separate categories) (without probabilities)
(variance lower bound=1)
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4.3.3 Summary

In this chapter, experimental results are provided that enable us to make comparisons

between different feature representations and anomaly detection approaches. According

to these comparisons, the feature representation that achieves the best discrimination

is the alternating feature representation. It is observed that the other representations,

which use different conditioning contexts, tend to suffer from poorly informed null in

comparison to the alternating representation to which all of the training set is available.

Among the methods, there is not a method that uniformly achieves the best perfor-

mance in every case. Performances of the methods depend on the dataset. Properties of

the datasets that affect the performance are physical port number that the file is cap-

tured, dataset size, and capture time of day. It is observed that traffic in certain ports

tend to have less diversity and more separable from anomalous traffic. Also, dataset size

is directly proportional to training set size in our experiments, which determines how

well-informed null is. Time of day is another factor that has effect on the performance.

The files that are captured early in the morning tend to have less diversity and more

separable from anomalies, similar to the effect that is observed for some ports.

When null is well-informed, certain features have more discrimination power, which

are selected by the feature selection methods (p-value clustering approaches). But, when

null is poorly informed, collective decision of all of the features are more successful in

discrimination. In the latter case, p-value sum and p-value (log) sum methods perform

better than p-value clustering approaches.

The above comments are mostly based on area under ROC assessment. It is worth

mentioning that, on the average, p-value clustering (order 2) is the best when early

detection performance is evaluated by using true positive rate in the first 40 detections.



Chapter 5
Background – Network Neutrality,

Games, and Internet Caching

Another vein of this thesis has to do with the network neutrality debate. Mainly, inter-

actions between ISPs, CPs, and consumers are analyzed. Effects of caching on pricing

are investigated. This chapter outlines the revenue and demand models that are used in

Chapters 6 and 7. Reader must keep in mind that the notation used in the rest of this

thesis is unrelated with the previous chapters.

5.1 Network Neutrality

Network neutrality has been supported by the Federal Communication Commission in

the United States (with the possible exception of the cellular wireless access context

[11, 50]). Basically, network neutrality stipulates that

• two hypothetical sessions that are identical in terms of transmission patterns (bi-

trates), should be treated the same irrespective of the applications in play for the

sessions (i.e., application neutrality), and

• each end-host of a bidirectional session should pay only once to their own ISP for

Internet access (i.e., no side payments to remote ISPs).

A communication network is said to be neutral if satisfies both of the above concepts

(it is both application neutral and does not require side-payments for use by remote

content providers). Application neutrality means that the network does not handle

packet-traffic differently based on the application type, e.g., videos from Netflix are
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handled the same as the ISP’s own managed streaming video service over commodity IP.

It is worth mentioning that application neutrality allows discrimination based on traffic

volume and end-user specified priorities. So, differentiated services among application

types is neutral if requested by end-users themselves, whereas application differentiation

implemented unilaterally by an ISP is not application neutral.

So, departures from application neutrality are permitted at the request of the end-

users, e.g., if the end-user requests a higher quality-of-service (QoS) for a specific session.

Also, neutrality permits ISPs to act on aggregate traffic volume or to limit aggregate traffic

bandwidth. As an example of the former, the ISP could enforce a quota stipulated in an

end-user access agreement; such quotas are more tolerable by cellular wireless customers

owing to the convenience of mobile access. Note that a discussion of how the presence of

such access quotas (and other types of usage-priced overages) raises additional security

concerns over flat-rate priced access without traffic volume quotas [77]1 is given in,

e.g., [51]; i.e., the departure from flat-rate pricing incentivizes more secure end-hosts.

Network neutrality continues to be debated as its core economic issues as described

in, e.g., [45], have not been resolved. The debate concerns all participants in the enor-

mous and growing Internet economy: Internet service (access) providers (ISPs), content

providers (CPs, including providers of computing services), end-user consumers, and

government regulators.

5.2 Games

In Chapters 6 and 7, games between ISPs, CPs, and end-users are analyzed. In Section

5.2.1, the demand model that is used in the following chapters is explained and motivated.

Revenue model is also explained here. In Section 5.2.2, the (interior) Nash equilibrium is

explained, since this is investigated in the games that will be encountered in the following

chapters, under different scenarios. Although this section includes the basics, depending

on the specific scenario, the models provided here will be modified when it is necessary.

5.2.1 Revenue and Demand Models

Suppose there is a provider (or providers having common consumers) whose revenue

from its subscribers due to its local content is

U = pD, (5.1)

1Flat-rate (wired) residential-broadband end-user contracts typically do involve traffic bandwidth lim-
itations that are highly asymmetrical favoring the downlink.
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where p is a usage-based price and D is the total demand at that price. Note that ISPs

are continuing to depart from pure flat-rate pricing (based on access bandwidth) for

unlimited monthly volume, e.g., [95, 16].

Following [52], suppose that there are two broad classes of applications, one of which

is significantly sensitive to congestion of access bandwidth, e.g., delay-sensitive inter-

active real-time applications. Assume that applications of the other, best-effort type

are unlikely to engage in usage based-pricing for access bandwidth. As pricing reduces,

the demand for access-bandwidth reservation increases, so causing additional conges-

tion so that best-effort service will be increasingly inadequate for congestion-sensitive

applications. Therefore, the demand for usage-priced access-bandwidth reservation may

accelerate with reduced price. More specifically, say there is positive threshold

Dθ < Dmax

such that overall demand sensitivity to price is greater when D ≥ Dθ than when D < Dθ.

That is, for

dmax > dθ,

a convex, piecewise linear model for access bandwidth would be

D(p) = max{Dmax − dmaxp, D̂θ − dθp}, (5.2)

where

D̂θ = Dθ + (Dmax −Dθ)dθ/dmax,

pθ = (Dmax −Dθ)/dmax,

pmax = D̂θ/dθ = pθ +Dθ/dθ,

so that D(pθ) = Dθ, see Figure 5.1.

So, in this model, in the price range [pθ, pmax] (equivalently, demand range [0, Dθ])

corresponds to low demand sensitivity to price, dθ. The pricing range [0, pθ] (demand

range [Dθ, Dmax]), when delay-sensitive applications typically need to adopt usage-priced

(reserved or priority) access-bandwidth service, corresponds to higher demand sensitivity

to price, dmax.

Alternatively, suppose a convex, differentiable demand model that can approximate
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Figure 5.1. Convex, piecewise-linear demand response

(5.2), specifically

D(p) = Dmax(1− p/pmax)α. (5.3)

Here, α ≥ 1 and given dmax > dθ > 0 and 0 < Dθ < Dmax, pmax may be found using

D′(0) = −dmax and D′((D)−1(Dθ)) = D′(pθ) = −dθ. The specific forms of demand in

Eq. (5.2) and (5.3) are studied herein because they are tractable.

In [52], we explored the interior Nash equilibria resulting from such convex demand

responses. Note how the above models reduce to linear demand response (e.g., by taking

α = 1), i.e., revenue quadratic in prices, as assumed in many prior papers, e.g., [34].

In the following Chapters (6 and 7), the revenue and the demand models will be

based on Eqs 5.1 and 5.3, respectively. The pricing and demands will be changing due

to the differences in the models used in those chapters, which will lead to modifications

in revenue and demand formulations.

5.2.2 Nash Equilibrium

In Chapters 6 and 7, we will find the Nash equilibrium for the corresponding game in

each chapter. In these games, players aim to maximize their utility by changing their

pricing strategies.

The Nash equilibrium is a “stalemate” pricing point at which neither players’ utility

will improve by a strategy change. In the following chapters, a player can be an ISP,

eyeball ISP, or CP depending on the context. The strategy of a player is only the price

that is determined it. Here, to find the Nash equilibrium point, we need to find the point
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where none of the players’ utility will improve when it changes its pricing. So, at Nash

equilibrium point, the following must be satisfied for each player:

arg max
pi

U(pi, p̄
∗
i ) =p∗i (5.4)

where U is the utility, pi is the price of the ith player, and p̄∗i is the prices of the other

players at the equilibrium.

For two players whose utilities and prices are indexed by a and b, the Nash equilibrium

point (p∗a, p
∗
b) needs to satisfy

arg max
pa

Ua(pa, p
∗
b) =p∗a and (5.5)

arg max
pb

Ub(p
∗
a, pb) =p∗b . (5.6)

5.3 Internet Caching

Especially for the sensitive traffic that require high quality-of-service (QoS), the proxim-

ity of the physical location of requested content is crucial for decreasing delay experienced

by the end-users [41]. Caching significantly reduces the average response time for Web

data requests (of course, the fraction of cached content plays a big role on how much

improvement is obtained) [90]. Hence, keeping the data close to the users by caching

data is of high importance. ISPs are close to the end-users, which makes them a good

candidate for caching data. In fact, some large content providers (CPs) cache their con-

tent around the world on their own servers, while smaller CPs often use intermediary

content distributors, such as Akamai, that have caching agreements with local ISPs [39].

If there are highly dedicated partnerships between ISPs and CPs, ISPs participating

in these partnerships can be named as eyeball ISPs. So, as well as the scenario where

ISPs cache content of CPs, the scenarios in which eyeball ISPs cache a CP’s content or

another eyeball ISPs content are also possible.

The contribution of caching to the QoS, for especially the premium services, raises

the necessity to determine the amount of content to be cached. Web caches obviously

require investment in memory. But, being able to meet the query of the end-user locally

saves on the bandwidth that would otherwise be needed to bring the content that the

end-user requested (as well as improvement on QoS). In addition to the decision on

the size of the cache needed, another decision to make is the policy on how to use the

available cache memory. A cache hit means that a request made to the cache is already
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in the cache. Otherwise, if the requested data is not in the cache, then a cache miss is

said to occur. The cache replacement policies are crucial for effective management of

the caches. They basically aim to maximize the proportion of the cache hits among the

total queries made to the cache. Many policies can be employed as a cache replacement

policy. The more notable one among these is the Least Recently Used (LRU) [90, 17].

As the name implies, in this policy, if there is a cache miss, the requested object replaces

the object that hasn’t been used for the longest time.



Chapter 6
Network Neutrality – Effect of

Caching in a Network with Two

Eyeball ISPs

In this chapter, we first give a model involving two different eyeball ISPs connected at

peering point(s), where revenue is generated corresponding to net traffic transmitted, is

initially considered in Sections 6.1 and 6.2. We consider a caching model captured by a

single parameter, Φ, affecting the revenue generated by transit traffic. We assume that

there is no limit on the throughput downstream to the users of each ISP. In Section 6.3,

we modify the model so that there is an upper bound on the throughput that the users

can receive via their ISP. So, two possible mechanisms to distribute the allowed through-

put among the types of demands (local or remote content) are introduced. We next

consider the scenario where there are multiple providers competing for the same group

of users (without the throughput limit condition, as in the initial model). User/customer

migration among competing ISPs due to the price difference between them is modeled

by their “loyalties” to the ISPs. In Section 6.4, consideration of two ISPs competing for

the same set of users is added to the model described in Section 6.2. We provide the

results of numerical experiments on performance at Nash equilibrium in Section 6.5.

6.1 Two different eyeball ISPs

We consider a game focusing on two different eyeball ISPs, indexed a and b, on a platform

of users and CPs, i.e., the ISPs also serve as CPs so no separate pricing by CPs is
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Figure 6.1. Caching remote content

modeled. For k, j ∈ {a, b}, the demand for ISP k’s content is Dk(pj) when it is based on

ISP j’s access-bandwidth price pj . In the following, the same price pj will be used by

ISP j irrespective of content source, i.e., content is neutrally priced in this sense.

Suppose there are peering points between these two ISPs where net transit traffic

flow in one direction will correspond to net revenue for the (net) receiving ISP at rate

pt from the (net) transmitting ISP. For example, France telecom charges pt =$3/Mbps,

whereas pricing from the digital subscriber line access multiplexer (DSLAM) to core,

i.e., access bandwidth, for their content providers is $40/Mbps [86]. This said, many

existing peering agreements among non-transit ISPs have no transit pricing, i.e., pt = 0.

See [30, 105] for recent studies of models of transit pricing for a network involving a

transit ISP between the content providers and end-user ISPs.

Without caching, transit traffic volume is obviously maximal and remote content may

be subject to additional delay possibly increasing demand (reducing demand sensitiv-

ity) for usage-priced bandwidth reservations. However, poorer delay performance may

instead reduce demand for remote content or cause subscribers to change to ISPs that

cache remote content. So, caching will result in reduced demand for premium services by

transit traffic; in the following, we will model this with a caching factor Φk. We assume

fixed caching factors for each of the ISPs, which means the selected caching factors by

the ISPs do not change no matter how their demand changes.
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6.2 Three different congestion points per ISP, fixed

caching factors

By simply separately accounting for the demand for premium-access service by two

different user populations with similar content preferences, we take the utilities as:

Ua(pa, pb) =Da(pa)pa + ΦaDb(pa)pa

+ [(1− Φa)Db(pa)− (1− Φb)Da(pb)]
+pt,

Ub(pa, pb) =Db(pb)pb + ΦbDa(pb)pb

+ [(1− Φb)Da(pb)− (1− Φa)Db(pa)]
+pt

where [x]+ := max{x, 0} in the second (transit revenue) terms. Note that Φk ≤ 1 will be

chosen by ISP k at its minimal value, which we here assume to be strictly positive again

because an ISP that does not cache any remote content may lose subscribers, or demand

for remote content may be reduced owing to poor delay performance, cf., Section 6.4.

We will also assume that pt is fixed and, by volume discount, pt < min{pa, pb}. Also, we

have assumed different “upstream” congestion points for local and remote traffic and no

revenue from cached (best-effort) traffic. Moreover, for α > 1 (i.e., not linear demand

response) note how this model assumes three different congestion points, one at the

peering point, one at the local content source, and the last one at the cached content

source, but not a single one further downstream toward the users, cf., next section. That

is, in this section, we consider three separate congestion points per ISP for an example

of convex demand (assumptions that include the linear demand-response scenario as a

special case).

Again suppose, for k ∈ {a, b}, that

Dk(p) = Dmax,k

(
1− p

pmax

)α
, (6.1)

where the maximal price pmax > 0 and α ≥ 1 are also assumed to be common parameters

for both ISPs to simplify the following expressions for Nash equilibria. Without loss of

generality, assume the demand ratio

δ :=
Dmax,b

Dmax,a
≤ 1, (6.2)

i.e., demand for ISP a’s content is generally higher than that of ISP b.
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The first order Nash equilibrium conditions and the solutions of these for 3 cases are

provided below.

Case 1: (1− Φa)Db(p
∗
a) > (1− Φb)Da(p

∗
b).

∂Ua(pa, pb)

∂pa
=D′a(pa)pa +Da(pa) + Φa[D

′
b(pa)pa+

Db(pa)] + (1− Φa)D
′
b(pa)pt = 0

∂Ub(pa, pb)

∂pb
=D′b(pb)pb +Db(pb) + Φb[D

′
a(pb)pb

+Da(pb)] = 0

The solution is as follows:

p∗a =
pmax

1 + α
− pt(1− Φa)δα

(1 + α)(1 + Φaδ)
, (6.3)

p∗b =
pmax

1 + α
. (6.4)

The requirement pt < p∗a < p∗b < pmax gives the following condition on pt for an

interior Nash equilibrium:

pmax

pt
>1 +

α(δ + 1)

1 + δΦb
. (6.5)

Another way to put the case condition (1− Φa)Db(p
∗
a) > (1− Φb)Da(p

∗
b) is:

1 <
(1− Φa)δ

1− Φb

(
pmax − p∗a
pmax − p∗b

)α
, and (6.6)

1 <
(1− Φa)δ

1− Φb

(
1 +

(1− Φa)δpt
(1 + Φaδ)pmax

)α
. (6.7)

Case 2: (1− Φa)Db(p
∗
a) < (1− Φb)Da(p

∗
b).

∂Ua(pa, pb)

∂pa
=D′a(pa)pa +Da(pa) + Φa[D

′
b(pa)pa

+Db(pa)] = 0

∂Ub(pa, pb)

∂pb
=D′b(pb)pb +Db(pb) + Φb[D

′
a(pb)pb

+Da(pb)] + (1− Φb)D
′
a(pb)pt = 0
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The solution is as follows:

p∗a =
pmax

1 + α
, (6.8)

p∗b =
pmax

1 + α
− pt(1− Φb)α

(1 + α)(δ + Φb)
. (6.9)

The requirement pt < p∗b < p∗a < pmax imposes the following condition on pt:

pmax

pt
>1 +

α(δ + 1)

δ + Φb
(6.10)

The case condition (1− Φa)Db(p
∗
a) < (1− Φb)Da(p

∗
b) can be rewritten as:

1 >
(1− Φa)δ

1− Φb

(
pmax − p∗a
pmax − p∗b

)α
, and (6.11)

1 >
(1− Φa)δ

1− Φb

(
1 +

(1− Φa)δpt
(1 + Φaδ)pmax

)α
. (6.12)

Case 3: (1− Φa)Db(p
∗
a) = (1− Φb)Da(p

∗
b).

∂Ua(pa, pb)

∂pa
=D′a(pa)pa +Da(pa)

+ Φa[D
′
b(pa)pa +Db(pa)] = 0

∂Ub(pa, pb)

∂pb
=D′b(pb)pb +Db(pb)

+ Φb[D
′
a(pb)pb +Da(pb)] = 0

The solution of above equations is as follows:

p∗a = p∗b =
pmax

1 + α
(6.13)

The case condition reduces to

1− Φb

1− Φa
=
Dmax,b

Dmax,a
= δ (6.14)

6.3 One congestion point per ISP, fixed caching factors

In this scenario, at ISP a, the demands Da(pa) (demand for local content) and Db(pa)

(demand for remote content) share a common, significant congestion point proximal to
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the users, e.g., in a wireless-access setting. Again, we consider a system where the players

(eyeball ISPs) select access prices (plays) pa, pb > pt.

Given the prices pa for local content, we want an expression for demand D̂aa (local

content at ISP a) and D̂ba (remote content at ISP a) that has the following intuitive

property:

lim
Dmax,b→0

D̂aa = Da(pa) and lim
Dmax,a→0

D̂ba = Db(pa). (6.15)

And similarly for ISP b regarding D̂bb and D̂ab as a function of pb.

The following assumed property is also intuitive because the presence of remotely

originated traffic will congest locally originated traffic and vice versa:

D̂aa ≤ Da(pa) and D̂ba ≤ Db(pa) (6.16)

and similarly for the other ISP b.

Proportion Rule: Suppose that the throughput limit downstream to the users is Lk

for ISP k ∈ {a, b}. Then, at ISP a, the demands are as follows:

D̂aa =


Da(pa)

Da(pa) +Db(pa)
La, if Da(pa) +Db(pa) > La

Da(pa) , else.

and

D̂ba =


Db(pa)

Da(pa) +Db(pa)
La, if Da(pa) +Db(pa) > La

Db(pa) , else.

And similarly for ISP b.

Critical Price Rule: Another way to split the throughput among the demands is as

follows. For ISP a, when Da(pa) +Db(pa) > La, a new price p∗a is chosen so that

Da(p
∗
a) +Db(p

∗
a) = La. (6.17)

If pa < p∗a, then congestion will occur.

So, the expressions for the ISP revenues here can be taken as

Ua(pa) =D̂aapa + ΦaD̂bapa
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+ [(1− Φa)D̂ba − (1− Φb)D̂ab]
+pt

Ub(pb) =D̂bbpb + ΦbD̂abpb

+ [(1− Φb)D̂ab − (1− Φa)D̂ba]
+pt.

6.4 Three different congestion points per ISP, fixed

caching factors, multiple providers of one of the types

In this scenario, ISP a in Figure 6.1 is replaced by two ISPs, namely ISP a1 and a2,

which compete for the same group of subscribers. So, we need to consider three utility

functions; Ua1, Ua2, Ub; three demand functions, Da1, Da2, Db; and three access prices

for each of the ISPs’ own subscribers, pa1, pa2, pb. But the number of caching factors

increases to four: Φa1,b, Φa2,b, Φb,a1, and Φb,a2 (Φm,n meaning willingness of ISP m to

cache the content of ISP n). And, there are 2 transit prices, that are pt1 (for the traffic

between ISP a1 and ISP b) and pt2 (for ISPs a2 and b).

Ua1(pa1, pb) =σa1Da1(pa1)pa1 + σa1Φa1,bDb(pa1)pa1

+ [σa1(1− Φa1,b)Db(pa1))

− (1− Φb,a1)Da1(pb)]
+pt1

Ua2(pa2, pb) =σa2Da2(pa2)pa2 + σa2Φa2,bDb(pa2)pa2

+ [σa2(1− Φa2,b)Db(pa2))

− (1− Φb,a2)Da2(pb)]
+pt2

Ub(pa1, pa2, pb) =Db(pb)pb + Φb,a1Da1(pb)pb

+ Φb,a2Da2(pb)pb + [(1− Φb,a1)Da1(pb)

− σa1(1− Φa1,b)Db(pa1)]+pt1

+ [(1− Φb,a2)Da2(pb))

− σa2(1− Φa2,b)Db(pa2)]+pt2

where

σai =
1/pai

1/pa1 + 1/pa2
, ∀ i ∈ {1, 2}

represents customer stickiness (loyalty, inertia) to the ith ISP (e.g., [21]); i.e., since

σai ∝ 1/pai, the subscribers will not completely switch to the ISP with the lowest price.

The demand-response model provided in (5.3) is used here, now with k ∈ {a1, a2, b}.
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6.5 Numerical experiments

First, numerical results were obtained for the scenario where there are three congestion

points per ISP (with fixed caching factors, as explained in Section 6.2) with: α ∈ {1, 2},
Dmax,a = 20, Dmax,b = 10, pmax = 5, pt = 1, Φa = 0.5, and Φb = 0.3 as the selected

parameter values.

Figure 6.2. Ua(pa, pb) (3 congestion points for each ISP, fixed caching factors) (α = 1)

By using Ua(pa, pb) (Figure 6.2) and Ub(pa, pb) (Figure 6.3), the Nash equilibrium

point (p∗a, p
∗
b) were found in the following way:

1. Uniformly at random over (pt, pmax) select an initial point γ(0) = (p
(0)
a , p

(0)
b ).

2. ∀ k ≥ 1, find the updated point γ(k) = (p
(k)
a , p

(k)
b ) by synchronous best-response

updates, which are

p(k)
a = arg max

pa
Ua(pa, p

(k−1)
b )

p
(k)
b = arg max

pb
Ub(p

(k−1)
a , pb).

3. (a) If γ(k−1) ≈ γ(k), stop.

(b) Else, return to step 2).
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Figure 6.3. Ub(pa, pb) (3 congestion points for each ISP, fixed caching factors) (α = 1)

It was observed that the Nash equilibrium point found by using the above procedure

is the same as the equilibrium point corresponding to the proper case solution provided

in Section 6.2 (regardless of the randomly selected starting point) and it was found in

just a few iterations.

It can be observed in Figures 6.6 and 6.7 that p∗a > p∗b and Ua(p
∗
a, p
∗
b) > Ub(p

∗
a, p
∗
b) for

both values of α. This is intuitive since Dmax,a > Dmax,b, which implies that the demand

for ISP a’s content will be larger than ISP b’s at the same price. This immediately

implies larger gain for ISP a, which also means that ISP a might have some margin for

increasing pa in order to gain even more utility. Therefore p∗a > p∗b in this setting.

Next, numerical results were obtained for the model defined in Section 6.3, where

one congestion point per ISP and fixed caching factors assumptions are used. Here, the

throughput limit is split among the ISPs according to the proportion rule, cf., Section 6.3.

α ∈ {1, 2}, Dmax,a = 20, Dmax,b = 10, pmax = 5, pt = 1, Φa = 0.5, Φb = 0.3, La = 50,

and Lb = 5 are the selected parameters values. Notice that one of the throughput limits

(La) is selected significantly larger than the other one (Lb) to analyze the scenario where

congestion does not occur downstream to the users of ISP a, whereas it does occur for

ISP b. If both of the throughput limits are selected very large, then the problem reduces

to the three congestion points scenario (Section 6.2), since there will be no distribution

of the throughput limit between the two different kinds of demand at the congestion
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Figure 6.4. Ua(pa, pb) (3 congestion points for each ISP, fixed caching factors) (α = 2)

point (of each ISP).

The Nash equilibrium point was again quickly found by using synchronous best-

response updates.

In Figures 6.8 and 6.9, similar behaviors are observed compared with Figures 6.6 and

6.7. But, it is worth noting that in Figure 6.9, for values of pb where Ub is increasing (for

both α ∈ {1, 2}), the capacity Lb is fully utilized. In this region, increasing pb does not

lead to a decrease in the demand, which means there is a linear increase in the utility of

ISP b. But, after the peak, the total demand at ISP b is smaller than Lb, therefore the

increase in price pb leads to decreases in both demand and utility.

Finally, numerical results were obtained for the case where there are multiple provid-

ers competing for the same group of subscribers (Section 6.4). Again, synchronous

best-response updates are used, but for three utility functions (Ua1(pa1, pa2, pb),

Ua2(pa1, pa2, pb), and Ub(pa1, pa2, pb)) depending on the corresponding three access pricing

parameters (pa1, pa2, and pb). So, generally, for n competing ISPs (n = 2 in our case of

ISPs a1 and a2), the synchronous best-response update step (n+ 1 player synchronous

updates) will be as follows:

p
(k)
i = arg max

pi
Ui(pi, p

(k−1)
−i ), ∀ i
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Figure 6.5. Ub(pa, pb) (3 congestion points for each ISP, fixed caching factors) (α = 2)

where i is the index of the ISP (including the non-competing ISP (in our case, ISP b)),

pi is the price used by ISP i, and p−i is the set of prices used by the other ISPs.

The parameter values can be selected in various combinations. We used the param-

eters Dmax,a1 = 20, Dmax,a2 = 20, Dmax,b = 10, pmax = 5, pt1 = 1, pt2 = 1, Φa1,b = 0.2,

Φa2,b = 0.8, Φb,a1 = 0.5, and Φb,a2 = 0.5. These were selected so as to analyze the

effect of (static but different) caching factors of competing ISPs (ISPs a1 and a2) on the

utilities. It can observed from Figures 6.10 and 6.11 that the ISP with smaller Φ (a1)

also has (again following intuition) a smaller utility compared to its competitor ISP (a2).

The effect of α on the utilities and the equilibrium prices are the same as the previous

cases.
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Figure 6.6. Ua(pa, p
∗
b) (3 congestion points for each ISP, fixed caching factors)
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Figure 6.7. Ub(p
∗
a, pb) (3 congestion points for each ISP, fixed caching factors)
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Figure 6.8. Ua(pa, p
∗
b) (1 congestion point for each ISP, fixed caching factors)
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Figure 6.9. Ub(p
∗
a, pb) (1 congestion point for each ISP, fixed caching factors)
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Figure 6.10. Ua1(pa1, p
∗
a2, p

∗
b) (3 congestion points for each ISP, fixed caching factors, competing

ISPs)
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Figure 6.11. Ua2(p∗a1, pa2, p
∗
b) (3 congestion points for each ISP, fixed caching factors, competing

ISPs)
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Chapter 7
Network Neutrality – Effect of

Caching in Information-Centric

Networks

This chapter is organized as follows. Section 7.1 provides a motivational discussion on the

connection between network neutrality, ISP-level content caching, and future Internet

architectures. In Section 7.2, we summarize prior results on a simple ISP-CP game for the

“Internet” setting. In Section 7.3, we adapt these results to the ICN setting and extend

the model to account for content caching by the ISP. A key element of the extension is a

price-convex demand-response motivated by delay-sensitivity of the applications/content

under consideration. In Section 7.4, we give the results of a numerical study.

7.1 Background discussion

7.1.1 Network neutrality and ISP-level content caching

In Chapter 5.1, concerns about flat rate pricing are provided. Moreover, there may

be penalties for asymmetric (net) traffic-aggregates at inter-ISP and/or ISP/transit-

provider peering points [37, 105]. In some important instances, these penalties amount

to a side-payments between CPs and remote ISP. For example, a large CP may team

with a transit-provider (TP) and the peerings between that TP and an ISP may result

in traffic volumes that are naturally much higher from TP to ISP than vice versa. This

traffic asymmetry will generate revenue for the ISP from the TP, costs that the TP will
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naturally try to recover from the CP1 So for the “Internet” setting, we assume a net

side-payment from CP to ISP in the following.

Note that the presence of such transit costs may logically disincentivize ISP-level

content caching, e.g., [53]. However, poor transfer-delay performance due to a lack of

content caching by the ISP may diminish end-user demand (including causing end-users

to change to a competing ISP)2 For the “Internet” setting, we assume that ISPs are

not incentivized to cache content in the following, but we do model the effect of delay

performance on demand.

Here, we generally assume consumers are, to some extent (for some delay-sensitive

applications), willing to pay usage-based fees. Providers are then competing to settle on

their usage-based prices, their goal being to maximize associated revenues. Note that a

null price in the following does not mean a provider has no income, but rather that all

their monthly revenues come from flat-rate priced service components. The study of the

flat-rate regime is, however, out of the scope of this thesis; see [77, 93] for recent surveys

of such issues.

7.1.2 Future Internet Architectures

In the past few years, several NSF Future Internet Architecture (FIA) projects [81]

and EU projects (e.g., [2]) have proposed dynamic management of content by the net-

work layer, i.e., Content-Centric Networking (CCN) [12, 40]; e.g., eXpressive Internet

Architecture (XIA) [10] (via use of their Content IDentifier (CID)3), and Named Data

Networking [49]. Some of them leverage prior proposals for structured4 and unstruc-

tured peer-to-peer file-sharing systems, and notions of indirection [100]. In CCNs, the

end-users query the network with content identifiers that are typically hierarchically ar-

ranged (for scalable forwarding) and presume content “providers” (the publishers of a

publish-subscribe system) who have sorted out semantic issues associated with content

ontology.

1Recently, ISPs have also targeted advertising revenue of CPs [79] by filtering-out advertising from
delivered content [88], presumably under the premise that such advertising was not explicitly requested
(authorized) by the end-user.

2A similar trade-off occurs when large mirrored Content Distribution Networks (CDNs) connect to
large ISPs: the ISP’s customers benefit from increased proximity of content, but the ISP may lose “transit
revenue” and anyway want the CDN, or any individual CP, to help pay for infrastructure costs associated
with access to their customers, “Now what [the content providers] would like to do is use my pipes free,
but I ain’t going to let them do that because we have spent this capital and we have to have a return on
it” [78]. See also [25, 75] regarding ISP infrastructure investment modeling and analysis.

3The XIA framework also includes service identifiers (SIA) and end-host identifiers (HID), the latter
similar to existing IPv4 addresses.

4Which in turn leveraged DHTs used to manage some data centers.
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In addition to (or possibly instead of) a hierarchical CID system, scalability for a

publish-subscribe CCN can be achieved via limited scoping. For example, identifiers

based-on/learned from local caching will only have local meaning. So, such identifiers

could be reused spatially/horizontally, (this scoping could have physical significance in a

geospatial wireless social network). Under identifier reuse, the possibility of “collision”

could be made small when the identifier-space is large. Locally, the number of CIDs may

be small so that forwarding could be feasibly based on a flat identifier space.

In the following for a future “Information” Centric Network (ICN), we will assume

a coalition of ISP and content resolver/rendezvous-point, the latter selecting a CP or

CDN for each end-user query. If these entities are in fact separate, fairly dividing revenue

between them can be argued through the use of Shapley values, e.g., [68, 69]. Since in

this setting the ISP is pulling content, rather than the CP pushing content as in the

(current) “Internet” setting described in the previous subsection, one can, by the same

argument, expect that the CP should be compensated for their networking costs. So, for

the ICN setting, we assume a reverse in side-payments polarity, from ISP to CP5.

7.2 Problem Set-Up: The Internet model

Suppose there are two providers, one content (CP indexed 2) and the other access (ISP

indexed 1), with common consumer demand-response [34]6. First suppose that the de-

mand response to price is linear:

D = Dmax − d(p1 + p2), (7.1)

where d is demand sensitivity to the price, p1 and p2 are, respectively, the prices charged

by the ISP and CP, and Dmax > 0 is the demand at zero usage based price7. Suppose

the revenue of the ISP is

U1 = (p1 + ps)D, (7.2)

5Note that revenue from embedded advertising may be more fully shared in the ICN setting for the
same reason.

6Leader-follower dynamics, rather than simultaneous play at the same time-scale, are considered in
[?]. For the problem setting considered here, leader-follower dynamics were considered by us in [8] and
provider competition in [21, 53].

7Note that ISPs are continuing to depart from pure flat-rate pricing (based on maximum access
bandwidth) for unlimited monthly volume, e.g., [95, 16].
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where ps is the side payment from content to access provider. Similarly, the revenue of

the CP is

U2 = (p2 − ps)D. (7.3)

Consider a noncooperative game played by the CP and ISP adjusting their prices, re-

spectively p2 and p1, to maximize their respective revenues, with all other parameters

fixed. In particular, the fixed side-payment ps is here assumed regulated. Note that

the utilities are linear functions of ps so that if ps were under the control of one of the

players, it simply would be set at an extremal value.

Figure 7.1. ISP and CP game on a platform of end-user demand-response

The following simple result was shown in [8, 21].

Theorem 1. The interior Nash equilibrium8 is

p∗1 =
Dmax

3d
− ps and p∗2 =

Dmax

3d
+ ps

when

|ps| <
Dmax

3d
, (7.4)

8In this thesis, we do not consider boundary Nash equilibria, where at least one player is selecting an
extremal value for one of their control parameters, often resulting in that player essentially opting out
of the game, or maximally profiting from it at the expense of the other player. The boundary equilibria
are also specified in [8].
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with player utilities

U∗1 , U
∗
2 =

D2
max

9d
.

Note that this result allows ps < 0, i.e., net side payment is from ISP to CP (remu-

neration for content instead of access bandwidth). But in the Internet setting, we take

ps > 0, whether there is direct side-payment from CP to ISP (or, again, indirectly by

payment through the peering contract between the residential ISP and the ISP of the CP

- a contract that penalizes for asymmetric traffic exchange neutrally based on aggregate

traffic volume).

In [21, 52], we showed that the ISP may actually experience a reduction in rev-

enue/utility with the introduction of side payments, using a communal demand model

that had different demand-sensitivity-to-price parameters d per provider type and also

multiple providers of each type (i.e., provider competition). Such a model was also

considered in [9].

In [52], we used a convex, rather than linear, demand response to price, e.g.,

D = Dmax(1− (p1 + p2)/pmax)a, (7.5)

where a ≥ 1 and

pmax = Dmax/d when a = 1.

This model was motivated in [52] by considering two different types of users, as follows.

Suppose that (user-designated) premium class-of-service (CoS) applications are

• delay sensitive,

• given service priority by the ISP over best-effort applications for the bandwidth B

available between CP and ISP,

• subjected to usage-based charges by the ISP at price p1.

Best-effort applications exploit reserved-but-unused bandwidth (≤ B) by the premium

CoS applications, and unreserved bandwidth if any. So, some delay-sensitive applications

may be content with under best-effort CoS when demand for premium CoS is low (hence

reserved-but-unused bandwidth is high). Thus, as demand increases for premium CoS

applications, say because price p = p1+p2 reduces, there may be additional demand owing
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to migration of delay-sensitive applications by more price-sensitive users who would

otherwise tend to assign their delay-sensitive applications to best-effort CoS.

To better motivate this demand model, in Appendix A we derive a (more complex)

price-convex demand response based on the delay-sensitivity of the usage-priced appli-

cations under consideration.

The following simple extension of Theorem 1 was shown in [52] by summing the

first-order conditions ∂Ui/∂pi = 0, i ∈ {1, 2}, cf., (7.7).

Theorem 2. The interior Nash equilibrium for a strictly convex demand response D is

p∗1 = p∗/2− ps and p∗2 = p∗/2 + ps, (7.6)

where p∗ = p∗1 + p∗2 solves

2D(p∗) + p∗D′(p∗) = 0. (7.7)

and |ps| < p∗/2.

For the example of (7.5) with a > 1,

p∗ =
2

2 + a
pmax, (7.8)

U∗1 , U
∗
2 =

p∗

2
D(p∗) =

Dmaxpmax

2 + a

(
a

2 + a

)a
. (7.9)

Again, under communal demand response with only one provider of each type, neither

p∗ = p∗1 + p∗2 nor U∗1 depend on the side payment ps.

7.3 ICN model

Again, in an ICN, residential users request content (or, more generally, information

regarding application services) of the ISP/resolver, and the ISP/resolver decides the

content provider. Therefore in an ICN, it’s reasonable to assume that the side-payment

is from ISP to CP, i.e., ps < 0. Also, the ISP is motivated to cache content, unlike

for our simple Internet case, to reduce the side payment (i.e., avoid paying for, e.g., the

networking costs of the ISP-selected CP to transmit the user-requested content). Suppose

that the ISP decides to cache a fraction κ of the content and this results in lower delay

between the CP and ISP, and a lower required side-payment to the CP, cf., (7.11). If we

model mean delay as 1/(B −D), where B is the service capacity between CP and ISP,
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then with caching factor κ, this delay is reduced to 1/(B − (1− κ)D). For the model of

Appendix B, the demand response:

• is increasing in caching factor κ,

• tends to convex in price as κ→ 0, and

• tends to linear in price as κ→ 1.

In the following for the ICN setting, we take the following simplified form of demand

response than that of Appendix B with these above properties:

D = Dmax(1− (p1 + p2)/pmax)κ+(1−κ)a

= Dmax(1− (p1 + p2)/pmax)a+κ(1−a). (7.10)

Note how in this model, neither Dmax nor pmax are affected by κ, but cf. the linear

demand model (7.14). Because of ISP caching, the ISP and CP utilities generalize to

U1 = (p1 + (1− κ)ps)D − c(κ), (7.11)

U2 = (p2 − (1− κ)ps)D,

again with ps < 0, where c(κ) is the cost of caching borne by the ISP.

We can use the results of Theorem 2 here, with parameters (1−κ)ps and κ+(1−κ)a

instead of ps and a respectively, because the caching cost c component of U1 does not

depend on p2 or p1, and |ps| < p∗/2 implies |(1 − a)ps| < p∗/2. We can conclude that

the optimal utilities for ICN are

U∗1 + c(κ), U∗2

=
Dmaxpmax

2 + κ+ (1− κ)a

(
κ+ (1− κ)a

2 + κ+ (1− κ)a

)κ+(1−κ)a

. (7.12)

In the following section on numerical results, we consider performance at Nash equilibria

as a function of κ (under the assumption that |ps| < pmax/2).

7.4 Numerical results

In this section, we give some numerical results for the models of communal CP/ISP

demand given in the previous sections. Despite the fact that our models do not involve

a lot of parameters, our aim is not a comprehensive numerical study over the entire
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parameter space. Instead, we give some numerical results for parametric instances to

show how optimal caching factors can be identified and comparisons made between the

“Internet” and ICN scenarios described above. To this end, Figures 7.2-7.6 depict ISP

utility U∗1 /(Dmaxpmax) with demand-exponent parameter a = 2.0. Figures 7.3-7.5 assume

a caching cost that is polynomial in caching factor, i.e., of the form

c(κ) = bDmaxpmaxκ
n,

where b > 0, while Figure 7.6 models caching cost as exponential in caching factor.

In Figure 7.2, b = 0 (i.e., no cache cost, c = 0) and we see that U∗1 increases with

caching factor κ. By (7.12), this figure also represents CP revenue U∗2 for the cases of

Figures 7.2-7.6.

Figures 7.3 and 7.4 illustrate how linear cache cost (n = 1) leads to optimal κ ∈ {0, 1}:
if b ≤ 0.04 then optimal κ = 1, otherwise if b ≥ 0.05 then optimal κ = 0 (the “Internet”

case).

In Appendix C, we argue how c(κ) is convex. Figure 7.5 shows how the ISP utility

may be concave in κ for quadratic (convex) cache cost (n = 2) - here for b = 0.05,

optimal κ ≈ 0.4. Alternatively, we could consider a convex, exponential caching cost

function

c(κ) = b1Dmaxpmax(eb2/(1−κ) − eb2), (7.13)

where b1, b2 > 0. Figure 7.6 shows how the ISP utility may also be be concave - here for

b1 = 0.05 and b2 = 0.2, optimal caching factor κ ≈ 0.5.

Again, note that under the premise that ISP-level caching is not incentivized in for

the (current) Internet setting, we can directly compare against the ISP utilities for the

“Internet” case by simply using the ISP utilities at κ = 0 in these figures.

Finally, consider the simpler case of demand-response that is linear in price. We can

take the caching factor κ as simply reducing the demand sensitivity to price (equivalently,

increasing the maximum price for which there is non-zero demand):

D = Dmax

(
1− p

pmax(1 + σκ)

)
, (7.14)

where σ > 0. Here, the results of Theorem 2 directly apply with pmax simply replaced

by pmax(1 + σκ) and a = 1 (or Theorem 1 with the demand-sensitivity d replaced by
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Figure 7.2. U∗
1 /(Dmaxpmax) without caching cost

Figure 7.3. U∗
1 /(Dmaxpmax) with linear caching cost, b = 0.04
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Figure 7.4. U∗
1 /(Dmaxpmax) with linear caching cost, b = 0.05

Figure 7.5. U∗
1 /(Dmaxpmax) with quadratic caching cost, b = 0.05
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Figure 7.6. U∗
1 /(Dmaxpmax) with exponential caching cost, b1 = 0.05, b2 = 0.2

d/(1 + σκ)). For quadratic caching cost, the ISP utility,

U∗1
Dmaxpmax

=
1 + σκ

9
− bκ2.

is maximized when the caching factor is κ∗ = min{σ/(18b), 1}. So, when κ∗ < 1, the

concave, quadratic ISP utility U∗1 has maximal value

Dmaxpmax

(
1

9
+

σ2

182b

)
.



Chapter 8
Conclusions

In this thesis, we contributed to two areas, namely anomaly detection and network

neutrality. In both of the areas, our main focus was analysis of network traffic flows.

The application of anomaly detection part in this thesis was basically about detection

of anomalous flows in a network. In the net neutrality part, we dealt with pricing games

under the existence of content caching and their implications to the net neutrality, which

is a hot debate topic in the recent years. Both areas are related in the sense that the

existence of infected end-users may be attracting malicious traffic to the network, which

may lead ISPs to take precautions against those users, which in turn may result in

non-neutral policies to be applied to them.

In our efforts contributing to anomaly detection, we considered detection of anoma-

lous samples in a batch of collected samples. In our scenario, samples might be high-

dimensional. But, the features which were most discriminative are a priori unknown. Our

aim was to perform feature selection that will enable to successful detection of anomalies.

We basically provided 2 different types of approaches to this problem. In both of the ap-

proaches, we utilized p-values for statistical significance assessment of the samples. The

fundamental difference between the two approaches was that the first approach detected

one sample at a time, whereas the second approach detected the anomalous samples in

clusters. But, both of them may be particularly suitable when there is a latent anoma-

lous class present in the data batch, discriminable from the known class using an (albeit

unknown) small subspace of the full feature space.

In the sample-wise detection procedure new tests (formed by using the features) are

used and included to the existing test set only when they yield lower (corrected) p-values

than only using the previously existing set. This means existing test set size is growing
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as more detections are made. This approach seeks to maximize the aggregate statistical

significance of all detections up until a finite horizon. Before using and including a new

test, considering the future detections (looking ahead) leads to better discrimination

performance, while keeping the used test set small. And, this means that looking ahead

enables the algorithm to perform effective feature selection. Our approach was compared,

in area under the ROC curve, with several standard detection strategies for a network

intrusion domain, detecting Zeus bot intrusion flows embedded amongst (normal) Web

flows.

In the cluster-wise detection approach, we propose a procedure that aims to find the

most outlier clusters of samples by assessing an approximate joint p-value (joint signif-

icance) for each candidate cluster. Our method effectively selects and uses the most

discriminative features (by choosing a subset of the pairwise feature tests) to determine

the clusters of anomalous samples in a given batch. We compared our approach with

methods that use the p-values of individual samples but without clustering, and with

the one-class SVM, which uses the feature vector directly. We proposed multiple fea-

ture representations and compared their advantages and disadvantages using different

datasets in the experiments. We observed that, in detecting Zeus amongst Web, our

p-value clustering algorithm, when used with low maximum test combination orders,

with certain feature representations, and with sufficiently large training set, may outper-

form the tested alternative methods, which all make separate detection decisions for each

sample, and which all use all of the features (tests). Limiting the test order improves

the AUC performance, keeps the independent test assumption as valid as possible, and

keeps the algorithm computationally feasible. P-value clustering method also performs

better than the one-class SVM. Regarding to the comparison between our sample-wise

and cluster-wise detection approaches, which of these approaches is more successful in

discrimination depends on the dataset and (more importantly) feature representation.

We observed that dataset dependence is based on 3 basic factors, which are port, train-

ing set size, and time of day. Port and time of day affect the type and diversity of the

traffic. Training set size, along with these, determine how well-informed the null is. We

observed that when the null is well-informed, p-value clustering methods tend to perform

better since better informed nulls for the individual tests may give high discrimination

power to the tests. When the null is poorly informed, approaches that use the features

collectively (p-value sum and log sum) tend to outperform the feature selecting methods

(p-value clustering). Also, the performance assessment criterion is crucial. We saw that

in early detection performance, p-value clustering methods outperform others on the
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average, which was not the case when area under ROC is used.

As future experimental work, there are other datasets available online for experi-

mental purposes. For instance, ISCX datasets include botnet and non-malicious traffic

datasets [96]. For background traffic, Ericsson Lab dataset can be used [101].

The second main area that this thesis contributed is network neutrality. We investi-

gated the effects of content caching to the utilities and pricing policies of the entities in

the Internet. The entities under consideration are ISPs, eyeball ISPs, CPs, and end-users.

Game scenarios with different players are constructed and analyzed.

In the first model, we modeled the interaction of two different eyeball ISPs and ex-

plored the effect of differences in remote-content caching and demand on the net revenue

from transit-traffic at ISP-to-ISP peering points. We considered slight modifications in

this model. We changed the places of the congestion points, where the basic difference

became the existence of a throughput limit downstream to the end-users. We found

the Nash equilibrium points in these models. We have observed that the eyeball ISP

allowing larger maximum demand will have larger demand even if this ISP’s content is

at the same price as the other ISP’s content. This leads to larger gain for this ISP. It

also means that this ISP might have some margin to increase its price. Hence, when

we compare the prices of the ISPs at the Nash equilibrium, the ISP with larger possible

demand has higher price than the other ISP. In addition to this, for the case where the

downstream throughput to the end-users is limited, imposing a strict upper bound might

lead to a linear increase in the utility until the high prices become so effective that even

small throughput limit is not filled due to the users’ price sensitivity.

The second model that is considered in this thesis about net neutrality is a game

between a CP and an ISP on a platform of end-users served by both, which makes this

a two-sided market. Two cases are analyzed here. One of them is the Internet case,

where payment is in the same direction as traffic. So, the traffic that goes from CP to

the ISP requires CP to pay ISP for carrying this traffic to the end-users. The other case

is the Information-Centric Network, where CP transferring content to the ISP deserves

payment from ISP to the CP. Here, content and payment are in opposite directions

between CP and ISP. But, more importantly, in the ICN case, ISP is incentivized to

cache content, whereas in the Internet case, it is not. We also made analyses under

different assumptions about the caching cost. It is observed that without the caching

cost, the ISP utility function is increasing as the caching factor increases. We also

observed that how linear caching cost leads to optimal caching cost taking value either

0 or 1. There are also cases where ISP utility may be concave. These latter cases are
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where the optimal values of the caching factors are fractional.



Appendix A
Explanation of convex demand

response (Chapter 7)

We “implicitly” model the demand D = [g(D)]+ with

g(D) = (Dmax − dp)
(

1− λ

B −D

)
/

(
1− λ

B

)
, (A.1)

where

• B is the bandwidth reserved between CP and ISP for delay sensitive applications

paying usage-based prices,

• λ is demand sensitivity to mean delay, here modeled as 1/(B −D) (an expression

for mean delay taken from the M/M/1 queue [111]).

Here, λ > B −D results in zero demand D. That is,

D = [g(D)]+.

Letting

D̃ := (Dmax − dp)/(1− λ/B) = Dmax(1− p/pmax)/(1− λ/B),

and assuming

D̃ > 0,

we can find the interior fixed-point D of g+ (i.e., fixed point of g), giving the “explicit”

demand response

D = 1
2

[
(B + D̃)−

√
(B − D̃)2 + 4λD̃

]
. (A.2)
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It’s easy to see that this demand response has the following intuitive properties:

• D → Dmax as B →∞ and p→ 0

• D is a convex function of D̃ when B > λ, and hence also a convex function of price

p (as assumed in [52, 53]).

There are obviously many alternative demand models with similar properties.



Appendix B
Explanation of convex demand

response, increasing in caching

factor (Chapter 7)

As a result of ISP caching, only a fraction (1−κ) of the demand D is transmitted through

the bandwidth B between ISP and CP. So, (A.1) is modified to

gκ(D) = (Dmax − dp)
(

1− λ

B − (1− κ)D

)
/

(
1− λ

B

)
= (Dmax − dp)

(
1− λ/(1− κ)

B/(1− κ)−D

)
/

(
1− λ/(1− κ)

B/(1− κ)

)
So, solving D = gκ(D) results in (A.2) with B and λ replaced by B/(1−κ) and λ/(1−κ),

respectively:

D = 1
2

[
(
B

1− κ
+ D̃)−

√
(
B

1− κ
− D̃)2 + 4

λ

1− κ
D̃

]
. (B.1)

So, as κ → 0, the demand tends to (A.2), i.e., convex in price. On the other hand,

as κ→ 1, the demand tends to linear in price (7.1).

Since, gκ(D) = g0((1−κ)D) := g((1−κ)D), is decreasing in (1−κ)D (hence increasing

in caching factor κ), the solution

Dκ = gκ(Dκ)

is an increasing function of caching factor κ (in particular, Dκ ≥ D0). To see this, note
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that

D0 = g0(D0) < g0((1− κ)D0) = gκ(D0).

So, if Dκ ≤ D0, then we would have

Dκ ≤ D0 < gκ(D0) ≤ gκ(Dκ),

which contradicts the definition of Dκ in the first display above.



Appendix C
Convexity of cost of caching as a

function of caching factor (Chapter

7)

Assume that the cost of caching is proportional to the number of cached items (content),

in turn proportional to the (mean) amount of memory required to store them. For a

fixed population of N end-users (a proximal group served by an ISP), let π(j) be the

proportion of the items that will soon be of interest to precisely j end-users. Finally,

suppose the ISP naturally prioritizes its cache to hold the most popular content. So, a

“caching factor” κ, based on all-or-none decisions to cache content of the same popularity,

would satisfy

κ ∝
N∑

j=N−f(κ)

jπ(j).

for some f(κ) ∈ {0, 1, 2, ..., N}. The cost of caching would be proportional to the number

of cached items, i.e.,

c(κ) ∝
N∑

j=N−f(κ)

π(j).

Suppose that the great majority of potentially desired content is only minimally

popular, i.e., π(j) is decreasing1 We now argue that the caching cost c(κ) is convex

1Note that this general assumption obviously accommodates the empirically observed Zipf distribution
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and increasing for the simplified continuous scenario ignoring the (positive) constants of

proportionality:

κ =

∫ N

N−f(κ)
zπ(z)dz and c(κ) =

∫ N

N−f(κ)
π(z)dz,

with c(0) = 0 and c(1) = 1. By differentiating successively, we get

1 = (N − f(κ))π(N − f(κ))f ′(κ) (C.1)

c′(κ) = π(N − f(κ))f ′(κ)

⇒ 1 = (N − f(κ))c′(κ)

⇒ c′′(κ) = f ′(κ)(N − f(κ))−2 (C.2)

Note that f ′ > 0 by (C.1) and therefore c′′ > 0 by (C.2).

for content popularity, e.g., [28].
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