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Abstract

The well-known “Memory Wall” has been raised in 1990s. At that time, the researchers noticed
the diverging exponential increase in the performance of processor and main memory and thus
claimed that the main memory would eventually become the bottleneck of the entire computing
system. Furthermore, benefiting from the semiconductor process scaling, the number of transis-
tors in a single chip keeps growing up. As a result, microprocessor designs enter multi-/many-core
era and the instruction level parallelism (ILP) and thread level parallelism (TLP) have been ex-
tensively exploited. The improved parallelism requires the memory to provide low latency, high
bandwidth and low power consumption. Unfortunately, as the de facto main memory technol-
ogy, the evolution of DRAM is relatively slow due to the poor scalability and the extremely high
sensitivity of design cost (cost per bit). To this end, we are hitting the “Memory Wall”.

To break the memory wall, enormous research work has been proposed to optimize the DRAM
architecture so that a better trade-off among performance, power, and design overhead can be
achieved. Some of the previous proposals, however, are difficult to be implemented because of
either the unaffordable design overhead or the unacceptable performance degradation. Moreover,
certain new issues have shown up along with the evolution of DRAM. For example, the perfor-
mance impact of refresh cannot be ignored anymore as it can significantly degrade the DRAM
performance. The power consumption of DRAM is also critical as up to 40% power is consumed
by the DRAM modules, which are massively populated in the data centers. Therefore, in the
DRAM realm it still needs lots of research efforts to make sure DRAM can win the war against
the “Memory Wall”. This is the motivation of this dissertation.

In this dissertation, the author proposes several novel DRAM architectures, which aims at
a better trade-off among DRAM performance, power, and design overhead. Both traditional
DRAM technologies and the emerging 3D-stacked DRAMs are covered in this work. To relieve
the refresh penalty in the commodity DRAM, a concurrent refresh aware memory, CREAM, is
proposed. CREAM allows refresh and memory access to be served in parallel. In addition, Half-
DRAM is proposed to achieve power reduction and performance improvement simultaneously.
In Half-DRAM, a bank is redesigned so that it is able to activate only half of a row to reduce
the activation and precharge power. In this way, Half-DRAM can easily eliminate the power
constraints and thus improve the performance. Meanwhile, two half-rows can be accessed in
parallel to further improve the performance once the sub-array level parallelism is deployed.
Furthermore, a new precharge policy, Lazy Precharge, is introduced to minimize the precharge
overhead. By leveraging the Lazy Precharge, multiple activations can share a precharge so that
the number of precharge can be reduced significantly. Furthermore, In addition to the traditional
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2D DRAM, a novel 3D WideIO architecture is proposed to increase the DRAM parallelism. To
take advantage of the increasing wiring resource in the vertical dimension, a bank is further split
into multiple sub-banks. Each sub-bank can provide the full cacheline. Finally, a 3D SoC chip
has been taped out to demonstrate the feasibility of 3D-stacked DRAM. In the chip, a 3D-stacked
DRAM directly stacks on a two-layer logic chip. The experimental results show that the proposed
optimizations can either effectively improve DRAM performance or significantly reduce DRAM
power with negligible area overhead.
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Chapter 1
Introduction

In this chapter, we first briefly review the “Memory Wall” as the motivation of the work shown

in the following chapters. We then summarize the various DRAM types as the response from

the industry to the “Memory Wall”. Afterwards, we show the DRAM hierarchy in which all

our optimization schemes occur in this work. Finally, we depict the basic DRAM commands,

including Activate (ACT), Read, Write, Precharge (PRE) and Refresh (REF), along with the

introduction of command timing analysis.

1.1 The “Memory Wall”

The term “Memory Wall” can be traced back to 1994, when Dr. Wulf and Dr. McKee firstly

raised the word in their short paper [9]. Their concern is that the main memory will finally

become the bottleneck of the whole computing system due to the diverging exponential increase

in the performance of process and main memory. Equation 1.1 is given in the paper to explain the

cause of memory wall, which calculates the overall access time for a memory request. As shown,

the access time is determined by the performance of the processor (Tcore)
1, the performance of

main memory (Tmem) and the cache hit rate (Pcache hit). Given the modern processor has high

cache hit rate (>90%), the performance of CPU dominates the overall access time as long as

Tmem is comparable to Tcore.

Ttotal = Tcore × Pcache hit + Tmem × (1 − Pcache hit) [9] (1.1)

Unfortunately, as the de facto main memory, DRAM technology turns out to be difficult to

keep the pace with the processor scaling. By leveraging the “Moore’s Law”, processor perfor-

mance can be doubled in every 18-24 months. Even though DRAM capacity can catch up the

1The paper assumes the processor and cache have the same performance. Also, the authors consider a uniform
cache access (UCA) architecture.
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Figure 1.1: The performance divergence between processor and memory.

speed, DRAM performance can only be improved by 7% per year. Therefore, the performance

gap between processor and memory increases exponentially, which is shown in Figure 1.1. As

a consequence, the memory will eventually be dominant in the system performance and thus

become the system bottleneck.

In fact, only the access latency is considered in the paper as the criteria of memory wall. In

addition to the aforementioned latency issue, DRAM also needs to face the design challenges

from the increasing bandwidth requirement, the reduction of power consumption, and the desire

to further scale down the feature size. As a result, the memory wall is four-fold today: 1)

Latency, 2) Bandwidth, 3) Power, and 4) Scalability. In this work, the first three issues are

addressed with the corresponding optimization proposals. The goal is to make a better design

trade-off among the latency, bandwidth and power. Furthermore, the design overhead is carefully

analyzed to make sure the optimization schemes are practical.

1.2 The Response From The Industry

To win the war against “Memory Wall”, the DRAM industry works hard to develop various

DRAMs as the response to the increasing system requirements. Figure 1.2 illustrates the evolution

of DRAM technologies. In particular, there are two DRAM families shown in the figure: DDRx

and LPDDRx. Each family has advanced to the fourth generation (DDR4 [6] and LPDDR4 [10],

respectively). DDRx is a high-performance DRAM that is usually used in PC, server and network

processors. In contrast, LPDDRx is a low-power DRAM that is widely used in the mobile

devices. Furthermore, some 3D-stacked DRAMs, such as Wide-IO [11], High Bandwidth Memory

(HBM) [12] and Hybrid Memory Cube (HMC) [13], have been proposed in recent years. All these

DRAMs are targeting at addressing one or multiple aforementioned challenges. The industry’s

solution can be summarized as follows.
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• Latency reduction. Micron has shipped Reduced-Latency DRAM (RLDRAM) [14], which

has smaller access latency. Similarly, Fujitsu has invented Fast-Cycle DRAM (FCRAM)

[15] to obtain less access latency. The access latency of these two memories is improved

due to the smaller load on the wordline in a smaller bank. In addition, a higher voltage is

usually applied on the wordline to speed up the row opening2.

• Bandwidth improvement. As the bandwidth is calculated as the product of data width

and operating frequency (shown in Equation 1.2), DRAM vendors are striving to enhance

both factors to improve the bandwidth. As shown in Figure 1.2, in each generation (from

DDR [16] to DDR4), the data rate (2×frequency) is doubled to provide 2X bandwidth.

HMC can even achieve up to 15Gbps data rate. On the other hand, Wide-IO and HBM

have been proposed to increase the data width. Distinct from DDRx family in which the

data is usually 64-bit wide, Wide-IO supports 512-bit data. HBM can even provide 1024-bit

data via 8 channels.

BDataBandwidth = WDataWidth × FDataFrequency (1.2)

• Power reduction. The power reduction is achieved in two ways. First of all, the supply

voltage drops in the DDRx family. As shown in Figure 1.2, the power supply that is 2.5V

2Please see Section 1.3 for the definition of these terms
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in DDR shrinks to only 1.2V in DDR4. Both the dynamic and static power benefits from

the supply voltage drop. Moreover, Low-power DDR DRAM (LPDDR) [17] (a.k.a. mobile

DRAM) is introduced to further reduce the power. LPDDR has even smaller voltage than

DDR. In LPDDR2 [18], the on-die termination (ODT) logic and delay-lock-loop (DLL) are

removed to reduce the I/O and leakage power.

• Scalability. Taking advantage of semiconductor process scaling, DRAM process keeps scal-

ing down accordingly. Recently, Samsung has announced to ship 20nm DDR3 soon [19].

10nm DRAM is also on the roadmap and expected to be available in the near future.

On the other hand, 3D ICs opens up another opportunity to sustain the scalability. By

leveraging the Through-Silicon-Vias (TSVs), multiple DRAM dies can be stacked together

and encapsulated in a single chip package. In this way, the 3D-stacked DRAM is able to

increase the chip capacity, reduce the access latency and reduce power consumption at the

same time.

1.3 The DRAM Hierarchy

Without loss of generality, the DRAM memory structure has a pyramid-like hierarchy, which

consists of rank, chip, bank, sub-array, MAT, and cell, as shown in Figure 1.3 (from top to

bottom). A rank is composed of multiple memory chips (a.k.a. device) that operate in lock-

step to feed the data bus. Inside one chip, several banks are employed as cell arrays and can
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be accessed independently. Therefore, bank-level parallelism is extensively studied to improve

memory performance.

In fact, a bank can be further divided into many sub-arrays. All sub-arrays share the output

of global row address decoder so that only one sub-array is allowed to be active at any time.

In one sub-array, there are many MATs and each of them has its own row decoder and sense

amplifier array as the local row buffer. Typically, a MAT is sized of 512×512 storage cells in row

(wordline) and column (bitline) dimension. One storage cell is a Capacitor that is connected

to an access Transistor (so-called 1T1C structure). According to the different voltage in the

capacitor, the cell holds logic ‘1’ (Vdd) or ‘0’ (0V). As the example shown in the figure, eight

chips compose a rank to provide 64-bit data and each chip delivers 8-bit data (so-called ×8 chip).

Every chip contains eight banks and each bank has 16K rows and 8K columns. Therefore, one

bank has 32 (= 16,384
512 ) sub-arrays and each sub-array consists of 16 (= 8,192

512 ) MATs.

1.4 The Preliminary Of DRAM Commands

The commands a DRAM can accept can be classified into four types3: row activation ACT or RAS

(Row Address Strobe), column read/write CAS (Column Address Strobe), precharge PRE, and

refresh REF. Only CAS has data transfer between memory controller (MC) and memory modules

while other three commands are only used for either access preparation (ACT and PRE) or data

protection (REF). The purpose of the four commands is as follows.

• ACT: An activation is to open a row in a bank. It enables the row address decoder to assert

a wordline. The data will then be sensed and locked in the sense amplifier.

• CAS: A column read/write is to fetch a data segment from the sense amplifier. It also

accounts for the data traverse on the internal bus and read/write buffer.

• PRE: A precharge is to close a row in a bank. It resets the sense amplifier and bitline to the

idle state for the next activation.

• REF: A refresh is to protect the data. It simply reads out and writes back the data. As a

result, it can be treated as a pair of activation and precharge.

Figure 1.4a illustrates the command flow for a read transaction. The flow can be simplified as

a loop of “ACT-CAS-PRE-ACT”. First of all, the target bank should be activated by receiving

an ACT command. After the RAS-to-CAS delay (tRCD), the data has been sensed in the sense

amplifier so that a CAS can be issued to fetch the data. After the read latency (tCL), the data

shows up on the data bus. As double data rate (DDR) is widely applied in commodity DRAM,

the data is sampled by MC at both rising and falling clock edge. In DDR3, the data burst length

(BL) is 8, which means DRAM spends 4 clocks to burst out the data.

3In fact, more memory commands are available in JEDEC specification, such as implicit auto precharge, post-
CAS, and commands for low-power mode. The ACT-CAS-PRE-ACT command order, however, is still applied.
As a result, we only show these four basic commands in this work.
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Figure 1.4: DRAM commands for read and write transaction. Note that a write can lock a bank
for a longer time before the bank can be closed (precharged).

Note that the bank is unable to be closed immediately after CAS. Instead, the bank needs

to spend time on restoring the data due to the destructive array access. The time period tRAS

accounts for such constraint. Once the tRAS constraint is satisfied, a PRE can be issued to close

the bank. As shown, there is also a minimum distance between the precharge and the next

activation, which is denoted as tRP. As the bank is fully precharged, it can be reopened by

the next activation. Therefore, the term row cycle tRC is the primary measurement of DRAM

latency as it indicates how fast a bank can be reopened. As shown in Equation 1.3, the row cycle

can be calculated as the sum of tRAS and tRP.

tRCread = tRAS + tRP (1.3)

tRCwrite = tRCD + tWL+BL/2 + tWR+ tRP (1.4)

The command flow for a write transaction is shown in Figure 1.4b. Distinct from read, write

has a shorter write latency tWL (tWL <tCL). Moreover, since DRAM has to change the value

of the storage cell, it needs to wait for the write recovery latency tWR before the bank can be

closed. Note that the write recovery latency starts right after the completeness of data burst on

the bus. Therefore, the row cycle of a write transaction is different from that of read transaction.

As shown in Equation 1.4, it is the sum of tRCD, tWL, BL/2, tWR and tRP.
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1.5 The Structure Of The Dissertation

The rest of dissertation consists of six chapters. Chapter 2–Chapter 6 are the body of the

dissertation. Chapter 7 concludes the dissertation with the summary of the proposals shown

in this work and the discussion of future work. In general, the first five chapters follow the

rule of “WWWH”, which stands for “What is the problem”, “Why the problem is important”,

“What is the proposed solution”, and “How much improvement the solution can achieve”.

Correspondingly, each chapter has the dedicated introduction (W), background/motivation (W),

the proposal and design overhead (W), and experimental results (H).

Chapter 2 shows the in-depth details of CREAM, which is a concurrent refresh aware DRAM

architecture. Sub-rank and sub-array level refresh are proposed to isolate the refresh from normal

memory access. In this way, it is unnecessary to lock the whole memory during a refresh.

Chapter 3 presents the Half-DRAM, in which the DRAM is redesigned so that only a half of row is

activated. As the active row size shrinks, Half-DRAM can effectively reduce the activation power.

In addition, it can also achieve performance improvement once the sub-array level parallelism

is employed. Chapter 4 targets at the reduction of the precharge overhead and thus proposes a

novel precharge policy, which is noted as “Lazy Precharge”. Distinct from prior studies, Lazy

Precharge can effectively reduce the number of precharge in that it allows multiple activations

to share a common (lazy) precharge.

Chapter 5 and chapter 6 focus on the optimization in 3D-stacked memory. In chapter 5, 3D-

SWIFT is proposed in which a 3D Wide-IO memory [11] is further split into multiple sub-banks.

Stemming from the improved wiring capability in the third dimension, each sub-bank can provide

a full cacheline. As a result, 3D-SWIFT can significantly reduce the activation power and thus

break the TAW (two activation window) constraint for performance improvement. Chapter 6

demonstrates the feasibility of 3D IC and the on-chip memory stacking technology. The design

flow of a 3D SoC is depicted in this chapter. The front-end and bank-end flow are described

separately. In addition, a custom memory controller is designed to interact with the 3D-stacked

DRAM.



Chapter 2
CREAM: The Relax Of Refresh

Penalty

In recent years, DRAM density has been improved dramatically as DRAM technology evolves

along with CMOS process scaling. Recently, 16Gb DRAM chip was defined in DDR4 specifi-

cation [6]. The increasing density, especially the increasing row number, introduces significant

refresh penalty because more rows are required to be refreshed at a time. As a result, it takes

longer time and more power to complete a refresh. The larger refresh penalty is no longer trivial

as it can result in negative impact on memory performance and power. For example, signifi-

cant performance degradation has been observed [20]. Consequently, the DRAM system should

be carefully designed to mitigate the refresh penalty. In this work, we propose a Concurrent-

REfresh-Aware Memory (CREAM) architecture that allows memory access and refresh to be

executed concurrently under the pre-defined power constraint. The contributions of this work

can be summarized as follows:

• Trade-off between power constraint and performance. The capability of concurrent

refresh in today’s commodity DRAM is limited due to power (current) constraint. To relax

the constraint, sub-rank-level refresh (SRLR) is proposed so that fewer banks are refreshed

simultaneously to reduce the refresh power consumption. The saved power can in turn be

used for memory accesses to improve performance.

• Sub-array-level refresh. With SRLR alone, the whole sub-rank is still locked during

a refresh. To further improve the performance, a novel sub-array-level refresh (SALR) is

proposed to increase the probability of memory concurrency between normal access and

refresh. To our best knowledge, this is the first work to deploy SALR for the reduction of

refresh penalty.

• Concurrent refresh design. By combining SRLR and SALR, CREAM can issue a

memory access even when a refresh operation is ongoing, which means that the access and
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refresh can be served in parallel. In this way, CREAM can effectively hide the refresh

latency overhead and meanwhile improve the performance. Moreover, a quasi-ROR inter-

face is designed to make CREAM compatible with JEDEC-DDR standard, with negligible

hardware overhead.

• Refresh-aware memory optimization. Two mechanisms, sub-array round-robin and

dynamic refresh scheduling, are devised for further performance improvement. Sub-array

round-robin evenly distributes the fine-grained refresh in a bank to avoid conflict between

memory access and refresh. In addition, the concurrent refresh can be scheduled dynami-

cally according to the status of a sub-rank.

2.1 Background And Motivation

In this section, we first briefly review the refresh overhead in the conventional DRAM architec-

ture, and then discuss the ineffectiveness of existing solutions to mitigate the refresh overhead,

which motivates this work to come up with a more effective approach to re-architect the DRAM

structure.

2.1.1 Preliminary Of DRAM Refresh

Due to the leakage current, the charge in each storage cell gradually dissipates and eventually

the stored data can be lost as the state becomes unrecognizable. The lifetime of the data is noted

as retention time. To prevent the data loss, refresh is required to recharge the storage cell within

the retention time. In theory, a refresh scheme at any granularity is valid as long as the cell can

be refreshed in time. The refresh in modern DRAM memory, however, is usually organized at

rank level, which means all chips in the rank and all banks in the chip are refreshed in lockstep.

No memory access is permitted to a rank when it undergoes a refresh. In other words, refresh

and memory access are mutually exclusive to each other in the scale of rank.

Basically, two common refresh scheduling schemes have been developed to refresh the whole
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memory system, which are shown in Figure 2.1. Burst Refresh requires the memory controller

(MC) to send multiple successive refresh pulses in burst within a short period while Distributed

Refresh mandates the MC to evenly send refresh pulses to DRAM chips periodically. Even

though both methods can complete all refreshes before the data loss, burst refresh induces a

relatively longer memory stall that degrades the performance. In addition, burst refresh consumes

large power within a short time interval, which requires higher current density that is challenging

for commodity DRAM. Therefore, distributed refresh is preferable for MC design due to the

amortization of refresh overhead in terms of performance and power. In addition to these two

schemes, there are two refresh modes in the commodity DRAM. Auto Refresh is one mode

that MC initiates a refresh by sending a refresh command (REF) to DRAM chips. Alternatively,

Self Refresh is employed as a low-power mode so that a DRAM chip can complete the refresh

without the intervention from the MC. The refresh row address is generated by an internal row

counter. Since only Auto Refresh is used during a memory access, we focus on this refresh mode

in this work.

2.1.2 The Source Of Refresh Penalty

The primary refresh penalty is the mutual exclusion between refresh and memory access due to

the sharing of pre-decoded row address in a bank. As a result, one bank can only serve one out

of four memory operations at a time: activation (RAS or ACT), precharge (PRE), read/write (CAS),

and refresh (REF). Consequently, all memory operations can only be issued in sequence, which

we call intrabank-zero-parallelism. The intrabank-zero-parallelism requires memory operations

to wait if a refresh is being processed. Moreover, since all banks are refreshed simultaneously,

refresh further suppresses bank-level parallelism, which we denote as interbank-zero-parallelism.

The combined effect of intrabank- and interbank-zero-parallelism mandates all memory accesses

to be delayed until the refresh completes. Considering the refresh should be taken periodically,

an application may experience a long, periodic delay, which can incur significant performance

degradation.

In JEDEC-DDR standard [6, 21], three timing parameters are used to define the refresh

characteristics of a DRAM chip. These timing parameters are illustrated in Figure 2.1(b).

• tREFW is the refresh window that refers to the cell retention time.

• tREFI is the time interval of two REF commands. Since distributed refresh is applied, the

value of tREFI is determined by tREFW and the refresh count in a tREFW.

• tRFC is the refresh latency of one REF command, which is also known as refresh cycle.

Table 2.1 shows the values of these three parameters as the chip capacity ranges from 1Gb to

16Gb1. According to the operating temperature, tREFW can be either 64ms (Temp≤85◦C) or

32ms (85◦C<Temp<95◦C). From the table, the refresh count remains at 8,192 even though the

1The values of 16Gb DRAM has not been defined in JEDEC DDR4 specification. The data listed in the table
is based on our projection according to the trend from 1Gb to 8Gb.
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Table 2.1: Refresh related parameters with various DRAM capacities (based on Micron DDR3-
1333 data sheet)

Capacity 1Gb 2Gb 4Gb 8Gb 16Gb

Row Num. 16K 32K 64K 128K 256K

Refresh Num. 8K 8K 8K 8K 8K

Rows/REF 2 4 8 16 32

tREFW(ms) 64/32 64/32 64/32 64/32 64/32

tREFI(µs) 7.8/3.9 7.8/3.9 7.8/3.9 7.8/3.9 7.8/3.9

tRFC(ns) 110 160 260 350 450

tRFC/tREFI
1.41% 2.05% 3.34% 4.34% 5.77%
2.82% 4.11% 6.68% 8.68% 11.54%

tRRD(ns) 6 6 6 6 6

tFAW(ns) 30 30 30 30 30

tRC(ns) 51 51 51 51 51

IDD5B(mA) 165 111 148 230 260

IDD0(mA) 65 41 47 85 95

Version G[22] K[7] E[8] D[23] N/A

memory capacity increases. Therefore, tREFI sustains at 7.8µs (3.9µs) regardless of the DRAM

evolution.

From Table 2.1, it is clear that the refresh cycle tRFC dramatically increases as the chip

capacity keeps growing. Correspondingly, the refresh overhead that is defined as tRFC/tREFI

becomes larger, which means the following memory accesses should wait for a longer time. The

large performance degradation has been observed in [20] and we also see the similar result.

Figure 2.2a illustrates the potential performance gain if there is no refresh in DRAM. The average

speedup for all benchmarks and memory-intensive benchmarks is 6.3% and 11.2% with 3.9µs

refresh rate, respectively. An interesting observation from Figure 2.2a is that some benchmarks,

such as gobmk and libquantum, have larger performance drop (15.7% and 14.3%) than the

maximum refresh overhead (11.54%), which indicates the refresh generates accumulative effect

on an application and therefore aggravates the performance degradation.

2.1.3 Power Constraint–The Secondary Cause

In addition to the aforementioned refresh penalty caused by intrabank- and interbank-zero-

parallelism, power (current) constraint is the secondary factor that necessitates the mutual ex-

clusion between refresh and memory access. Even though the refresh power constraint is not

detailed in JEDEC standard and DRAM vendors’ data sheet, we leverage the well-known power

constraint on activation to help the explanation.

To ensure that the peak current consumption does not exceed the pre-defined threshold, a

DRAM chip prohibits very frequent activations. Correspondingly, two timing parameters are used

to limit the ACT frequency. tRRD is known as activation-to-activation delay, which determines the

minimum interval between two successive ACTs. Moreover, the four-activation window constraint

tFAW only allows four ACTs to be issued in any tFAW cycles. Once the MC issues an ACT to open

a row, the next ACT can only be issued after tRRD cycles. Since tFAW is usually greater than
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size ranges from 1Gb to 16Gb; (b) the ineffectiveness of fine-grained refresh in DDR4; both ×2
and ×4 modes are shown by the normalized IPC to the baseline ×1 mode; (c) the ineffectiveness
of ER; (d) cause of ER’s failure.

the sum of four tRRDs (see Table 2.1), the fifth ACT (highlighted in gray) can only be issued after

tFAW cycles even if it satisfies tRRD constraint. Therefore, tFAW constrains the performance in

a DRAM system that the close-page row buffer management policy is applied [24]. As CREAM

aims at the server memory that close-page policy is commonly deployed, tFAW effectively limits

CREAM’s performance as well.

Since a refresh can be simply considered as a pair of activation and precharge (see Section 2.2),

it should abide with the same power constraints too. From Table 2.1, a refresh consumes about

3X currents (IDD5B) than an activation (IDD0), which means it almost reaches the peak current.

As a result, no activation can be issued during a refresh.
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Table 2.2: Settings for fine-grained refresh in DDR4 [6]

1× 2× 4× 8×
tRFC(ns) 350 260 160 75

tREFI(µs) 3.9 1.95 0.975 0.4875

2.1.4 The Ineffectiveness Of Existing Refresh Scheduling Methods

To mitigate the refresh penalty, the new DDR4 standard [6] proposes a fine-grained refresh

scheme, in which refresh frequency can be two (2× mode) or four times (4× mode) higher than

the original refresh rate (1× mode). Since more refreshes are involved, fewer rows need to be

refreshed during a single refresh. In this way, the fine-grained refresh can reduce tRFC so that

the waiting memory accesses can be served earlier to improve performance. Table 2.2 lists the

timing changes when fine-grained refresh is applied2. We implement this fine-grained refresh in

DRAMSim2 [26] and select some memory-intensive benchmarks from SPEC2006 suite to evaluate

its effectiveness (see Section 2.4 for the detail of simulation platform). As shown in Figure 2.2b, on

average 2× and 4× mode can only achieve 3.9% and 6.4% performance gain, respectively, which

is consistent with JEDEC report [25]. Therefore, the proposed refresh scheme is ineffective to

eliminate the refresh penalty, still leaving a big performance gap to be filled.

The main problem of such fine-grained refresh is that it only reduces the waiting time caused

by intrabank- and interbank-zero-parallelism rather than eliminate either of them. As a result, all

banks are still locked during the refresh even though the refresh cycle becomes smaller. Moreover,

the higher refresh rate adversely affects the performance as well. Compared to the 1× mode where

an application only needs to wait for one tRFC, the application running with the fine-grained

refresh scheme can experience multiple refreshes in the same tREFI. The accumulative refresh

penalty, which is calculated as Nstall×tRFC2× (tRFC4×) where Nstall is the maximum stall

number, could be larger than the single refresh cycle tRFC1× and thus even induce performance

degradation in 8× mode as shown in [25].

Another famous refresh scheduling policy has been proposed in [20], which is called elastic

refresh (ER). ER leverages the 8-tREFI refresh scheduling flexibility defined in DDR standard

to hide the refresh penalty. Different from prior work that defers a refresh until the memory is

idle (DUE) [27], ER leaves an extra elastic window and expects that there are incoming memory

accesses in the window. If so, ER further defers the refresh until either no access comes up

during the window or it has deferred eight refreshes and thus hits the 9-tREFI refresh limitation.

As the window width is critical to ER’s performance, ER has capability to adjust the window

width in-the-flight based on the average idle time and the number of deferred refreshes. We also

implement this approach to measure the performance improvement. Figure 2.2c illustrates the

results. Unfortunately, no result can be comparable to the ideal case where no refresh is applied.

On average, there is 7.8% performance gap between ER and the ideal case. In particular, the

potential improvement room can be as much as 12.1% (gobmk). Similar to the aforementioned

fine-grained refresh, ER also renders the ineffectiveness to eliminate the refresh penalty.

28× mode is mentioned in [25] but not defined in [6].
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The reason of ER’s failure can be simply explained as follows. ER uses the average idle cycles

as window width for the possible coming access. The average idle cycles calculated by arithmetic

mean, however, means only half of accesses that have smaller interval than the idle cycles can

benefit from the elastic idle time while the other half can’t. Figure 2.2d shows two examples for

the performance loss caused by ER. Firstly, let’s assume 1) the elastic window starts after access

A (green block) as memory becomes idle; and 2) access B (red block) is too far away from A

to catch the window. As a result, as shown in the left part of Figure 2.2d, a deferred refresh is

launched after the window. In this way, ER adversely destroys the potential performance gain

since the idle time between A and B is actually long enough to hide a refresh. On the other

hand, the right part gives another example where the idle time between A and B is shorter than

tRFC. Consequently, B should wait for a while (blue dotted line). With ER, B needs to wait

for a longer time because of the late launch of the refresh after the elastic window. As a result,

even though ER can allow some memory requests to be served without stall, it may also add

additional delay to other accesses, which in turn offsets its effectiveness.

Since the existing refresh policies still leave a big room for further performance improvement,

CREAM is proposed as an essential solution to effectively reduce the refresh penalty. The goal

of CREAM is to hide the refresh penalty and thus perform like a “non-refresh” DRAM.

2.2 The Proposed Memory Architecture – CREAM

As shown in Figure 2.3 (left), a basic refresh is a two-stage operation. First, the refresh row is

opened to load the data from the cell to the sense amplifier (SA). The cell is then restored to

logic ‘0’ or ‘1’. Once the restoration completes, DRAM moves to the second stage, in which a

pre-charge is applied to close the row by resetting the bitline and SA for the following memory

accesses. Note that the column select signal CSL is turned off so that the refresh is invisible for

the rest of the system. In this way, a refresh can be treated as a pair of activation and pre-charge.

The two-stage refresh implies an important feature that CREAM leverages: the range of data

movement during a refresh is limited between a sub-array and the corresponding

local SA so that it does not induce resource contention with other memory accesses

outside the sub-array (e.g., the contention on global row buffer, I/O gating logic, or I/O bus).

Consequently, it provides an opportunity for a bank to serve a refresh and memory access in

parallel as long as they can be completely isolated from each other.

2.2.1 Sub-Array-Level Refresh (SALR): Reduction Of Refresh Con-

flicts

According to Figure 2.3, one sub-array has a local (dedicated) bitline and local SA array so that

it has the potential to complete the refresh without competing for the sharing resources with

other sub-arrays. Therefore, we develop a technique called sub-array-level refresh (SALR) to

eliminate the intrabank-zero-parallelism. Because of the sharing of row address logic, however,
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the sub-array-level refresh is not available in conventional DRAM design. To enable SALR, small

modification is required and Section 3.2 will present the design detail.

SALR can significantly reduce refresh penalty due to the low probability of refresh conflict,

which in turn indicates the high probability of concurrent refresh that helps hide refresh penalty.

For any memory access, the probability of sub-array conflict can be presented as Equation 2.1,

where NSA is the number of sub-arrays in one bank. It is straightforward that the probability is

inversely proportional to the number of sub-arrays if the memory access is uniformly distributed

in the bank. Note that NSA may not necessarily be equal to the real number of sub-arrays in a

bank because multiple sub-arrays can group together as a single sub-array. For instance, NSA

can be only eight in a 4Gb bank that has 128 sub-arrays (64K rows with 512 rows per sub-array).

According to Equation 2.1, the probability of a sub-array conflict is only 1.56% as 64 sub-arrays

are employed. Thanks to the low probability, sub-array conflict can be effectively reduced to

guarantee the high refresh concurrency.

P 1bank(NSA) =
1

NSA
(2.1)

2.2.2 Sub-Rank-Level Refresh (SRLR): Consideration Of Power Con-

straint

The aforementioned fine-grained refresh does not take into account the limited current budget of

DRAM. Since all memory operations must abide with the power constraint, no memory access can

be issued if all banks are refreshed simultaneously, which in turn kills the memory concurrency.
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Therefore, the only way to enable concurrent refresh is to reduce the current consumption by

a refresh. Based on our observation from [28], the total current consumed by a refresh

is proportional to the number of banks that are refreshed simultaneously3. As a

result, it is straightforward that reducing the number of banks that are refreshed together can

save power accordingly. CREAM employs this idea to develop a sub-rank-level refresh scheme

(SRLR). The original rank with eight banks are further divided into two (SR2), four (SR4) or

eight (SR8) sub-ranks. As a consequence, each sub-rank has four, two or one bank that are

refreshed simultaneously. As fewer banks are involved in a refresh, CREAM makes use of the

saved current to enable memory access in parallel. In this way, SRLR relaxes or even eliminate

the interbank-zero-parallelism because it is no longer necessary to lock all banks during the

refresh.

2.2.3 The Combination Of SALR And SRLR

The combination of SALR and SRLR provides CREAM high flexibility of fine-grained refresh

due to the significant alleviation of intrabank- and interbank-zero-parallelism limitations. Once

a sub-rank is being refreshed, memory accesses can be issued to any sub-ranks as long as there

is no sub-array conflict. To obey the power constraint, power should be reassigned in the new

architecture. In this work, we conservatively assume that halving bank number can save current

for one activation. Based on the assumption, a refresh in SR2, SR4 and SR8 consumes the same

current as three, two, and one normal ACTs4. As a result, these three refresh schemes have distinct

capabilities to compete with ACT in a window, which is illustrated in Figure 2.4. For example, as

a refresh in SR4 is identical to two ACTs in terms of current consumption, it reserves two slots for

refresh and thus leaves another two ACT slots for the memory accesses, which is noted as 2-ACT.

Similarly, 1-ACT and 3-ACT are available in SR1 and SR8, respectively.

Nonetheless, fewer banks per refresh require more refreshes in a tREFI. As shown in Figure 2.4,

only two refreshes are required in SR2 while eight refreshes are executed in SR8. The more

refreshes may induce performance drop as DDR4 does (see Section 2.1.4). Thanks to SALP, the

probability of sub-array conflict in a sub-rank, which is shown as Equation 2.2, is low enough to

effectively reduce the conflict. In Equation 2.2, NSR is the number of sub-ranks and NB is the

number of banks in a rank. When there are eight sub-ranks and one bank has 64 sub-arrays,

the probability of sub-array conflict is only 0.2%, which implies high possibility of concurrent

refresh.

P subrank(NSR) =
1

NSR
× (1 − (1 − P 1bank(NSA))

NB
NSR ) (2.2)

3Even though the relation between current consumption and bank number is given by partial-array self refresh
(PASR), we believe the trend is also applicable to auto refresh in standard DDR SDRAM.

4Even though the reassignment is inaccurate, it is close to the truth. The sensitivity study is given in Sec-
tion 2.4.3.2 by relaxing the power assignment.
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only two ACTs are available during a refresh. Similarly, one and three ACTs are available in SR2
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2.2.4 Refresh-Aware Optimization

In addition to the aforementioned SRLR and SALR, we consider two refresh-aware optimizations

to further improve the performance.

2.2.4.1 Sub-Array Round-Robin

The probability calculation given in Equation 2.1 and 2.2 assumes that the memory accesses are

evenly distributed in a bank. In the reality, however, memory accesses are not evenly distributed.

Instead, the spatial locality is more or less reflected in the access pattern. In addition, row bits

are usually placed in the most significant bits (MSBs) in physical address mapping to augment

either row buffer hit rate or bank-(rank-) level parallelism (or both). As a result, it is more likely

memory accesses concentrate in a sub-array rather than scatters over the whole bank. To further

avoid the sub-rank conflict, CREAM prioritizes the round-robin among sub-arrays over the inner

row round-robin within a sub-array (see Figure 2.3). Once a refresh has been completed in a

sub-array, next refresh will move to next sub-array rather than next row in the same sub-array.

In this way, CREAM can control the sub-array conflict as a rare case.

2.2.4.2 Dynamic Refresh Scheduling

The first three fine-grained refreshes shown in Figure 2.4 adopt static refresh scheduling policy.

The meaning of “static” is two-fold. First of all, all sub-ranks are refreshed in order (1-..-NSR).

In addition, the refresh is distributed evenly in a tREFI so that the time interval between two

sub-rank refreshes can be calculated as tREFI/NSR. The drawback of static refresh scheduling

is similar to the baseline refresh scheme because MC initiates a refresh regardless of the memory

status. When many memory accesses are queuing in the MC, static refresh may degrade the
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performance as it wastes the precious ACT bandwidth. Alternatively, a dynamic refresh scheduling

policy can be employed to address this issue.

According to the status of each sub-rank, the refresh can be executed out of order so that the

idle sub-rank is refreshed at first. In this way, the dynamic refresh scheduling policy can further

hide the refresh penalty at the sub-rank level. Since all sub-ranks must be refreshed within a

tREFI, the sub-rank that is always busy will be forced to be refreshed at the end of a tREFI. In

this work, MC simply checks the command queue to obtain the sub-rank status. Once the queue

has few memory accesses, MC assumes the sub-rank is idle and starts refreshing it. Section 2.4

will evaluate the effectiveness of the dynamic refresh scheduling policy.

2.3 The Design Of CREAM

We present the design details of CREAM architecture in this section, with descriptions of protocol

changes, hardware modification, and overhead analysis.

2.3.1 Protocol Change For Dynamic Scheduling And PAAR

To support dynamic scheduling, some modification should be made on the memory interface.

As shown in Figure 2.5a, the original auto refresh that is also known as CBR (CAS#-Before-

RAS# Refresh) should be changed to quasi-ROR (RAS#-Only Refresh). In CBR, all address

signals, including bank ID (BA[2:0]), are ignored as “Don’t Care” bits because the row address is

generated by the internal row counter in DRAM chip. In contrast, original ROR requires the MC

to maintain the row counter and explicitly send the refresh row address to DRAM chip. CREAM

adopts the mix of ROR and CBR so that sub-rank ID is put on BA[2:0] along with REF command

but the address bits are still “Don’t Care” (so-called quasi-ROR), as illustrated in Figure 2.5a.

DRAM chip reuses the bank decoder to decode the sub-rank ID and then the generated ‘sub-rank

sel’ signal is delivered to the target sub-rank. The row address is still maintained by the internal

row counter.

On the other hand, the MC of CREAM needs to know the current refresh row for the avoidance

of sub-array conflict. Therefore, a replica of row counter must be deployed in MC and used by the

command scheduler. Note that one rank has a dedicated row counter in MC. The row counter

keeps counting even if some ranks are in self refresh mode. In this way, the synchronization

(highlighted by dotted gray line) between these two row counters is established to make sure no

refresh violation occurs5.

In addition, this quasi-ROR interface can be easily extended to an ROR interface to support

the partial array auto refresh (PAAR) (see Section 2.5). At this time, MC puts both bank ID

and row address to tell a sub-rank which sub-array should be refreshed.

5A safer but more expensive synchronization scheme is to make the row counter inside DRAM chip visible to
MC so that MC can access it immediately after the exit of self refresh, which is the same as MC accesses a mode
register.
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Figure 2.5: Hardware modifications to enable SALR and SRLR. All additional logics are high-
lighted in red. (a) Quasi-ROR is employed to put sub-rank ID on BA[2:0]; (b) Two registers are
used to separate refresh row address and activation row address.

2.3.2 The Enabling Technology For SALR

Figure 2.5b illustrates the modification to conventional DRAM structure to enable SALR. Two

row address registers are added to isolate the refreshing row address from the activation address.

In addition, a multiplexer array is employed to select the row address for the purpose of either

activation or refresh. Once the refresh command REF comes in, the dedicated register is enabled

to store the refresh row address from the internal row counter. In addition, the corresponding

multiplexer is set to select the output of the refresh register. The target sub-array uses the latched

refresh row address to complete the refresh in tRFC cycles. During the refresh, the signal CSL

(see Figure 2.3) is turned off so that the refresh is isolated from the rest system. As a result, any

other sub-arrays can serve normal ACT, CAS and PRE by using the activation row register.

Note that the proposed architecture is much simpler than the one in SALP [4], where multiple

registers are employed for the parallel activation. Instead, only one register is dedicated to latch
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the row address for an ACT command, which means that at anytime only one sub-array

can be activated. As a result, CREAM can completely reuse the legacy logics in conventional

DRAM to serve an ACT/CAS/PRE under various timing constraints. Given a register costs much

more area than a multiplexer, the simplicity also reduces the area overhead due to the use of

less registers. In addition, CREAM has better scalability than SALP. The number of register in

CREAM remains at two while the number increases in SALP, if more sub-arrays are parallelized.

2.3.3 Design Overhead Analysis

In this section, we evaluate the design overhead caused by CREAM. As the cost of DRAM is

sensitive to the area, we firstly focus on the area overhead on the DRAM chip. Then, we discuss

the reuse of pin to prove that CREAM does not induce any pin-out change.

2.3.3.1 Overhead On DRAM Chip

The area overhead on the DRAM chip should be carefully considered as DRAM cost is highly

sensitive to the area and power. In this work, we implement the additional logics shown in

Figure 2.5b by Verilog HDL and then synthesize the design by Synopsys Design Compiler [29]

with TSMC 45nm low-power technology for the area and power analysis. For the comparison,

the extra logics introduced in SALP are also synthesized. All implementations are applied to

a 2Gb DRAM chip that has 32K rows (or 64 sub-arrays) and the address register is consistent

with SALP, which is 40-bit wide.

As shown in Table 5.1, when both have eight sub-arrays (SA8), CREAM only consumes

786µm2 area and 427µW power while SALP has to consume 2,325µm2 area and 1,311µW power.

On the other hand, as the number of sub-array increases, CREAM presents much better scalabil-

ity than SALP as well. For example, the area overhead of SALP almost doubles as the sub-array

numbers increases to 16. In contrast, CREAM that employs 64 sub-arrays (SA64) has moderate

area and power increase due to the simple pass-transistor-based implementation of multiplexor

array. Given a 50mm2 DRAM die with 64 sub-arrays, the overall area overhead can be calculated

by 1,975µm2×8banks, which is only 0.016mm2 (0.032%). Therefore, the area overhead on the

DRAM chip is negligible.

Furthermore, as summarized in [30, 31], it is more costly when the modification is applied

to the bitline and sense amplifier while it is less costly when the change is conducted in the row

logic and I/O. Considering SALP changes the bitline layout but CREAM only puts additional

hardware around row logic and never touches the DRAM core, we believe the architecture of

CREAM introduces much smaller hardware overhead than that of SALP.

2.3.3.2 Interface Protocol Change

The only change at the interface is the reuse of the link bank ID (BA[2:0]) that was ignored before.

No additional pin is introduced in CREAM. As a result, CREAM is completely compatible with

the conventional JEDEC-DDR interface protocol. Furthermore, if the dynamic scheduling and
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Table 2.3: Synthesis Result Comparison for a 2Gb DRAM Chip

CREAM SALP [4]
SA8 SA16 SA32 SA64 SA8 SA16

Power(µW) 427 528 613 770 1,311 2,609

Area(µm2) 786 1,007 1,316 1,975 2,325 4,651
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Figure 2.6: Design space exploration for sub-rank and sub-array number.

PAAR are not employed, no change is even needed to the interface. Also note that the new

row counter in MC has fewer bits than the peer in DRAM chip because MC is only aware of

sub-array ID. As the maximum number of sub-arrays in a single DRAM chip is 128, the row

counter for one bank is a 7-bit register. Given a four-rank DRAM system, the overall overhead

is a 40bit register (=4ranks×(7bit row counter + 3bit sub-rank ID)), which is also negligible. In

contrast, Smart Refresh [32] needs 768KB storage for the row counters and RAIDR [33] requires

at least 1.25KB storage for the bloom filter. As a result, CREAM is compelling in terms of area

overhead.

2.4 Evaluation Results

In this work, gem5 [34] is used as our simulation platform. Instead of the time-consuming full-

system (FS) simulation, system-call emulation (SE) mode is adopted for the sake of simulation

speed. The well-known DRAMSim2 simulator [26] is integrated into gem5 and modified to im-

plement the proposed concurrent refresh schemes. Table 5.2 shows the gem5 setup. The selected
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Figure 2.7: One-core simulation results with 4GB memory. All results are normalized to IR.

Table 2.4: Simulation Platform Configuration

Cores 1/4, ALPHA, out-of-order

CPU Clock Freq. 3 GHz

LDQ/STQ/ROB Size 32 / 32 / 128 entries

Issue/Commit Width 8 / 8

L1-D/L1-I Cache
32kB / 32kB 4-way

2-cycle latency

D-TLB/I-TLB Size 64 / 48 entries

L2 Cache
Shared, Snooping, 1MB, LRU

8-way, 10-cycle latency

Memory

JEDEC-DDR3, 4GB, 64bit I/O bus,
8 banks(×8), 666MHz(DDR-1333),
tRCD-tCAS-tRP-tWR 10-10-10-10,

address map: row-column-bank-rank,

SPEC2006 CPU benchmark with reference input size [35] and STREAM with all functions [36]

are evaluated as multi-programmed testbench. We run all benchmarks for 500 million instruc-

tions to warm up the cache and then the following 100 million instructions for the statistics.

The instructions-per-cycle (IPC) is used as the performance criteria through the evaluation. All

timing parameters are excerpted from Micron’s data sheet [22, 7, 8, 23] and the refresh-related

parameters are listed in Table 2.1. As CREAM targets at the massive memory system used in

server or datacenter where the operating temperature is usually greater than 85◦C [37, 38], all

simulations are run under extended temperature range, where tREFW=32ms and tREFI=3.9µs.

Two refresh scheduling schemes, immediate refresh (IR) and elastic refresh (ER) are

implemented in DRAMSim2 as the references. IR immediately initiates a refresh command once

the refresh counter is timed up. This is the baseline since it simulates the refresh scheduling

that is widely used in modern MCs. As mentioned in Section 2.1.4, ER devised in [20] defers

the refresh for an elastic window and expects some memory accesses will come in. The window

width is dynamically tuned according to the calculated average idle cycle and number of deferred

refreshes. In addition, the memory with no refresh is also evaluated as the ideal case.

According to the motivation results shown in Figure 2.2a, we classify the benchmarks into

three categories and select four benchmarks as the representatives for each category, which are

symbolized as H, M, and L for high (>10), medium ([1,10]), and low (<1) miss per kilo instruc-

tions (MPKI) of last level cache (LLC). Each benchmark is assigned a number for the simplicity

as shown in Table 5.3. Both single-core and four-core simulations are done for the evaluation.
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Table 2.5: Benchmark Classification and Model Settings

#Benchmarks(MPKI)

H 1STREAM(34.96), 2mcf(16.26), 3lbm(31.92), 4gobmk(38.35)

M 5bwaves(6.07), 6milc(5.13), 7leslie3d(4.30), 8libquantum(6.95)

L 9gamess(0.02), 10namd(0.12), 11h264ref(0.35), 12sphinx3(0.09)

Memory Models (4GB, DDR3-1333)

1Gb Micron MT41J128M8[22], 8B(bank)×8, 4-rank
2Gb Micron MT41J256M8[7], 8B×8, 2-rank
4Gb Micron MT41J512M8[8], 8B×8, 1-rank
8Gb Micron[23] & JEDEC-DDR4[6], 8B×8, 1-rank
16Gb JEDEC DDR4[6], 16B×8, 1-rank

Concurrent Refresh Symbols

SAx sub-array settings, x : 8/16/32/64/128
SRy sub-rank settings, y : 2/4/8, SALR+SRLR

SRLRz sub-rank settings, z : 2/4/8, SRLR only

We simply duplicate four copies of each benchmark for the four-core simulation. In addition,

five 4GB memory models are simulated with various chip capacities. In particular, 1Gb (2/4Gb)

memory is the ordinary Micron DDR3-1333 that has four (two/one) ranks and eight banks. 8Gb

memory has 128K rows to simulate Micron TwinDie DDR3-1333. Finally, 16Gb memory refers

to DDR4-1333 that has 128K rows and 16 banks6. On the other hand, concurrent refresh with

different sub-array and sub-rank numbers are noted as SAx and SRy , where x stands for the

sub-array number that can be 8-128, and y is the sub-rank number that can be 2/4/8. Moreover,

SRLRz stands for a memory system that only SRLR is applied. Table 5.3 gives the comprehen-

sive information about the memory models and the symbol of concurrent refresh with different

settings.

2.4.1 Design Space Exploration

Before the performance evaluation, we conduct a design space exploration to determine the opti-

mal sub-rank and sub-array numbers. Only class H benchmarks are employed for the evaluation.

We first sweep the sub-array number from 8 (SA8) to 128 (SA128) to find the optimal sub-array

number. All results in Figure 2.6a are normalized to SA8. As shown, SA16 and SA32 can achieve

7.2% and 10.4% performance improvement on average than SA8. In addition, SA64 can further

outperform SA32 with 3.1% performance gain. However, only 1% benefit is obtained as the

sub-array number increases from 64 to 128. As a result, either SA32 or SA64 can be used as the

optimal solution. Without special statement, SA64 is applied in all following experiments (SA32

is used in 1Gb simulation because it is the maximum number of sub-array).

With the optional sub-array number, the result of sub-rank exploration is given by Figure 2.6b.

In general, SR8 has the highest speedup (9.7%) over the baseline. SR2 and SR4 have less

than 5% speedup due to the insufficient memory concurrency. In particular, SR2 even incurs

1.7% performance drop in STREAM. The reason is that SR2 has two refreshes in a tREFI. The

6In fact, the data rate 1333MHz is not supported in [6]. We simply double the bank number to simulate an
equivalent DDR4 module, such as DDR4-1600.
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Figure 2.8: Refresh conflict number under SRLR-only and SR

benchmark experiences two refresh stalls that can offload the limited performance gain from

1-ACT concurrency.

2.4.2 Single-Core Simulation Results

Single-core simulation is done with the optional sub-rank and sub-array numbers given above

to evaluate the effectiveness of concurrent refresh. Two messages can be taken according to

the result presented in Figure 2.7: 1) the three categories render distinct sensitivity to refresh

overhead. The refresh has significant impact on H and M while the L class that has less memory

intensity is almost immune to the increasing refresh penalty; and 2) concurrent refresh (SR8) can

be comparable to the ideal case (around 99% of No Refresh). On average, SR8 can outperform

IR and ER by 9.7% (12.9%) and 6.6% (8.1%) in 8Gb (16Gb) memory system, respectively.

2.4.2.1 Proof Of Effectiveness Of SALR

To verify the effectiveness of SALR, we collect and compare the number of conflict between refresh

and memory access in both SRLR-only and SR models. For the sake of accuracy, only those

memory accesses that satisfy the power constraint are counted. Since SRLR-only model only has

sub-rank-level parallelism, the value actually reflects the number of sub-rank-level conflict. In

contrast, sub-array-level conflict is collected in SR models. As shown in Figure 2.8, SR model

can achieve 9X -90X conflict reduction over SRLR-only model with only 0.1% sub-array conflict.

An interesting observation is that SALR can effectively limit the conflict number with modest

increase as sub-rank number increases from SR2 to SR8. Moreover, there is even a small decrease

in lbm(3) and gobmk(4). Alternatively, the conflict in SRLR-only system dramatically increases

when more sub-ranks are deployed. Consequently, all benchmarks have performance drops when

the sub-rank numbers changes from two to eight. The reason for this phenomenon is similar to

the DDR4 fine-grained refresh (see Section 2.1.4) that more refreshes are invoked when sub-rank

number increases. As a result, it is possible for a benchmark to experience multiple stalls due

to the more frequent refreshes. Therefore, SRLR-only model cannot work well and SALR is

necessary for the success of concurrent refresh.
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Figure 2.9: Four-core simulation with 8GB memory. All results are normalized to IR.

2.4.2.2 Effectiveness Of Dynamic Refresh Scheduling

Figure 2.10a presents the effectiveness of dynamic refresh scheduling scheme. The geometric mean

value is shown in the figure. Once the dynamic scheduling is applied to SR4 (SR4(D)), it can

obtain 4.3% performance improvement than the other SR4 model that employs static scheduling

(SR4(S)). The result is even close to SR8(S). However, no further gain is observed in SR8(D). As

shown in Figure 2.4, SR8 has eight refreshes so that it leaves little room to dynamically schedule

these refreshes.

2.4.3 Sensitivity Study

In this section, the various core number and memory size are explored firstly, followed by the

relax of power constraint. Finally, the impact of different address mapping schemes and smaller

refresh cycles are evaluated to measure the performance of CREAM.

2.4.3.1 Core Number And Memory Size

To measure how much gain CREAM can accomplish in a multi-core system, four-core7 simulations

are run under 8GB memory. Only H and M class along with 8Gb and 16Gb models are used

to mimic a heavy-workload environment. The benchmarks in H and M are simply duplicated

for four copies and assigned to each core as multi-programmed simulation. From Figure 2.9, it

is clear that CREAM can achieve more performance gain than that of ER. In general, CREAM

has 9.3% and 11.9% improvement than IR while ER can only get 4% and 4.5% improvement,

respectively. The gap between CREAM and No Refresh, however, becomes bigger (-2.1% for 8Gb

and -4.3% for 16Gb) due to the increased memory intensity (MPKI is about four times larger).

2.4.3.2 Relax Of Power Constraint

The compromise between performance and power always exists in DRAM system. Even though

the battle will continue, we could anticipate the current consumption for sub-rank refresh can

be lower than our conservative settings. We relax the power constraint so that two, three,

and four ACTs can be issued in SR2, SR4, and SR8, respectively. The last configuration that

7As gem5 SE mode needs large memory space in the host machine for the simulation, this is the maximum
core number we can afford.
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Figure 2.10: Simulation results for sensitivity study. In (a), all results are normalized to SR4(S);
In (b) and (c), all results are normalized to No Refresh.

enables concurrent refresh with normal four-activation window constraint is interesting. As

long as no sub-array conflict occurs, the refresh can be completely hidden in the background

without introducing any refresh penalty. We name it background refresh as the solution of

concurrent refresh in the near future. Figure 2.10b illustrates the ACT number configuration (in

the parenthesis) and simulation result with 8Gb model. The performance can be dramatically

improved by relaxing the power constraint for all benchmarks. Specifically, the background

refresh (SR8(4)) can almost perform the same as No Refresh (98.9%). From this study, we can

learn that power constraint is crucial for the success of concurrent refresh. If the constraint can

be relaxed, even SR4(3) can have comparable performance (97.3%) to the ideal case.

2.4.3.3 Address Mapping Policy

Figure 2.10c shows the result when CREAM adopts different address mapping policies. In this

work, we assume the row bits are placed as MSBs to maximize the row-buffer hit rate, rank-

and bank-level interleaving, which is commonly deployed in state-of-the-art MCs. The left part

is the result of “R(row):C(column):BK(bank):RK(rank)” that is used as the default address

mapping policy through this paper. The other two policies, “R:C:RK:BK” and “R:BK:RK:C”

are also evaluated. “R:C:RK:BK” has very similar result as “R:C:BK:RK” so that the result

is omitted. Alternatively, “R:BK:RK:C” has even better performance because it re-maps more

memory accesses into the same bank, which helps the other banks has sufficient time to hide the

refresh.

2.4.3.4 Smaller Refresh Cycle

All above simulations conservatively sustain tRFC even though SALR and SRLR are employed.

In fact, similar to the fine-grained refresh in DDR4, tRFC in CREAM can become smaller if

fewer sub-ranks are refreshed together. We rerun simulation with the smaller tRFC given in

Table 2.2. However, the performance enhancement is trivial (result is omitted). Compared to

the smaller refresh cycle, the concurrent refresh is more effective to elevate the performance. The

reason is straightforward: if memory access can be served during a refresh, the smaller refresh

cycle won’t change a lot.
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2.5 Discussion

So far, we have discussed CREAM and shown the stand-alone performance benefit. In fact,

CREAM can cooperate with other techniques to help the performance. In this section, we give

several examples to show the potential of CREAM.

2.5.1 Integration Of Partial Array Self Refresh (PASR)

PASR can be seamlessly integrated into CREAM to achieve power efficiency. In PASR, only sub-

arrays that have “hot” data are refreshed while the data in rest sub-arrays will be lost. Beneficial

from SALR, CREAM naturally supports PASR without extra design effort. In addition, CREAM

can be easily extended to enable partial array auto refresh (PAAR) so that MC has the capability

to issue selective refresh as well. Like PASR, PAAR is visible to OS for the decision of which

part of array should be protected by refresh. Considering auto refresh consumes larger power

than self refresh, we believe PAAR is more meaningful for the DRAM power efficiency as well

as performance improvement. The decision of selective refresh is out of scope of this paper even

though several studies have been done recently [39, 40].

2.5.2 Support For 3D-stacked DRAM

The emerging 3D-stacked DRAMs [13, 41, 42] have been reported to have severe thermal chal-

lenges due to the higher power density. The higher temperature in turn results in even larger

refresh frequency (e.g., 8ms refresh as 95◦C<Temp<115◦C [41]), which aggravates the refresh

overhead correspondingly. CREAM can be easily extended to 3D DRAM to hide the more fre-

quent refresh and thus reduce the refresh penalty. Considering the high bandwidth requirement,

we believe CREAM is a promising solution in 3D-stacked DRAM.

2.5.3 The Scalability For Future Refresh Technology

The simple row-by-row refresh, which is performed as a pair of ACT and PRE, cannot scale as

the number of rows per refresh keeps increasing. Since tRC is the row cycle, the refresh delay

caused by row-by-row refresh can be calculated as Nrow×tRC, which can be much larger than

tRFC(see Table 2.1). Alternatively, multi-row parallel refresh could be implemented to make

sure such many rows can be refreshed in a tRFC. The parallel refresh reduces the number of

available sub-arrays that weakens the effectiveness of CREAM. However, as the result shown in

Section 2.4, the performance can be guaranteed if 32 or 64 sub-arrays are available in CREAM.

2.6 Related Work

Enormous work has been done to hide the refresh overhead in DRAM. According to the merits

of technology, we classify the prior work into four categories, which are discussed below.
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2.6.1 Concurrent Refresh

Kirihata et al. [43] proposed a concurrent refresh scheme that can carry on the bank-level refresh,

which is similar to our SRLR scheme. However, this concurrent refresh targets at embedded

DRAM (eDRAM) with small capacity so that it does not consider the power constraint, which is

critical to the standard DRAM. Also, as mentioned in Section 2.4.2, the bank-level refresh still

incurs lots of refresh conflicts without sub-array-level refresh. Our proposed CREAM technique

improves beyond their scheme to achieve more performance gain.

2.6.2 Refresh Deferring

To alleviate the increasing refresh penalty, some studies make use of the flexibility of refresh

rescheduling in 8× tREFI. The basic idea is straightforward, which defers refresh when memory

is busy and hope the deferred refresh can be served later as memory becomes idle. Ipek et al.

proposed a refresh scheme called DUE to simply defer a refresh until the memory is idle[27]. The

drawback of DUE was observed by Stuecheli et al. [20]: it can delay the future memory accesses

that come out during a refresh. As a result, elastic refresh (ER) was proposed to further defer

a refresh for certain cycles even the memory is idle [20]. As mentioned in Section 2.1.4, ER can

adversely introduce extra delay that limits the further performance improvement. Nevertheless,

all refresh deferring scheduling methods have a common problem: the number of deferred refresh

is limited to eight. Once the deferred refresh number hits the limitation, immediate refresh should

be forced. As a consequence, it is ineffective for memory-intensive applications that can quickly

accumulate deferred refreshes to reach the constraint.

2.6.3 Refresh Reduction

In addition to the above prior arts, several studies have been done to improve the power efficiency

by reducing the refresh count. Prior work [39, 43] takes advantage of PASR (Partial Array Self-

Refresh) [6, 21] to reduce self-refresh counts. By leveraging SALR, PASR can be seamlessly

integrated into CREAM to improve the power efficiency. On the other hand, Smart Refresh [32]

leverages the fact that a read/write is equivalent to a refresh due to the destructive array access.

However, the size of the dedicated counter for each row, which is proportional to the total row

number, can be too large to afford (e.g., 1.5MB in a 32GB system). In addition, the effectiveness

of smart refresh varies for different memory access patterns.

Recently, RAIDR [33] devises a refresh scheduling policy that differentiates the retention time

and correspondingly applies different refresh rate to cells that have different retention times. A

bloom filter is deployed to simplify the refresh tracking. However, RAIDR incurs significant area

overhead in MC since it requires at least 1.25KB storage to implement the bloom filters. In

addition, it may have reliability issue due to the problem of variable retention time (VRT) [24],

where the retention time of one cell can suddenly change due to the leakage current. Alternatively,

the overhead of CREAM is negligible and all sub-arrays are still refreshed at a conservative rate.
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2.6.4 Refresh Prediction

A hardware-based predictor is developed where the memory accesses are classified into three

groups and the maximum overhead associated with the refresh group is calculated [44]. In

contrast, a software-based predictor is designed to eliminate the conflict between the refresh

generated by memory controller and the memory requests generated by CPU [45]. As the CPU

deals with the refreshing, it has full knowledge to interleave these two tasks to avoid conflict.

Such work is orthogonal to CREAM.

2.7 Summary

As mentioned, the refresh penalty is no longer negligible as DRAM capacity keeps growing.

CREAM is proposed to mitigate the increasing refresh overhead. With the power constraint,

CREAM leverages sub-rank-level refresh (SRLR) and sub-array-level refresh (SALR) to make

better trade-off between performance and power. In addition, the optimization technologies,

such as sub-array refresh round-robin and dynamic refresh scheduling, are designed to help

the performance improvement. CREAM does not introduce additional pin-out and only incurs

negligible hardware overhead. The experimental results show that CREAM can achieve as much

as 12.9% and 7.1% performance gain over the conventional memory and the memory that uses

elastic refresh scheduling policy, respectively. Moreover, CREAM can be simply extended to

support PASR/PAAR, 3D-stacked memory, and future aggressive refresh technologies.



Chapter 3
Half-DRAM: The Rethinking Of

Fine-grained Activation

The power consumption for DRAM memory can compose a significant percentage of the total

power consumption in modern computing systems, especially for server and data center systems.

For example, prior work has demonstrated that DRAM can consume significant amount of power

(sometimes more than 25% of the total power in a datacenter) [46, 47, 48, 49, 50]. As a result,

how to improve the power efficiency of DRAM is one of the major challenges in the memory

architecture design. Furthermore, the performance improvement of DRAM for both traditional

commodity DRAM [21] and emerging 3D-stacked DRAM [11] is limited due to the power con-

straints. For example, the well-known timing constraints tRRD and tFAW (tTAW in 3D wide-IO

DRAM standard [11]) must be obeyed, which limits the activation frequency and thus diminishes

the opportunity of potential performance gain from better memory parallelism.

The activation and pre-charge power is the major contributor to the DRAM power consump-

tion. The activation and precharge power can be around 25% of the total DRAM power (as

illustrated in Figure 2 and the detail analysis in Section 3.1.1). Consequently, fine-grained acti-

vation techniques [2, 3] have been proposed to reduce activation power1. These work, however,

suffers from either large area overhead or significant performance degradation due to the severely

suppressed bank bandwidth. As a result, they are impractical to be implemented in modern

memory systems unless the fine-grained activation is re-designed to mitigate the overhead on

either performance or area. In this work, we propose a novel DRAM architecture called Half-

DRAM to address the design challenge of fine-grained activation. In Half-DRAM, only half

of a row is activated such that the activation power is reduced substantially. Furthermore, as

the fine-grained activation relaxes the power constraints, Half-DRAM can further improve the

memory performance with sub-array level parallelism [4].

1Without specific comment, the term “activation power” represents both activation and precharge power
consumption in the rest of paper.



31

In general, our contributions can be summarized as follows.

• We demonstrate that the prior work on fine-grained activation techniques can result in

significant memory performance degradation without careful design. We show in-depth

details of the bandwidth degradation of previous work, which directly motivates our work.

• We propose Half-DRAM as an effective solution, targeting at low activation power and high

memory bandwidth. In Half-DRAM, the 1RD-2HFF layout is designed to reorganize the

cell arrays in order to enable half-bank level activation and thus reduce activation power

without sacrificing memory bandwidth. To our best knowledge, this is also the first work to

enable the fine-grain activation without performance overhead by reorganizing the DRAM.

• We further propose the Half-DRAM-2Row technique to enhance the performance by re-

laxing the power constraint in Half-DRAM. This technique integrates sub-array level par-

allelism [4] into Half-DRAM to exploit the half-bank level parallelism. The experiment

results verify that Half-DRAM can achieve better performance with lower power consump-

tion, which is promising for future memory systems.

3.1 Background And Motivation

In this section, we first review the breakdown of DRAM power consumption memory and the

data overfetching in DRAM to help understand the innovative techniques in Half-DRAM. Then,

we show the power inefficiency in DRAM and the impracticability of prior fine-grained activation

techniques.

3.1.1 The DRAM Power Breakdown

To evaluate the DRAM power consumption, we leverage Micron’s DDR3 power calculator [51] and

run STREAM benchmark to collect the related statistics. Figure 3.1a shows the power breakdown

with the simulation results2. In the simulation, aggressive fast-exit powerdown mode is adopted

so that DRAM is powered down whenever the request queue is empty and the system is idle

(The experiment setup is described in Section 5.4).

The power breakdown in Figure 3.1a can be clustered into 3 categories in Figure 3.1b:

(1) Background Power. The background power takes up 31.6% of total power that accounts

for the static power and refresh power, which consists of the powers from ‘ACT STBY’ (ac-

tive standby), ‘PRE STBY’ (precharged standby), ‘ACT PDN’ (active powerdown), ‘PRE PDN’

(precharged powerdown) and ‘REF’ (refresh). (2) RD/WR/Termination Power.3 About 43.5%

of the power comes from RD/WR/Termination which represents the power for the data move-

ment, including the powers from ‘RD’ (read burst), ‘WR’ (write burst), ‘READ I/O’ (read bus

2Due to space limitation, we do not explain how DRAM power is calculated. The reader can refer to Micron’s
technical note [52] for the detail.

3RD/WR power accounts for the power dissipation on the internal bus during the data transfer, which includes
both read/write FIFO access and internal bus traverse. Alternatively, Termination power is generated due to the
on-die termination and delay-locked loop (DLL) at chip interface.
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Figure 3.1: Power breakdown of STREAM

driver), and ‘Write ODT’ (write signal on-die termination). (3) Activation Power. This consists

of 24.9% of the DRAM power. Many prior work has been proposed to reduce the Background

Power [32, 53, 54, 39, 55] or RD/WR/Termination Power [56, 18], In this paper, our focus is

on the minimization of the Activation Power.

3.1.2 Row Overfetching And N-bit Prefetching.

To reduce the activation power, we first need to understand how the data are fetched in a

DRAM memory. In JEDEC-DDR, there are two terms describing the internal data fetching:

Row Overfetching and n-bit Prefetching. As shown in Figure 1.3, Row Overfetching mandates

the entire row to be activated (black block) even though only a small portion of data are fetched

at a time (red block). In our baseline model, a 16Kb row is activated while only 128b data are

fetched per request. Ideally, row overfetching is supposed to be helpful for performance since it

prevents repeated activations if multiple requests access the same row (so-called row buffer hit).

It is supposed to also improve power efficiency since the activation power can be amortized over

these accesses. Unfortunately, in modern CMP architectures the application interference from

other cores randomizes the requests and thus lowers the row buffer hit rate [3, 24]. Moreover,

memory controller should take into account the starvation and fairness issue among requests.

Therefore, only a few accesses (<5) can be served for one activation [57]. The low row utilization

incurs the power inefficiency because the row overfetching consumes lots of power from activation.

On the other hand, n-bit Prefetching is widely used in the DDRx DRAM family [21, 6],

where n stands for the multiplier of the width of internal data bus over I/O bus. 2-/4-bit

prefetching is implemented in DDR and DDR2 while 8-bit prefetching is in DDR3 and DDR44.

The n-bit prefetching is used to address the asymmetric bus frequencies between the I/O bus

and the internal bus. As highlighted in red color in Figure 1.3, the data frequency on I/O bus

is 1.6GHz (double data rate with 800MHz clock) while the internal bus only runs at 200MHz5

4Please do not confuse the term ‘8-bit’ as the 8b data width used in many other literatures. In DRAM, 8-bit
prefetching in fact determines the internal data fetching primitives and the corresponding burst length.

5The internal bus can run faster with narrower bus width. For simplicity, we assume all data is given in one
transfer as the data bandwidth is constant.
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Figure 3.2: Motivation study. (a) The activation/precharge energy proportionality to the number
of bitlines based on CACTI-3DD [1]; (b) The Impact of reduced data bandwidth in prior work [2,
3]. These are simulation results of the STREAM benchmark, and are normalized to the speedup
of the baseline full bank activation.

with single data rate. Since data bandwidth is calculated as the product of data width and

data frequency, 128b data is fetched at each time to provide the same bandwidth as the I/O bus

requires. Accordingly, the data burst length is eight and only 16b data are sampled per clock

edge within the bank.

3.1.3 The Opportunity For Activation Power Reduction

The Power Inefficiency in Overfetching. The first issue we seek to address is the power

inefficiency caused by the row overfetching. To understand why and how the row overfetching

introduces power inefficiency, CACTI-3DD [1] is deployed to further break down the power inside

a DRAM chip. The result is shown in Table 3.1. It is obvious that the power is mainly consumed

on the bitline (local bitline) and sense amplifier (local SA), where activation and precharge

operations manifest. Moreover, the activation power is proportional to the number

of bitlines being activated during a memory access. Figure 3.2a shows the change of

activation energy as the number of bitlines driven by a single wordline increases, where the

energy proportionality is clearly captured. For future memory chips with larger capacity and

more bitlines, this power efficiency problem of row activation will obviously become even worse.

We also use data from industrial reports to further prove the necessity of fine-grained activa-

tion. This time, we compare the pure current dissipated by activation in two DRAM chips that

have 16Kb and 8Kb row buffer sizes, respectively. According to the power calculator [52], the

pure activation current is calculated by Equation 3.1, where IDD0 is the raw activation current

during a row cycle tRC, and IDD2N and IDD3N are the static currents for the situation that all

banks are idle or at least one bank is active, respectively. Table 3.2 shows the power parameters

we collect from Micron DDR3 DRAM power datasheet [7]. With these parameters, the activation

current consumed for opening a 16Kb row is 16mA and becomes 10mA for 8Kb row. As a result,

37.5% activation current is reduced by halving the row size, which demonstrates the effectiveness

of fine-grained activation. Note that the power saving is less than the expected 50%, which stems

from the larger static current IDD3N in a 16Kb row. If we hypothetically assume that 8Kb row

has the same IDD3N as 16Kb has (37mA), then the current saving can be as much as 43.7% and
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Table 3.1: DRAM Area and Power Breakdown by CACTI-3DD [1]

Area per Chip (mm2)

DRAM cell 14.677 sense amplifier 3.189

row predecoder 0.051 column decoder 0.002

local wordline driver 6.789

Total area 37.129

Energy per MAT (nJ)

local bitline 1.336 local wordline 0.005

local SA 0.117 column select line 0.08

row decoder 0.004 column decoder 0.001

Table 3.2: Power Parameters based on Micron Datasheet [7]

Row Size IDD0 IDD3N IDD2N tRAS tRC

16,384 49mA 37mA 23mA 35ns 48.75ns

8,192 42mA 35mA 23mA 35ns 48.75ns

is close to 50%6. Based on these results, we are confident that halving the row size (or bitline

number) can significantly reduce the activation power.

IACT = IDD0 − IDD3N × tRAS + IDD2N × (tRC − tRAS)

tRC
(3.1)

3.1.4 The Dilemma Of Fine-Grained Activation.

According to the analysis above, it is straightforward that activation power can be reduced

by limiting the number of involved bitlines during a row activation. Previously, fine-grained

activation[2] and selective bitline activation[3] have been proposed to take advantage of the

intrinsic fine-granularity structure of DRAM so as to reduce the number of active bitlines. We

denote these techniques as fine-grained activation.

Figure 3.3 illustrates the fine-grained memory architecture inside a DRAM bank. In fact, a

bank can be further vertically divided into many sub-arrays as the figure shows. Each sub-array

horizontally consists of multiple cell matrices (MATs), which are the atomic access units (square

blocks in the figure) for a single memory operation. Each MAT has a local row decoder and a

local sense amplifier array (a.k.a row buffer). Typically, a MAT has 512×512 storage cells in

row (wordline) and column (bitline) dimensions. Given the 512×512 MAT size, there are totally

32 sub-arrays in one bank and 32 MATs per sub-array. Note that the prefetched data chunk

comes from all 32 MATs within a sub-array and each MAT only contributes 4b data. There are

dedicated helper flip-flops (HFFs) in each MAT to further latch the selected data and then relay

them on the internal data bus [5].

Figure 3.4 further illustrates how the intrinsic fine-grained structure inside a DRAM bank is

leveraged by fine-grained activation in the prior work [2, 3]. As shown in the figure, an activation

6The assumption here is close to the truth since both chip have the same capacity. To our knowledge, the more
complicated row decoder in 8Kb DRAM consumes more power during activation. Therefore the power saving can
never reach the ideal 50%.
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Figure 3.3: Zoom-in view of the fine-grained structure inside one DRAM bank. The bank has 32
sub-arrays and each sub-array contains 32 MATs. Global bitlines are shared by all sub-arrays.
Every MAT can only provides 4b data to form 128b/bank data width.

decoder is deployed to determine which MATs should be activated within a sub-array. The

posted-CAS (column address strobe) command is used so that the activation decoder can know

in advance the MAT ID from the column address.

Even though the idea of fine-grained activation sounds plausible, naively implementing it

without careful re-design inevitably incurs significant performance degradation as they fail to

comply with the n-bit prefetching [2, 3]. As a simple example illustrated in Figure 3.4, the left two

MATs of a sub-array are normally activated while the right two are still inactive. Therefore, the

output data width is reduced by half correspondingly. Deducing the example to the commodity

DRAM, the fine-grained activation can severely destroy the n-bit prefetching and thus reduce the

data bandwidth of one bank. To mitigate the reduction on bandwidth, it is straightforward to

increase the narrow data width of a MAT for compensation, similar to what the selective bitline

activation [3] does. However, this approach is not practical in that the data width is constrained

by the limited routing resources as well as the available number of HFFs and secondary latches

used as drivers for the long intra-chip data path. In other words, it is difficult to increase

the data width without incurring large area overhead, which has also been pointed out by T.

Vogelsang [30]. Since the data frequency does not change, the only way to deliver an atomic

64Byte data chunk7 is to increase the burst length accordingly. However, this will increase the

7Given a 64b I/O width and a burst length of eight, one memory request can deliver 64×8=512b data, which
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Figure 3.4: Fine-grained activation in prior work [2, 3]. An activation decoder is introduced to
control the number of active MATs. However, halving the active MATs also halves the data
width and thus reduces bandwidth.

data transfer time on a DRAM bus because the bursts are serialized, and therefore will degrade

the memory performance.

To evaluate the impact of data bandwidth loss on the system performance, we run the STREAM

benchmark [36] as a representative of memory-intensive applications. Figure 3.2b shows the

respective results for the cases when only 1/2, 1/4, or 1/8 of a bank can be activated at a time.

Compared to the full bank activation, the original method suffers a lot from the narrow data width

a MAT can provide. In particular, the 1/2 bank activation without careful design can experience

a 30% performance loss. Even worse, an unacceptably high 84% performance loss is observed

when 1/8 bank is activated (four MATs involved as the example in Figure 3.3). Therefore, we

conclude that naively activating fewer MATs to reduce activation power can destroy

the n-bit prefetching and thus cause significant memory bandwidth drop. In the

extreme scenario of 1/8 bank activation, 8-bit prefetching is completely destroyed and 7/8 of the

bandwidth is wasted. The wasted bandwidth explains the significant performance degradation as

it now needs 64 bursts to deliver the amount that could be transferred within 8 bursts originally

(i.e., a 64Byte last-level cache line).

Due to the aforementioned issues, fine-grained activation must be carefully rethought to make

sure it does not degrade memory bandwidth nor incur large area overhead. In this work, Half-

DRAM is proposed to make better compromise among performance, power and area. A novel

fine-grained memory architecture is designed so as to activate half the MATs in one sub-array

while still providing full 128b data with negligible area overhead.

is equal to 64Byte.
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Figure 3.5: The reorganization of sub-array in Half-DRAM. (a) Traditional sub-array. The one-
to-one relationship exists between row decoder and HFF since the row decoder drives the entire
wordline of one MAT; (b) A MAT is split into “left” and “right” block and they are driven by
different row address decoders. The sub-array is further divided into Odd and Even groups.

3.2 The Design Of Half-DRAM

From our observation, the major problem in prior fine-grained activation techniques is the in-

capability of reusing the row buffer and the associated functional components on the data path

(e.g., HFFs and global bitlines). The incapability stems from the one-to-one relationship between

row decoder/row buffer and the HFF.

Figure 3.5 shows the reorganization of sub-array in Half-DRAM with comparison to the

baseline DRAM design. As shown in Figure 3.5a, the local row decoder drives the associated

wordline, which further activates the entire row data into the row buffer. All bits in the row

buffers compete for a common HFFs shown on the left. We name such one-to-one relationship

as “1RD-1HFF”, which means one HFF group is dedicated to one row decoder and vice versa.

This 1RD-1HFF hardware organization in traditional DRAM is kept the same in the prior work

of fine-grained activation [2, 3], which is the substantial reason why the bandwidth cannot be

unleashed.

3.2.1 1RD-2HFF vs. 1RD-1HFF

We propose a novel structure to enable the fine-grained activation without bandwidth loss. Fig-

ure 3.5b shows the basic idea of Half-DRAM. First of all, Half-DRAM breaks the original 1RD-

1HFF restraint by splitting one MAT into two identical slabs: left and right. Distinct from

1RD-1HFF, a row decoder is now driving the left and right slabs that originally belong to two
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Figure 3.6: Impact of half-size row buffer. All benchmarks have quite high data locality so that
only <0.5% accesses cross half row during a burst of row buffer hits, which indicates the great
opportunity for Half-DRAM.

neighbor MATs. As a consequence, once the row decoder selects a wordline, both MATs are

activated but each with half a row. In other words, even if every other row decoder is disabled

(white wordlines in 3.5b), all HFFs can still be active whilst only half of a row has valid data (red

wordlines). Therefore, the sub-array is logically divided into two groups, which are respectively

labeled as Odd and Even as Figure 3.5b shows. Similar to previous work, a transistor is deployed

to control the gating of the undesired MATs, which is shown in Figure 3.4. Note that there are

two slabs standing alone at the head and tail of a sub-array, which actually belong to the Even

group. An additional row decoder is introduced to drive the tail (left) slab for simplicity. The

extra row decoder can even be removed to eliminate area overhead as we will elaborate in Sec-

tion 3.3. In this way, Half-DRAM builds a new “1RD-2HFF” relationship between row decoder

and HFF.
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3.2.2 Half Active DRAM

Figure 3.7 shows the logic views of various Half-DRAM designs. By leveraging the column select

line (CSL) gate shown in Figure 3.7a, fine-grained activation can be easily enabled in 1RD-2HFF

as the Even group is active while the Odd group is idle, or vice versa. The MSB of column address

is used to determine which half of a bank should be activated. The posted-CAS technique allows

ACT and CAS commands to be issued back-to-back, which can be leveraged by Half-DRAM

to know column address in advance. Once such fine-grained activation is applied to commodity

DRAM, only half of a DRAM chip is active for each memory request (so-called “Half-DRAM”).

Distinct from prior work [2, 3], all components on the global data paths, including the HFFs and

the global bitlines, can be fully utilized to sustain the 8-bit prefetching and provide the required

128b data of each DRAM chip (8 bursts of 16 bits).

In addition, the column select logic should be redefined to make sure only the valid data can be

selected out of the row buffer. Figure 3.5 also illustrates the different column select logic for this

goal. For the traditional 1RD-1HFF, every MAT has the same semantic to interpret the input

of CSLs. This is achieved by the homogeneous CSL connection to the output of column decoder.

Alternatively, in Half-DRAM the semantic is completely mirrored in any two neighboring MATs.

If we assume one MAT still complies with the original column select semantic, then the neighbor

MAT needs to have the reversed semantic for the correct selection. Fortunately, this can be

simply achieved by mirroring the CSL connection without any overhead (see Section 3.3).

Even though Half-DRAM intelligently mitigates the bandwidth reduction problem, it has only

half of the row buffer size, which may induce performance overhead due to degraded row buffer

hit rate. Fortunately Half-DRAM can be easily extended to the traditional full bank activation

without any extra design effort to provide full row buffer size. The second activation does not

have to bear the tRRD because the row address has been pre-decoded by the previous activation.

Consequently, it neither incurs timing penalty as shown in Figure 3.7b.

Depending on the row buffer management policy, Half-DRAM can render different behaviors.

In this work, two close-page policies are evaluated. The first close-page policy, Restrict-ClosePage,

closes the row immediately after the access is completed. No row buffer hit can be exploited in

this policy. The other close-page policy, Relaxed-ClosePage, closes the row only when there is

no more requests in the queue that can benefit from row buffer hit. Obviously, for the Restrict-

ClosePage, Half-DRAM can gain maximum power saving without performance overhead. For

Relaxed-ClosePage, two half-row activations are issued if and only if two requests in the queue

reference to both Odd and Even group. In this way, Half-DRAM enables a fine-grained, on-

demand-activation memory system.

3.2.3 Half-Size Row Buffer: Challenge Or Opportunity

Even though Half-DRAM can effectively reduce the activation power, it may induce more ac-

tivations because of the smaller row buffer size. To justify the feasibility of Half-DRAM, we

evaluate the performance impact of half-size row buffer. We first define the ratio of crossing half
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Figure 3.7: The proposed Half-DRAM models with the timing illustration. (a) The logic view
of Half-DRAM-1Row and Half-DRAM-2Row (left) and the row/column control design for Half-
DRAM-2Row; (b) Timing diagram to illustrate the relaxation of tFAW as well as the integration
of sub-array level parallelism [4] for performance improvement.

row (CHR ratio) as the percentage of two requests referencing to the same row but different half

rows when Relaxed-ClosePage policy is applied. The lower the ratio is, the more requests are

served within a half row. Specifically, zero CHR ratio means all requests go to the same half row

at each memory access and there is no performance penalty at all. Note that we only count the

requests that have row buffer hits, other requests that close the row immediately (due to row

conflicts) have been excluded.

CHR Ratioabsolute =
NUMCHR

NUMtotal req
(3.2)

CHR Ratiorelative =
NUMCHR

NUMrow buffer hit
(3.3)

Two CHR ratios are defined in Equation 3.2 and 3.3. The absolute CHR ratio represents

the percentage of half row crossing over all requests, while relative CHR ratio shows the actual

number of requests that have data accesses across half rows upon a row buffer hit. Therefore,

relative CHR ratio filters out the noise from requests with low row buffer hit rates. Figure 3.6a
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shows the results of the 4-core simulation. Obviously, all benchmarks have quite low absolute

CHR ratios (<0.5%, red curve in Figure 3.6a). Even the relative CHR ratio (blue curve) is very

low, which is no more than 8%. The low absolute and relative CHR ratio indicates the great

opportunity for Half-DRAM to save power without performance loss. Also, note that the CHR

ratio and row buffer hit rate are not necessarily correlated. For example, test3 has high row

buffer hit rate (67.2% in gray curve) but it only has 0.26% row crossing rate. On the other hand,

test6 has 13% row buffer hit rate while it shows the highest CHR ratio as 0.44%.

To understand the cause of low CHR ratio, we also quantify the request distance, which is

defined as the distance between two requests that access the minimum and maximum column

address during a series of row buffer hits. The distance distribution is shown in Figure 3.6b

with 64Byte sampling unit. Given our baseline has 64Kb row in a rank (4chip×16Kb), there are

totally 128 sampling units on the X-axis. As shown, the requests have pretty high data locality

as >99% requests occur within 8-unit distance. As a result, the CHR ratio is minimized by the

high data locality in a row and thus reveals promising opportunity for Half-DRAM to reduce

activation power.

3.2.4 Chance Of Improving Memory Parallelism

To prevent too frequent activations from generating a high current that exceeds the predefined

current threshold, two timing parameters are defined in commodity DRAM. While the row-to-

row activation delay (tRRD) specifies the minimum interval of two successive activations, the

four-activation-window constraint requires that there must be no more than four activations in

the rolling window tFAW as shown in Figure 3.7b. Half-DRAM is promising in that it can relax

these power constraints (manifested as timing constraints), resulting from its design to activate

fewer bitlines each time and thus have less activation power. Specifically, the four-activation

window constraint can be relaxed since now eight half-row activations are permitted in any

tFAW window. This is meaningful for the memory with Restrict-ClosePage applied since the

performance of such memory is mainly limited by tFAW [24].

In addition, Half-Bank level parallelism is introduced in Half-DRAM to further improve the

memory parallelism. Different from the basic design, two half bank latches are utilized to decouple

Odd and Even groups from each other. As a result, sub-array level parallelism [4], which uses

sub-arrays as independent memory operation corresponder, can be integrated into Half-DRAM

seamlessly. As shown in Figure 3.7b, two half-rows in different sub-arrays can be activated

without data path contentions as long as they belong to different half-rows, which effectively

doubles the memory parallelism.

In this work, two Half-DRAM schemes are proposed as shown in Figure 3.7a with the base-

line illustrated at the leftmost. The intermediate Half-DRAM that only permits one half-row

activation is presented in the middle (Half-DRAM-1Row), meaning that no further activation

can be issued even if the next activation goes to the inactive half-row. Alternatively, the Half-

DRAM that allows any two half-rows to be active is given at the rightmost side of the figure
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Figure 3.8: The circuit design of Half-DRAM-1Row. All metals layers are given for the illustra-
tion. Note that how data is selected out and relayed on HFFs [5]. Obviously, Half-DRAM-1Row
can completely reuse all components and wires without any overhead. The connection of column
decoder output in an Even MAT is mirrored in an Odd MAT.

(Half-DRAM-2Row). In fact, Half-DRAM-1Row can be easily extended to Half-DRAM-1Row-

Demand, in which the other half of the same row can be activated immediately as long as no

precharge is issued. Note that we retain the same assumptions that no more than eight half-row

activations can be issued in the tFAW rolling window and two continuous half-row activations

must comply with the tRRD constraint whenever they go to different rows.

3.3 Design Overhead Analysis

As DRAM is competing at a thin profit margin, and the cost (known as $/bit) is very sensitive to

area increase, any change in DRAM structure should be assessed with area overhead analysis. In

this section, we will conduct a detailed analysis on DRAM area overhead to justify the practicality

of our Half-DRAM design. Typically, the commodity DRAM is implemented with three metal

layers [1, 30]. This design can be well leveraged by our Half-DRAM design. Figure 3.8 presents

the circuit design of Half-DRAM. Instead of driving a local wordline that traverses all 512 bitlines

in a single MAT (Figure 3.8a), the wordline can be horizontally shifted and cover a half row from

both neighboring MATs, respectively. Notice that the two half-row wordlines share a common

row logic stripe (Figure 3.8b). In other words, the local wordline driver becomes bi-directional,

and drives the wordline (or row) at both directions. Obviously, this design does not incur extra

area or routing overhead, given that it only involves a horizontal shift of the metal wordline and

only requires a few additional metal vias to connect to the driver at circuit level.

Figure 3.8 also shows the proposed design change of column select lines (CSLs) routing. In the

original DRAM layout as Figure 3.8a shows, the CSLs are organized in an order that is identical

between MATs. One CSL connects to four I/O transistors to select data out. Therefore, each

MAT can have only one ×4 column selected and buffered in the HFFs assigned to the MAT. In
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Half-DRAM, in order to select the desired data within one even or odd DRAM row, the connection

of CSLs to the output of column decoder is mirrored between even and odd MATs. For example,

two CSLs are shown in the figure with each from the left and right slab, respectively. Originally,

if the output of column decoder is ‘10’, then the left columns in both MATs are selected due

to the homogeneous connection (in red color in Figure 3.8a). Instead, as the CSL connection is

mirrored, the same decoding output ‘10’ selects the right slab of the first MAT (Figure 3.8b).

In this way, two columns (or 2×4=8 bits) in each activated even (or odd) row are selected and

transferred to their corresponding HFFs. Note that these “mirrored” CSL design will apply to

each pair of MAT across the entire sub-array. Because the mirrored wire connection can be done

outside the cell array, there is no circuit or routing overhead incurred.

The only overhead in Half-DRAM-1Row is the extra row decoder at the tail of each sub-array.

According to Table 3.1, the total footprint of the row decoder is 6.84 mm2 (local wordline driver

+ row predecoder), which is 18.4% of the DRAM die area (37.129 mm2). Since the ratio of

extra row decoder is 1/32, the area overhead is roughly 0.58% (18.4%×1/32). In addition, as the

original row decoders already consume much smaller power than the bitline and SA, the power

overhead caused by the additional row decoders is negligible. We denote this design option

as Power-OPT (power optimization) since it maximizes the power saving with modest area

overhead. Furthermore, even this marginal area overhead can be saved by removing the extra

tail row decoders. Instead, the half-row at the tail can be driven by the last Odd row decoder

and this decoder is always activated once the row is selected, similar to what the baseline does.

We denote this design option as Area-OPT (area optimization). Of course, Area-OPT is at the

cost of lowering the energy savings from roughly 1/2 to 29/64 as the last three half MATs are

always activated. The elimination of area overhead, however, encourages us to apply Area-OPT

in our work. In summary, Half-DRAM-1Row does not incur any area overhead.

On the other hand, Half-DRAM-2Row requires extra row and column logic shown in Fig-

ure 3.7a. Similar to sub-array level parallelism [4], two row address latches are deployed and

each is sized around 40b. Note that Half-DRAM-2Row naturally avoids the global bitline

contention due to the exclusive column selection. Therefore it removes the designated-bit

latches used in multiple activated sub-arrays [4]. This is a unique advantage of Half-DRAM-

2Row. In the column decoder, the most-significant bit of column address is used to gate half of

CSLs and its reverse signal gates the other half. As one bank has 1,024 CSLs, 8,192 gates are

needed for a whole chip. Similarly, 8,192 gates are also needed for wordline gating. Since the

gate is implemented by a single transistor, its area overhead is completely negligible (remember

one chip has >1G bits and each bit has a transistor). In addition, we use Design Compiler [29] to

synthesize the row latches with TSMC 45nm-1.05V process. The results show that these latches

only occupy 786µm2 and consume 427µW in a chip. Compared to the activation power that can

be as much as 24mW (=16mA×1.5V), the power overhead of the latches is trivial. The wire

routing overhead is also negligible since the area of the second 40b address bus is only about

0.081µm2 at 45nm node. In summary, the total area and power overhead caused by Half-DRAM

is conservatively estimated as less than 0.003%, which is negligible.
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3.4 Evaluation Results

In this work, we use gem5 [34] as our simulation platform. We integrate the NVMain [58] into

gem5 as the DRAM model. Table 5.2 shows the simulation setup. The DRAM timing and

power parameters are excerpted from Micron’s data sheet [7]. Based on the power analysis

in Section 3.1.3, the IDD0 of an 8Kb row (42mA) is used as the half-row activation current.

FR-FCFS memory scheduling policy [59] is deployed in the memory controller with separate

read/write queue. The selected SPEC2006 CPU benchmarks with reference input size [35] and

STREAM with all functions [36] are evaluated as multi-programmed tests. Eight benchmarks

that have high MPKIs (miss per kilo instructions) are selected and each benchmark is either

duplicated or mixed for the four-core simulation. The four-core benchmarks are listed at the

bottom of Table 5.2, where each of them is given a test number. We run all benchmarks for 500

million instructions for cache warmup and then the following 100 million instructions for statistics.

The weighted IPC (instructions per cycle) defined in Equation 4.3 is used as the performance

criteria for the four-core simulation. The aforementioned two Half-DRAM models: Half-DRAM-

1Row and Half-DRAM-2Row, are evaluated and compared to the baseline. Obviously, they

represent the lower and upper bound of performance improvements, respectively.

WeightedSpeedup =

n∑
i=1

IPCi
multi−core

IPCi
standalone

(3.4)

3.4.1 Performance Analysis

The performance results of the four-core simulation are shown in Figure 3.9a. To show the advan-

tage of Half-DRAM, the result of the prior work with 1/2 bank activation is also evaluated and

denoted as FGA-1/2Bank. The burst length in FGA-1/2Bank is set to 16 (8×2) to compensate

the bandwidth loss discussed in Section 3.1.4. All tests have been normalized to the baseline

where full bank activation and the Relaxed-ClosePage policy are applied. First, all tests suffer

severe performance degradation, from 20% (test8) to 36% (test3). Since test3 has high row buffer

hit rate and intensive memory accesses, the reduced bandwidth leads to much more contention

on the data bus, which can explain the performance drop.

In contrast, thanks to the extremely low CHR ratio, no tests suffer from performance drop

in Half-DRAM-1Row. Moreover, test6 that has the highest CHR ratio even shows 3% perfor-

mance improvement. The reason of the improvement is that it has a low row buffer hit rate

so that Half-DRAM-1Row can take advantage of the relaxation of Four-activation-window con-

straint to overwhelm the slight increase of activation number. On average, Half-DRAM-1Row

can improve the performance by 1.3%. Even though the performance improvement is trivial,

Half-DRAM-1Row does not induce performance degradation. In addition, Half-DRAM-2Row

shows a promising performance improvement over baseline by leveraging the sub-array level

parallelism. In particular, test1 can achieve as much as 19% performance improvement. The

performance gain comes from the relatively low data locality, which can utilize the half-bank
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Table 3.3: Simulation Platform Configuration

Cores 4, ALPHA, out-of-order

CPU Clock Freq. 3 GHz

LDQ/STQ/ROB Size 32 / 32 / 128 entries

Issue/Commit Width 8 / 8

L1-D/L1-I Cache
32kB / 32kB 4-way

2-cycle latency

D-TLB/I-TLB Size 64 / 48 entries

L2 Cache
Shared, Snooping, 4MB, LRU

8-way, 10-cycle latency

Memory

General
DDR3-1600, 4GB, 64bit I/O,

4 ranks, 2Gb chip, 8 banks(×16),
FR-FCFS, RD/WR queues, 64/32 entries,

Timing (in cycle)
tRCD-tCAS-tRP-tWR: 11-11-11-12,
tRAS-tCCD-tRRD-tFAW: 28-4-6-32

Power (fast-exit PD)

49/42mA(IDD0), 15mA(IDD2P),
23mA(IDD2N), 37mA(IDD3N),

135mA(IDD4R), 146mA(IDD4W),
182mA(IDD5A), 1.5V(VDD)

test#Benchmarks (SPEC2006+STRAM)
1STREAM×4, 2bwaves×4, 3gobmk×4, 4leslie3d×4,

5libquantum×4,, 6lbm×4, 7mcf×4, 8milc×4,
9STREAM-gobmk-lbm-libquantum, 10bwaves-leslie3d-mcf-milc,
11lbm-libquantum-bwaves-leslie3d, 12STREAM-gobmk-mcf-milc

parallelism well. Again, the relaxation of tFAW also boosts the performance gain. The average

performance improvement in Half-DRAM-2Row is 10.7%.

3.4.2 Power Analysis

To verify the power reduction of Half-DRAM, DRAMSim2 collects the active, standby, and

powerdown cycle numbers as well as the read and write request numbers that are required by

Micron’s power calculator [52]. Note that the IDD0 of half-bank activation is set as 42mA so

that every activation can save 43.7% power as discussed in Section 3.1.3. The generated four-core

power results are shown in Figure 3.9b with the power breakdown in detail. Since Half-DRAM-

1Row has almost the same runtime as the baseline, its power is given so that we can concentrate

on the power reduction from activation. As shown in the figure, the power efficiency varies among

the benchmarks. For instance, test1 and test6 have significant power reduction, which is up to

9.1% and 10%, respectively. In contrast, the power reduction from test3 and test9 is relatively

small (5.8% and 7%). The effect of fine-grain activation in Half-DRAM is mainly determined

by the intensity of activations at runtime. From Figure 3.9b, it is obvious that the activation

power in test1 is big enough to reflect the power efficiency of Half-DRAM. On the other hand,

the power gain is limited because the high buffer hit rate can effectively amortize the activation

power, like what happens in test3. In general, Half-DRAM-1Row can achieve 8.4% improvement

on power efficiency over the baseline.
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Half-DRAM-2Row FGA-1/2BaHalf-DRAMHalf-DRAM-2Row
1.054574 1 0.71 1.04 1.192396
1.149326 2 0.67 1.01 1.124574
1.033217 3 0.64 1.01 1.149326
1.250575 4 0.75 1.02 1.083217
1.071731 5 0.69 1.02 1.12
1.082699 6 0.78 1.03 1.09
1.016103 7 0.7 1.01 1.082699
1.008569 8 0.8 1.04 1.096103
1.242396 9 0.72 1.01 1.09

1.09769 10 0.75 1 1.06
11 0.76 1.02 1.09
12 0.75 1.01 1.12

Gmean 0.725267 1.018261 1.107675
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Figure 3.9: Four core simulation results. All tests are run with the Relax-ClosePage scheme and
all results are normalized to baseline. The FGA-1/2Bank corresponds to 1/2 bank activation in
prior work [2, 3]. The burst length of FGA-1/2Bank is 16.

3.4.3 The Effect Of The Relaxation of Power Constraint

In this section, we first present the performance impact of Half-DRAM by relaxing the Four-

activation-window constraint. Then, we show a case study in which Half-DRAM is integrated

into Wide-IO to relax the Two-activation-window constraint.

3.4.3.1 Impact Of Four-Activation-Window Constraint

Compared to Relaxed-ClosePage policy, the performance of Restrict-ClosePage policy is limited

by Four-activation-window constraint because any memory request requires an activation/pre-

charge while the constraint limits the activation frequency [24]. According to the value of tRRD

and tFAW shown in Table 5.2, there can be 5.3- (= tFAW
tRRD ) activations in a tFAW if no Four-

activation window constraint is applied. In other words, DRAM loses 25% (= tFAW−4×tRRD
tFAW ) ac-

tivation bandwidth due to the tFAW constraint. As Half-DRAM alleviates the power constraints,

the activation rate could be improved accordingly. To verify the advantage of Half-DRAM, we

rerun the simulation and the results are shown in Figure 3.10a. The average speedup in Half-

DRAM-1Row is 6.9%. Compared to the results of Relaxed-Close Policy is applied (Figure 3.9a),

Half-DRAM-1Row has even higher performance improvement, which unsurprisingly comes from

the relaxation of four-activation-window constraint. In particular, test3 has 11.8% improvement
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1 1.09 1.192396
2 1.05 1.174574
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8 1.04 1.136103
9 1.06 1.15
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11 1.06 1.14
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Figure 3.10: Simulation results of power constraint study. Restrict-ClosePage management pol-
icy is applied. (a) Weighted speedup by relaxing tFAW constraint; (b) Better performance
improvement due to higher tFAW penalty in Wide-IO.

as the requests going to the same rows that originally have to wait for the row re-activation can

now be served earlier. Even better, Half-DRAM-2Row has further performance improvement

over all tests. The additional improvement is from enhanced memory parallelism as expected.

At this time, two requests that go to the Odd and Even group separately can be served in parallel.

In general, 16.9% performance improvement is observed in Half-DRAM-2Row.

3.4.3.2 A Case Study Of Half-DRAM

So far, it is clear that the performance advantage of Half-DRAM is promising in a memory that

suffers from the restricted power constraint. Wide-IO [11] is such a memory in which the Four-

activation-window is further restricted to Two-activation-window (tTAW) due to the challenging

power delivery issue in 3D-stacked memory [60, 61]. In other words, in any tTAW there can

be only two activations allowed. Considering the larger window in Wide-IO (tTAW=50ns and

tRRD=10ns), the power constraint more severely suppresses the performance8. We apply Half-

DRAM-2Row to Wide-IO to assess the possible performance gain. Note that all requests still go

to one channel because the Two-activation-window is applied within each channel. The results

are given in Figure 3.10b. Not surprisingly, the average performance improvement is up to

8Wide-IO augments the channel-level parallelism to alleviate the constraint as it has four independent channels.
Our concern, however, is that the power constraint has effect within a channel so that it eventually suppresses
the performance when DRAM utilization is high.
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38.1% while test3 and test5 gain as much as 52.4% and 49.2% speedup, respectively. Therefore,

Half-DRAM is very effective in Wide-IO to exploit the potential performance benefit.

3.5 Related Work

Several fine-grained DRAM structures have previously been proposed in conventional 2D DRAM.

For example, Fujitsu implements the Fast-cycle RAM (FCRAM) that has a sub-bank structure

and achieves faster access speed and lower power consumption than the baseline 2D DRAM [15].

Unfortunately, FCRAM has low cell density that leads to limited memory capacity. Similarly,

Reduced-latency DRAM (RLDRAM) [14] was introduced with a smaller bank size for low access

latency. RLDRAM, however, also induces large area overhead so that the capacity was only

about 40% of commodity DRAM. As mentioned earlier in the paper, Cooper-Balis et al. [2]

and Udipi et al. [3] proposed to leverage fine-grained access in the commodity DRAM to reduce

power. However, both work fail to comply with the n-bit prefetching, and the implementation

overhead to sustain full data bandwidth is significant [30].

Sub-rank level parallelism has been studied as another level of fine-grained structure. Zheng

et al. introduced a bridge chip MRB to split the original rank into mini-ranks [62]. The mini-rank

design not only significantly reduces power consumption, but also improves the memory paral-

lelism so as to compensate the potential performance degradation from narrowing down the data

bus. In spite of the power optimization, the extra MRB increases the DRAM cost and it still suf-

fers from the bandwidth loss. Leveraging the mini-rank structure, D. Yoon et al. implemented a

memory system that has adaptive access granularity at rank level [63]. The adaptive granularity

memory system, however, requires the co-design of a corresponding fine-grained cache architec-

ture, which significantly affects its flexibility. To summarize, without reasonable optimizations in

DRAM core, it is hard to achieve a good trade-off between performance (bandwidth) and power.

All above approaches always improve one aspect by sacrificing the other. Distinguished from the

previous work, Half-DRAM takes a holistic consideration of both performance and power and

thus can achieve better compromise in between.

3.6 Summary

The power consumption for DRAM memory can be a significant percentage of the total power con-

sumption in modern computing systems, especially for server and data center systems. Therefore,

reducing DRAM power is critical for the power-efficient computing. In this chapter, Half-DRAM

is introduced to only activate only half a bank for activation/precharge power reduction. Com-

pared to previous work [2, 3] that may induce severe performance or area overhead due to the

reduced data bandwidth, Half-DRAM can enable the fine-grained activation with full data band-

width by leveraging the “1RD-2HFF” structure. In addition, by exploiting the sub-array level

parallelism [4], half-bank level parallelism is developed to take advantage of the relaxed power

constraint to further improve the memory performance. Depending on the row buffer man-
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agement policy, the experimental results show that Half-DRAM can achieve 10.7% and 16.9%

performance improvement with 8.4% power saving, with negligible hardware overhead. By inte-

gration with Half-DRAM, Wide-IO can obtain 38.1% performance gain that is promising for its

success. As a result, Half-DRAM can be a promising enhancement to the conventional DRAM

for future power-efficient computing.



Chapter 4
Lazy Precharge: The Reduction Of

Precharge Overhead

As the rich transistor resource enables chip multi-processor (CMP) architecture, the memory

requests from multiple cores render high random behavior so that low row buffer locality can

be exploited [3, 64]. The poor spatial locality makes it more challenging to design a memory

controller with satisfied performance. Given the low row buffer locality, the Close-Page policy

that closes the entire row buffer immediately after the data access is preferable in the CMP. The

memory access latency in a memory system with Close-Page policy is mainly determined by the

Row Cycle (tRC). Unfortunately, the row cycle is almost constant through the JEDEC-DDR

evolutions (DDR-DDR4). Considering the memory clock frequency doubles in each generation,

the unchanged row cycle indicates the memory becomes relatively slower (in cycle). For example,

the row cycle of DDR3-1600 is 41 cycles while it becomes 54 cycles in DDR4-2400 [8, 6].

Intuitively, the larger memory latency suppresses the memory level parallelism since a bank

must spend more cycles to deliver the data. To compensate the reduced memory parallelism,

sub-array level parallelism (SALP) [4] has been proposed to hide the latency with fine-grained

memory structure and tiered-latency DRAM (TL-DRAM) [65] have been studied to shorten the

row cycle in the Near segment of a bank. Both prior arts, however, requires additional logic in

the memory chip, which leads to increasing cost per bit ($/bit). Distinguished from those work,

we propose a simple but effective scheme, named Lazy Precharge (LaPRE), to smartly leverage

the legacy of existing sub-array infrastructure to reduce the precharge overhead as well as the

row cycle. In summary, our contributions in this work are:

• We propose LaPRE as an effective solution to reduce the precharge overhead and thus

shorten the row cycle for performance improvement. LaPRE does not incur any design

overhead in the memory chip. The zero overhead makes LaPRE promising to be adopted

by the industry.
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• We propose three memory scheduling schemes in the memory controller (MC) to leverage

LaPRE to obtain performance improvement. The impact of address mapping schemes and

power constraint are also evaluated as sensitivity study.

4.1 Background

As mentioned in Section 1.4, DRAM consists of four basic commands: ACT, CAS, PRE, and REF.

In this work, we focus on command ACT and PRE. As DRAM depends on electrical (dis-)charging,

we explain each command with its unique electrical behavior as follows.

As shown in Figure 4.1 À, at the beginning all sub-arrays in a bank are precharged as the

signal EQ in the precharge logic (equilibration logic) is asserted. Therefore, the voltage of bitline

(BL) is driven to Vdd/2 during idle. Once an ACT command is coming, EQ becomes inactive

to prevent the precharge logic from driving the bitline (so not shown in Figure 4.1ÁÂ). The

sub-array then goes through wordline opening, charge sharing, data sensing, and data restoring

in sequence. First of all, the row address decoder asserts one wordline based on the row address

as shown in Figure 4.1 Á (red line). Correspondingly, all access transistors in the row are open.

Afterwards, the sub-array enters charge sharing. If the voltage of storage cell is Vdd (0V), the cell

(bitline) shares charges with the bitline (cell). After the charge sharing, the bitline has a positive

(negative) voltage difference δV from the reference bitline that is still under Vdd/2. Next, in the

sensing logic signal ACT goes to Vdd and NLAT goes to 0V for the data sensing. The sensing

logic in the sense amplifier (SA) can recognize the voltage difference and amplifies the sensing

result to ‘1’ (‘0’)(Figure 4.1ÁÂ). After the data sensing, the data is locked in the SA for the

following data burst by CAS-R/W. Note that the original data in the cell has been destroyed due

to the charge sharing. As a result, SA needs to drive the bitline to restore the data into the cell1.

It is obvious that the bitline voltage is no longer Vdd/2 after an activation. As a consequence,

no further ACTs are permitted in the active sub-array since SA may not work correctly. To open

another row in the same sub-array, a PRE must be issued at first shown in Figure 4.1 Ã. A PRE

mainly does two things: wordline closing and bitline/SA reset. Once there is a PRE command, the

row address decoder desserts the wordline so that the access transistors in the row are completely

closed. Then, signal EQ becomes active again so that the precharge logic drives the bitline back

to Vdd/2 for the next ACT. In the commodity DRAM, all sub-arrays in a bank share signal EQ

so that one PRE precharges the whole bank even though in fact only one sub-array is precharged.

Note that a precharge can only be issued after the completion of data restoring since the wordline

closing can early terminate the restore and thus results in data loss. As no data transfer occurs

during a precharge, it inevitably induces performance overhead in DRAM.

1The reader can refer to [5] for more details of DRAM operations.
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Figure 4.1: The circuit operation of activation and precharge

4.2 Design Of Lazy Precharge

In this section, we first define the overhead of precharge with Close-Page policy as the motivation.

The design of LaPRE is then presented and the corresponding memory scheduling policies are

extended to Open-Page policy.

4.2.1 Overhead Of Precharge

Figure 4.2 (top) shows the timeline of three requests to the same bank in the baseline. Even

though they refer to different sub-arrays, all requests have to be serviced in sequence as we assume

no SALP is applied. In particular, every request has a dedicated precharge due to the Close-Page

policy. According to DRAM timing constraint, we define overhead of precharge (OHPRE) as the

ratio of precharge time in a row cycle as shown in Equation 4.1 and 4.2, where the overhead for

read and write is calculated separately. Based on the values of timing parameters in Table 4.1,

the overhead of precharge can be up to 30% and 25.6% for read and write, respectively. The

large overhead indicates an opportunity to improve the memory performance by reducing the

precharge overhead.

OHread
PRE =

tRP

tRAS + tRP
=
tRP

tRC
(4.1)

OHwrite
PRE =

tRP

tRCD + tCWD + tBURST + tWR+ tRP
(4.2)
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Table 4.1: Timing Parameters from Micron Data sheet [8]

Timing Params. Value Timing Params. Value
tRAS 36ns tRP 15ns
tRCD 15ns tCWD 7.5ns

tBURST 6ns tWR 15ns

ACT PRECAS

ACT PRECAS

ACT PRECAS

ACT PRECAS

ACT PRECAS

ACT PRECAS

ACT CAS

ACT CAS

ACT LaPRECAS

Sub-array 1

Sub-array 2

Sub-array 3

Sub-array 1

Sub-array 2

Sub-array 3

PRE

PRESub-array 1

Sub-array 2

Sub-array 3

Baseline
(Close Page)

Time

SALP 1
(Impractical)

LaPRE
(Proposed)

ACT, PRE Overlapping

ACT, PRE Overlapping

PRE Coalescing

Data Restore

Time saved

Time saved

Figure 4.2: Timing diagram of the three different memory access schemes

In fact, SALP-1 has been proposed in [4] to reduce the precharge overhead. As shown in

the middle of Figure 4.2, SALP-1 relaxes the precharge overhead by overlapping the precharge

of one sub-array with the activation of another sub-array. SALP-1, however, incurs the conflict

between activation and precharge in a bank for two reasons. The first reason is the conflict of

wordline opening and closing in the sub-array that an activation is undergoing. As mentioned

in [4] (Section 5.2), “... a PRECHARGE is designed to lower all wordlines within a bank to

zero voltage...” while an activation should assert one of the wordlines. The second reason is

that all sub-arrays are precharged simultaneously resulting from the sharing of signal EQ. As a

consequence, SALP-1 is in fact impractical to be implemented without extra logics for selective

sub-array-level precharge, like SALP-2 or MASA in that paper.

Distinct from SALP-1, LaPRE eliminates both conflicts by removing the overlap of activation

and precharge. Instead, LaPRE delays the precharge and allows multiple activations before a

coalesced precharge, which is named Lazy Precharge (LaPRE). Figure 4.2 (bottom) illustrates

the basic idea behind LaPRE. As shown, the ACT to sub-array 2 (3) is able to start immediately

after the data has been restored in the prior active sub-array 1 (2). At the end, a lazy precharge

is issued to precharge all three sub-arrays. In this way, only one precharge is needed compared

to the baseline that requires three precharges.

4.2.2 DRAM Chip Design

The commodity DRAM chip has provided the infrastructure for LaPRE and thereby LaPRE

does not incur any hardware overhead in DRAM chip. As shown in Figure 4.1Á, once an ACT

is received, the wordline of the first sub-array is open for data burst. After the data has been
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restored into the cell, the wordline can be closed without data loss. At this time, the second ACT

can be issued to open another sub-array without a precharge, which is shown in Figure 4.1Â. Since

only one output of the row address decoder is asserted, the second ACT automatically triggers

the closing of the old wordline and the opening of a new wordline. Note that no further request

can be issued to the first sub-array before a lazy precharge. As a consequence, the row buffer of

the first sub-array becomes invisible to MC. We name such a sub-array as a dead sub-array.

The aggressive access scheme in LaPRE re-defines the timing constraints on the activation

sequence. From the perspective of the first active sub-array, it requires the following ACT to be

issued after its wordline completely closes. Therefore, the second ACT should fulfill the same

timing constraint as a PRE should obey, which is shown in Table 4.2. In particular, the second

ACT can only be issued tRTP cycles after a read command CAS-R; or, tBURST+tWR cycles after

a write command CAS-W. Notice that the tRRD and tFAW constraints are still applied to meet

the power constraint.

Table 4.2: New Timing Constraints on Activation

Prev. Cmd Curr. Cmd Timing Constraint Comments
CAS-R ACT tRTP same bank
CAS-W ACT tBURST + tWR same bank

ACT ACT Five-ACT-Window same rank

IACT 32.1mA IPRE 6.2mA

4.2.3 DRAM Controller Design

LaPRE should be exposed to the MC so that the MC can make use of the enabled SALP. In

particular, when to precharge a bank is a critical question to answer when design an MC. In

commodity DRAM, Close-Page and Open-Page are two classic row buffer management policies

to address the question2. In Close-Page, the precharge is initiated immediately after the desired

data burst. No benefit of row buffer locality can be exploited. Alternatively, Open-Page policy

requires a precharge if and only if 1) no request in the queue that addresses the same row (row

buffer hit) or four requests have been serviced with row buffer hits; AND 2) there is a request

pointing to a different row (row buffer miss). Note that we adopt four row-buffer-hit requests as

the threshold to prioritize a row-buffer-miss request based on the results of prior study [64], in

which less than five row-buffer-hit requests can be serviced before a precharge. This also takes

into account the concern of request starvation and fairness of request scheduling.

Different from the traditional MC, LaPRE-MC has more flexibility to close a bank because

multiple sub-arrays can be activated before it issues a lazy precharge. In this work, we propose

three memory scheduling schemes to leverage LaPRE for the performance improvement. The

three schemes are described as follows.

2Throughout the paper, Close-Page and Open-Page are dedicated to the row buffer management policies used
in the commodity DRAM memory controllers. The proposed policies are noted with prefix “LaPRE”.
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•LaPRE-Idle-First: Similar to the traditional Close-Page policy, LaPRE-MC seeks a mem-

ory request in the queue that points to an idle sub-array based on first-come-first-serve (FCFS)

policy. A lazy precharge is issued if and only if no such request can be found in the queue.

•LaPRE-RBH-First: Similar to Open-Page policy, LaPRE-MC prioritizes the requests

that can explore row buffer hit (RBH). A sub-array switching occurs if no such request can be

found or the number of requests that have been serviced reaches the threshold to avoid remaining

requests’ starvation. Finally, a lazy precharge is issued when no request that has row buffer hit

or accesses an idle sub-array can be found in the queue.

•LaPRE-DS-First: As an extension of LaPRE-RBH-First, LaPRE-MC issues a lazy pre-

charge once it detects the head request in the queue points to a dead sub-array (DS). In LaPRE-

RBH-First scheme, such head request may be delayed for a long time because LaPRE-MC can

continue to drain other requests in the queue. LaPRE-DS-First eliminates the potential delay

with more precharges as the payment.

Figure 4.3 illustrates how the three scheduling schemes work. At the beginning, there are nine

requests in the queue (older request has smaller number). The requests having the same color

point to the same sub-array and row while the requests with different colors accesses different

sub-arrays. For instance, Req-1/3/4/5/6 (light gray blocks) access the same sub-array and same

row so that row buffer hit can be exploited. Req-2/7 (dark gray block) or Req-8/9 (black block)

access different sub-arrays so that LaPRE can be applied.

Since LaPRE-Idle-First only searches for the request to an idle sub-array, a lazy precharge

is needed after the completion of Req-1/2/8. For the same reason, the second lazy precharge is

inserted after the completion of Req-3/7/9. Then, each of the remaining requests (Req-4/5/6)

needs a precharge because they go to the same sub-array. Compared to the traditional Close-

Page policy that needs eight precharges (dashed blue line), LaPRE-Idle-First reduces the number

of precharge to four.

When it comes to LaPRE-RBH-First, Req-1/3/4/5 are prioritized due to row buffer hit.

Afterwards, Req-2/7 are selected since four requests have been serviced for the previous sub-

array. Req-8/9 are then scheduled consecutively. Prior to Req-6, a lazy precharge must be

issued to reset the dead sub-array. Finally, Req-6 can be serviced after the precharge. Compared

to Open-Page policy, LaPRE-RBH-First reduces the number of precharge from three to one.

Also notice that Req-6 is delayed until Req-7/8/9 finish. To avoid the long delay, LaPRE-DS-

First issues a precharge once it detects Req-6 comes to the head of queue. After the precharge,

the remaining requests are scheduled accordingly. Obviously, LaPRE-DS-First may degrade the

performance since it can early terminate a series of requests that are originally featured row

buffer hit (e.g., Req-2/7). In addition, LaPRE-DS-First sometimes induces more precharges

than LaPRE-RBH-First. For example, another precharge is introduced if the position of Req-6

and Req-8 are swapped in the queue.

In addition to the row buffer management policy, LaPRE-MC has to account for the power

consumed by the simultaneous precharges of multiple sub-arrays. We use the power analysis

tool from Rambus [30] to obtain the current dissipation of an activation (IACT ) and a precharge
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Figure 4.3: The proposed memory scheduling schemes

(IPRE), respectively. The result shown in Table 4.2 reveals that the precharge current of one

sub-array is around 1/5 of the activation current. Therefore, a new Five-ACT-Window constraint

is introduced to limit the maximum current of a lazy precharge, where at most five activations

can be issued between two precharges.

4.3 Evaluation Results

In this work, gem5 [34] is adopted as the simulation platform. We integrate NVMain [58] into

gem5, which is a cycle-accurate memory simulator for both DRAM and non-volatile memories.

Table 5.2 shows the setup of gem5 and NVMain, respectively. All DRAM timing parameters are

excerpted from Micron’s data sheet [8]. Three memory controllers with the proposed memory

scheduling schemes are implemented in NVMain for the evaluation (see Section 4.2.3). Since

both Close-Page and Open-Page policies are used in the baseline, these three models are further

divided into two classes, where LaPRE-Idle-First is compared to the baseline that employs Close-

Page policy while LaPRE-RBH-First and LaPRE-DS-First are compared to the baseline with

Open-Page policy.

The selected SPEC2006 CPU benchmark with reference input size [35] and STREAM with

all functions [36] are evaluated as multi-programmed testbench. We classify the benchmarks

into three categories and select four benchmarks as the representatives for each category, which

are symbolized as H, M, and L for high (>10), medium ([1,10]), and low (<1) miss per kilo

instructions (MPKI) of last level cache (LLC). We simply duplicate four copies of each benchmark

for the four-core simulation. We run all benchmarks for 500 million instructions for the cache

warmup and then the following 100 million instructions for the performance statistics. The

weighted instructions-per-cycle (IPC) defined in Equation 4.3 is used as the performance criteria

throughout the simulation.

WeightedSpeedup =

4∑
i=1

IPCi
multi−core

IPCi
standalone

(4.3)
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Table 4.3: Simulation Configuration

System Configuration

Cores 4, ALPHA, out-of-order

CPU Clock Freq. 3 GHz

LDQ/STQ/ROB Size 32 / 32 / 128 entries

Issue/Commit Width 8 / 8

L1-D/L1-I Cache
32kB / 32kB 4-way

2-cycle latency

D-TLB/I-TLB Size 64 / 48 entries

L2 Cache
Shared, Snooping, 4MB, LRU

8-way, 10-cycle latency

Memory

JEDEC-DDR3-1333, 8GB, 64bit channel,
2 ranks, 4Gb chip(×8), 8 banks(64K×8K),

tRCD-tCAS-tRP-tWR 10-10-10-10,
FR-FCFS, 32-entry queue

Benchmark Classification (MPKI)

H
STREAM(34.96), mcf(16.26)

lbm(31.92) gobmk(38.35)

M
bwaves(6.07), milc(5.13),

leslie3d(4.30), libquantum(6.95)

L
gamess(0.02), namd(0.12),
sphnix3(0.09), soplex(0.3)

4.3.1 Performance Analysis

The performance comparison between LaPRE-Idle-First and the traditional Close-Page policy is

shown in Figure 4.4a. All H benchmarks and two L benchmarks have more than 15% performance

improvement. On average 14% performance improvement is observed and the improvement is

up to 21% among H and M benchmarks. In contrast, little performance gain is observed in L

benchmarks. In particular, gobmk and libquantum achieve 65.1% and 39% performance gain,

respectively. To figure out the source of performance gain, we collect the average number of

requests per precharge. Baseline requires one request per precharge due to the Close-Page policy.

Alternatively, LaPRE-Idle-First can effectively reduce the overall amount of precharge so that

one precharge can service more than one request. For example, STREAM has 1.73 requests per

precharge while namd still has 1 request per precharge. Specifically, 4.19 and 2.43 requests per

precharge are observed in gobmk and libquantum, respectively. The larger request number reflects

that more requests share the precharge and thus the precharge overhead is significantly reduced.

Even though soplex produces 1.43 requests per precharge, the improvement is modest due to

low memory intensity.
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Figure 4.4: Performance results. (a) Class-1: LaPRE-Idle-First vs. Close-Page; (b) Class-2:
LaPRE-DS-First and LaPRE-RBH-First vs. Open-Page; (c) Impact of Number of Sub-arrays;
(d) Impact of Power Constraint.

On the other hand, the performance results of LaPRE-DS-First and LaPRE-RBH-First are

shown in Figure 4.4b. Compared to Figure 4.4a, LaPRE-DS-First and LaPRE-RBH-First provide

less performance improvement, where the overall improvement is only 6.9% (5.7%) for LaPRE-

RBH-First (LaPRE-DS-First) and the H and M benchmarks can obtain 9.8% (6.2%) improve-

ment on average. The reason of less performance gain is two-fold. Firstly, the baseline already

leverages Open-Page policy that can service multiple requests for one precharge. Therefore,

Open-Page policy effectively offsets the benefit of LaPRE. In addition, the address mapping

scheme also affects the effectiveness of LaPRE (see Section 4.3.2). Therefore, only Close-Page

and LaPRE-Idle-First are employed in the following sensitivity study.

4.3.2 Sensitivity Study

In this section, we first explore the impact of number of sub-arrays. We then evaluate the impact

of power constraint on the Lazy Precharge. Finally, we show the impact of address mapping at

the end.

4.3.2.1 Impact Of Number Of Sub-arrays

We first sweep the number of sub-arrays in a bank from 1 to 128. Figure 4.4c shows the results.

It is clear that better performance can be obtained if more sub-arrays are employed. It is

straightforward that more sub-arrays can reduce the possibility of sub-array conflict that occurs

when two requests try to access the same sub-array. LaPRE is always beneficial to gobmk as

more sub-arrays are deployed. In contrast, the performance improvement is little for libquantum

beyond 32 sub-arrays. As LaPRE does not induce any extra logics, it can simply leverage the
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Figure 4.5: The address mapping schemes in this work

maximum number of sub-arrays to help the performance. Note that this is different from the

prior work [4] in which more sub-arrays introduce larger area overhead.

4.3.2.2 Impact Of Power Constraint

To examine the impact of power constraint, LaPRE without Five-ACT-Window constraint is

simulated and compared to the counterpart where the Five-ACT-Window constraint is applied.

As shown in Figure 4.4d, only STREAM, gobmk and libquantum obtain 4.6%, 8.6% and 6.7%

performance improvement, respectively. The additional improvement stems from higher re-

quest/precharge rate, which implies these benchmarks fit LaPRE well. The performance gain

for other benchmarks, however, are negligible due to little change of request/precharge. As a

consequence, the power constraint does not severely degrade the performance.

4.3.2.3 Impact Of Address Mapping Scheme

Figure 4.5 presents the address mapping schemes used in this paper. Baseline scheme is applied

to Close-Page, Open-Page, LaPRE-RBH-First, and LaPRE-DS-First to maximize the row buffer

hit while LaPRE scheme is employed in LaPRE-Idle-First to maximize the sub-array level par-

allelism. To eliminate the interference of rank-/bank-level parallelism, the position of bank and

rank segment in baseline scheme is aligned with the bank and rank segment in LaPRE scheme.

The baseline address mapping scheme can help explain the less performance gain in Figure 4.4b.

As shown, the least significant bits (LSBs) are assigned to the column bits while the sub-array

bits are placed in the relatively higher position. As a result, less sub-array level parallelism can

be exploited for the performance improvement.

Among rank-/bank-/sub-array-level parallelism, two experiments are designed to figure out

which one is the most important factor for the performance. The rank/bank/sub-array bit

segments are alternately placed in the LSB of physical address. The corresponding address

mapping schemes are shown in the last three lines of Figure 4.5, which are labeled SA:RK:BK,

RK:BK:SA, and RK:SA:BK. Figure 4.6a shows the evaluation results. In sum, SA:RK:BK and

RK:SA:BK outperforms RK:BK:SA so that bank-level parallelism is most important for the
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memory performance because banks can completely be accessed in parallel. Furthermore, the

sub-array-level parallelism in LaPRE can at least work as well as rank-level-parallelism when

we compare RK:SA:BK with SA:RK:BK and sometimes it even gets better results (milc and

leslie3d). Moreover, under SA:RK:BK scheme, we compare SA:RK:BK to the baseline without

LaPRE (labeled as RK:BK). The results show that LaPRE achieves 4.4% and 3.6% performance

gain, which indicates LaPRE is still useful even if the sub-array-parallelism is minimized.

To verify the conclusion, we further conduct another experiment by sweeping the number

of sub-arrays with RK:BK:SA scheme. As shown in Figure 4.6b, the result is distinct from

Figure 4.4c: more sub-arrays lead to significant performance degradation. Once more sub-arrays

are deployed, the width of sub-array segment in the physical address becomes larger. As a

consequence, the bank-level parallelism is weakened due to the left shift of its segments. Even

though the performance of libquantum is improved as the number of sub-arrays increases from 16

to 64, the overall performance still drops. Therefore, it demonstrates that bank-level parallelism

is more important for the performance. More banks, however, requires more peripheral logics

and thus reduces area efficiency of the cell and increases the corresponding cost ($/bit). As the

clock frequency keeps scaling up, less ranks can be populated in a single channel [24]. Therefore,

considering the zero cost, our LaPRE is still meaningful for the performance improvement.

4.4 Related Work

Several work has been done to leverage the fine-grained memory architecture. In the industry,

FCRAM [15] and RLDRAM [14] make use of smaller banks for low-latency memory access. The

drawback of these memory modules is the significantly reduced area efficiency, which in turn

increases the total cost per bit. On the other hand, fine-grained activation is proposed in [2]

so that only a portion of sub-array is activated to reduce activation power. The performance

overhead that results from the reduced data bandwidth, however, is not evaluated in this work.

Similarly, selective bitline activation (SBA) and single sub-array access (SSA) are proposed in [3].

Nonetheless, the performance results could be misleading because the severe bandwidth reduction
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and the unaffordable layout overhead are neglected while the problem has been pointed out in [30].

The sub-array level parallelism (SALP) has been explored in [4]. In addition to the SALP-

1 that is impractical because of the conflict between activation and precharge in a sub-array,

SALP-2 and MASA are also proposed in [4]. SALP-2 prevents the conflict by enabling selective

precharge. Extra logic is introduced so that the sub-arrays no longer share the same EQ signal

for the precharge. Instead, each sub-array can have a dedicated EQ so that one sub-array can

be precharged safely while another sub-array is open. Furthermore, the selective precharge is

also applied to MASA with the enhanced isolation logic of the global data path. Compared

to LaPRE, both methods requires additional logics and modification to the DRAM chip. As a

result, they are supposed to be more costly than LaPRE.

4.5 Summary

As memory performance becomes the system bottleneck in a CMP architecture, high memory

parallelism is mandatory to improve the overall memory performance. To reduce the precharge

overhead, Lazy Precharge (LaPRE) is proposed as a novel memory architecture, which can

effectively reduce the precharge overhead and thus improve memory parallelism. Compared to

the previous work [4] that can cause the conflict of activation and precharge, LaPRE eliminates

the conflict by allowing multiple sub-arrays to be activated without the intervention of precharge.

A lazy precharge is then shared by all active or dead sub-arrays. In addition, three request

scheduling policies are proposed and evaluated to leverage the enhanced memory parallelism. The

experimental results show that LaPRE can achieve as much as 65% performance improvement.

On average it can obtain 14% and 6.9% performance gain under different scheduling policies.

Taking into account the negligible hardware overhead, LaPRE can be favorably adopted by the

industry.



Chapter 5
3D-SWIFT: Enabling Sub-array

Level Parallelism In 3D Wide-IO

DRAM

As an early adoption of 3D integration, 3D-stacked DRAM is a promising technology for over-

coming the barriers in DRAM scaling, thereby offering an opportunity to break the “memory

wall” with improved DRAM cell density (capacity) and wire routing resources (connectivity),

as well as reduced wire length (latency/power). In recent years, several 3D DRAM prototypes

have been demonstrated [11, 13, 41, 42, 66, 67], and several 3D DRAM architectures have been

explored by directly leveraging 3D die-stacking technology [68, 69, 70, 71, 72].

In particular, Wide-IO memory [11] has been standardized by JEDEC as a high bandwidth

and low-power 3D DRAM for embedded SoC system. A Wide-IO has four channels that are

independent of each other. Each channel is 128-bit wide with single data rate. The Wide-IO

follows the low-power design methodology of LPDDR so that it removes the delay lock loop

(DLL) and on-die termination (ODT) logic and applies lower supply voltage to achieve low static

power.

Unfortunately, Wide-IO does not take full advantage of the die-stacking since it has to comply

with conventional DRAM structure where the bank size is large and the number of banks is small.

In addition, the increasing number of channels in turn mandates more memory controllers (MCs)

and interconnects between them, bringing in issues that may hinder its popularity. For example,

hybrid memory cube (HMC) isolates a complicated MC on the logic die to relax customers’

design effort. However, it is difficult for system designers to perform further optimization on

memory controllers due to its transparency to the system [73]. In this work, we propose 3D-

SWIFT to enable a fine-grained memory architecture so as to improve performance in Wide-IO.

The contributions of our work can be summarized as follows.
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over all devices in a rank. Only a small fraction of row is fetched in each memory access; (b)
Wide-IO: the data is placed in a large row and no individual device exists. Still only a portion
of data is fetched; (c) 3D-SWIFT: the width of fetched data matches cacheline width. The rest
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• Fine-grained 3D DRAM structure. We find that the power constraint can suppress

the performance of Wide-IO. To eliminate the power constraint, a bank in 3D-SWIFT is

further divided into multiple sub-banks and each sub-bank has the ability to independently

serve a memory request and provide an entire cacheline. Once there is a memory access,

only the target sub-bank is activated. In this way, the fine-grained access reduces the

activation/precharge current and thus enables higher memory parallelism. To our best

knowledge, this is the first work that takes into account power constraint in designing

high-performance Wide-IO.

• Sub-bank “autonomy”. Leveraging the close-page row-buffer management policy, sub-

bank autonomy is developed to combine the commands RAS, CAS and PRE as REQ to activate

a sub-bank, carry on the data burst, and close the sub-bank automatically. We devise a

packet-based interface protocol accordingly to simplify the memory transaction. Moreover,

by making use of the rich routing resource on the logic die, a wide data bus is employed to

deliver a full cacheline in one cycle.

• Simplified memory controller design. 3D-SWIFT takes into account the design com-

plexity of MCs. By leveraging the sub-bank autonomy and packet-based protocol, a MC

of 3D-SWIFT can be integrated into the processor die so that it is visible to the processor

for the system-level optimization.

5.1 Background And Motivation

In this section, we review the limitations of 2D DRAM as the background. We then discuss the

disadvantage of Wide-IO as the motivation of this work.
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5.1.1 The Limitations Of 2D DRAM

In conventional DDRx family, the pin count constraint is a major factor that limits the memory

bandwidth due to the packaging limitation. The long off-chip memory bus implemented with

the transmission line on the motherboard introduces the trade-off between a higher operating

frequency and the channel capacity because of the limited load. On the other hand, on-die

termination (ODT) and delay lock loop (DLL) consume lots of power whilst they are mandatory

to the signal integrity and synchronization when operating in a high bus frequency of DDR. In

contrast, neither ODT nor DLL is needed in LPDDR, which is featured by low static power

due to a lower operating frequency and supply voltage. To improve memory bandwidth, rank-

and bank-interleaving are used to increase memory parallelism. Rank-level parallelism, however,

is overlooked in DDR3 due to the rank-to-rank-switching penalty tRTRS 1. Furthermore, the

rank number is limited in DDR3 due to the load constraint in one channel, which also weakens

rank-level parallelism.

In addition, since all devices in a rank work in lockstep, DDRx manifests an extremely

large logic row while only a small fraction of data is delivered for each memory access (see

Figure 5.1b). Even though the data overfetching is beneficial for the applications that have high

spatial locality, the device association limits bank-level parallelism because fewer banks can be

scheduled by the MC. For instance, an 8-device-8-bank rank has only eight logic banks while

actually 64 “independent” banks are deployed. Furthermore, the overfetching consumes extra

dynamic power because all devices should be activated/precharged at the same time. The power

consumption exacerbates as the processor enters the multi-core era, where the interference among

cores can drastically lower the row buffer hit rate [3], which results in the power inefficiency of

such overfetching due to increased activations/precharges.

5.1.2 The Disadvantage Of Wide-IO

Once we relocate the DRAM from off-chip to on-chip, multiple DRAM dies can be stacked

together to increase the cell density. The Wide-IO (Figure 5.1b) is applicable for memory band-

width improvement for two reasons. First of all, the pin-out constraint is eliminated and the

on-chip I/O bus replaces the long off-chip transmission lines. Moreover, the compact DRAM

layout reduces memory access latency as well as power consumption. Despite the benefits a

Wide-IO provides, some new problems emerges and need to be solved carefully:

• More restricted power and current density constraints. A new problem in Wide-IO

is the requirement of low-power design, which is critical for the success of 3D DRAM due to

the increasing power density [32]. Since no DLL or ODT is employed, the background power

is dramatically reduced and the burst and activation/precharge power now starts to dominate

in the Wide-IO DRAM. As illustrated in Figure 5.1b, the entire row is activated but only a

portion of data is fetched, which still indicates large power redundancy. In addition, considering

1Due to the space limitation, we do not explain the DDR timing parameters in detail. Readers can refer to
[24] to have a comprehensive knowledge on the command timing constraints.
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Figure 5.2: The impact of power constraint on 3D DRAM. The simulation is done with 8/64
banks(BK) and tTAW=50ns/0ns (see Section 5.4 for the details of simulation settings).

the power supply challenges in 3D ICs [61, 60], the power constraint becomes more restricted in

3D context. Therefore, Wide-IO has conservatively switched the restriction on memory accesses

from four-bank activation window (tFAW) to two-bank activation window (tTAW) and extended

the window width from 30ns to 50ns (the lower the better for performance) [11].

As shown in Figure 5.2, with a large tTAW constraint (tTAW=50ns), no further improvement

is observed even if the bank-level parallelism is augmented as the bank number increases from 8

to 64. In other words, the power constraint can significantly suppress the bank-level-parallelism

in a rank (channel), which has also been verified by Jacob et al. [24] when close-page row buffer

management policy is applied. Once the power constraint is eliminated (tTAW=0ns), the per-

formance gain can be up to 44% when increasing the bank number from 8 to 64. Moreover, by

getting rid of tTAW constraint, the bank-level parallelism can further provide 14% improvement.

As a result, neglecting the power constraint and simply increasing the bank number or bank

size in 3D DRAM is not a wise choice in terms of either performance or power. Instead, 3D

DRAM design should carefully cope with the power constraint to make sure it does not incur

performance degradation.

• Increased design complexity of memory controller. The second problem is that the

increasing number of channels one Wide-IO provides can result in higher design complexity

of memory controllers. For example, eight independent channels have been implemented by

Tezzaron [41]. While more channels can effectively improve the bandwidth, the need of multiple

MCs induces noticeable area overhead when MCs are deployed in the processor die. These

MCs are required to have either peer-coordination [74] or smart application assignment [75]

to achieve better memory performance, which aggravates the design complexity. Alternatively,

HMC [13] puts the memory controller on the logic layer, which leaves little room for a system

designer to conduct further system optimization on the MC for the better communication with

3D DRAM [73].

5.1.3 Rationale Of 3D-SWIFT

To address the performance and power issues in Wide-IO DRAM, 3D-SWIFT is proposed as

an essential solution. The basic idea is straightforward: since the total current of an activa-

tion/precharge is roughly proportional to the row size, the fine-grained memory architecture

that shrinks the row size can effectively reduce the power consumption by activation [62, 2, 3],

which can further help to alleviate or even eliminate the current constraint. In addition, the



66

fine-grained DRAM operation can increase the memory parallelism [15, 62, 63, 4] as well. Note

that even though [2, 3] made use of the fine-grained architecture to achieve power efficiency, they

did not explore the potential performance gain resulting from the relax of tTAW.

The fundamental of 3D-SWIFT is shown in Figure 5.3. To enable the fine-grained 3D DRAM,

a bank is partitioned into multiple smaller slices, which we call sub-bank. The length of the

wordline is reduced based on the simple partition2. As shown in the figure, each sub-bank is

further folded into multiple dies to reduce the length of the bitline. In this way, the access

latency is shortened by the wire length reduction. Distinguished from 2D DRAM design, a

shared bus replaces the original column select logic to support the improved memory parallelism.

On the other hand, every sub-bank has dedicated MATs to store the ECC code (blue block, only

one is shown) so that the protected data and the corresponding ECC code can be fetched within

a sub-bank simultaneously. As a result, the distributed ECC code does not incur performance

degradation that could occur in other 3D DRAMs where the central ECC bank is accessed

sequentially [63]. Note that the data placement is different from 2D DRAM where the data is

scattered across multiple devices or the state-of-the-art Wide-IO DRAM where the data resides

in a large row. As a consequence, power from activation and precharge can be dramatically

reduced, relaxing tTAW constraints. Furthermore, as the sub-banks are independent of each

other, more memory requests could be served simultaneously to improve memory parallelism.

The improved memory concurrency, however, may incur large hardware overhead. In particu-

lar, the design complexity of MCs significantly increases to effectively exploit the memory paral-

lelism. As a consequence, more storage resources are needed to track the status of each sub-bank

and more complex control logics are necessary to guarantee there is no command or data conflict

on the bus. Therefore, the design overhead significantly limits the ability of fine-granularity ac-

cess. As number of sub-bank keeps increasing along with the growing memory capacity, the poor

scalability of MCs will likely overwhelm the advantages brought by 3D-SWIFT, which can affect

the popularity of this novel 3D DRAM. Therefore, 3D-SWIFT takes into account the design

challenge and strives to reduce the complexity with smaller area overhead. We will show the

design details of 3D-SWIFT in the following sections to mitigate these overheads.

5.2 3D-SWIFT–A Novel Wide-IO DRAM

As shown in Figure 5.4, 3D-SWIFT re-maps a 2D DRAM that has nine devices (eight for data

and one for ECC) and eight banks per device into the 3D-stacked DRAM. With respect to the

process optimization, 3D-SWIFT separates control and interface logics from DRAM cells and

put them in the logic layer as other state-of-the-art 3D DRAM does. Note that 3D-SWIFT is

extensible when more ranks are employed. Those ranks can be either stacked vertically or placed

horizontally as neighbors. Like HMC, multiple 3D-SWIFTs can be populated on the interposer

to increase the memory capacity.

2Alternatively, SALP[4] did the partition on the bitline (gray dashed line)
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Figure 5.3: The fundamental of 3D-SWIFT. Four optimizations are illustrated: 1) A bank is
partitioned into four sub-banks; 2) The column multiplexing is replaced by intra-bank bus; 3) A
sub-bank is further folded into four layers; 4) A local MAT is dedicated to store ECC code.

5.2.1 Fine-Grained Memory Architecture

Without loss of generality, we use an example DRAM design with specific configurations to

demonstrate the 3D-SWIFT design. To enable the fine-grained memory access, a 128M-bit

(16K×8K) bank is further split into 16 identical sub-banks so that each sub-bank is sized by

16384×512 to provide a full cache line. As a consequence, a device with eight banks has 128

sub-banks and totally 2,048 sub-banks are available in 4 channels within the four layers. As

multiple DRAM layers are provided, each sub-bank can be further folded [72]. For example,

when there are four layers, only four sub-banks belonging to the same bank are on one layer.

Since the sub-bank can serve a memory request independently, 3D-SWIFT can significantly

improve the memory parallelism. In particular, TAW constraint can be eliminated since ideally

3D-SWIFT allows as many as 2×16=32 sub-banks to be activated in pipeline due to the reduction

of active row size3, which always holds with 1/cycle request rate and tRC row cycle (in this work,

tRC=36ns=15cycles). Furthermore, the 16 identical sub-banks guarantee that 3D-SWIFT can

provide sustained bandwidth even in the the worst case, where all requests access the same bank

but no sub-bank conflict occurs.

3In fact, the number of concurrent active sub-banks in 3D-SWIFT is less than 16 because of the 2-cycle data
burst and the read/write turn-around overhead.
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5.2.2 Adoption Of Close-Page Policy

Open-page row-buffer management policy needs a bank status table to record bank status and

the current active row address for command scheduling and timing check. In conventional 2D

DRAM, the table size is affordable due to the limited rank and bank number. The table, however,

can be extremely large as the bank number grows. For example, considering 2,048 sub-banks

and each sub-bank needs 3-byte to track the status and open row address, the bank status table

should be 6KB, which leads to noticeable area overhead. Moreover, the advantage of open-

page policy, which opens a large memory page as data overfetching to exploit data locality, is

diminished in 3D-SWIFT as the memory page is equal to a cache line. As a result, 3D-SWIFT

adopts close-page row-buffer management policy, that is, the row is closed immediately after the

access.

Consequently, one sub-bank should go through a state transition loop shown in Figure 5.5.

In spite of the longer access latency caused by tRC, close-page policy can provide deterministic

access latencies, which is simplified as shown in (5.1)–(5.3). Lclosepage
request is the total latency for a

memory request that is equal to a row cycle. It defines the minimum time interval between two

successive requests to the same sub-bank. Lclosepage
data is the latency between the beginning of a

request and the data appears on the bus. Lclosepage
precharge is the minimum interval that an automatic

pre-charge can be applied to an active sub-bank. Since 3D-SWIFT implements the early sub-

bank select technique [2], it can reduce CL to one cycle, including TSV gating and I/O bus

propagation latency. More details are discussed in Section 5.2.5.

Lclosepage
request = tRAS + tRP = tRC (5.1)

Lclosepage
data = tRCD + CL = tRCD + 1 (5.2)



69

Lclosepage
precharge = tRAS (5.3)

5.2.3 Sub-bank Autonomy

In traditional DDRx protocol, MC and DRAM work in a master-slave manner. As a master,

MC must send various commands, including RAS (row activation), CAS (column read/write)

and PRE (precharge), to order the target DRAM bank to complete a data transaction. These

commands can only be issued under various timing constraints (tRAS, tRCD, tRP, etc.). As

MC is a queuing system, commands can be rescheduled to maximize row buffer hit rate and/or

bank-level parallelism. The growing design complexity of the scheduler, however, incurs large

hardware overhead and makes MC error-prone.

To offload MC’s complexity, 3D-SWIFT employs the sub-bank autonomy, in which each sub-

bank can automatically go through the state transition loop without intervention from MC. To

enable the sub-bank autonomy, one sub-bank should be aware of the timing stamp to complete the

state transition. Thanks to the deterministic access latency listed above, a transition generator

can be easily deployed to signal the sub-bank when to move. As a result, a new client-server

relation is established between MC and 3D-SWIFT: Whenever there is a new memory request,

MC (client) only needs to send the request to 3D-SWIFT and then wait for the sub-bank’s

response. Once a sub-bank (server) detects a request, the sub-bank carries on the transition and

completes the data transfer automatically. As a result, 3D-SWIFT eliminates the complicated

and area-consuming scheduler in MC.

5.2.4 Packet-Based Interface Protocol

With respect to the sub-bank autonomy, a simple packet-based interface protocol is developed

to simplify MC’s interface design. As shown in Figure 5.5, MC sends a REQ with a full memory

address and read/write signal to 3D-SWIFT. After Lclosepage
data cycles, MC should receive the data

on the data bus if it is a read, or put the write data on the data bus in the case of a write.

Multiple memory requests can be issued in pipeline as long as these requests do not cause sub-

bank conflict, which happens once a request reference to a busy sub-bank. As a result, even

though overfetching is disabled, a series of back-to-back requests can be issued to mimic the

open-page overfetching. In addition, the request pipeline can also be used to support a DMA

transfer that usually has a larger data size than a cacheline, in which case MC generates multiple

memory requests in burst to 3D-SWIFT.

5.2.5 Hierarchical Bus

3D-SWIFT employs a hierarchical I/O bus to deliver address and data. The hierarchical bus is

composed of intra-bank bus, TSV bus, inter-bank bus, and inter-rank bus. Figure 5.6 illustrates

the hierarchical bus in 3D-SWIFT. The intra-bank bus connects the sense amplifier of each sub-

bank to TSV arrays. To support the full cacheline delivery, both intra-bank bus and TSV array
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are 512-bit wide. Afterwards, the H-tree inter-bank bus leverages the rich routing resources on

the logic die to make the connectivity of all banks in a rank. One rank interface can be used as

an I/O port so that multiple channels are enabled independently. If necessary, the inter-rank bus

can be employed to provide a universal memory interface for the processor. In this figure, the

inter-rank bus is a H-tree since ranks are placed horizontally. Once multiple ranks are stacked,

the inter-rank bus can be directly implemented by TSV. Note that the width of inter-rank bus

is only 128-bit for the 4-beat data burst.

5.2.6 Address Decoding

According to the hierarchy of 3D-SWIFT, dedicated decoders for rank, device, bank and sub-

bank are necessary to conduct the full address decoding. Similar to [4], additional row address

register is required to decouple the local row activation within a sub-bank from the rest of system

(Figure 5.7). In addition, a sub-bank is selected to enable the row address register by asserting

“row enable” signal. Then, the sub-bank can open the row for the data access. Since the sub-bank

is selected before the row activation, we call it early sub-bank select. Note that the rank, device

and bank decoders are placed in the logic layer so that they can be shared by all sub-banks.
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To enable the sub-bank autonomy, the automatic state transition shown in Figure 5.5 must

be designed so that the sub-bank knows how to move forward to complete data transaction. A

dedicated transition generator is deployed as a timer to signal the sub-rank to complete transition

(see Figure 5.8). According to the cycle number of tRC, (15cycles), a 4-bit counter is sufficient to

count the cycle number in the transition generator. Whenever one of the control signals “Data

phase”, “Pre phase” or “Idle” is asserted, the sub-bank automatically moves to the next state

till the time it returns to idle.

5.2.7 The Design Of Memory Controller

As mentioned, the proposed packet-based interface protocol can significantly reduce the design

complexity and area overhead of MC. Unlike a conventional MC that needs to maintain a bank

status table for guarding the timing constraints, a 3D-SWIFT MC (Figure 5.8) only needs to

affirm the freedom of sub-bank conflict with simple logic. In addition, command queues are
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removed to improve area efficiency. Considering the negligible footprint of data timer, 3D-SWIFT

is able to reduce MC’s area and make it simpler for verification.

Different from HMC, of which the MC is transparent to the user, the smaller MC in 3D-

SWIFT can be integrated into the processor die with few pin-outs. As a consequence, processor

designers can apply system-level optimization on the “visible” MC. We believe this is meaningful

for the wide adoption of 3D-SWIFT.

Busy Table. As MC is responsible to avoid sub-bank conflict, a busy table is deployed to

track sub-banks’ status. As shown in Figure 5.8, one table entry has two bits: 1) the “busy” bit

tells whether the sub-bank is idle (‘0’) or busy (‘1’); and 2) the “PowerDown” bit indicates if the

sub-bank is in PowerDown mode. Since the size of busy table is relatively small (4,096bits), a

512B multi-port (4R4W) register file is simply employed. The area and power of the busy table

is estimated based on [76].

Data Timer As mentioned in Section 5.2.3, MC and 3D-SWIFT have the agreement that

they know exactly when to put the data on the data bus. Different from a sub-bank that gets the

information from the transition generator, MC completes the data transfer with the assistance

of a data timer. The data timer is in fact a bit shifter that has tRC bits. Figure 5.8 illustrates

the function of the data timer. A valid request sets the left-most bits to indicate a data transfer

is scheduled. Once the “Data phase” is asserted, MC knows there should be a data transfer in

the following cycle. The “Idle” notifies MC to clear the busy bit in busy table. Two data timers

are used to distinguish the data read and write. They also help MC meet the bus turn-around

constraint.

5.3 Design Overhead Analysis

Since DRAM is cost-sensitive and area is the major contributor to the memory cost, we strive to

minimize the area overhead of our sub-bank design in 3D-SWIFT. In this section, we elaborate

the floorplan of the 3D-SWIFT with sub-bank design in addition to the description in Section 5.2.

5.3.1 Sub-bank DRAM Floorplan

In general, our goal is to increase the data width per mat to output all bits in the sense amplifier

(i.e., row buffer) without introducing extra metal layer or area overhead on wire interconnect.

Figure 5.9 shows the 3D-SWIFT floorplan inside a bank which consists of 16 sub-banks. As

shown, each sub-bank has 8 mats on one layer, with a total size of 8Mb over four layers. Note

that we keep a consistent mat size with the same 512 wordlines and 512 bitlines as in the

conventional DRAM design. To minimize the overhead on intra-bank wiring incurred by the sub-

bank partitioning, we leverage similar design as in the prior fine-grained 3D DRAM design [72].

In the conventional 2D DRAM, since each mat outputs 4 data bits, there are 512/4=128

column select lines per mat. Note that the numbers of column select lines (M3) and global data

lines (M3) in a mat are complementary, meaning that the product of the two numbers is in fact
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Table 5.1: Hardware Implementation Summary

Name Type Area Power
Rank decoder &

5-32dec 58.92µm2 9.40µW
Device decoder
Bank decoder 3-8dec 13.41µm2 2.05µW

Subbank decoder 4-16dec 27.87µm2 4.68µW
Transition generator counter 55.75µm2 18.71µW

Data timer shifter 93.25µm2 35.85µW
Row address register register 101.61µm2 35.92µW

Busy table [76] regfile 0.02mm2 25mW

TSV128 bit global

 data line (M3)

4 bit column 

select line (M3)

Mat w/

512x512 cells

Subbank 

partition on 

one die

Bank partition 

on one die

16 subbanks

Figure 5.9: The Floorplan of 3D-SWIFT. A bank consists of 32 mats and each mat is 256Kb
(512×512).

the total number of bitlines of a mat. Alternatively, in 3D-SWIFT we can switch the usage

of the wires and have 128 data lines and 4 column select lines. This is easily accomplished by

flipping the direction of the three-state driver that connects the column select line and data line

(the driver input is the sense amplifier output). In this way, the output of a mat is increased

by 128/4=32 times without incurring any area overhead or wire routing overhead. In order to

provide the full 512 bits from each mat’s sense amplifier to feed a entire cache line, we use an

internal burst length of 4.

Simply switching the column select line and global data line is at the risk of increasing the

data line access latency, because the original column select lines are usually densely routed above

the mats and are relatively narrow and slow. Specifically, the new global data line has a pitch of

only 8F (while F is feature size=45nm). Fortunately, because the we can partition the bank and

sub-bank into different die layers (connected with TSVs), the length of the global dataline (equal

to the height of the bank) is effectivelly shortened by four folds. In addition, we can layout the
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TSVs in the middle ground between the mats and share the TSVs between the half sub-banks

on two sides as shown in Figure 5.9, which further reduces the data line length by half. In this

way, the wire latency and power consumption is effectively reduced to 1/8 of the original.

5.3.2 TSV Overhead

Based on the above-mentioned design, we basically eliminate the data wire routing overhead. The

area overhead now comes from two parts: 1) the address/command buses and the row address

latches routed to the individual sub-banks because they need to be accessed independently. 2)

The TSV layout overhead. Here we assume that all sub-banks in a bank share a common 128-bit

wide TSV data bus. We modified CACTI-3DD [1] to model the sub-banked 3D DRAM with

the aforementioned configurations, and compared the results against a Wide-IO design with the

same memory capacity and mat size. The results shows that our design has only a negligible

1.6% area overhead with each DRAM die size as 29.3mm2.

Specifically for the TSV overhead part, according to ITRS’ projection [77], the size of TSV

will quickly shrink to 2-4µm. Based on the published 3D DRAM prototype [66, 67], the TSV

used in this work is set as 2µm wide, 6µm high, and has 4µm pitch. The TSV count is calculated

as follows. In one bank, there are 128 TSVs for data delivery. In addition, one redundant TSV

is inserted to address the TSV reliability issue [78]. Given 14-bit row address and 5-bit control

signals, one bank needs 147 TSVs and 4,704 TSVs are employed in each layer, which consumes

about 0.075mm2 as one TSV takes 16µm2.

In addition, the wire model in CACTI-3DD is used to calculate the bus delay, where 1mm

wire introduces 0.087ns delay and TSV has 0.03ns delay under 45nm technology. Since the RC

delay is proportional to the wire length, the longest path, which crosses four layers and goes from

the corner to the center, is around 5.35mm and thus results in about 0.58ns delay. Compared to

2.5ns clock period, the signal propagation delay does not incur extra bus latency (in cycle).

Control Logic Overhead. Except the busy table, all control logics in the 3D-SWIFT and

MC have been implemented and verified by ModelSim. All designs are further synthesized by

Design Compiler with TSMC 45nm technology for the area and power analysis. Table 5.1 shows

the the synthesis results.

As the MC of 3D-SWIFT can be integrated into the processor die, it does not consume any

area in 3D-SWIFT. The main area overhead caused by the control logic is from the dedicated

row address register. Given 2,048 sub-banks in 3D-SWIFT, the row address register consumes

0.21mm2 area in total (four layers). Similarly, the area overhead of transition generator is

0.12mm2, if each sub-bank also has a dedicated generator. In fact, the number of transition

generator can be reduced to the value of tRC (in cycle) by sharing the generators among all

sub-banks, as at least one transition generator is free after a row cycle. However, the shared

transition generators induce the internal multiplexing logic and distribution network. Therefore,

we insist on the dedicated transition generator. Accounting for the address decoder, the area

overhead caused by control logic circuit is 0.35mm2, which is only 1.2% of one layer.
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Table 5.2: Simulation Platform Configuration

System
Cores 4, ALPHA, out-of-order

CPU Clock Freq. 3 GHz
LDQ/STQ/ROB Size 32 / 32 / 128 entries
Issue/Commit Width 8 / 8

L1-D/L1-I Cache
32kB / 32kB 2-way

2-cycle latency
D-TLB/I-TLB Size 64 / 48 entries

L2 Cache
Shared, Snooping, 4MB, LRU

8-way, 15-cycle latency
Memory

2D

JEDEC-DDR3, 2GB, 2 ranks
8 banks(×8), 64-bit bus,
800MHz (1.6GHz DDR)

tRAS-tRCD-tRP-tTAW: 28-10-10-24

3D-WIDE
128-bit/channel, 4-channel, 400MHz
tRAS-tRCD-tRP-tTAW: 20-8-8-20

3D-SWIFT
128-bit/channel, 4-channel, 400MHz

tRAS-tRCD-tRP-tTAW: 20-8-8-0

5.4 Experiment

In this work, we adopt gem5 [34] as our simulation platform. We modified the DRAMSim2 [26]

and successfully integrated it to gem5 as the DRAM model. SPEC2006 [35] and STREAM [36]

benchmarks are employed as multi-programmed benchmarks. Normalized Instructions-Per-Cycle

(IPC) is used as the speedup criteria. Table 5.2 shows the gem5 setup during the simulation. In

this work, two memory systems are developed as our reference models. 2D is the base model that

simulates a commodity JEDEC DDR3-1600 SDRAM. 3D-WIDE is a Wide-IO DRAM model

that leverages the wider memory bus to deliver the burst data. For the fairness of compari-

son, even though 3D-WIDE has four independent channels, all channels are used as ranks and

connected to a single MC. In addition, the data bus in 3D-WIDE run at 400MHz with double

data rate, which is envisioned as the next generation Wide-IO. FR-FCFS scheduling scheme [59]

is used in 2D and 3D-WIDE, to maximize the row buffer hit rate, whilst FCFS is deployed in

3D-SWIFT due to the close-page policy. The key timing parameters are shown at the bottom of

the table. Note that the tTAW of 3D-SWIFT is 0 to indicate it eliminates the power constraint.

5.4.1 Single-Core Simulation

Firstly, we characterize the benchmark in the single-core simulation. We run each SPEC2006

CPU benchmark with reference input size for 100 million instructions to warm up the cache and

another 100 million instructions for the statistics. According to the miss per kilo instructions

(MPKI) of last level cache (LLC), we classify the benchmarks into three categories. The symbols

H, M, and L stand for the applications that have high (>10), medium ([1, 10]), and low memory

intensity (<1), respectively. Only eight benchmarks are selected as the representatives of L

class because the rest have almost the same results. Table 5.3 lists the classification and the

corresponding MPKIs. All selected benchmarks are numbered as shown in the table.
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2D 3D-WIDE 3D-WIDE 3D-FAST 3D-SWIFT
1 1 0.620594 0.784813 1.282517 1.220963 bzip2
2 1 0.58332 0.665477 1.280823 1.261837 bwaves
3 1 0.654678 0.757418 1.177661 1.16522 zeusmp
4 1 0.657469 0.704876 1.283625 1.666621 gobmk
5 1 0.66488 0.685068 1.204891 1.2439 sjeng
6 1 0.655641 0.690314 1.161735 1.169456 lbm
7 1 0.620187 0.772339 1.320304 1.225183 STREAM
8 1 0.799013 0.88986 1.08766 1.077249 milc
9 1 0.938379 0.948068 1.759681 2.18 cactusADM

10 1 0.773938 0.904145 1.371728 1.25216 leslie3d
11 1 0.646899 0.921424 1.186342 1.201883 libquantum
12 1 0.867445 0.914826 1.252801 1.218103 wrf
13 1 0.674713 0.907083 1.039853 1.045581 astar
14 1 0.985806 0.992672 1.00731 1.006714 soplex
15 1 0.987488 0.990949 1.006194 1.005257 gamess
16 1 0.974962 0.984611 1.012017 1.010161 gromacs
17 1 0.984017 0.989501 1.011163 1.006735 sphinx3
18 1 0.988466 0.993594 1.003827 1.004469 gcc
19 1 0.97836 0.986035 1.00896 1.006315 hmmer
20 1 1.000002 1.000002 1 1 GemsFDTD
21 1 0.992593 0.995102 1.003367 1.002696 namd

Gmean 1 0.787242 0.865607 1.148945 1.174548
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Figure 5.10: Performance results of single-core and 4-core simulation. All results are normalized
to 2D DRAM design.

Table 5.3: Benchmark Classification
#Benchmarks(MPKI)

H
1bzip2(45.89), 2bwaves(36.62), 3zeusmp(19.37), 4gobmk(37.69),
5sjeng(33.51), 6lbm(26.44), 7STREAM(34.43)

M
8milc(5.13), 9cactusADM(7.85), 10leslie3d(8.33),
11libquantum(6,94), 12wrf(7.33), 13astar(1.01)

L
14soplex(0.16),15gamess(0.12), 16gromacs(0.14),17sphinx3(0.08),
18gcc(0.12),19hmmer(0.08),20GemsFDTD(0.001),21namd(0.04)

MixH

mix1: bzip2, bwaves, zeusmp, lbm
mix2: lbm sjeng, gobmk, stream
mix3: bzip2, sjeng, zeusmp, stream
mix4: zeusmp , bwaves, gobmk, lbm

MixM

mix1: milc, cactusADM, leslie3d, wrf
mix2: astar, libquantum, wrf, milc
mix3: cactusADM, leslie3d, astar, libquantum
mix4: wrf, libquantum, leslie3d, astar

MixL

mix1: gcc, gamess, gromacs, namd
mix2: GemsFDTD, soplex, hmmer, sphinx3
mix3: gcc, soplex, gromacs, sphinx3
mix4: GemsFDTD, gamess, hmmer, namd

The performance result of signle-core simulation is shown in Figure 5.10a. 3D-WIDE expe-

rience 13.5% performance drop on average. The performance degradation of 3D-WIDE mainly

stems from its larger access latency, which adversely affects the memory parallelism. The results

from H and M benchmarks indicate that 3D-WIDE has poor performance with memory-intensive

applications. In contrast, 3D-SWIFT only has small performance loss in some H and M bench-

marks. On average 3D-SWIFT achieve 17.8% and 38.4% performance improvement over 2D and

3D-WIDE, respectively.

In particular, cactusADM has 2.18X improvement in 3D-SWIFT. Note that cactusADM has
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Table 5.4: DRAM Configurations

Structure Timing Parameters
Capacity (Sub-)Bank Size I/O Width tCK tRAS-tRCD-tRP-tTAW

2D (base) 2GB 16384×8192 64b 1.25ns 28-10-10-24
3D-WIDE 2GB 16384×8192 128b 5ns 10-4-4-10

3D-WIDEx2 2GB 16384×8192 128b 2.5ns 20-8-8-20
3D-SWIFT 2GB 16384×512 128b 2.5ns 10-4-4-0
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Figure 5.11: Sensitivity Study. (a) Impact of tTAW; (b) Performance with different address
mapping schemes. “r”–row, “b”–bank, “sb”–sub-bank.

absolutely random accesses as the row buffer hit rate is 0. Therefore, 3D-SWIFT can fully

take advantage of sub-bank activation to maximize the memory concurrency. This observation

indicates that 3D-SWIFT is more promising in a multi-core system in which the intensive memory

requests are more likely to be random due to the interference among applications.

5.4.2 Four-Core Simulation

We randomly select benchmarks from each category for four-core simulation. The mixed bench-

marks are listed at the bottom of Table 5.3 and Figure 5.10b presents the results. Similar to

the single-core simulation, 3D-SWIFT performs better in H and M benchmarks. In general,

3D-SWIFT achieves 64.7% (58.2%) and 87.6% (67.3%) improvement over 2D, and 3D-WIDE,

respectively for H-Mix (M-Mix) benchmarks. The application interference that destroys the data

locality and makes the memory request more random is the main reason for the performance

improvement, as observed in [3].

5.4.3 Impact Of Power Constraint (tTAW)

As mentioned, the tTAW becomes larger (50ns) in [11]. We intentionally apply a 20ns tTAW to

3D-WIDE to see the impactof tTAW. As shown in Figure 5.11a, tTAW has significant impact

on the memory-intensive applications. Particularly, STREAM has 21.5% performance drop com-

pared with larger tTAW. On average, 8.5% performance degradation is observed, which results

from the more restricted power constraint on Wide-IO. As a result, 3D DRAM design should

carefully cope with the power constraint and 3D-SWIFT is one of potential solutions.
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5.4.4 Address Mapping

As shown in Figure 5.11b, we evaluate the impact of three address mapping schemes: “bank(b):subbank(sb):row(r)”,

“b:r:sb”, and “r:sb:b” and compare it to the baseline “r:b:sb” which maximizes the sub-bank-

level parallelism. First of all, there is no difference to prioritize the sub-bank-level (r:b:sb) or

bank-level parallelism (r:sb:b) since both levels can be accessed in parallel. In contrast, both

b:r:sb and b:sb:r introduces significant performance drop. The reason is these two schemes sup-

press the sub-bank-level parallelism. In particular, b:sb:r is the worst case since it maps a large

continuous memory space to a single sub-bank, where lots of sub-bank conflicts are fired so that

following memory requests must stall and access the sub-bank sequentially. As a result, the

overall performance drops by 33.5% and some applications even experiences 75% degradation.

Therefore, 3D-SWIFT adopts r:b:sb as the solution.

5.5 Related Work

In this section, we give a brief review of the prior arts that are related to our proposal. In

general, the prior arts can be classified into two categories: optimizations in 2D and 3D DRAM

architectures, respectively.

5.5.1 Related Work in Conventional 2D DRAM Architecture

Several fine-grained DRAM structures have been proposed in conventional 2D DRAM. For ex-

ample, Fujitsu implemented the Fast-cycle RAM (FCRAM) that had similar sub-bank structure

and achieved faster access speed and lower power consumption than the baseline 2D DRAM [15].

However, FCRAM has limited memory capacity and parallelism due to the physical constraint.

Cooper-Balis et al. leveraged post-CAS to enable the fine-grained access in the commodity

DRAM [2]. The earlier decoded column address helped to activate a small fraction of row.

However, this work fails to make use of the fine-grained structure for performance improve-

ment. Instead, one access still locks the whole bank so that it limits the memory parallelism

and increases access latency. A. Udipi et al. also proposed single sub-array access (SSA) [3].

It is impractical to be implemented in 2D DRAM due to large area overhead [30]. In contrast,

3D-SWIFT take advantage of TSVs to enable the fine-grained access.

Zheng et al. introduced a bridge chip MRB to split the original rank to mini-ranks [62].

Similar to 3D-SWIFT, the mini-rank not only significantly reduced power consumption but also

improved the memory concurrency to compensate the potential performance degradation by

narrowing down the data bus. In spite of the power optimization, the extra MRB increases

the DRAM cost with possible performance drop. Leveraging the mini-rank structure, Yoon et

al. implemented a memory system that had adaptive access granularity [63]. Recently, Kim et

al. proposed a memory architecture that explored the sub-array-level parallelism (SALP) [4].

As mentioned, SALP could overwhelm the MC design complexity as the number of sub-array

keeps increasing. The tFAW and tRRD constraint should significantly limit the performance
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gain as well. In addition, SALP did not reduce the page size, which may exacerbate the power

consumption. Again, all approaches mentioned above play with the DRAM physical constraints

so that they can only provide low memory bandwidth.

5.5.2 Related Work in 3D DRAM Architecture

Numbers of studies have been published to exploit the advantages of 3D DRAM. In particular,

3D Wide-IO DRAM has been standardized by JEDEC [11]. However, based on the experimental

result, the current Wide-IO memory can only provide low bandwidth if multiple channels are

not employed. As a result, it is more likely to be used in the mobile devices rather than the

workstation that has high memory bandwidth requirement. On the other hand, Loh proposed

several novel 3D DRAM architectures: Loh explored the impact of increasing the number of

ranks, channels and MSHRs (miss status handling register) in 3D DRAM [68]. He also leveraged

the white space in logic layer to implement a large row buffer “cache” to increase the row buffer

hit rate [71].

Weis et al. proposed a 3D DRAM that could provide fine-grained memory access. The 3D

DRAM interface can be configured for flexible bandwidth and burst length so that it can provide

on-demand memory bandwidth [70]. The I/O power can be reduced when a narrower data is

delivered because it effectively deactivates some of I/O drivers. The large row (1KB), however,

needs to be activated even if the flexible bandwidth is enabled. Obviously, this fine-grained 3D

DRAM should still abide with tTAW power constraint. It did not exploit the the opportunity

to improve memory parallelism. Woo et al. raised a novel 3D DRAM structure to enable the

row buffer cache in 3D DRAM [72]. The folded-bank structure is implemented by the trade-off

between layout area overhead and energy consumption. Different from the folded-bank scheme

that loads the whole page into row buffer cache, the TSV bus in 3D-SWIFT is shared by all

banks.

5.6 Summary

In this work, we propose a fine-grained 3D-stacked Wide-IO DRAM architecture–3D-SWIFT,

to exploit high memory parallelism for improving performance and power efficiency. Sub-bank

autonomy and packet-based interface protocol are devised to simplify the MC design. The

experiment results show that 3D-SWIFT can achieve 64.7% and 87.6% performance improvement

than conventional 2D DRAM and 3D Wide IO, respectively. The results indicates the promising

future of 3D-SWIFT.

As part of future work, the impact of various data placement strategies and address mapping

policies on 3D-SWIFT wil be explored to find the optimal solution. The effectiveness of applying

3D-SWIFT to non-volatile memory (NVM) (e.g., STT-RAM and PCRAM) will be also evaluated

as another follow-up work.



Chapter 6
The Prototype Chip Tapeout Of A

3D SoC With 3D-Stacked DRAM

As mentioned, 3D-stacked DRAM is promising to mitigate the memory wall in the traditional

2D DRAM architecture. To demonstrate the feasibility of 3D-stacked DRAM, a System-on-Chip

(SoC) design for H.264 application using 3D DRAM memory stacking is presented in this chapter.

In addition, to fully leverage the benefit of on-chip 3D DRAM stacking, a dedicated memory

controller is designed with simplified double data rate (DDR) protocol. Several optimizations,

such as parallel access policy and TSV clustering, have been implemented to make better use of

on-chip DRAM and 3D stacking.

6.1 Chip Overview

As shown in Figure 6.1, the 3D chip is composed of two logic tiers and three DRAM tiers. Tier

Logic-1 is on the top and Logic-2 lies in the middle. Both logic tiers are sized by 2.5×5.0mm2

while the DRAM tiers are 12.3×21.8mm2. Logic-2 is much thinner than other tiers since most

of silicon substrate of this tier is burnished to expose TSVs. Note that all of the I/O pads are on

the back surface of DRAM tier, which mandates TSVs to account for data and power delivery

between DRAM and logic tiers as well.

6.1.1 The Architecture Of 3D SoC

To support real-time H.264 applications, a 3D SoC is proposed as shown in Figure 6.2. AMBA

AHB is employed as the system bus [79]. An H.264 encoder, a USB On-The-Go controller, and

a RISC processor UniCore-2 are also integrated into this SoC [80] [81]. A dedicated 3D DDR

controller is developed to communicate with the 3D DRAM. Additionally, a JTAG interface is

used to load the initial instructions into memory for the system bootup.
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DRAM Cell

DRAM Cell

DRAM Peripheral

Logic-1

DRAM Cell
DRAM Cell

DRAM Peripheral

Logic-1

TSVLogic-2
I/O Pad

Figure 6.1: 3D SoC with On-chip Memory. The 3D SoC consists of five dies: two logic dies
and three DRAM dies. The two logic dies are stacked together via micro-bumps in a fashion
of Face-to-Face (F2F). In addition, Logic-2 is thinned to expose TSV for the communication
with the 3D DRAM. The 3D DRAM is composed of one peripheral die and two cell dies. It can
provide eight independent channels while we use four of them in this work.

Figure 6.2: Block View of 3D SoC. We reuse the SoC from Peking University, where it employs
a UniCore RISC processor. The SoC is partitioned into two parts that are mapped to Logic-1
and Logic-2, respectively. Note that the 3D DRAM controller is placed on Logic-2 so that it is
close to the 3D DRAM.

6.1.2 The Use Of 3D-Stacked DRAM

The 3D DRAM used in this work is the state-of-the-art product from Tezzaron [41]. To achieve

both high performance and high cell density, the DRAM chip is separated into one peripheral

tier and multiple cell tiers, where each tier can be optimized separately by different technologies.

The total capacity of this 3D DRAM is 2Gb with 1Gb on each cell tier. Eight data channels

with separate write/read ports (128b) are used to attain high memory bandwidth. By using
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the simplified DDR protocol, every data channel allows 256-bit data transfer in a single memory

cycle. A prominent feature of these channels is that each channel is fully independent of the

others, which means all channels can be accessed in parallel at different frequencies. In addition,

a MailBox channel is used to initialize the DRAM when the system is powered on. Table 6.1

lists the basic parameters of this 3D DRAM.

Table 6.1: Parameters of 3D DRAM

# of Tiers 3
Total Capacity 2 Gb (256 MB)

Clock Frequency 1 GHz (Max.)
Refresh Mode Automatic
Refresh Rate 64 ms

# of Data Channel 8
Data Width Per Channel 128 b
# of Pins Per Channel 294

Burst Length 4 or 8

6.2 3D Optimization

In this section, we show two optimizations implemented in our 3D SoC.

6.2.1 Parallel Access Policy

From our observation, AHB bus can only have at most two outstanding transactions at the

same time. Due to this limitation, even though the DRAM has eight independent channels,

a two-channel parallel access policy is sufficient to improve the performance. We categorize

those back-to-back AHB transactions as: Read-After-Read (RAR), Read-After-Write (RAW),

Write-After-Write (WAW), and Write-After-Read (WAR). Based on our understanding, except

for WAR, we have the opportunity to optimize the first three patterns by allowing the second

outstanding transaction to be detected and processed without any stall, if they have different

bank requests.

In other words, under certain conditions, the DRAM controller does not necessarily wait for

the completion of the first memory access but can initiate the second access command to the 3D

DRAM immediately. For example, Figure 6.3 shows the case of RAR, where the second read

follows the first read. As shown, the DDR controller originally can only process each transaction

in sequence even if the second read requests the data from a different bank. As a result, the

second read needs to stall for a few cycles before it can be served. In contrast, with the parallel

access policy, the second transaction can be processed immediately if it references a different

data bank as shown in Figure 6.3.

Another DRAM finite state machine (FSM) is replicated to allow the second transaction to

be processed. The replica is illustrated as the dashed green block in Figure 6.4a. After AHB
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Figure 6.3: Parallel Access Policy. a) the transaction in the conventional memory controller. The
first and second transactions are processed sequentially, which cannot be hidden due to the lack
of parallelism; b) the transaction in the proposed 3D memory controller. The first and second
transaction can be issued in parallel due to the increasing channels in 3D DRAM.

wrapper detects the second transaction, it informs DDR wrapper that the second access request

is coming. DDR wrapper then wakes up the replica to respond to the second memory access.

Sometimes, the first access may suffer a row miss while the second access enjoys a row hit. In this

case, the second access will be retired prior to the first one. Considering the in-order property

of AHB protocol, the DDR controller should hold the second result until the first access finishes.

Figure 6.4b shows the additional hardware to support the parallel access.

6.2.2 TSV Clustering

TSVs are inserted between Logic-2 and DRAM as signal carriers. As presented in Figure 6.7,

all of TSVs must be capped with backside metal bondpoints on one end. The backside metal

bondpoint then connects to the bondpoint on DRAM with back-to-back bonding. Bunches of

dummy TSVs are also inserted into Logic-2 to meet the requirement of TSV density. In addition,

to achieve high reliability, multiple TSVs are aggregated to form a TSV cluster for signal delivery.

Two types of TSV clusters are employed to deliver data as well as power. DRAM Cluster is

utilized for dedicated DRAM signals, while I/O Cluster is used to connect to the I/O pads on

the surface of DRAM. Each DRAM cluster contains 10 TSVs and each I/O cluster contains 26
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Figure 6.4: Block Diagram of 3D DRAM Controller. a) two FSMs are deployed to improve the
overall bandwidth. Asynchronous FIFOs are used to deal with the synchronization between AHB
clock domain and DRAM clock domain; b) The design detail of the memory controller.

TSVs (Figure 6.7). Table 6.2 lists the physical characteristics and the total number of effective

TSVs (excluding dummy TSV) used in this work.

Table 6.2: TSV Parameters

Diameter 1.2µm
Pitch 4.0µm
Depth 6.0µm

Resistance <0.6 Ω
Capacitance 2–3 fF

Num. per DRAM Cluster 10
Num. per I/O Cluster 26

6.3 The Proposed Design Flow

The comprehensive design flow used in this work is presented in Figure 6.5. Analogous to the

conventional 2D flow, we simply categorize it into frond-end and back-end. Only differences from

conventional 2D flow are listed in this section to highlight the changes in 3D chip design.

6.3.1 Divide and Conquer Methodology

Divide-and-Conquer methodology is used by applying traditional 2D physical design methods to

each tier. The floorplanning, placement, wire routing as well as clock tree generation are all done
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Figure 6.5: 3D SoC Design Flow. The flow is divided into front-end and back-end. The front-end
flow mainly contains the design partition and logic synthesis. The back-end flow runs various
design rule checking and TSV insertion. The merge of two netlists is also done in the back-end.

within a single tier. As an example, Figure 6.6 illustrates the CTS flow. Even though a lot of

work have been done to exploit the design space of 3D-aware clocking synthesis, the TSV Both

Logic-1 and Logic-2 conducts the conventional CTS by SoC Encounter. In the figure, the source

clock from I/O pad is firstly delivered onto Logic-2 and further propagates to Logic-1 through

the logic bondpoint covered in next paragraph.

6.3.2 Front-End Design

In the front-end, the logic partition is applied to the SoC architecture. Currently, the partitioning

is primarily based on the power and area budget of each tier. According to power and area

evaluation results, UniCore-II and H.264 encoder, which consume more power and area, are

placed on Logic-1, and the rest of components, including the DRAM controller, are grouped into

Logic-2 (shown in Figure 6.2). In this way, the hotter tier gets closer to the heat sink, which help

mitigate the thermal issue in 3D ICs. After partitioning, the logic synthesis is applied to each

tier to generate the gate-level netlists by Synopsys™ Design Compiler® [29].

6.3.3 Back-End Design

Two logic tiers are stacked face-to-face as shown in Figure 6.7. The top metal layer is pre-

defined and no modification is allowed to guarantee the alignment. Additionally, we take the

shared-bus design into account to make it much easier to combine two tiers. The shared bus

reveals an advantage in the bonding due to the characteristics of standardization and centraliza-
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Figure 6.6: An example of Divide and Conquer methodology. Firstly, CTS is conducted in
Logic-1 and Logic-2 separately. Then the overall clock tree is built once the two netlists are
integrated.
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Figure 6.7: 3D Bonding. a) logic bonding. Logic-1 and Logic-2 are bonded face-to-face. The
bond-point is predefined in the top metal layer of each die; b) Similar to logic bonding, the TSV
is bonded in the back-side metal layer; c) multiple TSVs compose a TSV cluster to enhance the
reliability and connectivity.

tion. Otherwise, the distributed inter-tier communication incurs more efforts on logic bonding to

achieve the accurate alignment and thus introduces more complexity and potential failures. In

this work, AHB is placed in the center of Logic-2 by allocating two sets of AHB master interfaces

for bonding (Figure 6.9). Meanwhile, both AHB interfaces of Unicore-II and H.264 encoder are

correspondingly placed in the center of Logic-1 so that they can adhere to Logic-2 directly.
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Table 6.3: System Design Summary

Area
6.2 mm2 (Logic-1)
7.3 mm2 (Logic-2)

Power
101 mW (Logic-1)
70 mW (Logic-2)

Clock Freq. 60 MHz
Temperature 25℃–85℃

Supply Voltage 1.5 V
# of Data Pad 61
# of P/G Pad 128

# of DRAM Channels 4

Data Bandwidth
4.25 GB/s (w/o Parallel Access)
8.5 GB/s (with Parallel Access)

6.3.4 Power Delivery

Like the data signals, all power/ground signals are delivered from power I/O to tier Logic-2 first

through I/O clusters. Figure 6.8 illustrates the power delivery network on Logic-2. As shown in

the figure, regular power/ground rings are generated along the edges of logic tiers. To deliver

power to Logic-1 layer, multiple power/ground rows are implemented on Logic-1 and Logic-2.

One power/ground row is composed of an array of bonding points in both top metal layers. The

interleaved power/ground rows cover the whole chip to meet the density requirement of the top

vias.
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Figure 6.9: Layout of Two Logic Tiers. I/O TSVs are placed on the top and bottom edge of
Logic-2. In addition, the eight DRAM channels are divided into two groups and placed on the
top and bottom as well.

6.4 Summary

The prototype chip has been fabricated with GlobalFoundries’ 130nm low-power process together

with Tezzaron’s TSV bonding technology. Table 6.3 summarizes the design result. The supply

voltage of this chip is 1.5V. Figure 6.9 shows the layout of logic tiers. Stacking on the 3D DRAM

chip, the DRAM controller can communicate with DRAM via eight data channels. In Figure 6.9,

eight DRAM channels are divided into two groups and placed on the top and at the bottom of

tier Logic-2, respectively. Half of them, however, are used in practice due to the area limitation

and routing complexity. The lack of PLL results in a single clock to drive the chip. Considering

the quality of the input clock, the frequency of the whole SoC is set at 60MHz, which is sufficient

to run desired multimedia applications.



Chapter 7
Conclusion and Future Work

DRAM has been the de facto main memory technology in the past five decades. Even though

several non-volatile memories (NVM) have emerged in recent years, DRAM has the unique

advantages of balanced read and write operation, high write speed, low write energy, small

footprint of sense amplifier. As a result, DRAM is still considered as the mainstream of main

memory technology in the future. Due to the diverging exponential increase in the performance of

processor and DRAM, however, DRAM becomes the bottleneck of the entire computing system,

which is known as the “Memory Wall”. DRAM is also hitting the scalability issue since its

evolution is approaching the physical limitation. On the other hand, as more cores are integrated

in a single chip, the system requires DRAM to provide low access latency, high data bandwidth

and low power consumption. As a result, it is critical to optimize the contemporary DRAM at

architecture level so that DRAM can survive in the future.

In this work, several optimizations to DRAM are proposed to make better trade-off among

performance, power, and cost. In chapter 2, we first review the increasing refresh overhead as the

cell density of a DRAM chip is improved. In theory, the refresh can lead to 11.2% performance

loss in DDR3 DRAM when DRAM temperature is between 85◦C and 95◦C. To mitigate the

refresh overhead, a concurrent refresh aware DRAM architecture (CREAM) is presented, which

consists of sub-rank level refresh (SRLR) and sub-array level refresh (SALR). SRLR is used to

eliminate the power constraint on the conventional all-bank refresh. Therefore, SRLR opens up

the opportunity of a fine-grained refresh scheme. On the other hand, SALR is designed to isolate

a refresh from the normal memory accesses. As long as there is no sub-array conflict, memory

access and refresh can be executed in parallel. In this way, the number of memory accesses that

are blocked by the refresh is significantly reduced and thus the refresh overhead can be hidden

effectively in CREAM. The experimental results show that CREAM can achieve as much as

12.9% and 7.1% performance gain over the conventional memory and the memory in which the

elastic refresh scheduling policy is applied.

Secondly, we develop Half-DRAM architecture in chapter 3, which redesigns the DRAM array

to support the fine-grained activation. Even though the fine-grained activation has been proposed
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by prior work [2, 3], we confirm that the existing fine-grained activation seriously ruins the n-bit

prefetching. As a result, it induces either unacceptable performance overhead (30% performance

drop when half-bank activation is applied) or unaffordable area overhead. Distinct from the

prior fine-grained activation proposals, Half-DRAM enables half-bank activation by splitting

one MAT into two slabs. One row address decoder now drives two slabs from two neighboring

MATs. As a consequence, Half-DRAM improves the “1RD-1HFF” relationship to “2RD-1HFF”,

which means all helper flip-flops (HFFs) can be active while only half of a row is activated.

Therefore, Half-DRAM enable half-row activation without bandwidth loss. Since only half of

a row is activated, Half-DRAM can relax the power constraint tRRD and tFAW naturally. In

addition, with the integration of sub-array level parallelism (SALP [4]), Half-DRAM can improve

DRAM performance as well. The experimental results show that Half-DRAM can achieve 10.7%

and 16.9% performance improvement and 8.4% power saving, with negligible hardware overhead.

When it is applied to Wide-IO, Half-DRAM can obtain 38.1% performance gain.

In chapter 4, we present Lazy Precharge to reduce the precharge overhead. Precharge is an

overhead in a row cycle because no data transfer involves. In theory, precharge can lead to 30%

and 25.6% performance overhead for read and write accesses, respectively. Lazy Precharge is able

to reduce the number of precharge by allowing multiple sub-arrays to share a single precharge

command. Compared to the prior work [4], Lazy Precharge does not incur the conflict between

activation and precharge, which makes it more practical to be implemented. As a result, it

can significantly reduce the overall precharge overhead. Furthermore, three request scheduling

policies are explored and evaluated. The experimental results validate the advantage of Lazy

Precharge: On average 14% and 6.9% performance gain are observed under different scheduling

policies.

3D-SWIFT is proposed in chapter 5 to exploit high memory parallelism for performance

improvement. Due to the challenge of power delivery in 3D-stacked chips, Wide-IO [11] has

more restricted power constraint that adversely affects the performance. To relieve the power

constraint, 3D-SWIFT further splits a bank into multiple sub-banks. Each sub-bank can provide

an entire cacheline via TSV. In addition, sub-bank autonomy is developed with the packet-based

interface protocol to simplify the memory transaction. Correspondingly, we show a simplified

memory controller design. The experimental results confirm that 3D-SWIFT can achieve 64.7%

and 87.6% performance improvement than the commodity DRAM and Wide-IO, respectively.

Finally, a 3D SoC is illustrated in chapter 6 to demonstrate the feasibility of 3D ICs. The

in-depth detail of front-end and back-end flow is shown separately, including the design partition,

clock tree synthesis, power delivery and pad allocation. Moreover, a custom 3D DRAM controller

is designed to communicate with the 3D-stacked DRAM through 4 channels. Parallel access

policy is employed to make use of the improved bandwidth. The chip has been fabricated with

GlobalFoundries’ 130nm low-power process together with Tezzaron’s TSV bonding technology.

The chip is supposed to run at 60MHz with 8.5GB/s bandwidth provided by Tezzaron’s 3D

DRAM.
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The war against the “Memory Wall” will never stop. As DRAM technology is approaching the

physical limitation, 3D-stacked DRAM is promising in the future. Wide-IO [11], High Bandwidth

Memory (HBM) [12], Hybrid Memory Cube (HMC) [13], and Octopus [41] have been sampled

and supposed to be commercialized soon. How to fully make use of 3D-stacked DRAM, however,

is still unclear. In particular, we need the answer from the community to decide the optimal

connection scheme between processor and 3D-stacked DRAM. On the other hand, the read-write

turnaround penalty becomes even larger as the operating frequency increases. As a result, it is

critical to hide the turnaround overhead in the future DRAM chip.
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