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ABSTRACT

The majority of sentence processing research has focused on monoliotuensop

but in todayds gl obal society bilinguals
investigate sentence processing in bilinguals, and especially what factors migighlead to
proficiency in a bil i ngafthiidsow a Elingoal achieves n g u a
fully nativd i ke performance in a bilingual ds sec:

one probabilistic cue shown to be used in monolingual sentence processing. Previous
research with SpaniBimglish bilingualbas pointed towards the importance of immersion
in the L2 for developing target performance with expebeseed cues such as verb bias,
but in populations immersed in their L1, transfer of L1 verb bias information has not been
observed, even when higaggivated cognate verbs are present in the stimuli. This raises the
guestion: Is it the case that probabilistic cues like verb bias are not subject to L1 transfer
during L2 processing, in contrast with what has been observed for lexical and grammatical
properties? Or is there information missing from the assumptions about verb bias in the two
languages in previous studies? To answer these questions, the studies in this dissertation had
two principal goals: 1) To conduct a corpus study of complekiegtverbs in Spanish
and Englistio determine the subcategorization biases of those verbs, as well as the linguistic
contexts which eoccur with them; and 2) To use the information derived from the corpus
study to inform and provide materials for antreping study whichnvestigate how
bilinguals use L1 and L2 verb bias information during online sentence parsing. Given that
verb bias is one of many experidrmased sources of information found to be useful during
processing, bilingual groups immersedieir t1 and their L2 were included to examine
how L2 immersion modulates the use of L1 and L2 information during processing in the L2.
This dissertation is significant for a number of reasons. First, to my knowledge, this is
the first largescale corpusigdy investigating verb bias in Spanish. Through its design, this
dissertation contributes a body of verb bias information in Spanish comparable to the
existing information in English, thus paving the way for additional future verb bias research
in other cotexts when one of the languages studied is Spanish. In addition, this dissertation
further strengthens and expands what is known about verb bias in English and cross
linguistically by developing among the first known multivariate models of verb bias in
English and Spanish. The comparison of verb bias across corpora ditjuisissally
finds that while verb bias can differ from one language to another, the level of concordance
across languages is actually quite high, and the level of concordancerparassven
higher, supporting a view that the structural features of verb bias are, to some extent,
semantically driven.
This dissertatiors also among the first efforts to employ naturally occseimgnces
selected from a corpus as stimuli irbddsed processing study, thereby helping to close
the perceived gap between laboratory results and what speakers do when processing
naturallyoccurring language. Twice -eggeking data from monolingual English speakers in
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this dissertation, using bothbbratorycreated and corpestract stimuli, replicated
processing patterns found in previous experimental studies of verb bias and demonstrated
that native speakers are sensitive to freqbasey cues to structure during online
processing. Moreover,igence from bilingual groups finds that with enough proficiency

and immersion experience, second language learners are able to make use of those same cue
in their target language. However, when bilinguals are exposed repeatedly to cognates which
share fam and meaning across languages, even the most proficient among them fall prey to
L1 transfer effects encouraged by the heightened parallel activation of shared lexical items.
In contrast, bilinguals who are highly proficient but have not been immdrsedsacond

language loAgrm, resort to simplicity heuristics. From a theoretical standpoint, the
comparison of processing patterns for sentences containing cognates-cangghates

informs models of second language processing and test the limitsaoffet as an L2
parsing strategy. The results herein provi
developmental phase, but not a permanent state of L2 learning which can be supplemented
or even overcome through extensive language expdtientieermore provides evidence

of a usagbased approach to grammar and processing.
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Chapter 1] Introduction

This dissertation examines processing and corpus data of English and Spanish
complementakingverbs frommonolingual English speakers and highly prdfimganish
English bilingualslt has two principle objectives. First, | investigate how usage frequency
information, specifically verb subcategorization bias (henceforth \smhpligigsin a
bil i ngual 8isusédwodornt predictiona duamgine processing in their second
language. Second, | provide information about verb bias and etkeurcimg linguistic
factors for a series of Spanish and English verbs which serves to better understand the
nature of verb bias both language interaaity crosdéinguistically and to facilitate the
present and future experimental work on verb bias in both languages.

Verbbias s defined as a verbds preferred or
That is to say, theerbd b e, lfor examplécan occur in a véety of syntactic frames, e.qg.
with a direct objedDO) (6 | b el i)emvthea séntetial complemKBEC)(6 | believ
(that) t he )torwith eprepositiomal paragel( yboeul )i Becamesd enl il owed
occurs mosoften in sentence complemstructures (at a rate of 0.50 according to some
calculationgGarnsey, Lotocky, Pearlmutter, & Myers, 189ig)said to have a sentence
complement bias.

Investigating verb bias is imamt because although people rarely if ever have a
conscious awareness of a verbds most I i k€
indicates that speakers are sensitive to usage frequency information on lexical and structural
levels and they use tthaformation to make predictions and disambiguate temporar
ambiguities during processii@garnsey, Pearlmutter, Myers, & Lotocky, 1997; Trueswell,
Tanenhaus, & Kello, 1993; Wilson & Garnsey, .Z0@®proessing system used to assign
words to their lexical categories and structural roles in order to comprehend a sentence is
often called the pars@io better understand the cues used to make these predictions during
processing, | use verb bias, a lexicadlyded cue to syntactic structure, as one such source
of information on which parsers base their predictions. Because verb bias isagatsage
cue, its use or lack thereof during online processing helps to differentiate between extant
models of languageocessing and comprehension.

Traditionally speaking, sentence processing models can be roughly divided into two
categories which make different predictions about the role of verb bias information in

11t should be noted that throughout this dissertation the bilindualill be used, as it is in much of the
foregoing literature and as defined by MeViabster (2014), to refer to any person who is able to speak and
understandwo or more languages. As | use the term, it does not imply or require simultaneous or early
childhood acquisition of a second language, nor does it require fuljkaatiompetency in the second
language. Rather, bilingual is a gradient term whishtoederange of people who are able to make use of two
languages in their daily life. Where necessary, further specification about the characteristics of bilinguals will be
clearly specified.
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processing. One such category is defined as a wersige model based on simplicity
heuristics. The other category is referred to as parallel and exjpercemnstrainbased.

Serial models of syntactic processing are often saitedirstmodels. In suchwo-
stage model, the processor first ictms syntactic simplicity heuristics to posit a possible
structure in phase one, and then, in phase two, the processor reviews that initial assumption
by considering plausibility and semantic inform@tiamne & Friederici, 199 This can be
further summarized by stating that the initial interpretation formulated by the parser is the
simpl est syntactic structure. To dat e, Fr
most weklknown of these mode(§razier, 1979; cClifton & Frazier, 1989; Cuetos &
Mitchell, 1988; De Vincenzi, 1991; 1%%8reia & Clifton, 198&erreira & Henderson,
1990; Frazier & Clifton, 1996; Frazier & Rayner, 1982; Gibson, Pearlmutter, -Canseco
Gonzalez, & Hickock, 199&ennison, 2001; 200®Rayne, Carlson, & Frazier, 1983;
Traxler, 2008 This model is based on two principles of least effort. The Late Closure
principle states that new incoming information will be attached to the most recent clause
(also referred to at times as the Recency Pegferé&he Principle of Minimal Attachment
states that the parser will always build the simplest syntactic structure (the one with the
fewest nodes) (Frazid®®). Such models are generally associated with a more formalist
approach to syntax, basing pssog&y on phrase structure rules, and as such are associated,
also, with a Universal Grammar approach to grammar and language acquisition. Under such
models verb bias information would not apply. More specifically, processing sentence
complement structureshould not be facilitated by sentence complement bias verbs if
syntaxfirst processing models apply because sentence complement structures are structurally
more complex.

However, ample evidence suggests that syntactic simplicity is neither the Hast nor t
only relevant information the processor uses (Altmann & Steedmarrdi9i8& Bod,
2011; Hale, 2001; Levy, 20&3evenson, 1998; Wells, Christian&ate, Acheson,
MacDonald, 2009 Exposurébased models of sentence processing better account for the
incorporation of other sources of information as cues for processing. Under such models,
the parseis guided by probabilistic predictions based on the frequency and distribution of
di fferent i nformation or st r suh asrverls bias n a
(Bates & MacWhinney 19&®nnari & MacDonald, 2009; MacDonald, 18@&Donald,
Pearlmutter, Seidenberg, 1994¢cDonald & Seidenberg, 2088jdenberg & McClelland,
1989. Unlike the twestage syntaxrst models discussed above, thesdels are comprised
of a single continuous and dynamic phase of satisfying constraints. These constraints include
cues based on frequency of usage or occurr
with and exposures to language. More frequentngatie syntactic structures are the
structures favored when making predictions during pireg€ésacWhinney, 1998; Mitchell
and Cuetos, 1991Such models necessitate a view of acquisition of grammar which equates
to the development of a probabilistic elday way of the tracking and calculation of usage
frequencies (Chater & Manning, 2006; Misyak, Christiansen, & Tomblin, 2010).
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Results which find that verb bias is used very quickly during online processing (Clifton,
Frazier & Connine 198453arnsey, Pdanutter, Myers, & Lotocky, 199Trueswell,
Tanenhaus & Kello, 1993; Wilson & Garnsey, 2009) support eXyasdeprocessing
models. These studies demonstrate that verb bias information is used during native
processing to make predictions for syntacéilysis. Thugruciallyprocessing of sentence
complements is facilitated after sentent.i
knowledge of the usage patterns of that verb guides it to make predictions in keeping with
the stronger tendency of tharticular verb. Probabilistic predictions based on verb bias
have been shown to be used in processing in special populations, as well, including patients
(Gahl, 2002) and chih (Kidd, Lieven & Tomasello, 2006; Trueswell & Gleitman), 2004
Even in findhgs which do not render synfast models entirely irrelevant, it has been
found that a buildip of prior contextual information can guide structure building, and thus
override a gardgmath effect (Grodner, Gibson & Watson, 2005), as well as ovseride t
recency preferences (Altmann, van Nice, Garnham, Henstra 1998). Such results might
explain why apparent synfagt strategies appear in some studies of processing, but not
others.

It is furthermore important to study verb bias in a language othé&miylesih and to
study verb bias in L2 processing because monolingualism is not a global norm. For this
reason, the choice was made in the present dissertation to studyE8ghsishilinguals
and to investigate verb bias in Spanish, as well. It isaimporinclude second or multiple
languages as an integral component in models of grammar and processing. Because learning
outcomes are often quite disparate between languages learned as children and languages
learned later in life, it has been arguaditibnally, that second language acquisition is
nothing like first language acquisition and in processing L2 speakers do not have access to
the same information or skills they use to process their first language. Taking as their point
of departure the QGical Period Hypothesis (Lenneberg, 1967), these models state that
adol escence results in a fundament al c han:q
biological factors and loss of brain plasticity. The Less is More Hypothesis (Newport, 1988)
argueghat the more simplistic cognitive system of children allows, or even forces, them to
analyze smaller components of languagpeaindtsthem to build a grammar more quickly
and completely, while adults, with greater working memory resources andaaiddyger v
other cognitive resources, are able to remember and repeat larger chunks without the aid of
structural analysis (Johnson & Newport, 1989; Newport, 1990). In a similar line of research
from the same era, Bigyoman (1988) proposed the Fundameditéérence Hypothesis.

In this theory, a domaspecific language learning mechanism (Universal Grammar) was
available to children during first language acquisition, but this mechanism is no longer
functional in adult language learners {@lesnan, 19891990). It is argued that evidence

from psycholinguistic studies of processing proves thadcdpieed L2 processing
mechanisms are never nalike (Clahsen & Felser, 2006a). In the Shallow Structure
Hypothesis, Clahsen and Felser (2006b) proposiehaand other processing research
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demonstrates that late learners of a second or foreign language make usseaidexico
information such as plausibility in the same way as native adult speakers, but that they are
unable to take the same advantdgsymtactic cues. From this they conclude that late
language learners have shallower, less detailed syntactic representations of their L2. Theories
arguing that L1 and L2 acquisition and processing are different at their core result in
predictions which arvery similar to those of syntast models, but for different reasons.

Under a shallow structures approach, a parser will not be sensitive to verb bias information
when parsing the L2, and will thus favor syntactically simpler structures regahdless of
lexical verb in the sentence, even though verb bias information may be accessible and useful
to that same parser when parsing the native language.

Such views are contrasted in second language processing research by various constraint
based or probalstic theories which are by their very nature the same across first and
second language processing. Under such models (e.g.; Bates & MacWhinney, 1982;
MacWhinney, 1987) learners of any language at any age attend to multiple cues, such as
semantic properseword order, and morphology, in order to calculate probabilistic values
for each of many competing interpretations. The relative weights (cue strengths) of each of
these cues are what vary from language to language and these are learned inductively by
evaluating the cue reliability and the cue applicability in a given language (Bates,
MacWhinney & Kliegl, 1984). Under this model, MacWhinney has recently proposed the
Fundamental Similarity Hypothesis in response teVBley ma n 6 s (1990) Fu
Differerce Hypothesis. Under the Fundamental Similarity Hypothesis, acquiring a first
language as a child or learning a second language as an adult are largely accomplished usin
the same cognitive resources. The only thing that differs between the two is the
configuration of those resources. When learning a second language one must compare cues
and learn the relative strengths of those cues which they track for the new language being
learned (and which can be different from the first language) in order to rnak#igiio
determinations to be applied during L2 processing (MacWhinney, 2012).

Previous psycholinguistic research has supported comprehensive, -leagedure
models and shown that bilinguals, when processing their second language, are able to use
L2-spedic syntactic information (inter alia FreMdstre & Pynte, 1997, Hoover &
Dwivedi, 1998; Jackson & Dussias, 2009). Other research indicates that some processing
strategies are universal across languages, and should therefore be equally apgticable in fir
and second language processing (Demiral, Schlesewssky, BSomesseissky, 2008).
Importantly, the bilingual experience also adds another facet to the investigation of language
processing models. A wealth of psycholinguistic research in resenayetiown that a
bilingual ds two | anguage systems are never
Duyck, van Assche, Drieghe, & Hartsuiker, 2007; Hartsuiker, Pickering, & Veltkamp, 2004;
Libben & Titone, 2009; Marian & Spivey, 2003; Schwartz,&Rithz, 2007; van Assche,

Duyck, Hartsuiker, & Diependaele, 2009; van Hell & De Groot, 2008) and both languages
are activated even when only one language is clearly required (e.@olrol&
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Wodnieka, 2006). A result of this parallel activatibatisnformation from the language

not in use (e.g., the native language) can influence processing of the language in use (e.g., the
second language). This process is referred to tesnkfeBilingual processing research

must therefore determine notymhether or not the parser uses shallower information in

the L2, as proposed by the Shallow Structure Hypothesis (Clahsen & Felgebhu2006

also, if the bilingual parser is judged capable of using the same kinds of rich probabilistic
information thatare used in the L1, researchers must also determine from which language
and under what conditions the parser draws this information during L2 processing.

The processing studies conducted in this dissertation haget@gn such a way as
to create disictly different predictions for each of the three possible parsing routines. This
was done especially to be able to clearly delineate the differences between L1 and L2 verb
bias information so that if transfer is happening, it can be seen, ratheetbdronly as a
post haxplanation of an unexpected result. This was necessary because the findings of L1
transfer are inconsistent and insufficiently understood. Second language speakers have been
shown to be able to track frequency of use informatithreinL2 (e.g. Dussias, Marful,

Bajo & Gerfen, 2010) and apply this information during processing in some cases (e.g.
Dussias & Sagarra, 2007). Some evidence of this has been found previously using verb bias
information (Dussias & Cramer, 2006; Dussi@sagner Scaltz, 2008hd itis found again

in the current dissertation (Chapter 2). In other cases, however, apparent transfer of L1
processing routines has also been observed (e.gMEstrk 1999; Chapter 4 of this
dissertation). A complete modelbatingual processing should account for all of these
findings,and thisrequires understanding the facttivat modulate the recruitment of

different processing routines under different conditions. The present dissertation seeks to
accomplish tls by conglering both an external fadtdanguage immersion experiénce

and a languagmeternal factdi cognate statfisto better understand when and how native

like processes can be achieved in the second language and why the native language may
sometimes interfere.

In order to determine the role of verb bias as a cue to processing in a second language, |
focus on the following research questions. The first set of questions hones in on
differentiating the three distinct processing routines predicted by extant eetisd
language processing. These questions are:

o Can bilinguals use probabilistic cues (i.e., verb bias information) specific to the L2 to
parse sentences in the L2?

o Ifitis the case that L2 speakers do not demonstrate strategies like native fspeakers o
the target language, is it because they transfer verb information from the L1?

o Does this happen more readily when L2 speakers are processing cognates?

o Ifitis that case that L2 speakers do demonstrate similar processing patterns as L1
speakers, is profency or immersion experience the relevant factor in demonstrating
those patterns?
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As we improve our understanding of the many facets of the language comprehension
system, it becomes increasingly apptarent t
to their ability to understand these cues and assign them roles in this interactive process. The
human linguistic system is capable of tracking the frequency of sound patterns, words,
meaning, syntactic structures, and much more in order to dbaf tisat information
during online processing. Such findings call for a much closer integration of the fields of
cognitive linguistics and corpus linguistics. The data found in naturalistic corpora offer a
wealth of information about the frequency ofdistic material, as well as how that
frequency affects production, which is hard, if not impossible, to properly reproduce in a
laboratory séhg (Chafe, 1994; DuBois, 20G&hl & Garnsey, 2002006;Labov, 1984,

Torres Cacoullos & Travis, 2011). Soehclusions also indicate that production and
comprehension are very closely intertwined on a cognitive level and future research must
treat them that way.

Keeping this in mind, the second set of questions | address in this dissatisaed
at beter understanding verb bias as a lexically enpodeerty of a verb, as well as
understanding how verb bias is similar or differentlergassticallyThesequestions are:

0 Based on naturalistic data, what are the biases of commonly usedaSganish
Englishverbs?

o How do the biases determined from corpus data compare with those found in
previous verb norming studies?

0 What linguistic factors@c cur wi th the selection of a
in both Spanish and English?

Throughout this disgation, | will show that while universal simplicity heuristics can
explain some patterns observed in the resolution of temporary ambiguities in syntactic
processing studies, a udagsed approach to language processing and grammar better
accounts for thaull range of results found here. The dissertation is organized as follows.

In Chapter 2, | present in detail the relevant models of sentence processing as they relate
to the use of verb bias as a cuetaporaryambiguity resolution. These models ard tos
form the predictions for two different processing experiments conducted with highly
proficient second language learners of English who all share Spanish as their native language.
The predictions are threefold: i) participants could use syntaclicitgifeuristics to
resolve the ambiguities in the stimuli; ii) participants could be sensitive to usage frequencies
in their L2; iii) or participants could transfer usage frequency information form their L1 to
aid in the resolution of temporary ambigsitrhe firsexperimenwas a sefbaced reading
task that was carried out to pilot the materials, which | created based on verb bias
information from English and Spanish as determined by gresdu norming studies
(Garnsey, Lotocky, Pearlmutter, & My&997; Dussias et al., 2010). Experiment
focused only ospanistEnglish bilinguals immersed in English at the time of testing. The



result was a parsing stratdtggmi mi cked native English speak:é
previous literatur¢Garnsey Pearlmutter, Myers, & Lotocky997; Wilson & Garnsey,

2009). Following that pilahe study was migratemlan eydracking format that was used

to test the (US) immersed Spaiiisglish bilinguafis henceforth referred to as US
Bilingual@ as wdl as a second group of Spaitisiglish bilinguafs henceforth referred to

as Spain Bilinguélsvho have not had the benefit of L2 immersion experience (in Spain).
The Spain bilingual group was included in order to investigate what role immersion has in
the ability to use usage frequency information in Hé&vevays during online processing.
These proficienematched bilingual groups were compared to a monolingual English
control group. The results show that while monolinguals amdnié$sed bilingualsads

English verb bias information during processing, thémmarsed Spain bilingual group

relies on simplicity heuristics to aid disambiguation. These two experiments show that late
second language learners are capable of developindjkeapvecessingtrategies with

enough immersion experience, but in the absétitat experience, they appear to fall back

on universal simplicity information.

In Chapter 3, | present two corpus studies of verb bias, the first in Spanish, the second
in English. Theseopus studies were designed to arrive at more reliable Spanish verb bias
information and to better understand the factomsccarring with verb subcategorization
frames in the languages tested. The Spanish study was needed because the small set of verb:
examined in a previous study (Dietrich & Balukag) @éinonstrated important differences
between the pilot data and the previous norming study. There was concern that the
assumptions made about verbs sharing biases between Spanish and English may therefor
have been incomplete or incorrect when creating the stimuli for the experiments in Chapter
2. More specifically, if the verb bias information used for the manipulation in the
experimental work in Chapter 2 were incomplete, the verbs assumed to tentebidiffes
in the two languages may not actually have different biases. This would explain the
unexpected lack of L1 transfer in the Chapter 2 data. However, both the Spanish and
English studies show a high level of esas$y consistency between theviptes norms
and the current corpimmsed biases. By additionally asking what other linguistic factors co
occur with a particular subcategorization frame, with this corpus study | seek to understand
the dimensions of structural equivalency across langsagelt as why verb bias results
sometimes vary between studies.

In Chapter 4, | present another-ggeking experiment, this time using stimuli extracted
directly from the corpus data presented in Chapter 3. This experiment once again includes
the samenonolingual and bilingual populations studied in Chapter 2 above. The predictions
for this experiment are also very similar to those of Chapter 2. Given that the thesults of
corpus study reported @hapter 3how high rates of crestidy consistencyéreveal no
recognizable effects of other-amzurring intrdinguistic factors, | constrec the
experimental stimuli in the same manner as the experiments in Chapter 2, but with two
important differences. First, the stimuli were based on nadocaliyng linguistic data
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extracted from a corpus of American English, rather than created based solely on judgments
of plausibility. Second, all verbs in the experimental stimuli were cognate verbs in Spanish
and English. In Chapter 2, tsimuli containeddih cognate and narognate verbs. The

choice to include cognates omlythis experimenivas based on previous findings that
cognates occupy a special level afctwation across languages because of their shared
form and meaning, which could presumédsjitate L1 transfer where it has previously

been absent. The pattern of L1 transfer was not initially apparent in these data because of
my choice to repeat the experimental verbs several times, but an analysis of first trials only
showed trends whicloimt to an L1 transfer strategy by theitd@ersed bilinguals and a
simplicity heuristibased approach by the Sphilinguals. This result has important
implications for bilingual processing, indicating that even at high levels of proficiency and
extendd immersion experience, second language learners are susceptible to effects of L1
transfer where cognates are present to facilitatetication of the language not in use.
Furthermore, it provides evidence of syntactic priming as a strong force infeeimg

on processing routines both in the short term and in the long term (implicit learning) and
raises important considerations regarding materials selection and participant recruitment for
future psycholinguistic processing research.

Finally, in Chapr 5, | review the main findings of this work and discuss the implications
that those findings have for models of grammar and model of syntactic processing. Critically,
this dissertation provides evidence from cdvpeed production data and laboratory
processing experiments which shows that the processing routines used by speakers of
multiple languages are, for each of those languages, consistent with the strategies used by
speakers of one language only. Those strategies are informed by multipenguebjam
experiencbased cues to structural tendencies, i.e. verb bias, are included. This dissertation
furthermore provides evidence that late second language learners are capable of developing
nativelike parsing strategies in their second languageleprothey have both ghi
proficiency in the L2 anéxtended immersion experience in the target language
environment. However, even when second language learners reach high levels of proficiency
and experience they still appear to have access to thdedgeoabout their native
language, which can interfere in the form of transfer, at least when cognate lexical items
facilitate the activation of that information. In the absence of sufficient immersion
experience, simplicity heuristics also play a kuaplemeriiecausenformation derived
from linguistic experience is insufficient or unavailable.

Together, these findings emphasize the need for both controlled, laboratory
experimentation and studies based on natural language corpora to makeefretiises p
about | anguage production and comprehensio
experience throughout their lifetime plays an ongoing role in the development of processing
strategies which can change, even well into adulthood. Whef $amgjuage experience and
usage frequency data will help to lead us to a unified understanding of grammar and
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processing which accounts for all ranges of the human linguistic experience no matter how
many langu&g one speaks or when or how those |gegaie acquired.
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Chapter 2| The role of L Spanish verbal information i English syntactic
processing

Recent psycholinguistic research has sho

not entirely independent from one another (Chambers & Cooke, 20€0;VanyAssche,

Drieghe, & Hartsuiker, 200Fartsuiker, Pickering, & Veltkamp, 200®ben & Titone,

2009; Marian & Spivey, 2003; Schwartz, Kroll, & Diaz, 2007; van Assche, Duyck, Hartsuiker,
& Diependaele, 2009; van Hell & De Groot, 2008) andadtiaianguages are activated

when only one language is required (e.g., Kroll, Bobb, & WodniekeD@8@@nsequence

of this parallel activity is that information from the language not in use (e.g., the first
language) can potentially affect processing tdndpgage in use (e.g., the second language)
(e.g., Kotz, 200%roll, Dussias, Bogulski, VaddE&roff, 2011; Morales, Paolieri, Dussias,
Valdés Kroff, Gerfen & Bajo, submitted; Weber & Paris, .20Bdligh sme general
theoretical models of sentence pssicgy(e.g. Syntakirst nodels: Frazie® Fodor, 1978;
Frazier & Rayner, 198@)r bilingual model s more specif
2006 Shall ow Structure Hypothesisd) would a
L2 processing is natfeature of the processing system, suchlicrggistic transfer effects

have occasionally been observed in L1 processing routines used to resolve syntactic
ambiguity (e.g., Freiestre, 1999). Crucially, the findings in such studies have not always
been consistent (see Freke st r e 6 s -up @oOtie 1999 $tudy) wnd seem to be
modulated by L2 proficiency and experience (e.g., Dussias, 2001; Witzel, Witzel, & Nicol,
2012). The present study was conducted in an effort to elucidate a unified model of
processing which can account for all of these findings in monolinguals and bilinguals alike.
In fact, models of sentence processing based on exposure can better account for the
observations mentioned above (e.g., MacDonald, Pearlmutter & Seidenberg, 1994;
MacDonald and Thornton, 2009; Seidenberg & McClelland, 1989).

Given this, recent L2 processing researcloftexs taken the approach of looking at
different processing proposals as potential developmental stages in L2 processing, not
necessarily competingpdels (see Witzel et, @012 for some discussion of this). In so
doing, processing studies are now aimed not only at determining which model best explains
the result, but also whiclnditions and variables modulate activity of the language not in
useor the passage from one developmental phase to aatimer obvious candidates are
l' inguistic similarity between the Dbilingua
second language environment, and level of L2 proficienégrtunately L2 immersion
experience and language proficiency are often confounded in bilingual studies, even when
conclusions about one or the other are drawn from the data.

For this reason, the present stutympares groups with comparably high
proficiencies butery different L2 immersion histories to examine how L2 immersion
experience modulates the activation of information from the first language when L2
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speakers process syntactically ambiguous structures in their second language. Immersion
experience is hypasized to be of particular import in the case of the present study
because in this study the cue to processing under investigation is a -fragadncye

called verb subcategorization bias, also called geriplpia¥erb bias is defined as the

speciic subcategorization frame in which a verb is most likely to occur. The construction
chosen to test the role of this cue in second language processing follows in the example
below, and contains a syntactically ambiguous noun pieases{gkpreceded\ba verb

(admjtthat can take either a direct object noun pHiased sentential compleme2)t (

The ticket agent admittede
(1)the mistake because he had been caught
(2)the mistake might not have been caught

This ambiguity was chosen becaresearch with monolingual English speakers
(Trueswell, Tanenhaus & Kello, 195&;nsey, Pearlmutter, Myers, & Lotot®9,7; Wilson
& Garnsey, 2009) has shown that when readers encounter a sentence fragment that can
continue in a variety of ways (ée ticket agent adénitted, t hey anti ci pat e
that is consistent with the syntactic frame in which the verb is most likely to occur. In the
example above containing the vadmittedwhich accordingot some estimates (e.g.,
Garnsey, LotockyPearimutter, & Myer4,997) is most often followed by a sentential
complement, a match between verb bias and continuation, illustrated in (2), has been found
to facilitate processing. A mismatch, illustrated in (1), causes readers to slow down. This
showsthat verb biagmformation is used during native processing to guide syntactic analysis.
More recent research with bilingual populations points to similar results (Lee, Lu & Garnsey,
2013; Dussias and Cramer Scaltz, 2008), but crucially do not mahguldterences
bet ween bilingualsd first and second | angu
like processing in the target language is absent, L1 information can also serve as a cue. The
present study takes that next step to ask whetherrawpsgof highly proficient L2
speakers of English, one immersed in their native language and one immersed in their L2,
use verb bias information in English in a matter that resembles native readers while also
leaving open the opportunity to observe Listeareffects if present.

BACKGROUND AND H YPOTHESES

Exposurebased accounts of sentence processing argue for the existence of a close
correspondence between distributional patterns in the input and comprehension patterns
(e.g., MacDonald & Thornton, 20CG8)¢h that sentence complexity effects observed during
reading comprehension derive from particular distributional patterns in production, which in
tuncreate distributional regularities that



12

examplepr esented earlier, I f highly proficien
information from English, after tisentence fragmedtT h e t i c k astread theynt ad
are expected to pursaesentential complement analysis. This is becaulSegtist verb
6admitd i s most o fdomplemdntoGarnsew eotocky RPearbmutteredn t e n
Myers,1997). In behavioral terms, L1 and L2 readers of English alike should initially
interpret the syntactically ambiguous noun pldrasé e im(l)sahda(R) eliove as the

subject of an embedded clause. In (2), the seatentlement analysis is expected not to

cause processing delays because the interpretation that the nodntplhrase functisns a k e 6
as a sentential subject matches tlaedre r 0 s expectation about
continuation. In (1), however, readers are expected to show processing delays. Here,
encountering the adjunct phra&eb e ¢ a uhsnes tohtleeér@ader that the sentential
complement analysis must be relingdisine favor of a direatbject interpretation.
Additional processing time is expected at this region, reflecting the cost incurred in rejecting
the initiallyadopted sententiabmplement analysis to establish the ebtgett one.
Hypothetical results vdfi would support this prediction are showirigure2-1 below.

These results are based also on the results of Wilson and Garnsey (2009), a test of
monolingual native English speakers on precisely this ambiguity, which finds effects of verb
bias on both dectobject (DO) and sentenrcemplement (SC) bias verbs. That is, not only

are sentence complements processed more quickly when facilitated by the preceding
occurrence of a sentermmmplement verb, which is relatively uncontested by any model of
sentenceprocessing, but, importantly, sentences with direct object continuations following
SC bias verbs wernardeio processhan those following DO bias verbs, indicating that verb

bias is important enough and occurs early enough in native processingetcemtie

simplest structures harder to read. This finding has been replicategpanedeakading

(Dussias & Cramer Scaltz, 2008) and ERP (Roman, Ray, Contemdii Dsaras, 2013)

studies conducted with monolinguals, as well as by the monolinigizdmia in this study.

L2 models of sentence comprehension which postulate that learners prioritize lexical
semantic or pragmatic/plausibility information over syntactic information because they lack
hierarchical det ai200® Geallovg Structure IHgpbtisesis) make aF e | s
different predictionln such models|.2 readers should always favwe tlirect object
interpretation botlbecaus@® t h e isra semaatikalydplausible diodgect for the verb
0 a dand heéause in the absentceiseful lexicalgncoded information about thematic
roles, these readers should rely on principles of locality (e.g. the Syntactic Prediction Locality
Theory (SPLT): Gibson, 1998) and incorporate the new noun phrase into the structure being
built as sooras possibleAccordingly, (1) should cause little reading disruption, whereas
encountering the embedded verb phrase in (2) is expected to trigger reahdlybieof mi st a |
from a direct object to the subject of the sentential complement. It shouiedohaiothis
same prediction is made by modulardiage theories of monolingual sentence processing
(e.g., Ferreira & Henderson, 1990; Frazier & Rayner, 1982; Kennison, 2001, 2009; Rayner,
Carlson, & Frazier, 1983), although for a different reasom Wébke models, during the
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first stage of processing, decisions are driven by a fixed nundmsrstodints on the
comprehension systdahmat guide the syntactic processor to select the syntactically simplest
interpretation (i.e., the interpretation with fewest number of syntactic nodeésjhe
resulting interpretation is inconsistent with-daiging information in the sentence, a
second stage revises the interpretation using other sources of information, including
information learned through expege with language (Frazier & Clifton, 1996; Frazier &
Fodor, 1978). If structuraimplicity is the driving heuristic (Frazier, 1979), the direct object
analysis, being syntacticallypler than the sentential complement analysis, should be the
preferredinterpretation for L2 learneed L1 speakers alikégure 2-2 below shows
hypothetical results such as would be predicwghtasfirst or shallow structuraodels

A third alternative is that, as predicted by expetiaseel models, L2 speakersabte
to use frequency information as a cue to processing, but that for some reason they do not
derive these cues from their L2. Instead, people processing in their second language may
transfer the frequency information which is associated with thedldtivarequivalent of
a particular verb in the L2 to form predicti@s.a languaggeneral scale, some indication
of L1-to-L2 transfer of parsing cues has been found in the form of studies of relative clause
attachment (FreAMestre, 1999), wigap procssing (Juffs, 2005), and grammatical gender
processing (Sabourin & Stowe, 20@&)such transfer has not been instantiated in studies
of verbspecific cues to structure. Studies aimed at this question (e.gMEsdreci&
Pynte, 199Dussias & Crame2006; Dussias & Crarvgcaltz, 200&)nly find tendencies
towards the use of tspecific information to resolve such ambiguities, but no evidence of
L1 transfer. In the present studylL# speakerransfer L1 verb bias information to aid
them in the pansg of sentences in thei2,Lresults which pattern similarly to the
hypothetical ones in Figu@ can be expected.

Figure2-1 Hypothetical resultsased on L2 verb bias information

I |

‘ DO verb + NP ‘ DO verb + clause ‘ SCverb + NP ‘ SCverb + clause ‘

‘ (different bias in the two languages) ‘ (same bias in both languages)
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Figure2-2 Hypotheticatesults under syntaxfirst approach

I |

DO verb + NP ‘ DO verb + clause SCverb + NP ‘ SCverb + clause

(different bias in the two languages) (same bias in both languages)

Figure2-3 Hypothetical resultsased on L1 transfer

DO verb + NP ‘ DO verb + clause SCverbh + NP ‘ SCverb + clause

(different bias in the two languages) (same bias in both languages)

The speakers in theurrent studybelong to one of threeffdirent groups: English
monolingual speakers, Spaiisglish bilinguals living immersed in their L2 in the United
States, and Spanishglish bilinguals living immersed in their L2 in Spain. The study
includes two experimeiitone selpaced reading expeent ad one eydracking
experimerit to address which of th&forementionednodels is at work during online
processingexperiment 1the selfpaced reading experimémtiuded only Spaniginglish
bilinguals in the US. Wtas conducted first tefine theexperimental conditions. Sediced
reading studies are far less laborious and so this was a first attempt to determine whether the
manipulation in the experimental conditions produced the expected results. The continued
use of the seffaced reading meith is also important for the field of sentence processing
research and for education in experimental approaches to language processing because it
ensures continued access to and participation in this field to researchers and students
working in laboratorseand universities which lack the resources necessary to conduct eye



15

tracking research. To anticipate the findings, the first experiment did not yield conclusive
results, but demonstrated a tendency by highly proficient second language learners of
Englishimmersed in their L2 to approximate the processing routines employed by native
speakers of English. Therefore, to take a closer look at these processing routines,
Experiment 2, an eyecking study, was conducted as a faljpwo Experiment 1 using

the same materials becauseteyeking provides more nuanced information. Experiznent
included a monolingual group as well as two bilingual groups, one in the US and one in
Spain.

In previous work on verb bias as a cue to L2 processing, Dussias and Citamer Sca
(2008) conducted a spéced reading study of Spaiisiylish bilinguals using Wilson and
Garnsey®s (2009) materi al s t o test L2 S p
interpretation students who were extremely highly proficient in their ivthgutimersed
in their L1 in Granada, Spain. They found that their bilinguals showed processing strategies
similar to those of native speakers of English. Similarly, Lee et al. (2013) tested Korean
English bilinguals and found nafike strategies indke participants, as well. This finding
is particularly interesting given that Korean is dinatblanguage, so verb bias information
is not a potentially useful cue to form predictions during comprehension. This indicates that
cues which are not useful1 processing can still be learned and applied for L2 processing.
The addition of a group of Spanrishglish bilinguals living in Spain with matched
proficiency to the Spanifimglish bilinguals being tested in the US was added to the second
experimento test thespecificrole of immersion as a factor which could mitigate the
interference or transfer of L1 verbal information to L2 processing when it is a useful cue in
both the native and second languages.

EXPERIMENT 1:SELF-PACED READING

Method
Partigiants

Twentyfive SpanistiEnglish bilinguals were recruited for participation in the present study.
Participants were students and staff affiliated with a large U.S. university and were immersed in an
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Englishspeaking environment at the time of testi@ge participant was excluded from the final
analysis because a computer malfunction resulted in incomplete recording of the data. Prior to
beginning the experiment, participants completed an online language history questionnaire (LHQ) to
assess their pratocy in both English and Spanish proficiency in the four principal areas of
proficiency (speaking, listening, reading, and writing). This Lap@daiom Marian, Blumenfeld,
andKushanskaya (2007), included 23 questions (see Appendix A). Partispared apeended

and Likert scale questsoorabout their history with botlanguages, their language learning
experiences, and their daiposure to and use of both languagesafiefi LHQ techniques

are proven as accurassessment tools for evahgtanguage proficiency (Birdsong, 1992;

Oscarson, 1997).

Figure2246 queend

Il n addition, participants0d Erbasédios theirpr of i
performance in two tasks: a picturming task which served as a measure of production
proficiency and a lexical decision task which measures receptive proficiency in the L2. In the
picture naming task, participants were shown 72 line drawings, such as the &xgumele in
2-4 above on a coputer screen and were asked to name each drawing as quickly and as
accurately as possible in English (in this exangle). &each f@icture, depicting a high
low-frequency concrete object, remained on the screen for 5 Bett@ntise allotted to
paticipants to name each picture. Prior to beginning the task participants were shown 10
practice drawings and encouraged to ask quest@rsite that the task was understood.

(See Appendix B for all pictures along with a list of correct respAnsesrs were
recorded and scores were determined later by a native speaker of English.

21n studies such as mine, there is always a preoccupatsmmhatf the participants, as university students,

were affiliated with language departments and have enhanced metalinguistic knowledge and abilities which
would allow them to behave in ways that effect the results. Steps have been taken to coynttenatialthis

problem. First, the study includes a large number of fillers, many of which were taken from another study
aimed at investigating attachment preferences in second language learners. In debriefing after the experiment,
or sometimes even offeredstaneously during the break in the middle of the experiment, participants often

point out that these higlow -attachment fillers are challenging for them or ask if that particular structure is

the focus of the present research. This indicates thappattattention has been sufficiently distracted from

the critical sentences and manipulations under observation in this study. Furthermore, while it is certainly the
case that some of the participants in this study have linguistic training or areiatrgasays, it is not the

case for all of them, and a subgroup of the bilinguals who show the same preference as native English speakers
have not had training in linguistics or language instruction.
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In the lexical decision task, participants were shown strings of letters on a computer
screen and were asked to decide whether the string corresponded to a word by English
indicating their answers using a button box connected to the computer which also measured
reaction times. Twoundred sixt§ our wor ds were shown, hal f
such as in (3) below, and halefAppendixgQuforr i n g
complete list of stimuli). Nonce words were created such that they observed the phonotactic
constraints of English but were not actually English words. Prior to beginning the scored
portion of the task, participants were shown 10 praaise5 words and 5 navords, and
were encouraged to ask clarification questions before beginning the task. The presentation
program EPrime 2.0 (Psychology Software Tools, Pittsburgh, PA) recorded accuracy data
which was used for later scoring. Foin @acticipant four scores were determined: correctly
identified words, incorrectly identified words, correctly identified/ords and incorrectly
identified norwords, also known as false alarms. False alarms are scored when the
participant identifiesreon-word letter sequence as a real word of English.

(3) YES response: friend
(4)NO response: dayed

The average results for these tagksheown in Table 2

Table2-1 Experiment X Participant informadn and proficiency measures
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Materials and Predictions

Seven verbs with the same subcategorization bias in Spanish and English (henceforth,
samebias verbs) and 15 verbs with a different subcategorization bias in Spanish and English
henceforth, differedtias vebs) were used. Verb bias in English was based Bngleh
norms found in Garnsey, Lotocky, Pearlmutter, and K1\g98). Spanish verb norms were
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taken from Dussias, Marful, Bajo & Gerfen (201). critical sentences contaimedin
phrasésententiacomplement ambiguities, illustrated in (5) through (8) and were closely
modeledafter the sentences used in Wilson and Garnsey [2@99%rbs were embedded

in temporarily ambiguoudirect object (DO) [(Condition 1) and (Conditiof &nd
sentential conipment (SC) [@dition 2) and (Condition)}4continuations (underlined
below):

(5 Condition 1, The CIA agent confirmethe rumor when he testified before
Congress

(6) Condition 2The CIA agent confirmdtie rumorcould meama security leak

(7) Condtion 3,TheCIA agent admittethe mistakevhen he estified before Congress

(8) Condition 4TheCIA agent admittethe mistakeould meana securitjeak

Each presentation of a particular verb contained a different subject amdbabstoun.

All postverbal nouns were highly plausible as direct objects of the verbs they followed.
Participants were exposed to all conditions but only saw each verb in one of the conditions.
Experimental materials were constructed in such a way that the syntactity amilid

only be resolved when readers saw the text following theadtNP (e.gd c o u lod me a n ¢
0 w h anrthe exardples below). This region is emboldened in Conditions 1 through 4 above
and will be referred to here as the disambiguating region.

Spaniskenglish bilinguals read 36 experimental sentences and 72 fillers. Of these, there
were nine sentences from each condition included. The fillers, which were taken from
another experiment, are shown in examples (9) through (14) below. These (@ibided
sentences containing sentential complements with an overt compleddnfi@&d) b
sentences containing sentential complements with complementizer deletion similar to
Conditions 1 and 3 but with more varied disambiguating words and comabsnghich
were not contained in the experimental stimuli, (11) 6 sentences containing direct object
constructions with an adverbial clause that follows (similar to Conditions 2 and 4, but again
with different verbs and disambiguating words than sdenerperimental stimuli), (12) 17
sentences containing subject relative <c¢l a
sentences containing temporarily ambiguous relative clauses lacking relative pronouns but
requiring either (13) high or (14) low atteamtitbased on gender information in the subject
and object.

(9) The primary suspect established that the alibi did not reflect the truth.

(10) The reading instructor concluded the lesson stated its point very clearly.

(11) The elderly woman forgot thddress while driving her friend home.

(12) The senator that the article accused was forgotten after the election.

(13) The boys poked fun at the niece of the man who walked her dog every Thursday
in the park.
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(14) The principal of the school sgokith the sister of ¢hboy who forgot his
bicycle aschool.

Four different stimuli lists were created using different experimental sentences but the
same fillers, resulting in a total of 36 sentences per condition, or 144 total stimuli sentences
providing reading time data for analysis. All lists were pseadonized so that no two
participants read sentences in exactly the sameTbasstists can be found in Appendix
D. Presentation of lists was rotated across participants so that eachdrsisarded a
balanced number of times.

The predictions are as followshighly proficient.2 speakengse verb bias information
from the L2during processing, theye expected to show a behavibere sentences
containing continuatiom®nsistent with h e v e r lbiss@sardraad fastes than those
with inconsistent continuations at critical regimnsther words, for sentences witl D
bias verbs (5 and, articipants are expected to show difficulty alishenbiguating region
only in (§, because it is in this condition that there is a mismatch between verb bias and
sentence continuation. For sentences withig&Grerbs (7 and, $articipants are expected
to slow down at thdisambiguating region only i, (due to the mismatch betweerbver
bias and seance continuation. Because inv@b bias and sentence continuation match,
participants are not expected to show processing diffidiiteesould result in a graph of
reading times similar to that shown in Figudr@aBovedp. 13.

If participants are using universal strategies and are not sensitive to usage frequency
information, as proposed by shallow structure and $ystaaccounts of processing,
participants would be expected to treat (5) and (7) the same and read themnfaster tha
sentences (6) and (8) because of the simpler, DO structure they contain. This would result in
a graph of reading times similar to that shown in Figuada@vep.14.

Critically forthe purposesof this studyif verb bias information from the L1 is
transferred when processing the le2h\bias and sentence continuatvene manipulated
such thagll sentences in all conditions contain verbs whose Spanistiotreetplavalents
were either S©r EQUI bias. This means that if participants were accessmdias
informationfrom the L1 during L2emtence processing, (5) and (7) should pattern similarly
at critical regions and (6) and (8) should pattern similarly. In other words, both (6) and (8)
should be &sy to procesbecause the sentence continoai® consistent with the
expectations indicated by the Spanish verb bias. In contrast, sentences (5) and (7) should
cause processing difficugcause the continuations are not consistent with the verb bias of
the verbodos Spani sThis wouldh ressult ia & graph of eegpding timeks e n t
similar to that shown in Figur& 2bovedp.14.

Procedure

Sentences were presentedd-by-word using a reading movigndow paradigm (Just,
Carpenter, & Woolley, 1982). Participants were seated in fré?€ aoenputer in a sound
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attenuated booth. They were informed that for each trial, they would see lines of dashes
representing each of the words in a sent8edeigure2-5 below for a visualization of this
procedureEach click of the space bar would gkathe line of dashes into the next word

and would make the previous word disappear. Each word appeared in its corresponding
position within the sentence, while the position of all previous and subsequent words
remained indicated on the screen by the-ptddmg dashes.

Figure2-5 Moving window paradigm

ThE-—mmm e e e e e !
== ticKet === -mmm oo e e e !
agent o e e s s .
—————————————— admitted --- ----------=- === - ~mmeemeee,
—on e the -------—-—- - o e .

Participants were informed that their task was to read each word silently to themselves as
naturally as possible, like reading a newspaper, and ting@rgsscebar to display each
consecutive word on the screen. One example was given in the instructions. The time
between the appearance of each word and the press of the space bar was recorded. A
comprehension question followed each sentence. The ahsavérd, (15payneds 66 hal f &
(16) were indicated wusing the o0C6 and O0ONO
experiment proper, participants were given 10 practice sentences to familiarize them with the

task. During this practice session, they wemrigaged to ask clarification questions.

(15)S: The jewel thief confessed the crime when he saw it on video.
Q: Did the thief see the video?
R: yes

(16) S: The office manager suspected the secretary when he noticed she showed up late
every day.
Q: Was the secretary showing up on time?
R: no
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Results and Discussion

Analyses were conducted on reading times for words 7 and 8 individually, which together
make up the disambiguating region of the sentence. Word 8 was included due to the nature
of the tasks, as well as the slower processing speeds associated with second language
processing which can cause effects to spill over to the word following the disambiguation,
especially because word 7 is always a short and highly frequent (i.e.: quvetig iead
each sentence. Sentences followed by incorrectly answered comprehension questions were
not included in the analysiesebilinguals answered accurately 85.9% of the time to
guestias following stimuli sentenc&esults for the SpaniBimglish Hingual group are
shown in Figures@ and 27 below. These are compared to the published results reported in
Experiment 1 conducted by Wilson and Garnsey (2009) for monolingual English speakers,
and shown in Figure-& It is generally assumed that lorrgadingtimes reflect more
difficulty integrating the information currently being read into the structure that has been
built up to that moment. Faster reading times reflect faster, easier processing and easier
integration into the syntactic structure.tRese Spanidbnglish bilinguals, the patterns for
both words shown in Figuresszand 27 below demonstrate a clear visual resemblance to
the processing patterns that have been observed in past studies with monolingual English
participants, includingdbe reported in Wilson and Garnsey (2009), and shown in Figure 2
8 for comparison purposes.

A two-way repeated measures ANOVA was used to analyze the data totkesaluate
effect of verb bias armbntinuationtype on theeading times for each word in tngical
region Verb bias (direct object (DO) versus sentential complement (SC)) and continuation
type (direct object continuation versus clause continuation) were thewjduts factors.

On word 7 reading times indicated no significant main dffeetlobiask,(1,23) = 0.330,

p = 0.751, but did reveal a significant main effect of continugfib/23) = 6.684p =

0.017, whereby DO continuations were read faster than SC continuations. The interaction
between bias and continuation was not sigmiffe,(1,23) = 0.75% = 0.393). The same
analysis, when conducted on word 8 reading times, revealed no significant main effects (bias:
F,(1,23) = 0.067p = 0.798; continuatior,(1,23) = 0.181p = 0.675), but did reveal a
significant interaction ofids and continuatioi,(1,23) = 8.282» = 0.008. Despite this
interaction and an appearance of verb bias effects in bothiasraad differestias
conditions inFigure 27, subsequenpairwise comparisons indicated no significant
differences based aerb bias informatiorMore cacretely, sentences in which bfas

verbs in English were followed by DO complements (Condijtror41]) took less tim&

read than those in which DRlas verbs in English were followed by SC complements
(Condition 2m=449,1,(23)=2.002p=0.057, and sentences withl&#& verbs followed by

SC complements (Condition 4, m=421) were read fasteCtbas Serbs followed by DO
complements (Condition 3, m=44323)=1.789p=0.087, but neither of these differences
reach gnificanceThese results suggest that the high proficiency L2 English speakers do
not seem to be applying L1 verb bias information during processing, given that the condition
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which would predict one of the shortest reading times based on Spanishsverb bia
information, the DO verb + clause condition, actually demonstrates, on average, the longest
reading times of all.

Figure2-6 Readingimes for word/
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While the data from this initial experiment indicate a promising trend tesag
highy proficient bilingual$he large standard err@isd weak statistical effectdled for a
more refied measurement of reading times, as well as a megeaifeel view of
proficiencyto truly capture the effects of verb bias from the L1 or the L2a&imgn
predictions about syntactic structure while parsing in the L2. For this reason, a second
experiment was conducted using the same stimuli, but measuring reading times using a free
reading, eygacking paradignmdditionally, Experiment 2 exploresithie of immersion in
the L2 environment in a bilingual ds abili
processing and whether the absence of sufficient immersion experience can lead to L1
transfer of processing routinmsincluding aezond group obilingualsthe secalled Spain
bilingualsywho were not immersed in their L2 at the time of testing and have had little or no
immersion experience overall.

EXPERIMENT 2:EYE-TRACKING

Method
Participants

For Experiment 2, data were collected from thfésredit groups of participants: 26
SpanistEnglish bilinguals imersed in their L2 in the US, SpanistEnglish bilinguals
living in their L1 environment in Granadaai®mnd 25 Englisimonolinguals. The US
bilinguals were taken from the same populasidixperiment 1, but did not include any of
the same participants from Experiment 1 because of familiarity with thé Jtiesé
participants were students and staff affiliated with a large US university who had been living
in the US for an extendedriogl of time and who were immersed in an Engfishking
environment at the time of testiiigpree of these participants were later excluded from the
analysis because it was discovered that they had begun learning English at home at a very
young age (bef® 5 years old); therefore, 23 US Sp&mghsh bilinguals were ultimately
included in the analyses presented below. This group of bilinguaEnegtbrthbe

3 In addition to the considerations mentioned abbowesponse to concerns about metalinguistic awareness or
linguistic training, it stands to note that the average gaze durations of the US bilinguals (243 ms) and the Spain
bilinguals (243 ms) in Experiment 2, reflect speeds very close to those ofetliengligtv readers in this

study (229 ms), while also falling comfortably within the range of average reading riaties fender

college students (250 ms) as reported by Rayner and Pollatsek (1989: 66). Thus, these bilinguals are not reading
slowy enaigh to have time to apply any special metalinguistic knowledge they may have. Finally, there are
linguistically trained bilinguals in both groups (US and Spain), so metalinguistic knowledge and training alone
does not discount the differences found amuegpttwo bilingual groups.
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referred to as the US bilingu&lshong he groupof 37 SpanisHenglish bilinguals living i

their L1 environmnt in Spain, gticipantshad only limited travedr studyexperience

abroad in Englishpeaking countries and were immersed in a Spp@a#king environment

at the time of testinylany of these participants were current or recendiyagea majors

in English literature and philology at the Universidad de Granadses@fparticipants,
henceforth called Spain bilingusite were excluded from analysis due to equipment failure
which resulted in incomplete recording @irteyerackirg data. Another participant was
excluded becauske was an early childhood bilingliails resulted in 30 Spain bilinguals
being included in the final analy8ighird group of 24 English monolinguals was also
tested to serve as the native controlseirities target for natitéke processing which could

be expected from the other groups (if achieved). The English monolinguals were students
and staff affiliated with the sam8 idstitution as the US bilingual group, but who were
functionally monolingudiaving never studied more than a basic level of a foreign language
(the equivalent of 3 college semesters) and never lived or studied in a country where a
language other than English was spd@beea.of these monolinguals was excluded from the
analysis wimeit was discovered during debriefing that although he only spoke English, he
was raised in an immigrant household where his grandmother only spoke her native
language. This resulted in the inclusion of 24 monolinguals in the final analysis.

In addition tothe eyetrackingexperimentall participants were administered a battery
of secondary measures of language proficiency and experience to ensure balanced
proficiency but differing experiences across groups. These tasks itheusi@oeself
assessmehHQ as described in Experimentiie Boston Naming Vocabulary TENT)

(Kaplan, Goodglass, & Weintraub, 1983) in Englisthgrammar and reading tests in
English and Spanish. Monolinguals compbatesf the same tasks as the bilingual groups
butin English only.

Boston Naming Vocabulary Test (BNT) This task was very similar to the equivalent
picture naming task described in Experiment 1, above, but using a different set of images.
The words in the BNT have been controlled for word frequency sasthhe test
progresses, frequency decreases, thus imgaificulty, resulting in a more figeained
language proficiency measure (as compared to the LHQ) which allows for the evaluation of
lexical access, vocabulary size and naming performancwli® @sk. This test has been
highly correlated with other experimental measures of language proficiency in bilinguals,
such as language ssd6essments like the LHQ (Kohnert, Hernandez, & Bates; 1998).

During the BNT, participants are asked to nameusideo drawings of objects and
animals. Participants saw 60 pictures whichwibiey asked to name in English, such as
Figure2-96 a c A complete list of images and correct responses for this task is included
Appendix E.
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Figure296 acor nd

Grammar and reading testsThe grammar sections of the Michigan Test of English
Language Proficiency (MTEl)Pand the Advanced Test of the Diplomas de Espafiol
como Lengua Extranjera (DELEBppendix Fwere useto assess advanced grammatical
skills and reading competency a multipiéce format. Each test containsnd@tiple
choice itemsvhich evaluate grammar, vocabulary, and reading competence in both isolated
sentences and longer text.The MTELP begins wi a Grammar section in which
participants select the best choice from 4 options to fill in the blank in each of a series of 30
minidialogues. The second section, a Cloze paragraph, contains 20 blanks to be filled by
choosing the best of 4 options to ctetga paragraph talking about the influence of colors
on peopleds moods. The DELE is formatted ¢
(Té xt o i) mowhichpphrecipant® fill in blanks which have been placed in a text
adapted from a Chide newspaper article by choosing from 3 options. This section contains
20 questions. |t i s f olMoxvadjuskechoniin@Ghich 0 i t €
participants read a sentence with a word or phrase indicated in bold and then select a
synonymouswr d or phrase from 3 opti o@sam§Tthi ec al®E
section which corresponds to the first section of the MTELP in which the participants
select the best word from 2 options to fill in the blank which appears in each of 20 isolated
seriences.

The average scores on all of these tasks for each group are $hblerzihbelow.

Materials and predictions

The materials used in this experiment are the same materials as used in Experiment 1.
For this reason the predictions made are alssinelar to those made for Experiment 1.
Predictions for monolingualGyrenpthat they have no familiantyth Spanish, the
monolingualshould not be sensitive to the saoredifferentbias manipulation in these
stimuli. For this reason, the potidins are simplahan for the bilingualsAs seen in

4 Use of this test has been permitted under an agreement with the creator, but reproduction of any portion of
this test here or in the Appendices is prohibited by copyright protections.
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monolinguals tested in previous work (Wilson & Garnsey, 2009), this group is expected to
show slower reading times when the verb bias and the sentence continuation do not
coincide, as irb) and (Balove and faster reading of the disambiguatingnreg(6) and

(7), where the verb bias and continuation are in agreement with one ahethesults

would look something like Figuré 2p. B).

Predictions for bilinguad gaupe bilingual groupisere are three alternatives (graphical
representations of hypothetical results for each of these can be found in the figures above
pp. 1314): a processing routine which uses L2 verbal information and would be indicative
of nativelike use of frequenapformation to resolve temporary ambigulitees in the
absence of that strategy, eitheyntairst approachor an L1 transfer stratedNativelike
use of L2 verbal information (Figurd)2would predict that Conditions 2 (6) and 3 (8),
where the antinuation matches the expectation formed based on English verb bias
information, shoulbe read faster than Conditions 2 (6) andr@g@gctively, where there is
a mismatch. Such a finding is also expected of the monolinguasydaggoribed above
Under an account driven by universal heur{gtigare 22), the prediction is that direct
object continuations should be read faster than sentence complement continuations
regardless of the verb bias of the main verb because such theories contesdr#hatr par
at least L2 parsers, are only sensitive to structural simplicity information and not frequency
of use during online processifgally, a L1 transfer strategy (Figurd)2vould mean that
the bilingual group uses Spanish verb bias information tohe main ver bods
equivalent to help guide them in their parsing decisions during the experiment. If this is the
case, the manipulation of sammed differenbias verbs becomes very importanthe
stimuli for this experimentens with aDO bias in English have a different (SEQUI)
bias in their Spanish translation. Thus, L1 transfer would result in faster reading of
Conditions 426)and 4(8)and slower readings of Conditi@rS) and3 (7).

Procedure

Reading data were collectechgisan Eyelink 1000 deskimpunted eyéracker.
Participants were seated in front of a PC computer in aatemeated booth. They were
informed that for each trial, they would see a sentence on the screen. All experimental trials
were presented on agimline of text. Some fillers extended onto a second line. Participants
were informed that their task was to read each sentence as naturally as possible to
themselvesas if they wereeading a newspaper. When they were finished reading each
sentence, thparticipants were instructed to press a button on a game controller to trigger
the presentation of a comprehension quest
participants pressed the | eft rear button
pressed the right rear button. Prior to beginning the experiment proper, participants were
given 10 practice sentences to familiarize them with the task. During this practice session,
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they were encouragtamask clarification questioasd given additiohanstructions when
confusion or errors were observed.

Table2-2 Languageroficiency information by participant group

ANOVA
Monolinguals| US BilingualsSpain BilingualsANOVA (all groups)  (bilinguals only)
Mean (SD) | Mean (SD)| Mean (SD) F1 F1
n 24, 25 37- -
maleg 9 13 17- -

age 21.1(1.8) | 28.2(5.7) 24.8(3.9) F1(2)=18.138 | F,(1)=7.632p=0.008
Years in a English-speaking country 20.4(3.8) 4.9(0.8) 0.7(3.8) F1(2):342.63J/1 F.(1)=41.172p <0.00f
English Age of Acquisition 0.7 (.8) 8.1(3.9) 8.3(2.9) F1(2)=57.530 F1(1)=0.084p=0.733
English Age of Fluency 3.3(1.5) 17.4(7.6) 17.5(3.5) F.(2)=69.811 F1(1)=0.008p=0.928
Self-rating - Proficiency 9.3(2) 7.5(1.4) 7.5(1.1) F.(2)=12.827 F1(1)=0.065p=0.800
Self-rating - Understanding 9.7 (0.5) 82(1.2) 7.9 (1.0) F1(2)=25.932 F1(1)=1.142p=0.289
Self-rating - Reading 9.6 (0.5) 8.4(1.0) 8.2(1.0) F1(2)=20.479 F1(1)=0.646p=0.425
% current L1 exposure - 44 (17) 75 (15) - F,(1)=58.127p<0.00f
% current L2 exposure - 53 (20) 27 (13) - F1(1)=35.742p<0.008
% of time participant would choose to read in |1 42 (22) 59 (22) - F1(1)=8.490p=0.005
% of time participant would choose to read in |2 52 (26) 42 (20) - F1(1)=3.246p=0.077
% of time participant would choose to speak L

with person fluent in both - 64 (27) 61 (22) - F;1(1)=0.307p=0.581
% of time participant would choose to speak L

with person fluent in both - 33(27) 40 (22) - F1(1)=1.249p=0.268
How often are you rated as non-native? (0-10,

never-always) 0.7 (2.3) 7.5(3.7) 7.1(2.6) F.(2)=43.932 F1(1)=0.245p=0.623
MTELP score (out of 50) 47 (3.6) 38(7.5) 34 (6.6) F1(2)=32.744 F1(1)=6.272p=0.01%
DELE score (out of 50) - 44 (4.4) 44 (3.7) - F1(1)=0.000p=0.993
BNT score (out of 30) 27(2.3) 21(3.6) 14(3.7) F1(2)=97.583 | F,(1)=45.446p<0.00F
Comprehension question accuracy (out of 36)| 34 (1.6) 32(2.0) 32(2.4) F1(2)=8.63% F1(1)=0.259p=0.613

*A one-way analysis of variance was conducted to compare the mean performance on each of these tasks and ratings between the three groups.
'p <0.001

“A subsequent one-way ANOVA was conducted to compare the mean performance on each of these tasks and ratings between the bilingual groups
SThe difference in means between the US and Spain bilingual groups is significant at a level of 0.05

Resultsand Discussion

The analysis focused on three separate measurements onaracth aeglysiggaze
duration (also called first paiss., the sum of all laéi-right eydixations on the critical
region before leaving it the first time it is read), regression path time (i.e., the sum of all
temporally contiguous fixations frone tiime the reader first enters the region of interest
until advancing to the right beyond that region, including regressive fixations outside the
critical region), and total time (i.e., the sum of all fixation durations on the critical region at
any timeincluding reeading). These measures were chosen to evaluate b@jazadnd
regression pattgnd late(total times)rocesses (Clifton, Staub, & Rayner, 2007; Rayner,
1998; Rayner, Sereno, Morris, Schmauder, & Clifton, 1989). The analyses wteonondu
the seventh word in the sentence, which reprabentisambiguating region (in bold in
exampleg5)(8) above on p. 18 This wordimmediately following the ambiguous noun
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phraseis where participants are first able to disambiguate whetheretleelipg noun
phrase represents a direct object of the preceding verb or the subject of a new clause.
Because the three different predictions presented above do not each have wholly
different expected patterns for each condition, analgsegonductefbr eachparticipant
groupindividually. In other words, a syHfiast approach would stv the same patterns for
the DO bias conditions as an L2 verb bias approach, but diff@tésrns for conditions
with SCbhias verbs. In contrast, a transfer appreamiid show the sameattern for
conditions with Sias verbs as an L2 verb bias approach, but different patterns for
conditions with DObias verbs. Considering all groups simultaneously, if they indeed take
different processing approaches, would resah obfuscation of the processing patterns
observed in each individual group, making their different approaches difficult or impossible
to note.For each group of participants, data was submitted tevaaywepeated measures
analysis of variance (ANOW) evaluate the effect of verb bias and continuation type on
the three extracted reading measures. Verb bias (direct object (DO) versus sentential
complement (SC)) and continuation type (direct object continuation versus clause
continuation) weréhe withn-subjects factorfor the F1 analyses and as the witbims
factors for the F2 analys&sis section will present the results by group, beginning with the
monolinguals, followed by the immersed bilingual group tested in the US, and finally the
Spanistbilingual group. To be sure that participants paid attention to and understood the
stimuli, the proportions of correct responses to the comprehension questions were also
calculated. Mean accuracy on these is given in Tabkbd®e in the cells under
0OCoprehension question accuracy (out of 36
incorrectly responded stimuli were included in the final analyses. Incorrect responses were
included because the results were the same as when these responses wetguexcluded
inclusion of these items added power.

Monolinguals

The monolingual groupds average times fc
shown in Figure-20 below.

GazeA repeated measures ANOVA conducted on monolingual gaze duration revealed
no signiftant main effect of bids,(1,23)=0.638F0.433 F,(1,35)=0.434=0.515 but did
reveal a significant main effect of continuatgii,23)=4.536p=0.044 F,(1,35)=5.306,
p=0.027 The interaction of bias and continuation approached signifitahesubjects
analysisF,(1,23)=3.861p=0.063, and slightly less so in the item anafyis35)=3.126,
p=0.086.

5 Subsequent pairwise comparisons inditatéhis neasignificant interaction of biasd continuation in the
subjects analysis is driven primarily by the conditions containing DO bias verbs, whereby sentences in which
DO bias verbs were followed by DO complements (Condition 1, m=157) bkt read than those in
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Regression gathregression path durations, the results become clearer and more closely
replicate those found in Wilson and Garnsey X200@ repeated measures ANOVA
revealed no significant main effect of big€l,23)=1.261p=0.273 F,(1,35)=0.255,
p=0.617 or continuationk,(1,23)=0.872=0.360;F,(1,35)=0.8443=0.365 but did show a
significant interaction of bias and continuationhe subjects analys#s(1,23)=9.783,
p=0.005 though not in the item analy&ig1,35)=2.347%3=0.135 Pairwise comparisobg
subjectrevealed, as in the results for gaze duration, that this effect was driven lprimarily
the conditions containingO bias verbs, g that sentences containing bias verbs
followed by DO complements (Condition 1, m=206) were read faster at a rate nearing
significance than when the same verbs were followed by SC complements (Condition 2,
m=261), t,(23)=1.905,p=0.069, while sentences with ®@&s verbs followed by SC
complements (Condition 4, m=212) were natl rgignificantly faster than Bi@s verbs
followed by DO complements (Condition 3, m=22@3=0.897p=0.379.

Figure2-10Reading times for Monolingual group
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Total tim&otal reading times of the critical region by monolingual speakers show the
same patterns which persist from the earlier reading measures. A repeated measures

which DO bias verbs were followed by SC complements (Condition 2, m2%)6)3.029 p=0.006, while
sentences with Sfias verbs followed by SC complements (Condition 4, m=187) were read neither faster or
slowly, statistitlg speaking, than Sitas verbs followed by DO complements (Condition 3, m=2]@3)~
0.269p=0.79).
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ANOVA revealed no significanmain effect of bias,F,(1,23)=0.472,p=0.499;
F,(1,35)=0.294p=0.591 and a significant main effect of continuafgn,23)=8.409,
p=0.008; F,(1,35)=6.392p=0.016. A significant interaction of bias and continuation,
F.(1,23)=14.773>=0.001;F,(1,35)%6.031,p=0.019, was also found. This was once again
driven primarily by conditions containing DO verbsdisated by pairwise comparisons
which demonstrate that sentences containing DO bias verbs followed by DO complements
(Condition 1, m=284) were resignificantly faster than when DO bias verbs were followed
by SC complements (Condition 2, m=38@3)=4.875p<0.001, while sentences with SC
bias verbs followed by SC complements (Condition 4, m=324) were not read significantly
faster than SC biagbe followed by DO complements (Condition 3, m=3323)=0.269,
p=0.790

Discussiofihe monolinguals in the present study replicate the previouspesker
results found by Wilson and Garnsey (2009), but do not quite reach significance on all
meastes where effects were foungbrevious research. This is likely due to a much smaller
sample size in this study that in the previous one (this study: n=23; Wilson and Garnsey
(2009): n=84). These large samples are often needed to observe signdisant tafse
type of monolingual research because of the much faster reading and recovery times of
young adult monolingual native speakers of the language of investigation when compared
with their older, bilingual counterparts in this study. The interasftidmas and
continuation, the criticateasure of the use of verb bias as a cue to ambiguity resolution,
where obseed, is driven largely by the @s conditions. Still, when revisiting Figure 2
10 it can be observed that the readattems of the S6ias conditions consistently show
slightlyfasteraver age reading times when the verbbd
match (Condition 4) than when they do not (Condition 3), further suggesting that with a
larger sample size, this group would f@plicate the findings of previous research
conducted with native English speakers. The conclusions to be drawn from this group,
therefore, are that native speakers of English can and do use verb subcategorization bias as a
cue to the resolution of tempoy ambiguity during online processing of written language.

US bilinguals

The US Dbilingual groupds average times fo
in Figure2-11below.

GazeA two-way repeated measures ANOVA of gaze duration for the itgtidig
revealed no significant main effects (biék,22)=0.5703=0.458;F,(1,35)=0603 p=0.483
continuation: F,(1,22)=1.270,p=0.272 F,1,35)4.243 p=0.272, nor did it reveal a
significant interaction of bias and continuattofi,,22)=0.104p=0.75Q F,(1,35)=0058
p=0.811



31

Figure2-11Reading times for US Bilingual group
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Regression pHitfe pattern observed for gaze duration persists in analyses of regression
path duration, where a tway r@eated measures ANOVA again revealed no main effects
or interaction (biasF,(1,22)=0.597,0=0.448 F,(1,35)=0.458,p=0.503, continuation:
F.(1,22)=0.787,p=0.385; F,(1,35)=0.601,p=0.443, bias*continuation:F,(1,22)=0.399,
p=0.534 F,(1,35)=0.986G50.327%.

Total timdn total times, a pattern emerges which is similar to that observed in the
monolingual group. A twweay repeated measures ANOVA revealed no significant main
effects (bias: F(1,22)=1.322, p=0.262; F,(1,35)=0.333, p=0.567, continuation:
F,(122)=0.018p=0.894 F,(1,35)=0.670;=0.419, but revealed a significant interaction of
bias and continuatiori;,;(1,22)=14.246p=0.001 F,(1,35)=12.154p<0.001 Subsequent
pairwise contrasts revealed significant effects of verb bias faorerwintaiing both
DO and SChias verb, with sentences containing D@s verbs being read faster at this
critical region when followed by a DO completion (Condition 1, m=444) than when
followed by an SC completion (Condition 2, m=5¢§@R)=2.928,p=0.008. Citically,
sentences containing Bi@&s verbs were also read faster when followed by an SC completion
(Condition 4, m=480) than when followed by a DO completion (Condition 3, m=559),
t,(22)=2.374p=0.027

Spain bilinguals

The Spain bil ientighvesddr eachrobtheptliree reading measgures are
shown in Figur@-12below.
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GazeA two-way repeated measures ANOVA of gaze duration for the Spain bilinguals
revealed no significant main effect of biggl,29)=0.061p=0.806 F,(1,35)=0.056,
p=0.815 but demonstrated a significant main effect of continud&i(h29)=11.518,
p=0.002 F,(1,35)=13.302<0.00). Sentences containing a DO continuation (Condition 1,
m=203; Condition 3, m=201) were read faster than sentences containing an SC continuation
(Condition 2, m=243; Condition 4, m=240). This ANOVA did not reveal a significant
interaction of bias and continuatiby{1,29)=0.001p=0.975 F,(1,35)=0.094=0.757

Figure2-12Reading times for Spaiitifgyual group
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Regression pdtie same pattern seen in gaze duration measures was repeated in
observations of regression path duration for this group. Avawaepeated measures
ANOVA once again revealed no significant main effect ofFi{ih29)=0238,p=0.629
F,(1,35)=0122 p=0.729 but demonstrated a significant main effect of continuation,
F,(1,29)=8.8220.006 F,(1,35=9.957 p=0.003). Sentences containing a DO continuation
(Condition 1, m=259; Condition 3, m=288) were read faster thancgsncontaining an
SC continuation (Condition 2, m=362; Condition 4, m=311). This ANOVA did not reveal a
significant interaction of bias and continua#g(i,29)=2.2696=0.112 F,(1,35=3.515
p=0.069

Total timélhe same pattern persists stronggneanto the latest reading measure, total
time. The repeated measures ANOVA again showed no significant main effect of bias,
F.(1,29)=1.290,p=0.266 F,(1,35)=2.067,p=0.163 and a significant main effect of
continuationby subjectsF,(1,29)=7.803p=0.009, though this main effect was not
significant by itemd7,(1,35)=3.548p=0.068 Sentences containing a DO continuation
(Condition 1, m=479; Condition 3, m=477) were read faster than sentences containing an
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SC continuation (Condition 2, m=578; Condidprm=509). This ANOVA once again
failed to reveal a significant interaction of bias and continbgtioR9)=1.745=0.197
F,(1,35)=0.829=0.369

DiscussioRor the Spain bilinguals, the story is quite different than that observed in the
previous goups. Across all early and late measures, this group repeatedly shows a strongly
significant effect of continuation. Sentences containing DO continuations are consistently
read much faster than sentences with SC continuations regardless ofi theabias
languag® of the preceding main verb. This result supports a $ystaxpproacho
processing by these bilinguals. This finding furthermore indicates that without the
experience of immersion in their L2 that the US bilingual group has had, theds, bilingua
who match the US bilingual group onslhgs of ability and motivation and who, in the
end, comprehend the sentences they have read with equal levels of accuracy to the other
group, are simply not sensitive to verb bias information in their L& nioey appear
capable of transferring similar information from their L1 to resolve ambiguities while
reading. This would indicate that immersion experience and language exposure are important
in the development of natilike processing strategies inlife

GENERAL DISCUSSION

The presenpilot study investigated whether L2 speakers of English are able to resolve
DO-SC ambiguities using verb bias information from English, much like native English
speakers do. The findings from Experiment 1 show thate#déng times ohighly
proficient L2speaker®f Englishclosely mirrored the patterns of those native speakers
reported in Wilson and Garnsey (2008)th groups indicate sensitivity to English verb
bias information at the disambiguating region. Obsdhgngeed for a more carefully
controlled bilingual group and a more-§rened analysis of reading times, Experiment 2
was conducted using the-aaeking methodology further investigate the role of verb
bias in L2 processing by Spadiishlish biliguals.

Experiment 2 compared the performance of monolingual English native speakers with
two groups of highly proficient Sparisiglish bilinguals, an immersed group (US
bilinguals) and one that was not immersed in their L2 at theotirtesting (Spain
bilinguals), to further investigate what role immersion might have in the ability of second
language learners to gain sensitivity to fregbhasey cues such as verb Binalyses of
the same disambiging region as in Experimentwiere conducted on gaderation,
regression path duration and total reading times to more ldokely the time course for
processinghese sentences by each grdtpse analyses found that monolingual English
speakers, like the group studied by Wilson and Garnsey (2066jhsdive to verb bias
information even in the earliest phases of comprehension and use that information to aid in
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the resolution of ambiguity. The-ib2mersed US bilinguals also demonstrated sensitivity to
English verb bias information, but only inlghter reading measure. This indicates that they,
too, have learned and are sensitive to verb bias information during comprehension, though
they appear to be reliably slower in applying their knowledge when resolving ambiguities
online (see e.g. Kaan, Dils and Wijnen, 2010 for a proposal which accounts for these
delays).In contrast, the nemmersed Spain bilinguals appear to have relied only on
structural cues to parse the sentences in this study, suggesting that they do not know or are
unable to deploverb bias information from thei2 to resolve temporary ambiguities while
reading.

Returning now to the processing models mentioned Batthground and Hypotheses
section exposurdased accounts of sentence processing better account for the data
preented here. As seen in previous studies of monolingual speakers (e.g., Wilson &
Garnsey, 2009) the monolingual group in the present study demonstrates the effect of co
occurrence frequencies of verbs and their complements on the ease or difficulty of
processing a given sentence in gaze duration, an early measure of reading, on the first word
of the disambiguating region. This means that native English speakers are using verb bias
information from the main verb to resolve ambiguity very quickly. Furthexrsnodicated
by Frazier (1995) and Binder, Duffy and Rayner (2001), the key test for interactional,
exposuréased models of processing is to demonstrate the influence of verb bias on
processing of the simpler (DO) structure, that is to say, to shan ®@tbias can make a
DO structure more difficult to process. T
(20®) native speakers of English. Though not replicated completely in the present study
due to a lack of statistical power, such a pattern isexbge all early and late measures of
reading by the monolingual group in the present study.

The US bilingual group follows the monolingual reading patterns quite closely, but do
not exhibit a reliable interaction of verb bias and continuation unttimetathe latest
measure of reading. That the influence of verb bias is only observed reliably on later
measures of reading, not on gaze duration as in the monolinguals, could be viewed as an
indicator that while monolinguals use verb bias early to rediaigns, second language
learners are only able to use this information at the revision stage. Still, critically, the effect
of verb bias is present not only in clause continuations, but also in direct object
constructions. The presence of a SC bias vedd makes reading of DO continuations
sl ower , indicating the influence of the ve
the Garden Path and other modular-$tage models, a direct object construction should
never require reanalysis bec#usethe simpler structure. That reanalysis is required at all
indicates a role for verb bias in bilingual processing as seen in monolinguals. The later
appearance of the effect in this group as compared to the previous may be attributable to
slower proessig in the L2, as well as simple issues of statistical jpoaay case, this
groupods r esul t sbaseduapcpumtrot L2 processingpfartben pramoting a
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model of human language processing which is consisteingrosscally and regiess
of age or order of acquisition of a given language.

The Spaimilingual group only manifests a strong and consistent effect of continuation,
indicating that these bilinguals are applying universal parsing principals based on syntactic
simplicity to rake predictions during processing. This would sup@brallow Buctures
approach to processing, whereby second language learners neither acquire the L2
information necessary to process in nikigevays, nor do they have access to cues from
their natve language to deploy during L2 processing (Clahsen & Feldsr, 20066 a
conclusion, however, is complicated by the fact that the results of the US bilingual group in
this study point toward reliance on shallow structures as a phase of learning, not a
permanent state of laequired bilingualism as the hypothesis originally propbsed.
present study demonstrates that with high levels of proficiency in the second language and
extended immersion experience it is possible to obserwikeapvecessp routines in the
L2. This, too, when taken as a part of the bigger picture of all groups included in the
present study, supports exposwased accounts of processing, whereby universal strategies
are used initially in the absence of sufficient expostive target language. Over time if
exposure and naturalistic language experience continue, those universal strategies can
eventually be supplemented or replaced2ispécific cues, as seen in the US bilingual
group.

To summarize, the present study joles support for an experiefi@@sed approach to
language processing, demonstrating sensitivity to verb bias information in both monolingual
andimmersed bilingual participants. For those participants who have not had the benefit of
immersion,a preferencdor simpler syntactic structures (direct objegts observed,
indicating that when exposure to the L2 has not been sufficient, even high proficiency
second language learners fall back on universal strategies to resolve ambiguity in their L2
The data fsm theimmersed bilingual participacksmonstrated knowledge and use of
subtly acquired L2 information during L2 processing. These results also suggest that highly
proficient L2 speakers are able to process input in the L2 using information taken from the
second language and that with immersion, these L2 usage frequencies can completely
override existing L1 knowledge universal simplicity heurist&s cues to L2 syntactic
processing.
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Chapter 3|Exploring equivalent structures of Spanish and English verbs

The study of verb subcategorization bias as a freqoasey lexical property of verbs
has been the subject of much corpus research and psycholinguistic inquiry for many years,
but there are some assumptions about the nature of verb bias and its rekatitreship
linguistic contexts in which a verb is ubatlhave gone largely unexplored and questions
remain unanswereds stated in the previous chapteesh\subcategorization bias, also
called simplyerb biags defined as the most common subcategjonZeame in which a
verb is likely to occur based on usage frequency information. For examplebétieveerb
English can occur with several different subcategorization frames following it, idgkding (
direct object construction?) (a sententiacomplement or clause construction, 3)r&
prepositional phrase, among others.

| believeé

Dét he truth.

@é(that) the truth will set you free.
(3) éin |l ove.

All of these frames are grammatically correct and allowable structures in standard
Englid uses of the vettielieye but according to Garnsey, Lo
(1997) estimatebelieveccurs14% of the time with a DO50% of the time with clause
complement, an86% of the time with other (includipgepositional) complementhis
would indicate thdttelieveas a sentential complement bias in English.

This frequency information is assumed to be stored lexically on a verb and has been
shown to aid in the formation of predictions used to facilitate online sentence processing in
English as a first (Garnsey, Pearlmutter, Myers & Lotocky, 1997; Wilson & Garnsey, 2009)
and second language (Dussias & Cramer Scaltz, 2008; and see2Cinagbtdr of this
dissertation for new evidence). In mo€ftthe previous research, the investigatb a
verboés structur al alternatives focuses on
which follow the verb, while other linguistic features of verbs have been ignored or glossed
over. One exception to this has been the work of Hare, McRimean (2003; 2004), in
which the authors argue for the consideration of verb sense, not justdexicahen
consi der i n.gnfaat, theefindtasusds df aiferent senses of a verb can show
different usage tendencies (i.e., biaseghanthe inclusion of verb sense into a corpus
analysis Omakes sense0O because meaning pla
& Elman, 2004: 183)he previous research has also been almost exclusively in and about
English (but see Dietrich & IBkas, 2012Dussias, Marful,&o & Gerfen, 20)0leaving
pending questions about teeent to whictverb bias may be used as a processing cue
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other languaggeand failing to take advantage of cliogglistic comparisons to help answer
the questionabout structure and meaning such as those raised by Hare and colleagues.

The unexplored aspects of veihs are further complicated by the existence of two
distinct ways of determining verb bias: absolute and relative calculations. While both
absolute rad relative definitions of verb bias focus on a direct object (DO) versus sentential
complement (SC) binary distinction, ungitainabsolute treatments of verb bias, one
would say that a verb has a particular complement bias only if that verb dctoas wit
complement more than tvtleirds of the time (e.g. Gahl, Jurafsky & Roland, 2004). When
taking acommonrelative approach, a verb is said to have a particular complement bias if
that verb occurs with that bias twice as often as with the alteméthasat least a 15%
different between the rates of occurrence of the two complement types. Previous cross
corpora comparisons have based their conclusions on absolute measures of verb bias only,
from them concluding that verb bias is highly variabl¢ghah@cross corpora and verb
norming studies results are not always reliable (e, lkadker, & Schulte Im Walde,

2001; Merlo, 1994). A subsequent compadkdhose and other studiesnductedby

Gahl, Jurasky and Roland (2004), assigned reldtilzeases to the percentages observed in

each of those studies and evaluated how many verbs switch biases when the relative method
of calculation was applied. In fact, they found that the choice of criterion greatly influenced
the verb bias classificati@ahl et al., 2004: 436). They furthermore determined that due t

an extremely low number of Bi@s verbs under absolute methods of classification, perhaps

the absolute method is too strict an expectation. Given that previous processing studies have
found effects of S@ias when basing their stimuli selection on relative methods of assigning
verb bias (Garnsey, Pearlmutter, Myers & Lotocky, 1997; Trueswell et al., 1993, Wilson &
Garnsey, 2009; Chapter 2 of this dissertation), it would appear thativiee mekaiod

better accounts for the results of syntactic processing studies (see also: Gahl et al., 2004:
440). Thus, the lack of effect of verb bias observed in some processing studies may be due
to an issue of imprecise definition of verb bias rathedtieato a lack of effect itself.

These issues call for a more detailed understanding of the structures in which a verb
occurs and why it occurs more often with some structures than others. The present study
seeks to address these issues and addslangrossc comparison with Spanish. Linguistic
inquiry has long benefitted from crbigguistic comparison as a way of both a)
understanding certain universal characteristics of human communication and b) finding
evidence in one language which can hegmlighten a linguistic problem observed in
another (see, e.g., Biber, 1995:22 for further discussion of the usefulneskngusitss
comparisons). Little previous research has been done on verb bidsniglisbrianguages,
but two previous studies Spanish verb bias do exist: Dussias and colleagues (2010)
conducted an extensive verb norming study of Spanish verbs; and Dietrich and Balukas
(2012) conducted a small corpus study of a subset of those verbs, intended as a pilot for the
current largsale study. The present study therefore includes Spanish and English in a side
by-side study of verb bias so as to continue building on and refining the existing
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understanding in the field as regards verb bias and usage patterns. Relative verb biases for a
series of verbs in each of the two langfamasslation equivalents of one andthieased
on samples from two Spanish and one American English corpora, are calculated and
compared to each other, as well as to previous studies of the same verbs (Gackgey, Lo
Pearlmutter, & Myers, 1997; Dussias et al., 2010). The Spanish verbs were selected because
they were the same verbs which have been studied in the previous study of Spanish verb bias
(Dussias et al., 2010), 81 of which were selected becauseethegnalations of verbs
included i n Garnsey Lot o9 previous Ereghsh Istody.t t er ,
Translations were determined using the Collins Dictionary of EsppéeEnglish
Spanish (2000) and verified by a Spa&mghsh professional trslator. The remaining 44
verbs were new to the Dussias et al. (2010) study, selected because they are cognate verbs, a
sel ected fr om MNaglidh Gognaté diciodeBy) Spani s h

After that analysis of verb bids present studgisotakesaim atquestions of cross
linguistic structural equivalerme using multivariate analysis to determine linguistic cues
which ceoccur with different subcategorization frarbss is donéo achieve a more fine
grained vision of what verb bias is and how it esndieted. By including studies of the
translation equivalents of verbs in two different languages, Spanish and English, this study
can also bring clarity to issues of elingsistic equivalency of mearogtructure
mappings, as well as to how equivdlencues generally treated as equivalent in bilingual
research really are. This study additionally paves the way for a more thorough exploration of
verb bias as a processing cue, to be explored in Chapter 4 of this dissertation.

BACKGROUND

The use of vér bias information as a cue to parsing has been the subject of much
psycholinguistic inquiry in English, especially in situations where temporary ambiguity arises.
The Direct Object/Sentence Complement bias dichotomy becomes a useful one when a
noun phrasevhich follows a verb could be either the direct object of that verb Tas in (
above) or the subject of an upcoming sentence complemeng)abave). The ability to
determine whether verb bias information is used to aid the parsing of senteraes such
these is necessarily predicated on approximating the typical usage pattdrsizaséd on
a sample of linguistic material in which that verb appears. This is generally done in one of
two ways: either by eliciting sentence completions from paidieipdiater evaluating the
frequency with which different completion types are used (often referred to as norming
studies, e.gGarnsg, LotockyPearlmutter& Myers,1997) or by extracting examples from
pre-existing corpora instead (e@ahl, et al.,2004). After determining the biases of
individual verbs, one can construct experimental stimuli which contain that verb in its more
and less frequent contexts @ad subsequentlge psycholinguistic methods such as self
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paced reading or efyacking stdies to observe whether a verb appearing in a more
frequent context is read more quitkhnd therefore processed more wasilanin a less
frequent one. The earliest processing work of this sort was inconsistent, finding late or no
effect of verb bias iofmation on ambiguity resolution (Ferreira & Henderson, 1990;
Mitchell, 1987), while more recent work finds early effects in both native (Garnsey,
PearlmutterMyers,& Lotocky, 1997; Wilson & Garnsey, 2009) anehative (Dussias &
Cramer Scaltz, 200%&4d, Lu & Garnsey, 2013; Chapter 2 of this dissertation) speakers of
English (but see Kennison, 2001). The lack of consistency in these findings has in turn
inspired additional and more careful examinations of verb bias information for particular
lexical &ms. Is it the case that verb bias is not useful, as the early studies may indicate? Or is
it the case that verb bias information can be useful for parsing, but the assumptions on
which the experimental manipulations are based are insufficiently detailed?

The first step to answering these questions has beecocposa comparisons of verb
bias. In English, such comparisons areingtfintiatedGahl, Jurafsky arfdoland (2004)
conducted a study of two corpora of English and compared it with previes atwerb
bias as determined based on 5 other corpora as well as five different norming studies. When
assigning verb biases based on relative rates of occurrence (a common practice in both the
linguistic and psycholinguistic literature on this topscribed in more detail in the
Methods section below), they found high ratesrosscorpora continuity, despite
differences in regional dialect, genre and register and regardless of elicitatiorbasedrpus
methods of sampling. The present study iesladcalculation of verb bias for 80 English
verbs which have been the subject of previous inquiry, this time based on data taken from
the Corpus of Contemporary American English (Davies,),280&wer corpus which has
not yet served as the source faa da studies of this nature. Given previously high rates of
crosscorpora consistency, it was predicted that the data which are analyzed in this study
would also closely replicate the biases observedimugrwork, and, in fact, they Mwore
importanly, the present study also contributes a corpus study of Spanish verb bias, based on
data for the Corpus del Espafiol (CdE) (Davies,-)266d the Corpus diacrénico del
espafol (CORDE) (Real Academia Espafiola, [2013]). This portion of the study is intended
to confirm verb biases in Spanish with the same rigor as has been applied to English.

The reason for studying verb bias in Spanish verbsfidldwBbirst, it was conceived
with the intent to conduct crelsguistic comparisons of verb tendencies.n8gdocan
facilitate psycholinguistic studies of verb bias as a processing cue tsigjadkeis) as well
as in bilinguals and second language learners. The little prior work on Spanish verb bias does
exist is promising in terms of its consistency oatply studies of the Peninsular Spanish
(Dietrich & Balukas, 2012) and Argentine (Balukas & Dietrich, 2011) segments of the CdE
found high rates of consistency between verb biases in those two dialects, as well as between
the corpus data and the verbsbgdetermined by a previous elicitation study (Dussias,
Marful, Bajo & Gerfen, 2010). In that study (Dussias et al., 2010), conducted on monolingual
and bilingual (Spanigimglish) participants in Granada, Spain over the course eyeafive
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period, wergiven sentence fragments such as (4) and asked to complete the sentence so
that it was both grammatically correct and semantically plausible.

(4) Julia creyo
@ulia belietred

The results of thenonolingual Spanish portion of the Dussias et al. (2010) study are
reported alongside the findings of the present study in Thldel@v. That the results of
that norming study largely agree with the findings for the ten verbs studied by Dietrich and
Balkas (2012) and Balukas and Dietrich (2011) would seem to indittagectivaistency
of verb bias irBpanish isropar with that observed in the various studies of English that
have been compared in past work (Gahl, et al., 20@Ursue further comimation of said
consistency he present study includes all verbs studied in the previous elicitation study
(Dussias et al2010Q, which included Spanish translation equivalents aff thié verbs
studied by Garnsey, Lotocky, Pearimutter and K893, thereby establishing a body of
work on verb bias in Spanish comparable to those found for Ehgllistpast workn this
studya high rate of crosorpora consistency is observed

Interestinglywhen comparing translation equivalents betweersli(ige Garnsey,
Lotocky, Pearlmuttter& Myers, 1997norms) and Spanishcrosslinguistically, the
consistency in verb biases is lower, indicating that verb biases can be different for translation
equivalents in different languages even though they pawendlp the same meanings and
the same allowable constructions. This finding is in large part a reason for conducting the
present comparative study. More information is needed to understand how and why verb
bias wvaries acr oss Iniags gnd argpesionsvarecapparentiyethev e r &
same. Of additional interest is the results from the bilingual Spaglish speakers in
Dussias et al.f6s (2010) same study, which
subcategorization biases innBgmas those found for the monolingual speakers and in the
later corpus data (Dietrich and Balukas, 2012). Dussias and colleagues (2010) suggest that the
di fferences in Spanish verb bias observed
of their bilingualism and may represent a change in progress in usage patterns by these
speakers because of their knowledge of and contact with English. This hypothesis can be
tested by later psycholinguistic experimentation, but development of such an experiment
would benefit greatly from a more thorough examination of verb bias in Spanish as well as
English, which provides still more impetus for the completion of the present study.

In the far more extensiveorpus and elicitatiomwork on verb bias in English,
reearchers hataken a more detailed approach to verbdnagtimeproposing that bias
is best defined not at the level of the lexical verb, but at the level of verb sense. In this work,
Hare, McRae and Elman (2003; 2004) conducted a corpus studpuvitcindt a DO
construction for a given verb (digd tends to communicate one sense of the verb (here:
locajewhile an SC construction with that same verb conveys a differeneaépsén(a
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follow-up elicitation task, they found that they vable to elicit certain verb senses based

on previous context, which in turn influenced subcategorization probabilities (Hare, McRae
& Elman, 2004). In a sglaced reading study, participants showed sensitivity tbasstse

verb bias information to a@mbiguity resolution in the disambiguating region.-Cross
corpora analysis of verb bias based on sense rather than lexical verb yielded even more
reliable rates of cressrpora comparability than when verb sense was not taken into
account (Hare, McRae &nkdn, 2003). Such results draw attention to the usefulness of a
more finegrained understanding of how verb bias should be determined and the
assumptions that can be made about it when testing processing models in psycholinguistic
researchit is for this eason the second, multifactorial analysis is also being conducted for
each language in the present study.

While Hare and colleagues would appear to argue that meaning in terms of verb sense is
what dictates structural choices such as subcategorizat@griffesenis an alternative view,
congenial with such theories as construction grammar (Goldberg, 1995; Jackendoff, 2002),
linking rules (e.g. Bresnan & Kanerva, 1989; Davis, 1996; Dowty, 1991), or lexical templates
(RappaportHovav & Levin, 1998), which uld argue that it is rather the case that the
meaningof most verbdgs learned or deriveat least partiallfrom the construction or
structural template in which a particular verb finds itself. Under such theorieshaiseshge
grammar, the acquisitioh form-meaning mappings of individual verbs is carried out on
two | evel s. First, there is the | evel of ¢
and argument structure of a particular verb and can substitute nominal elements within that
structue, but tend to reproduce that same schematic construction very carefully (Tomasello,
1992). Second, children seem to generalize over verbs (Bowerman, 1982), which is, in fact,
appropriate given that verbs which are closely semantically related alsmppsaat o the
same argument structure constructions (Goldberg, 1995; Levin, 1993; Pinker, 1989). That
verbal constructions are learned in this manner is supported by both corpus and
experimental evidence found by Goldberg, Casenhiser and Sethuramam {i£295prk,
they found that dominance of a single verb repeated many times in a particular construction

all ows young children to fix that construc
other less frequently used verbs which appear amtleecenstruction.
Furthermore, as first proposed by Fill mo

more about language that speakers know beyond simple rules of subjects, objects and
complement and relative clauses. Their proposal focused primalitynatid meanings,

but individual verbs lacking idiomatic expressions still often have very specific and
individualized limitations as regards the complements with which theyocenr,ce.g.

thinkr e qui r e s athidkiit is going to @vpawlauns ei néf i hwant & to srlbbva U s e
andsava g e r lisawditisrroWingd By b e e, 2 0 1-Gnd conhstrjictiobadadd e r U ¢
theories of grammar, then, the clause structure surrounding a verb is equally essential as the
verbitself in estaldhing a formmeaning mapping in acquisition and in processing. If verbs

are learned through constructions and if constructions are essential for the determination of
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the function of an argument as it relates to the verb in order to decipher the meaning of
clause (Goldberg, 2006), it stands to reason, then, that when considering verb bias as a
lexical property and processing cue, the nature of the arguments present in a given
construction are also likely to be relevant considerations. That is to shws vitesn
heretofore referred to as verb bias may be a shorthand reference to a confluence of several
linguistic factorthat make up the constructions from which meaning is derived. Or, at the
very least, the lack of robust and consistent findings dbiaerbffects in past processing
studies could be a result of other linguistic factors, such as characteristics of nominal
elements, which eliminate or overpower the useful information which can be gleaned from
the verbds bias.

The present study theref@eeks to identify additional linguistic factors, aside from verb
sense, which may alter or constrain the subcategorization frames (either DO or SC) which
occur with particular verbs. This study of semantic class, animacy and form of nominal
elements and wa order factors is done for both English and Spanish verbs in order to
arrive at a probabilistic model of verb asach languagk so doing, the present study
contributes the first known probabilistic models of verb bias in any language, one for
Spaish and one for English. The choice to study not one but two languages was initiated by
the need for comparable verb bias information in a second language other than English in
order to conduct psycholinguistic research on bilinguals and second laagerge but
the need for crodmguistic comparisons is also necessitated by the failure of generative
approaches to syntax to adequately account for the subtle differencesmeafing
mappings within and across languages, a sentiment echoing carsaztrby Newmeyer
(2005) and in much of Croft feg. Cnofi,r2001)on  mo
Together, these independent studies of verb bias in English and Spanish pave the way for a
more complete picture of how sentence interpretations ateucted crosknguistically,
while also facilitating improved experimental design for future psycholinguistic studies of
verb bias in language processing.

The chapter is structured as follows. Individual extraction and coding methods will be
described fothe Spanish corpus study. The verb bias results for this study as compared
with the results of the norming study conducted by Dussia@1@lwill be will then be
presented, followed by the multivariate analysis results for fagiocsircimg wh verb
subcategorization frames in Spanish. The methods and results for the English study will then
be presented in the same order. This will be followed by a general discussion of the cross
linguistic implications of this work before summarizing thepaiais in a brief conclusion.
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STUDY 1:SPANISH COMPLEMENT -TAKING VERBS

Data Extraction: Methodology and Exclusions

The existence of easily searchable;deadge corpora in Spanish remains much more
elusive than such resources are for research ishEfdle absence of such a body of
language data may, in fact, have much to do with the deedigf into verb bias in
Spanish as compared to the many studies conducted on English verbs. For this reason, for
the present study, two corpora were usqaaaede data for the study of Spanish verbs.

This choice was made because for many of the less frequent verbs to be included in the
study, one corpus alone did not contain sufficient take3sg preterit forms of the verb

for any meaningful analysistofed v er bds bi a $obacomuctedfreedrst pat t e
corpus selected was the migedre, mixedialect Corpus del Espafiol (CdE) (Davies,
2002). This is a freely and easily accessible corpus of over 100 million words from dialects
of Spanish worldvide. Because of its composition, the CdE corpus provides a holistic view

of how these Spanish verbs are used in all varieties of Spanish language production. The
choice to deliberately include all geolects, rather than restrict inquiry to a spegjific cou
location is based in part on a pilot study conducted in preparation for this work (Balukas &
Dietrich, 2011) and in part on previous work in English (Gahl, et al., 2004) which found no
major differences in the verb biases, nor, in the case of ti@pailesh data, in the factors
co-occurring with complement selection between Peninsular and Argentine data extracted
from the same corpus. This would indicate that regional variation is not a factor of much
import as regards verb bias information.

Begining with the CdE, for each of 135 Spanish verbs analyzed by Dussias et al. (2010),
of which 81 are translation equivalents o
research (Garnsey, Lotocky, Pearlmutter, & Myers, 1997), all 3sg preterit forms were
extracted from the 2@entury sources of the CdE. For those verbs occurring less than fifty
times in the CdE, supplementary data were extracted from a second corpus, the Corpus
diacronico del esparfiol (CORDE) (Real Academica Espafiola, [2013]). This edspla
mixedgenre and mixedialect corpus of over 200 million words which is freely available
online. However, the corpus was created by and for lexicographers and can therefore be
unwieldy as a search tool for researchers using it for other psypdses the present
study, which iwhyits use herezas limited to a supplementather than primargource of
tokens. For those verbs occurring less than 50 times in the CdE, all occurrences of the 3sg
preterit form of the verb were extracted frovm 1902013 section of the CORDE and
combined with the list of tokens previously extracted from the CdE. For 10 of the chosen
verbs, this method still yielded very small numbers of tokens, and so those verbs were
excluded from all further coding and aislylhose verbs wedsstesiod e t , ecumerdod
0 d oc umespecudd P e c, unfiridd ie rd fo @lanifieddpdl a, poswld P o st,ul at ed
reguld r e g ystamepirti@ roe p sqatt@ ol @ a andvelok@v al ue d d
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Once all occuences of each verb were extracted from each corpus according to the
procedure outlirteabove, 50 tokens of each verb were pseudiomly selected from the
total selection (or all tokens in cases where the available tokens were still less than or equal
to 50 after searching both corpora), taking care not to repeat tokens because some verbs
were included in both corpora. Reflexive forms (5) of the verbs were excluded from the
token selection because they can have different meanings and different allmuaele st
than their nomreflexive counterparts. Tokens appearing in questions (6) or relative clauses
(7) were also excluded due to restrictions these uses places on word order and
subcategorization frame selection. Finally, tokens of the verb usectrasstive, non
complementaking verb (8) were excluded from the final 50 token list.

(5)é s &c/aroruidosamente la garganta y apago las colillas sobre los marmoles de las const
0 € hNBJLL seREFclearedoisilyhis throat and put out the butts tie marble
of the side table. 0
CDE,ACLARG-21
(6) ¢, Quexplicd? ¢ Qué él no tenia nada que ver?
O0WhadhelWiaelx pl ai n? That he had nothing t ¢
CDE, EXPLICO-544
(7éel ayudante @mgusogableenwa@ador fue qui en
6t he govpenowéds Wwbo proposed the | awbd
CDE, PROPLSO-19
(8)Maryprotestq pero la sefiora Inés se mantuvo en su posicion.
6Mary pr ot e s seRFmaittaneinMdmositmn®n . 0
CDE, PROTESTG62

Hypotheses and Coding of Tokens

The tokens were then catlefor complement type to determine the verb
subcategorization frequency for each verb in this corpus. The complement type also served
as the dependent variable for the multivariate analysis. For the multivariatel analysis,
followedthe same methods as girevious exploratory study (Dietrich & Balukas, 20it2)
codedtokens for animacy of the subject, animacy of the direct object (when present), the
form of the subject and diremtjectand presence of an indirect object. New factor groups
were also inctled to pursuemain depth analysef structure and meaning. These include:
clause type, word order, presence of -agulal clitic, position of the direct object (when
present), presence of other structural elengmissemantic class of the véitre mpact
of these other factor groups was analyzed using multivariate analysis (Sankoff, Tagliamonte
& Smith, 2005). This analysis allows consideration of all factor groups at once, and at the
sametime permits consideration dfie impact that each individul@ctor has on
complement selection for the verbs in quesiiba.verbs which includeas a necessary
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component of their translation from English weedeided from this analysis because the
required preverbal clitic places other constraints on theirstsuehich can emccur with
the verb.Those verbs aree acor@dr e me mbeedio ewdiie a |, Se pleidd® r ,geo t &
preocupow o r, seiqusddo mp |l ai ned 6

Complement t@oeling for complement type was originally split into 5 cateDmees:
Object, Sentence Complement, Infinitival Complement, Prepositional Complement and
Quotative. For the purposes of direct comparison with the findings of Dussias et al. (2010),
only two categories (Direct Object and Sentence Complement) werdyutionatdered.
These two complement types come into focus because this contrast gives rise to the
syntactic ambiguity of interest for the experimental processing studies of verb bias as a cue
to online parsing.

Clause tygeach clause containing a tokesis coded as being either a m@jino(
subordinate1 clauseDue to certain structural constraints on subordinate clauses, only
main clauses were included in the final multivariate analysis presented below.

(9)Ahi, entoncegifesoque eldner@ s e | o hab2a entregado a
@ here,then he confessed that thermap neNEG him-10 it-DO had delivered to
Dofa Fulanaébd
CDE, CONFESG9
(10)Les confesaba quesasmer/icdianto apocamiento en esos hombres
0 HMULL themIO confessethatheNULL never suspected so mumdshfulness
in those menéd
CORDE,sosPECHE3

Word ordeClauses containing tokens were also coded for word order in terms of the
position of the subject in relation to the object. Word order was identified as eitigr SV (
VS (2, having a null subjed3], or containing an impersonal (mefiexivesg14).

(11)el magistraalerisoque estos humildes labradocedidne | Ande é
6el magi str at embtebadou gahdto rtshéacta nteh dsreo mh u h e
CDE, PENSG-718
(12)0O sea, medwpusoél, ¢, eh?
61 nreBDnt-DO heNULL proposed ok ? 0
CDE, PROPUSG21
(13)¢ cudasefueaacsstalgue el cascanueces se hac?2a
06 € w hseREF heNULL went to bed, h&lULL dreamed that the nutcracker se
REFturnediho a manéad
CDE, soNG-5



46

(14)Al principio seeyoque esa particula, que se denomindé muon, era el " pegamento " nucle
At the beginningselMPERSONAL believed that this particle, whide
IMPERSONALcalleda muon, was nuclear 06gl uebod.

CDE, CREYO-348

Animacy of the subdj#dibkens were coded for animaeymansubjectswere coded
separately (15) from group or organizations comprised of humans (16). Ultimately, as in a
previous study of this factor group, animate subjects were so overwhelmimagly tfra
norranimate subjects were excluded from the multivariate analysis (Dietrich & Balukas,
2012). Given that higher animacy in the subject NP relative to the object NP correlates with
high transitivity in the clause (Thompson & Hop®8(), it washypothesized that higher
animacy arguments (humans are more animate than groups) might motivate DO verb
complements.

(15)Rojasnuncipue acudir8 ante | as autoridades s
6 Roj as anno-tuLt evill appelarabefore( thee highauthorities of
justiceé
CDE, ANUNCIO-662
(16)Un tribunal supesostuvola demanda y el Tribunal Supremo confirmé.
O0A higher court sustained the | awsuit a
CDE, sosTtuve4

Form of the subjjedhe Dussias et al. (B)Inorming study, all sentences began with a
full proper noun phrase as a subject, followed immediately by -tomj@ggted verb.
Under DuBois®6 (1987) Preferred Argument St
arguments will only express onéhobe using a full lexical NP. For Spanish, DuBois (2003)
argued that full NPs are disfavored as subjects of transitive verbs. In light of this, it is
predicted that the use of Full NPs as the obligatory subjects in the Dussias et al. (2010)
materials mayhave influenced participants in that study to select more sentential
complements than lexical direct object complements than would be expected in more
naturally occurring settings. To evaluate this hypothesis, a distinction was made between five
different types of subject form: proper nani®),(full NP (18, heavyNP (including
modifiers)19, pronominal subje@@, or null subjec2().

(17 Olgaaproboesta reflexion de la sefiora Inés con entusiasmo
600l ga approved tihe $16 ewittheicst iaem. &f Mr s .
CDE, APROBG-79
(18 El chicaprendiomucho, también, de faenas y cultivos.
6The boy | ear mcehdbree sl atn,d alrsogp,s .@dbout



a7

CDE, APRENDIO-66

(19 El propio princip&meciograndemente
0 The pr ithendO apprenisegreaitiyd
CDE, APRECIO-8

(20 Se solicitd el parecer de Joyce yaésteirdes@myecto sino que selecciond los ensayos qu
deber2an incluirseé
SeIMPERSONAL soughthe opinion of Joycand heDEMONSTRATIVE not
only authorized the projectbita o s el ected the essays the
CDE, AuTORIZO-14

(21 Entonces, Tofio comprendié dénde se hallabsuyrpaeh desafio.
0Then, T 0o il whenghe-NdUt It seREF dound himself and what fdie-
NULL accepted the challenge. 0
CDE, ASumMIO-18

Presence of an indirecTlobjpatsenc@?®) or laclof an indirect object was coded as an
independent factor group because this factor was found to be significant in the exploratory
study and accounts for the differences in verb biad f@iween the Dietrich and Balukas
(2012) corpus study and the Dussias et al. (2010) norming study. As in that study, in this one
it is predicted that thpresence of an indirect objeoay reveal a bias toward taking
additional complements only after carguments have been taken and may thus favor
direct object complements. As with form of the subject and direct object above, this factor
could be driving incomplete perceptions of verb bias information in sentence completion
studies and is therefore imgamit to include in the present dissertation.

(22) Lo que si es cierto es que después del nombramiento deoFRtiialalcddueenrie
hecho que lo intranguilizé
OWhat is certain is that &imnCetoldtdtiee n o mi
mayor a factthathinO wor r i ed d
CDE, CONTO-499

Presence of preverbdhdtgh not studied in the previous Dietrich and Balukas (2012)
study, this factor group could have important implications for online studies. The limited
range ofllowable iguments in previous verb bias norming studies could be influencing the
types of complements participants choose to complete sentences, causing such studies to
conclude that verbs have different biases than what the parser has actually f&anhblated.
token was coded as to whether any kind of preverbal digct or indirect obje¢tswas
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present (23) or not (24). It should be noted that negative elements were not treated as clitics
in this coding because they do not have the syntactic restrictionsrabalios do (see
e.g. Gonzélez Lopez, 2008, for a more detailed discussed of negative elements as clitics).

(23  destacé la trayectoria de este incansabledwsti@elouy Eemplo a seguir por la
juventud culi@ana
0 hN&JLL emphasized theath of this tirelesBghter and hisDO considered an
example to be foll owed by the Cuban you
CDE, CONSIDERG-159
29eépues, acert aahsidedastpraebas Bomb 'lunclbdent on
autodestruc&on”
6since, rightl ythet®Bt®lal c@lciletsdh ucseh dinde Be
CDE, CONSIDERG-277

In the Dussias et al. (2010) norming study, the insertion of a preverbal clitic was not an
_____________ , th@@rbby making itt iroplosdilded for

participantsa complete sentences with grammatical direct or indirect object constructions
for some verbs, which in turn could be making the bias of that verb appear less strongly in
favor of DO constructions than is actually true of natural language use dueitmdimitat
placed on participants by the study, not by their grammar. This factor group may seem
redundant in addition to the previous two, but was included because it focuses specifically
on the structural features of word order as opposed to the featueea@hthal elements
in the clause (form of the object) or the number and nature of the arguments of the clause
(presence of indirect object).

Form of the direct object (whenlpresepitl)g with concerns about word order and
sentence structure as digsat in the previous section, a separate code was also added for
the position of the direct object when present in the clause containing the token. For form
of the object, it is also necessary to consider the possibility of clitic pronouns, which are not
possible in the norming studies conducted in laboratory settings. Thus, direstergjects
coded for form in one of tHellowing categories: proper name, definite NP, indefinite NP,
clitic pronoun (25), or other pronoun type. Additionally, in many slialegpanish with
many verbs a direct or indirect object complement cannot be referredvergiit if a
pre-verbal clitic has not been used before it. This is known as clitic doubling. Doubled clitics
(26) were also given a separate code. The fdine abject was only coded in those tokens
in which the verb takes an object complement. For instance, in the case of sentential
complements or quotative complements, coding for the direct object form is, obviously, not
applicable. For this reason it wae abt included as a factor in the multivariate analysis, but
was still coded for consideration in creating naturalistic stimuli.
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(25) Entonces ella solacsenariicoel domingo, tres dias antes para que prepare sus cosas

tiempo.
0 T h e mlons hndO it-DO told on Sunday, three days before sohtitULL
could prepare his things in time.d

CDE, comunico-21
(26)A los nifos ledorosiempre, quiza porque no pudo tenerlos.
&@heNULL children therDO adoredalways, maybe becauseNbéL could nad
have them.d
CDE, ADORO-14

Position of the direct object (whelrrpnesbatf.odes above, a simple position code was
later derived. This code simplified to eithewgrbal direct objects (which include examples
like (25) above), pestrbal (27), droth, in the case of clitic doubling (26).

(27)Apreciosu fino trajeazglr i s de cachemir, su corbata
&heNULL appreciated his fine blue it a s hmer e grey, his tie
CDE, APRECIO-7

Presence of other struauzate(adverbfafg)al code as regards overall clause structure
was also considered. This was simply to code for the pr&&nmeabsenc€29 of
additional structural material such as adverbials which are not complements of the verb but
which caild influence the placement of other elements of the sentence.

(28€ admiroi nconsci entemente el claro de | una:¢
0ésHHLadmi red unconsciousdly the | ight of
CDE, ADMIRO-1
(29 Aceptomi apretdon de manos.
&@heNULL accepted my handshake.
CDE, ACEPTG-70

VerbclassA full study of semantic features of verbs is outside the scope of the present
study, but semantic class was included here as a factor to quantify the tendency of verbs with
similar meanings appearing in similar constructicaxgy@esd by Goldberg (1995), Levin
(1993) and Pinker (1989). Verbs were placed into semantic classes based on criteria
borrowed from Quirk, Greenbaum, Leech and Svartik (1985) and following fairly closely the
coding used by Torres Cacoullos and Walker (db@9%emantic classes included in this
factor group were: propositional attitude (ergy6 bel i evedd) , comprentiu a | k
dunder st ocsugdrip suggeasi & ed)denuncidnenmeonut nacteidvoe) , ( u
(@nuncida n n o u desensb§oy® heaar d o) . Ultimately, only
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wereincludedn the multivariate analysi$e others, showing no significargference for
either structure, were not considered in this factor group.

These tokens and their codesemhen subject to two seqda analyses as described in
the section to follow

Analysis
Verb Bias

The subcategorization bias for each verb was determined following the same calculations
employed in Garnsey et al (1997). Complement types were citapbede categories:
Sentential Complement (SC), Direct Object (DO) and Other. The frequency of overall
occurrence of each of these categories was determined for each verb. The assignment of a
bias was then completegised on a relative measurerastitlows: If a verb occurs at least
twice as frequently with one type of complement (e.g. SC) than the other (e.g. DO), it was a
cardidate for, in this example, 8fas. If DO complements are twice as frequent as SC
complements, the neis a candidate for DRlas. Additionally, there must be at least a 15%
difference between the rates of occurrence of the two complement types in order to
defintely be called a DO bias or Bi@s verb. Regardless of the first criterion, if the 15%
difference is not presentetherb is saih beEQUI bias. If none of the criteria are met, the
verb is said to have naab. The frequency rates and verb biases resulting from this
calculation are shownTable 31 in the next section. The biases resulting from this analysis
are ompared with the biases found in the Dussias et al. (2010) elicitation study in that table.

Multivariate Analysis

The multivariate analysis was conducted using Goldvarb X (Sankoff, Tagliamonte, &
Smith, 2005). In variabigle analysis, multiple factorgye can be simultaneously taken
into consideration, while at the same time allowing for a determination of the relative
contributions of individual factors. The difference between weights for variables within a
given factor grougsee i.eAnimacyn Tabke 32 below)reflects its statistical significance
within the multivariate analy$isie to low token counts for other completions, only those
tokens with SC or DO completions were included in this analysis. The continuation type (SC
or DO) was the dependevariableThe following independent variables were submitted to
the final analysis, the results of which are sholable3-2 below:word orderanimacy of
the subject, presence of an indirect olgeesence of other structural material, verb class,
and form of the subject.
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Results
Verbbias

Out of the 125 verbs for which there were sufficient tokens for an estimation of verb
bias, 56% (n=70) of them were found to have a DO bias, 14% (merEfound to have
an SC bias, 27% (n=34) were identde&QUI bias, and 2%(n=3) had no lmathe 3sg
preterit form The overall distribution of these biases across this list of verbs is quite similar
to those observed in the previous work. Dussias et al. (2010:108) observed 50% DO bias,
16% SC bias, 23% EQbias and 11% no bias. This high rate of similarity across the two
studies is echoed by individual \mHverb comparisons of the verb bias estimates in each
study. Out of 125 verbs, 71 of them (56%) demonstrated the same subcategorization bias in
the caopus data presented here as in the previous elicitation data. Among the remaining
verbs, only 3 (2%) of them reversed kidsr® c | a andihndic@® d 6 d islttowead & 6
biases in the corpus data when DO biases had been assigned to them actiweding to
previous norming study asdpreocu@w o r demenstrated a DO bias in this corpus
study, while it was classified as SC bias in the norming study. It should, however, also be
noted thatse preocinaé extremely high rates of other completiortssrstudy (96%) as
well as in the Dussias et al. (2010) norming study (91%), making classification of this verb as
having either an SC or a DO bias rather uninformative. The remaining 42% of the verbs
studied switched biases, but 41 (33%) verbs hadcheitB®UI bias or no bias in one study
and an SC or DO bias in the other, and 11 (95) had EQUI bias in one study and no bias in
the other. This indicates a shift in the relative frequency of completions across corpora, but
not a complete reversal in tendemdrom one corpus to another. These results indicate a
high level of crossorpora consistency between this and the foregoing study and validate the
results of both studies as well as the processing studies based on these verb bias
classifications.

Tabk 31 Study 1: Spanish verb biases compared with Dussias et al. (2010)
[on next page]
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STUDY 1 Dussias et al. (2010)
Match the Dussias e
Spanish verfBias Rate of DC Rate of SCRate of Other|Bias Rate of DC Rate of SCRate of Othenl al. (2010) findings? Reversal?
abogoé EQUI BIAS 0 0 1|EQUI BIAS 0.12 0.17 0.71] yes -
aceptod DO BIAS 0.41 0.19 0.41|DO BIAS 0.89 0.05 0.06 yes -
aclamé DO BIAS 0.82 0 0.18|DO BIAS 0.68 0.20 0.12 yes -
adivind DO BIAS 0.54 0.16 0.3[DO BIAS 0.60 0.17 0.23] yes -
admir6 DO BIAS 0.9 0.1 0|DO BIAS 0.97 0 0.03 yes -
adoré DO BIAS 0.92 0 0.08|DO BIAS 0.93 0.07 0 yes -
advirtié SC BIAS 0.14 0.38 0.48|SC BIAS 0.17 0.58 0.25] yes -
afirmoé SC BIAS 0.04 0.34 0.62|SC BIAS 0.1 0.69 0.21] yes -
analizé DO BIAS 0.68 0.04 0.28/DO BIAS 1 0 0 yes -
anuncio EQUI BIAS 0.32 0.36 0.32|EQUI BIAS 0.56 0.43 0.01 yes -
aprecio DO BIAS 0.54 0.08 0.38(DO BIAS 0.87 0.1 0.03 yes -
aprobé DO BIAS 0.54 0 0.46|DO BIAS 0.94 0.01 0.05 yes -
apuntd DO BIAS 0.32 0.04 0.64|DO BIAS 0.67 0.16 0.17| yes -
asegurd SC BIAS 0.12 0.42 0.46/|SC BIAS 0.12 0.81 0.07| yes -
asumio DO BIAS 0.64 0.04 0.32|DO BIAS 0.73 0.23 0.04] yes -
autorizé DO BIAS 0.52 0.04 0.44|DO BIAS 0.29 0.09 0.62 yes -
celebré DO BIAS 0.6 0 0.4|DO BIAS 0.99 0.01 0 yes -
citd DO BIAS 0.36 0.04 0.6|DO BIAS 0.95 0.03 0.02] yes -
comenté EQUI BIAS 0.18 0.14 0.68|EQUI BIAS 0.44 0.48 0.08 yes -
concedi6 DO BIAS 0.72 0 0.28|DO BIAS 0.96 0.02 0.02 yes -
confesé SC BIAS 0.14 0.36 0.5[SC BIAS 0.31 0.62 0.07| yes -
consider6 |EQUI BIAS 0.38 0.32 0.3|EQUI BIAS 0.42 0.57 0.01 yes -
denuncié  |DO BIAS 0.88 0.08 0.04|DO BIAS 0.91 0.09 0 yes -
describié DO BIAS 0.78 0 0.2|DO BIAS 0.91 0.02 0.07| yes -
descubri6 [DO BIAS 0.62 0.26 0.12|DO BIAS 0.70 0.29 0.01] yes -
desed EQUI BIAS 0.28 0.22 0.5[EQUI BIAS 0.09 0.17 0.74 yes -
detectd DO BIAS 0.78 0.2 0.02|DO BIAS 0.76 0.24 0 yes -
determiné [EQUI BIAS 0.42 0.46 0.12|EQUI BIAS 0.43 0.53 0.04 yes -
dict6 DO BIAS 0.8 0.02 0.18/DO BIAS 0.95 0.05 0 yes -
disputd DO BIAS 0.79 0 0.2|DO BIAS 0.63 0.02 0.35 yes -
encontro DO BIAS 0.86 0.06 0.08|DO BIAS 0.91 0.06 0.03 yes -
ensefio DO BIAS 0.44 0.04 0.52(DO BIAS 0.51 0.02 0.47 yes -
enuncio DO BIAS 0.85 0.3 0.12|DO BIAS 0.76 0.23 0.01] yes -
escribio DO BIAS 0.7 0 0.3|DO BIAS 0.89 0.03 0.08] yes -
establecié [DO BIAS 0.9 0.08 0.02|DO BIAS 0.95 0.04 0.01 yes -
examiné DO BIAS 0.94 0 0.06(DO BIAS 0.97 0 0.03 yes -
expreso DO BIAS 0.66 0.12 0.22|DO BIAS 0.93 0.01 0.06 yes -
expuso DO BIAS 0.54 0.04 0.42|DO BIAS 0.88 0.05 0.07| yes -
interpretd DO BIAS 0.86 0.04 0.1{DO BIAS 0.82 0.08 0.10 yes -
justifico DO BIAS 0.88 0.02 0.1{DO BIAS 0.90 0.08 0.02] yes -
juzgd DO BIAS 0.42 0.12 0.46|DO BIAS 0.83 0.01 0.16 yes -
ley6 DO BIAS 0.78 0 0.22|DO BIAS 0.93 0.04 0.03 yes -
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Match the Dussias e

Spanish verfBias Rate of DC Rate of SCRate of Other|Bias Rate of DC Rate of SCRate of Other| al. (2010) findings? Reversal
mantuvo DO BIAS 0.78 0 22|DO BIAS 0.86 0.12 0.02 yes -
negocié DO BIAS 0.72 0 0.28/DO BIAS 0.70 0 0.30 yes -
observo DO BIAS 0.52 0.2 0.28(DO BIAS 0.64 0.31 0.05 yes -
oculté DO BIAS 0.96 0 0.04{DO BIAS 0.92 0.04 0.04 yes -
oy6 DO BIAS 0.64 0.06 0.3|DO BIAS 0.87 0.09 0.04 yes -
pensé SC BIAS 0.04 0.32 0.64|SC BIAS 0.04 0.72 0.24 yes -
percibi6 DO BIAS 0.68 0.2 0.12|DO BIAS 0.66 0.32 0.02 yes -
prefirio DO BIAS 0.22 0 0.78/DO BIAS 0.88 0.10 0.02] yes -
prob6 DO BIAS 0.72 0.06 0.22/DO BIAS 0.91 0.03 0.06| yes -
proclam6é |DO BIAS 0.62 0.8 0.3(DO BIAS 0.74 0.23 0.03] yes -
promovié  |DO BIAS 1 0 0|DO BIAS 0.94 0.05 0.01] yes -
pronuncié |DO BIAS 0.78 0 0.22/DO BIAS 0.96 0.02 0.02 yes -
propuso DO BIAS 0.38 0.1 0.52(DO BIAS 0.79 0.17 0.04 yes -
protesto EQUI BIAS 0.04 0 0.96/EQUI BIAS 0.06 0.03 0.91] yes -
proyecto DO BIAS 0.82 0.02 0.16/DO BIAS 0.97 0 0.03 yes -
publicé DO BIAS 0.96 0.04 0[DO BIAS 1 0 0 yes -
repitio DO BIAS 0.52 0.02 0.46/DO BIAS 0.69 0.22 0.09 yes -
reporté DO BIAS 0.48 0.3 0.22|DO BIAS 0.83 0.06 0.11] yes -
requirio DO BIAS 0.7 0.02 0.28(DO BIAS 0.74 0.13 0.13 yes -
respeto DO BIAS 0.98 0 0.02|DO BIAS 0.92 0.05 0.03] yes -
reveld DO BIAS 0.68 0.24 0.08/DO BIAS 0.77 0.22 0.01 yes -
seacordd |[SC BIAS 0.1 0.22 0.68[SC BIAS 0.01 0.39 0.60 yes -
se dio cuentgSC BIAS 0 0.78 0.22|SC BIAS 0 0.71 0.29 yes -
se quejo SC BIAS 0 0.24 0.76/SC BIAS 0.01 0.26 0.73 yes -
sintio DO BIAS 0.64 0.26 0.1|/DO BIAS 0.69 0.30 0.01 yes -
sofié SC BIAS 0.12 0.42 0.46/SC BIAS 0.02 0.24 0.74 yes -
sospech6 [SC BIAS 0.64 0.28 0.08|SC BIAS 0.06 0.69 0.25) yes -
temid SC BIAS 0.24 0.58 0.18|SC BIAS 0.13 0.40 0.47| yes -
aclaré SC BIAS 0.12 0.68 0.2|DO BIAS 0.65 0.29 0.06 NO yes
indicé SC BIAS 0.2 0.52 0.28/DO BIAS 0.67 0.27 0.06| NO yes
se preocup6|(DO BIAS 0.04 0 0.96/|SC BIAS 0.01 0.08 0.91] NO yes
aconsej6  [NO BIAS 0.18 0.34 0.48|EQUI BIAS 0.50 0.48 0.02] NO no
admitié EQUI BIAS 0.24 0.38 0.38|SC BIAS 0.26 0.59 0.15) NO no
anticipé EQUI BIAS 0.36 0.48 0.16/NO BIAS 0.56 0.32 0.12 NO no
aprendi6 DO BIAS 0.34 0 0.66|EQUI BIAS 0.27 0.23 0.50 NO no
calculo EQUI BIAS 0.28 0.36 0.36/DO BIAS 0.86 0.08 0.06) NO no
certifico EQUI BIAS 0.27 0.27 0.44|NO BIAS 0.59 0.37 0.04 NO no
comprendié [EQUI BIAS 0.44 0.48 0.08(NO BIAS 0.34 0.56 0.10 NO no
comprob6é  [SC BIAS 0.22 0.68 0.1{NO BIAS 0.34 0.65 0.01] NO no
comunicé |EQUI BIAS 0.32 0.22 0.45|NO BIAS 0.58 0.38 0.04 NO no
concluyé |DO BIAS 0.36 0.06 0.56(NO BIAS 0.48 0.32 0.20 NO no
confié DO BIAS 0.3 0.06 0.64|EQUI BIAS 0.08 0.12 0.80] NO no
confirmé NO BIAS 0.46 0.3 0.24|EQUI BIAS 0.49 0.43 0.08 NO no
contestd EQUI BIAS 0.1 0.12 0.78|NO BIAS 0.59 0.31 0.10 NO no
conté EQUI BIAS 0.4 0.26 0.34{DO BIAS 0.74 0.03 0.23 NO no
creyé SC BIAS 0.18 0.44 0.38|NO BIAS 0.26 0.44 0.30 NO no
decidi6 EQUI BIAS 0.12 0.16 0.72|SC BIAS 0.09 0.38 0.53 NO no
declard EQUI BIAS 0.2 0.22 0.58(NO BIAS 0.28 0.47 0.25 NO no
dedujo EQUI BIAS 0.36 0.46 0.18|SC BIAS 0.30 0.67 0.03 NO no
demostré EQUI BIAS 0.38 0.36 0.26/|SC BIAS 0.26 0.71 0.03 NO no
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Match the Dussias e
Spanish verlBias Rate of DC Rate of SCRate of Other|Bias Rate of DCRate of SCRate of Other| al. (2010) findings? Reversal’
discutio DO BIAS 0.6 0.06 0.34|EQUI BIAS 0.11 0.01 0.88] NO no
dudé SC BIAS 0.06 0.14 0.8|EQUI BIAS 0.07 0.09 0.84] NO no
enfatizé EQUI BIAS 0.2 0.2 0.6/DO BIAS 0.53 0.25 0.22] NO no
especificé |EQUI BIAS 0.22 0.34 0.44|DO BIAS 0.56 0.26 0.18 NO no
esperd DO BIAS 0.5 0.18 0.32|EQUI BIAS 0.40 0.47 0.13] NO no
estimé SC BIAS 0.02 0.54 0.34|NO BIAS 0.58 0.40 0.02 NO no
exclamé EQUI BIAS 0 0 1|/SC BIAS 0.24 0.63 0.13 NO no
exigioé DO BIAS 0.64 0.18 0.18|NO BIAS 0.61 0.38 0.01 NO no
explico EQUI BIAS 0.34 0.24 0.42|DO BIAS 0.66 0.24 0.10 NO no
fingié DO BIAS 0.38 0.08 0.54|EQUI BIAS 0.23 0.22 0.55 NO no
garantizé DO BIAS 0.70 0.28 0.02|EQUI BIAS 0.45 0.53 0.02 NO no
imagin6 DO BIAS 0.62 0.26 0.12|EQUI BIAS 0.39 0.47 0.14] NO no
informé SC BIAS 0.02 0.28 0.70|EQUI BIAS 0.18 0.32 0.50] NO no
insinué EQUI BIAS 0.32 0.30 0.38SC BIAS 0.13 0.84 0.03 NO no
mencioné |DO BIAS 0.58 0.18 0.24|NO BIAS 0.62 0.32 0.06 NO no
murmuré EQUI BIAS 0.10 0.02 0.88|NO BIAS 0.37 0.20 0.43] NO no
negoé DO BIAS 0.46 0.12 0.42|EQUI BIAS 0.50 0.38 0.12 NO no
notifico EQUI BIAS 0.23 0.35 0.42|DO BIAS 0.72 0.26 0.02] NO no
permitio EQUI BIAS 0.14 0.18 0.68SC BIAS 0.19 0.79 0.02 NO no
predijo NO BIAS 0.50 0.30 0.20|EQUI BIAS 0.39 0.47 0.14 NO no
preguntd EQUI BIAS 0.08 0.06 0.62|DO BIAS 0.50 0.07 0.43] NO no
prohibié DO BIAS 0.58 0.12 0.30|EQUI BIAS 0.23 0.35 0.42 NO no
prometié EQUI BIAS 0.20 0.28 0.52|SC BIAS 0.27 0.55 0.18] NO no
recomend6 |EQUI BIAS 0.42 0.28 0.30|DO BIAS 0.76 0.23 0.01 NO no
reconocié |DO BIAS 0.76 0.12 0.12|EQUI BIAS 0.50 0.50 0 NO no
recordd DO BIAS 0.54 0.60 0.20|EQUI BIAS 0.55 0.40 0.05 NO no
reiteré DO BIAS 0.54 0.36 0.10|EQUI BIAS 0.50 0.30 0.20] NO no
respondi6 |EQUI BIAS 0.10 0.06 0.80|NO BIAS 0.50 0.28 0.22 NO no
seolvid6 [DO BIAS 0.12 0.04 0.84|EQUI BIAS 0.03 0.05 0.92 NO no
sefialé EQUI BIAS 0.32 0.40 0.28/DO BIAS 0.69 0.09 0.22 NO no
sostuvo DO BIAS 0.70 0.22 0.08|EQUI BIAS 0.53 0.45 0.02 NO no
sugirio EQUI BIAS 0.18 0.30 0.52|SC BIAS 0.24 0.72 0.04 NO no
Supuso EQUI BIAS 0.42 0.48 0.08|SC BIAS 0.05 0.95 0 NO no

Multivariate analysis

This analysis finds that overall, direct object constructions are more common than
sentence complement constructions, as evidenced by tavalopuof 0.3 Five factor
groups were found to be statistically significant predictors of sentence complement
continuationswWord orderanimacy of the subject, presencarohdirect objegtand verb
class.Sentence with over subjects, both SV andv®f8 order, slightly favor sentence
complement continuations with factor weights of 0.52 each, while null subjects neither favor
not disfavor sentence complements with a factor weight of exactihudna®. subjects
were found to slightly favor SC commais with a factor weight of 0.53, while groups of
humans as subjects strongly disfavor SC conmpdewith a factor weight of 0.30 clitic
or full NP form, the presence of an indirect object in a clause favors SC compldmeents wit
factor weight of 0% while an absent indirect object disfavors SC complentaradactor
weight of 0.49The absence of additional structural material, e.g. adverbials, in the clause
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slightly favors sentence complements with a factor weight of 0.52 which the presence of
such material disfavors sentence complements with a factor weightFonhdllg¢2in the

case of verb class, though utterative verbs favor SC contplertie a factor weight of

0.57 while sensory verbs strongly disfavor SC comptemi¢h a factor wgit of 0.26

Table3-2 Factors contributing tine selection of a sentential complement in Spanish

Factor Group Factor Weight % SC % Datg
Word order
SV 0.52 441/1381 (46.9%) 49.59
Null subject 0.50 416/1314(46.3%) 18.8%
VS 0.32 17/93(18.3%)  3.3%
Range: --
Animacy
Human 0.52 825/2510(32.9%) 90.19
Group 0.30 49/226(21.7%)  9.9%
Range:0.22
Presence of an indirect object
Present 0.59 745/2472(30.1%) 88.69
No 10 0.49 131/319(41.1%) 11.49
Range:0.10
Presence of other structural material
Absent 0.52 760/2330(32.6%) 83.59
Present 0.42 116/461(25.2%) 16.59
Range: 0.10
Verb Class
Utterative 0.57 286/745(38.4%) 26.79
Other 0.49 568/889(63.9%) 67.79
Sensory 0.26 22/157(14.0%) 5.6%
Range: --
Form of Subject
Lexical [0.52] 218/716 (30.4%) 25.79
Proper [0.52] 185/556(33.3%) 19.9%
Reduced [0.48] 473/1516(31.2%) 54.39
Range: --
N=876/2791 Overall Rate=31.4%
[non-significant factor] Input: 0.305

Factors included in the analysis but not selected as significant: Form of Subject

Study 1:Summary

The results of Study 1 yield some interesting resultseXpiressed subjects are more
likely to ceoccur with sentence complememstructions than null subjects. Furthermore,
whilegroups of humans functioning as a single, collective sidifleet favor nor disfavor
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sentence complemenisdividual human subjedisvor sentential complements. This is
counter to the prediction alwhich proposed based on previous findingsri¢hie
Balukas, 2012) and Thoemn and Hopper ds Transitivity H
subjects would create greater transitivity within the gtewkapsin the form of DO
complements. Instead, beeasgentential complements often express propositions such as
thoughts and utterances, it seems that the more sentient animate human subjects facilitate
expression of such concepts. In contrast, though composed of thinking, human subjects, a
body or group opeople cannot, by its nature, think collectively.

The presence of an indirect object in any form favors sentence caonpleme
completions, but different objdotms could have different implications for processing. In
order to further investigate thatplea33 below shows a cresulation of the presence of
an indirect objectccordingd the presence of a preverbal clitlus table demonstrates
that a majority (1468/2265, 65%) of preverbal clitics in this data were in DO constructions,
and only a mre 36/2265 (2%) also had indirect objects, indicating that, in fact, most
preverbal clitics in this data represented direct objects, not indirect objects. This would
indicate that preverbal clitics serve as better cues to upcoming direct object ecantinuatio
than for some other construction.

Table 23 Presence of indirect object according to presencevefrpag clitic

Clitic % None % Total %
NoneSC 745 34 0 0 745 30
DO 1468 66 259 100 1727 70

10 SC 16 31 115 43 131 41
DO 36 69 152 57 188 59
Total SC 761 34 115 22 876 31
DO 1504 66 411 78 1915 69

Takentogether under a constructibbased approach to acquisition of a grammar of
Spanish, these tendencies would indicate thatefeemthe verb is processed, a person can
begin to construct the meaning of the clause to form predictions about the structure they
can expect to see.

The presence of additional structural information, mostly adverbial information in the
form of adjunctsdisfavors to some extent sentence complement completions. This, too,
may serve as a tool for prediction. The presence of such additional information adds extra
compl exi ty t o .alhessignificaace of thi@ fctos groupuntay point@owards
alegitimate roll for cognitive load in constraining sentence structures. While human language
is recursive, the memory limitations of the human brain are not infinite and highly complex
sentences (e.g. sentence complements + adjuncts) may be disfaposetickdrreasons
related to cognitive load.
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Additionally, verb class was also significant in this analysis, showing that verbs
representing semantically related concepts can have strong tendencies towards certain kinds
of complements. Thus, meaning hagtiral implications, as argued by Hare, McRae and
Elman (2003, 2004), or the opposite, meaning is conshystiedctural templates. For this
reason the semantics of verbs likely merits further investigation in Spanish -and cross
linguistically as thopeevious researchers have called for in English.

In an unpredicted contrast with the previous work on this topic (Dietrich & Balukas,
2012), the presence of an indirect object is a significant predictor of continuation type here,
but favoring the oppositcontinuation. In the previous work on a much smaller set of
tokens, the existence of an indirect object favored direct object completions (Dietrich &
Balukas, 2012: 267). In the current study, indirect objects favored sentence complements
with a compardyp large factor weight. The differences between studies make result from the
inclusion of many more verbs and many more tokens and merits further investigation in the
future. Still, the importance aidirect objects here could account for some of the
differences between the verb biases found in this study and those found in the previous
norming study (Dussias et al., 2010). Theindidid i n d ishoastaeegedsal in biases. In
the present work, it is a SC bias verb, but Dussias and colleagued itlassé#iDO bias
verb. In the corpus data, out of 30 tokenmaitLévhich were included in the multivariate
analysis, 24 (80%) of them were SC constructions. Ten of those SC constructions (33% of
the total SCs) enccurred with indirect objects, an(®8%) of those were doubled objects,
such that the indirect object clitic appeared before the verb and théntisechlobject
appeared posterbally. The ability to include an indirect object clitic before the verb is not
an option in completion stedi such as the one employed in the previous work (Dussias et
al., 2010), and may, at leastinthecasedicd be bi asing the results

Finally, for the purposes of comparison with previous work on this topic, the factor
weights for drm of the subject were included in the table below despite their non
significance. In a previous model of verb bias, Dietrich and Balukas (2012: 268) found stark
differences in the tendencies of different subject forms and proposed that proper names,
whidch are often assumed to be more like full, lexical NPs actually function more like reduced
forms. The current data do not corroborate that finding, showing little difference at all
among any of the subject forms.

STUDY 2: ENGLISH COMPLEMENT -TAKING VERBS

Data Extraction: Methodology and Exclusions

To provide a point of comparison in English, and to allow for the analysis of factors co
occurring with complement selection in English, which is the first of its kind, 100 instances
of the past-€d tense form okach of 80 verbs from Garnséptocky, Pearimutter &
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My e §1999) list of English verbs were also extracted for analysis. The verbs were selected
such that there was complete overlap among all studies: all English verbs analyzed in the
present study hater ans| ati ons equivalents which were
Spanish norming study as well as the Spanish corpus study presented above. These instances
were extracted from the Corpus of Contemporary American EG@NSA\)(Davies, 2008

), @ new and ewgrowing corpuf 450 million words and countiadnich has not been
evaluated in previous English verb bias literature. Unlike Spanish, English does not have
unambiguous verbal morphology to distinguish 3sg preterit forms from other gemmati
persons and numbers, nor to distinguish the simple past (which equates to the Spanish
preterit in Study 1 above) from the past perfectHe.gad shoytadd from other moods

(e.g. withcouldbr would It is furthermore nodistinguishable from thgast participle

adjectival form. For this reason, and because the COCA is an untagged corpus, an extraction
of 100 instances shouted f or exampl e, c an clgqhad) ahowled ma ny
2 s gou (would have) shqutedBes(apuldohashe)utéd, et c. I n order to
comparable to the Spanish dataset in Study 1, each of the 10@xaelsd instances

was coded for person and number, with a separate code for past participles as adjectives, and
only the 3sg instancafsany tense and mood were ultimately used as tokens for this study.
should be noted that in previous studies, unlike the current study, passives and adjectival
passives were also included in the data, though the way that they were coded varied
somewht The method used in the present stddlyat times result in very small token

counts for some verbs, a fétat should give way to another fruitful line of research to
investigate how the usage patterns of superficially identical forms in theit differen
grammatical roles interact with one another and influence cue strength during processing.
That is, however, outside of the scope of the present study. A larger scale study of the sort
conducted for Spanish was not conducted here because it was unigalelssaal(2004)

have already done crasspora comparisons for English and found high levels of
consistency. Instead, this study was conducted with the intention of arriving at a multivariate
model of verb bias in English through analysis of compienand their eoccurring

linguistic factors. A description of the coding follows in the next section.

Hypotheses and Coding of Tokens

All of the selected 3sg tokens were coded for complement type to determine the verb
subcategorization frequency for hea@rb in this corpus. The coding schema for
complement type followed the same metdedsribed in Study 1 aboZemplement type
codeswerelatercollapsed into just three categories for final analysis, as well: DO, SC and
Other.

Once again the complemetype also served as the dependent variable for the
multivariate analysis using Goldvarb X (Sankoff, Tagliamonte & Smithl2805)to my
knowledge, the first time that complement type is being used as a dependent variable for
multivariate modebf verb bias in English. Coding for this analysis followed a nearly
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identical procedure as described in Study 1 above. All tokens were coded for clause type,
animacy of the subject, animacy of the direct object (when present), form of the subject,
form of the direct object (when present), presence of an indirect object, presence of
additional structural material and semantic class. The factor groups Presence of Preverbal
Clitic and Word Order and the following codes within factor groups were not carried ove
from the methods in Study 1 because they do not represent allowable forms in English: null
subjects in the Form of Subjecttdagroup,clitic pronouns in the Form of Object factor
group, and doubled objects in the Position of Direct Object factor. graugw factor
group was also added which would not have been relevant to the Spanish study: expressed
thatcomplementizer.

Expressed complemdntizeénkens containing sentential complements, an additional
factor group was added to code for the preséd@) or absence (31) of an oveat
complementizer.

(30)Meredithassumedthather parents would notice her accomplishments.
COCA,ASSUMEB274
(31)He assuredusd they contained fresh water
COCA,ASSUREB276

In English, the received wisdom is tbamplementizer deletion is optional and has no
influence on meaning, but previous research has found that certaisucérlashink

rarely occur with the complementizer, while others, sucimdasstgndccur with a
complementizer in the vast majoritf cases (Tagliamonte & Smith, 2005:301; Torres
Cacoullos & Walker, 2009), suggesting that some other constraint besides meaning makes
the complementizer not truly optional in all cases. Still, overall rates of complementizer
deletion in oral data tend be very high (86% in Thompson & Mulac, 1991:244; 85% in
Tagliamonte & Smith, 2005:300; 84% in Torres Cacoullos & Walker, 2009:16; 79% in Kolbe,
2008:112; and 90% in Elsness, 1984:521) and somewhat less in more formal, written
registers (Elsness, 1984)521 previous processing work on verb bias, the presence or
absence of the overt complementizer has been tested as a part of the experimental
manipulation of the stimuli. In that work, the presence of an overt complementizer in a
sentence complement coustion resulted in no difference in reading times between
sentences with DO bias as opposed to SC bias verbs, indicating that the overt expression of
a complementizer can aid in overcoming the difficulty caused by an incorrect prediction of
complement tyg based on verb bias information (Wilson & Garnsey, 2009). This factor was
not included in the multivariate analysis, but is reported in more detail in Chapter 4. It was
coded in order to quantify the rates of occurrence of the temporary ambiguityytested b
psycholinguistic processing research on verb bias.
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Analysis
Verbbias

Despite low token counts for several verbs, a rough estimate of verb bias based on
relative frequency of complement types was calculated for theseatdiag to the same
method emloyed in Study 1 and in the bulk of previous verb bias red¢aretagain the
bias was determined on the basis of one complement type (DO or SC) being twice as
frequent as the other and with a difference of at least 15% between the relative frequencies
of the two. The results of those calculations, alongside the Ghateely, Pearlmutter
and Myer$1997) normare shown in Tab®4 in the results section that followable 35
lists the bias results for those verbs which were not studied préwoGsiynsey and
colleagues.

Multvariate analysis

Due in part to the low token counts mentioned above, and also due to the fact that many
of these verbs do not tend to take sentence complements, a number of the verbs selected
were excluded from further aysad of factors predicting subcategorization frame. The verbs
which were inappropriate for inclusion in this portion of the study are listed below:

ACCLAIMED, DENOUNCED, DESCRIBEDL DETECTED, DISCUSSED EXAMINED, EXCLAIMED,
EXPRESSED JUSTIFIED, MENTIONED, MURMURED, NEGOTIATED, NOTIFIED, OUTLINED,
PERMITTED, POINTED AT, PREFERRED PRESENTEQR PROHIBITED, PROJECTED PROMOTED,
PRONOUNCED, SUPPOSEDTRIED.

After a preliminary analystse following independent variables selected for as
significant in thenultifactorial model of English verb bih® resultef which are shown in
Table 36 below animacy of the subject, presence of an indirect object, verb class

Results
Verbbias

Out of the 80 English verbs selected for analysis, 46% (n=37) of therouwerto f
have a DO bias, 21% (n=17) were found to have an SC bias, 26% (n=21) were identified as
EQUI bi as, and 4%(n=3) h supbosadd acctaimedad.no Two 0
instances in the 100 tokens extracted of use of the lexical item asrd.trétokens of
these verbs were uses of the past participle form as an adjective either modifying a noun
directly (e.ghe acclaimed djrectas a predicate adjective (gegwas supposed to meet her at
siX. The overall distribution of thesades across this list of verbs is quite similar to those
observed in the previous work. Garnsey. Lotocky, Pear/mnttéviyers (1997) observed
45% DO bias, 32% SC bias, 2% EQUI bias and 21% no bias. This high rate of similarity
across the two studieseishoed by individual vebly-verb comparisons of the verb bias
estimates in each study. Thotye of the verbs included in this study were also studied by
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Garnsey. Lotocky, Pearlmutter and Myers (1997hy&idke results from this study and
the Garnsg Lotocky, Pearlmuttemd Myers (1997) study before it are presé&iatble 34
below. Of those verbs, 14 of them (45%) demonstrated the same subcategorization bias in
the corpus data presented here as in the previous elicitation data. Among thg remaini
verbs, only 3 (10%) of them reversed Ipisdesteochd warnedhowed SC biases in the
corpus data when DO biases had been assigned to them according to the previous norming
study andmaginatémonstrated a DO bias in this corpus study, while itagasgied as SC
bias in the norming study. The remaining 45% of the verbs studied switched biases, but 13
of them (42%) had either an EQUI bias or no bias in one study and an SC or DO bias in the
other, and 1 verb (3%oubteavas classified as havingbras in the present study, but an
EQUI bias in Garnsey. Lotocky, Pearimuygten d My er sd (1997) wor k.
shift in the relative frequency of completions across corpora, but not a complete reversal in
tendencies from one corpus to aeothThese results, like the Spanish results above,
confirm a high level of cressrpora consistency between this and the foregoing study and
validate the results of both studies as well as the processing studies based on these verb bias
classifications.

Results for those verbs which are new to this study, but which were chosen because their
translation equivalents have been studied in Spanish (Duksi2@1€)are shown in Table
3-5. Among those 49 new verbs studied, it is observed that 13 (271 chppear
categorically with DO constructions only, and an additional 5 (10%) were nearly categorical,
occurring with DO constructions over 90% of the titrghould be noted that the original
norming study conducted by Garnsey, Lotocky, Pearimuttétyarsd(1997) was directed
specifically at investigating usage patterssntérmemplemtaitingverbs. While one can
imagine potential grammatical sentence complement constructmpis®msirof the verbs
in Table &, in practice it appears that thejority of these verbs do not make use of the
sentence complement much or at all. This might explain why they were not included in the
previous English norms, despite their high usage frequency in some cases.

Table 24 Study 2: English verb biases caegbaviththe results from Garnsey, Lotocky,
Pearlmutter, & Mye(4997)

[on next page]



STUDY 2 Garnsey et al. (1997)
COCA Match the
frequency/ Garnsey et al.
English verb Bias  Rate of DORate of SCRate of Other n million Bias  Rate of DORate of SCRate of Othef (1997) findings? Reversalj
advocated DO BIAS 0.57 0.07 0.36 44 6 DO BIAS 0.87 0.05 0.08 yes -
announced EQUI BIAS 0.45 0.53 0.02 58 61 EQUI BIAS 0.50 0.49 0.01] yes -
believed SC BIAS 0 0.91 0.09 32 75 SCBIAS 0.14 0.50 0.36] yes -
comprehended DO BIAS 0.82 0.18 022 1| DO BIAS 0.94 0.04 0.02 yes -
concealed DO BIAS 1 0 0 17 7| DO BIAS 0.96 0.01 0.03 yes -
confessed SC BIAS 0.09 0.27 0.64 69 7| SCBIAS 0.20 0.49 0.31] yes -
decided SC BIAS 0 0.23 0.77 47 128 SCBIAS 0.02 0.15 0.83] yes -
guaranteed |EQUI BIAS 0.57 0.43 0 7 14| EQUI BIAS 0.46 0.50 0.04] yes -
promised EQUI BIAS 0.29 0.19 0.52 42 38[ EQUI BIAS 0.13 0.15 0.72 yes -
pronounced (DO BIAS 0.54 0 0.46 24 1228 DO BIAS 0.84 0.15 0.01] yes -
realized SC BIAS 0.24 0.76 017 71 SCBIAS 0.19 0.80 0.01 yes -
remembered (DO BIAS 0.59 0.17 0.24 29 43| DO BIAS 0.89 0.11 0 yes -
suspected SC BIAS 0.25 0.75 0 4 23| SCBIAS 0.30 0.68 0.02 yes -
wished SC BIAS 0.10 0.65 0.25 52 20| SCBIAS 0.01 0.79 0.20] yes -
imagined DO BIAS 0.61 0.32 0.07 28 28 SCBIAS 0.02 0.95 0.03] NO yes
protested SC BIAS 0.14 0.29 0.57 35 7| DO BIAS 0.60 0.11 0.29 NO yes
warned SC BIAS 0.18 0.53 0.29 57 27| DO BIAS 0.76 0.11 0.13 NO yes
anticipated DO BIAS 0.80 0.20 0 15 14| EQUI BIAS 0.13 0.12 0.75] NO no
assumed EQUI BIAS 0.47 0.47 0.06 15 30 SCBIAS 0.10 0.90 0 NO no
confided SC BIAS 0.10 0.35 0.55 83 3| EQUI BIAS 0.07 0.13 0.80] NO no
declared DO BIAS 0.56 0.24 0.20 50 32 EQUI BIAS 0.45 0.51 0.04 NO no
doubted NO BIAS 0.35 0.65 0 48 5| EQUI BIAS 0.42 0.56 0.02] NO no
dreamed EQUI BIAS 0.06 0.18 0.76 51 12| SCBIAS 0.02 0.24 0.74] NO no
feared SC BIAS 0.13 0.63 0.24 46 1685 EQUI BIAS 0.41 0.48 0.11] NO no
guessed SC BIAS 0.22 0.58 0.20 40 8[ NO BIAS 0.46 0.25 0.29 NO no
indicated NO BIAS 0.35 0.65 0 26 51 SCBIAS 0.27 0.70 0.03] NO no
learned EQUI BIAS 0.33 0.33 033 6 119| DO BIAS 0.60 0.19 0.21] NO no
mentioned DO BIAS 0.63 0.06 0.31 16 57[ EQUI BIAS 0.43 0.54 0.03 NO no
noted SC BIAS 0.19 0.69 0.12 32 68| NO BIAS 0.57 0.41 0.02 NO no
predicted DO BIAS 0.67 0.25 0.08 12 24 EQUI BIAS 0.48 0.52 0 NO no
proposed EQUI BIAS 0.43 0.43 0.14 7 58| DO BIAS 0.46 0.16 0.38 NO no

Table 35 Study2: English verb biases for verbs not previously studied

STUDY 2

Frequency/

million in

English verb Bias Rate of DORate of SCRate of Other n COCA
admired DO BIAS 1 0 0 50 10
adored DO BIAS 1 0 0 48 3
advertised/published DO BIAS 0.04 0.76 0.20 25 5
analyzed DO BIAS 1 0 0 5 15
approved DO BIAS 0.93 0 0.07 18 32
authorized DO BIAS 0.96 0 0.04 24 9
celebrated DO BIAS 0.96 0 0.04 24 16
communicated DO BIAS 0.38 0.08 0.54 26 419
considered DO BIAS 0.60 0.20 02 5 121
denounced DO BIAS 1 0 0 36 5
described DO BIAS 1 0 0 6 85
detected DO BIAS 1 0 0 3 12
discussed DO BIAS 1 0 0 5 40
examined DO BIAS 1 0 0 10 33
expressed DO BIAS 0.92 0 0.08 12 40

62



Frequency/
million in
English verb Bias Rate of DORate of SCRate of Other n COCA

justified DO BIAS 0.64 0.09 0.27 13 11
negotiated DO BIAS 0.68 0 0.32 19 11
notified DO BIAS 1 0 0 26 5
outlined/formulated |DO BIAS 0.92 0 0.08 26 965
permitted DO BIAS 1 0 0 20 15
preferred DO BIAS 0.57 0 043 7 23
presented/explained |DO BIAS 1 0 0 2 63
prohibited DO BIAS 1 0 0 10 7
promoted DO BIAS 1 0 0 17 14
proved/tried DO BIAS 0.10 0 0.9 42 174
reiterated DO BIAS 0.72 0.21 0.07 57 3
required DO BIAS 0.80 0.2 0 5 97
certified EQUI BIAS 0.50 0.50 0 4 12
clarified EQUI BIAS 0.29 0.29 0.42 31 3
deduced EQUI BIAS 0.34 0.45 0.21 29 1
demonstrated EQUI BIAS 0.46 0.50 0.04 28 30
determined EQUI BIAS 0.56 0.44 0 9 56
exclaimed EQUI BIAS 0 0 179 6
judged EQUI BIAS 0.42 0.29 0.29 11 1197
murmured EQUI BIAS 0.06 0.01 0.93 87 7
pointed, marked EQUI BIAS 0 0 1 66 5
proclaimed EQUI BIAS 0.33 0.19 0.48 69 694
projected EQUI BIAS 0.50 0.50 0 2 15
reported EQUI BIAS 0.44 0.56 0 9 140
respected EQUI BIAS 0.50 0.50 0O 8 16
specified EQUI BIAS 0.50 0.50 0O 8 9
dictated NO BIAS 0.58 0.38 0.04 24 4
assured SC BIAS 0 0.69 0.31 45 16
cited SC BIAS 0.33 0.66 0 3 26
interpreted SC BIAS 0.08 0.84 0.08 13 12
recommended SC BIAS 0.18 0.74 0.09 11 29
told SC BIAS 0.11 0.47 0.42 45 417
acclaimed - - 0 4
supposed - - 0 84

Multivariate analysis

63

This analysis finds that oveuitect object constructions aghtly more common
than sentence complement construciiotisis corpus of Englislas evidnced by an input

value of 0.49IThreefactor groups were found to be statistically significant predictors of
sentence complement continuations: animacy oflifeetsypresence of an indirect object

and verb class. Human subjects were found to slightly favor SC complements with a factor
weight of 0.53, while groups of humans as subjects strongly disfavor SC complements with a
factor weight of 0.28he presence an indirect object in a clause strongly favors SC
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complemats with a factor weight of 0.97, whileabsent indirect objedightlydisfavors
SC complenrgs with a factor weight of 0.45nally, in the case of verb class, utterative
verbs slightlgdifavor SC complements with a factor weight4§.0.

Table3-6 Factors contributing tine selection of a sentential complement in English

Factor Group Factor Weigh % SC % Data
Animacy
Human 0.53 387/776 (49.9%) 82.69
Group 0.28 59/164 (36.0%) 17.49
Range:0.25
Presence of an indirect object
Present 0.97 48/126 (38.1%) 88.69
No 10 0.45 468/984 (47.6%) 11.49
Range:0.52
Verb Class*
Utterative 0.45 136/325 (41.8%) 29.3%
Other 0.52 380/785 (48.4%) 70.79
Range:0.07
Form of Subject
Lexical [0.52] 154/345 (44.6%) 31.89
Proper [0.49] 184/396 (46.5%) 36.59
Reduced [0.49] 164/180 (91%) 31.8%
Range: --
N=516/1110 Overall Rate=46.5%
Log likelihood: -716.126 Input: 0.491 [non-significant fac

*Other includes all other verb types listed in the coding schema.

Factors included in the analysis but not selected as significant: word order, presence of additional structural n

Study 2: Summary

In English, as in the Spanish study above, collective animates as subjects favor direct
objects whilandividual animates are the opposite, favoring sentential complements. This
provides evidence that in English, as in Spanish, comprehenders can begin positing meaning
and structure for the sentence even before they reach tidsgthe presence ofdirect
objects in a clause strongly favors sentence complement constructions, perhaps more in line
with the assumption that sentence complements convey thoughts or utterances, which are
often directedoor atsomeo(ie.; an indirect object). Verb claas also significant in this
analysis, but the tendency for utterative verbs to disfavor SC complements in English is
weak. These results do not provide particularly useful insights to address inconsistencies
across studies of English the way the Speesshis did, but given the high rate of eross
study consistency in verb bias, such explanations may not be needed.
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In keeping with the comparisons made above, in this megebddfias in English, as in
the Dietrich and Balukas (2012: 268) work on Spaarstencies of different subject forms
emerge. Proper names and pronoun forms in this study share the same factor weight (0.49),
slightly disfavoring the use of sentential complements, while lexical NPs slightly favor
sentential complements (0.52).

CROSSLINGUISTIC COMPARISO NS: WHAT ARE THE DIMENSIO NS OF EQUIVALENCY ?

Can verbsreallyhave different biases in different languages?

When the results of these two studies are compared, there is a fairly high rate of cross
linguistic consistency. That is, tramsigpairs in Spanish and English often have the same
verb bias in both languages. The comparison is represented grephadaliy37 below.

To summarize, 56% of the verbs studied (n=44) have the same bias in both the English and
Spanish corpora studi@ere. An additional 36% of them (n=28) have a DO or SC bias in

one language and BQUI bias or no bias in the other, representing a relative shift, but not

a complete reversal of subcategorization tendencies between languages. Only 8% (n=6) of
verbs ha@pposite biases in the two languages. Those verbs were mostly DO bias in Spanish
and SC bias in Englishadiviné/guessed, apunté/noted, citd/cited, confid/confided
interpretd/interpretrd;exceptiorse acordd/rememizeBd biased in Spanish,Hag a DO

bias in English. The overall rates of eliagsiistic difference are distributed similarly in this

study as in the previous comparative work conducted by Dussias et al. (2010), where 49% of
all verbs had different biases across the two lan(@ageared to 44% in this study), and

only 7 verbs had opposite biases dnmaggistically. However, the verbs which showed
different biases in the two languages were different across studies. The only result which is
replicated between this comparisonthatld Dussias and colleagues (204.@he verlse
acordé/remembAsadjuré/insuratt advirtié/warnashich had opposite biases according to

the Dussias study have the same, SC bias in both languages in the present study.
Asumid/assumexhile shommg a strong DO bias in Spanish, hadeEQUI bias in the

English corpus in the present study. Similadig/indicatdths a strong SC bias in Spanish,

but demonstrates no bias in English in the present Staidylo/figuradd afirmé/asserted

were nostudied in the current English study, so no comparison could be made in this case.

The comparison across languages in the present study, based on corpus data, as well as
the previous crodmguistic comparison conducted by Dussias et al. (2010), rbased o
norming studies, as well as the comparison of the results of both studies, points towards a
likely role for meaning in determining structure. That is, verbs with similar meanings across
languages do often favor the same kinds of syntactic strutatea full third of verbs
demonstrate different relative verb biases-lngssstically, though not opposite biases,
further supports a high rate of crbisguistic consistency, while also highlighting the need
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for a careful evaluation of the eximciand coding methods employed and the verb bias
calculation method used (relative or absolute). The few verbs which do show different verb
biases in different languages have some clear differences in both their structural
requirements (e.ge acordiug always appear with the clitic) and translational meaning
mappings e acordér ansl at es t o @corddmecanmbse r 6 d § r e enchd )l ,
supporting prior calls for the incorporation of verb sense and meaning into research on this
topic (Hare, McRadzIman, 2003; 2004), as well as providing additional evidence for the
intertwining of structure and meaning in the grammar (e.g. Levin, 1993; Goldberg, 1995).

Table 37 Crosslinguistic comparison of biases (Study 1 vs. Study 2)

STUDY 1 STUDY 2
Same bias|
in both

Spanish verb|Bias Rate of DC Rate of SCRate of OtherlEnglish verb Bias Rate of DORate of SCRate of Othefjlanguages{Reversal?
admiré DO BIAS 0.9 0.1 O|admired DO BIAS 1 0 olyes
adoré DO BIAS 0.92 0 0.08ladored DO BIAS 1 0 ojyes
analizé DO BIAS 0.68 0.04 0.28lanalyzed DO BIAS 1 0 olyes
aprobé DO BIAS 0.54 0 0.46/approved DO BIAS 0.93 0 0.07|yes
autorizo DO BIAS 0.52 0.04 0.44lauthorized DO BIAS 0.96 0 0.04|yes
celebré DO BIAS 0.6 0 0.4|celebrated DO BIAS 0.96 0 0.04|yes
denunci6 DO BIAS 0.88 0.08 0.04|denounced DO BIAS 1 0 olyes
describid DO BIAS 0.78 0 0.2|described DO BIAS 1 0 olyes
detect6 DO BIAS 0.78 0.2 0.02|detected DO BIAS 1 0 ojyes
discutié DO BIAS 0.6 0.06 0.34|discussed DO BIAS 1 0 olyes
enuncio DO BIAS 0.85 0.3 0.12|outlined/formulated |DO BIAS 0.92 0 0.08lyes
examind DO BIAS 0.94 0 0.06|examined DO BIAS 1 0 ojyes
expres6 DO BIAS 0.66 0.12 0.22|expressed DO BIAS 0.92 0 0.08|yes
expuso DO BIAS 0.54 0.04 0.42|presented/explained (DO BIAS 1 0 olyes
imagin6 DO BIAS 0.62 0.26 0.12limagined DO BIAS 0.61 0.32 0.07|yes
justifico DO BIAS 0.88 0.02 0.1)justified DO BIAS 0.64 0.09 0.27|yes
mencion6  |DO BIAS 0.58 0.18 0.24|mentioned DO BIAS 0.63 0.06 0.31lyes
negocio DO BIAS 0.72 0 0.28|negotiated DO BIAS 0.68 0 0.32lyes
oculté DO BIAS 0.96 0 0.04{concealed DO BIAS 1 0 ojyes
prefirio DO BIAS 0.22 0 0.78|preferred DO BIAS 0.57 0 0.43lyes
probé DO BIAS 0.72 0.06 0.22|proved/tried DO BIAS 0.10 0 0.9|yes
prohibié DO BIAS 0.58 0.12 0.30|prohibited DO BIAS 1 0 olyes
promovié DO BIAS 1 0 O|promoted DO BIAS 1 0 ojyes
pronuncié (DO BIAS 0.78 0 0.22|pronounced DO BIAS 0.54 0 0.46|yes
publicé DO BIAS 0.96 0.04 O|advertised/published DO BIAS 0.04 0.76 0.20lyes
reiteré DO BIAS 0.54 0.36 0.10|reiterated DO BIAS 0.72 0.21 0.07|yes
requirié DO BIAS 0.7 0.02 0.28|required DO BIAS 0.80 0.2 olyes
anuncio EQUI BIAB 0.32 0.36 0.32lannounced EQUI BIAB 0.45 0.53 0.02]yes
certificé EQUI BIAB 0.27 0.27 0.44|certified EQUI BIAB 0.50 0.50 ojyes
dedujo EQUI BIAS 0.36 0.46 0.18deduced EQUI BIAB 0.34 0.45 0.21]yes
demostré EQUI BIAB 0.38 0.36 0.26|demonstrated EQUI BIAB 0.46 0.50 0.04|yes
determind EQUI BIAB 0.42 0.46 0.12|determined EQUI BIAB 0.56 0.44 ojyes
especific6 |EQUI BIAB 0.22 0.34 0.44|specified EQUI BIAS 0.50 0.50 olyes
exclamé EQUI BIAB 0 0 1|exclaimed EQUI BIAB 0 0 1|yes
murmuré EQUI BIAB 0.10 0.02 0.88/murmured EQUI BIAB 0.06 0.01 0.93|yes
prometié EQUI BIAB 0.20 0.28 0.52|promised EQUI BIAB 0.29 0.19 0.52lyes
sefialé EQUI BIAS 0.32 0.40 0.28|pointed, marked EQUI BIAS 0 0 1|yes
advirtio SC BIAS 0.14 0.38 0.48|warned SC BIAS 0.18 0.53 0.29)yes
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Same bias|
in both

Spanish verb|Bias Rate of DC Rate of SCRate of OtherlEnglish verb Bias Rate of DORate of SCRate of Othelllanguages|{Reversal?
aseguré SC BIAS 0.12 0.42 0.46|assured SC BIAS 0 0.69 0.31)yes

confes6 SC BIAS 0.14 0.36 0.5|confessed SC BIAS 0.09 0.27 0.64|yes

crey6 SC BIAS 0.18 0.44 0.38[believed SC BIAS 0 0.91 0.09)yes

se dio cuentgSC BIAS 0 0.78 0.22|realized SC BIAS 0.24 0.76 olyes
sospech6é |SC BIAS 0.64 0.28 0.08|suspected SC BIAS 0.25 0.75 olyes

temi6 SC BIAS 0.24 0.58 0.18|feared SC BIAS 0.13 0.63 0.24yes

aprendid DO BIAS 0.34 0 0.66|learned EQUI BIAB 0.33 0.33 0.33/no no
asumio DO BIAS 0.64 0.04 0.32Jassumed EQUI BIAB 0.47 0.47 0.06/no no
dictd DO BIAS 0.8 0.02 0.18dictated NO BIAS 0.58 0.38 0.04/no no
garantizd DO BIAS 0.70 0.28 0.02|guaranteed EQUI BIAB 0.57 0.43 0[no no
juzgo DO BIAS 0.42 0.12 0.46|judged EQUI BIAB 0.42 0.29 0.29/no no
proclamé DO BIAS 0.62 0.8 0.3|proclaimed EQUI BIAB 0.33 0.19 0.48no no
propuso DO BIAS 0.38 0.1 0.52|proposed EQUI BIAB 0.43 0.43 0.14/no no
proyecto DO BIAS 0.82 0.02 0.16|projected EQUI BIAB 0.50 0.50 0[no no
reporté DO BIAS 0.48 0.3 0.22|reported EQUI BIAB 0.44 0.56 0o[no no
respetd DO BIAS 0.98 0 0.02Jrespected EQUI BIAB 0.50 0.50 ojno no
abogé EQUI BIAB 0 0 1|advocated DO BIAS 0.57 0.07 0.36/no no
anticipé EQUI BIAB 0.36 0.48 0.16|anticipated DO BIAS 0.80 0.20 0[no no
comprendié [EQUI BIAS 0.44 0.48 0.08|comprehended DO BIAS 0.82 0.18 o|no no
comunic6 |EQUI BIAB 0.32 0.22 0.45/communicated DO BIAS 0.38 0.08 0.54/no no
consider6 |EQUI BIAS 0.38 0.32 0.3|considered DO BIAS 0.60 0.20 0.2|no no
conté EQUI BIAB 0.4 0.26 0.34jtold SC BIAS 0.11 0.47 0.42Ino no
decidié EQUI BIAB 0.12 0.16 0.72|decided SC BIAS 0 0.23 0.77|no no
declaré EQUI BIAB 0.2 0.22 0.58|declared DO BIAS 0.56 0.24 0.20/no no
desed EQUI BIAB 0.28 0.22 0.5|wished SC BIAS 0.10 0.65 0.25(no no
notificé EQUI BIAB 0.23 0.35 0.42[notified DO BIAS 1 0 0o[no no
permitié EQUI BIAB 0.14 0.18 0.68|permitted DO BIAS 1 0 0[no no
protesto EQUI BIAB 0.04 0 0.96|protested SC BIAS 0.14 0.29 0.57|no no
recomend6 |EQUI BIAB 0.42 0.28 0.30[recommended SC BIAS 0.18 0.74 0.09/no no
predijo NO BIAS 0.50 0.30 0.20|predicted DO BIAS 0.67 0.25 0.08/no no
aclaré SC BIAS 0.12 0.68 0.2|clarified EQUI BIAB 0.29 0.29 0.42Ino no
dudé SC BIAS 0.06 0.14 0.8|doubted NO BIAS 0.35 0.65 o|no no
indico SC BIAS 0.2 0.52 0.28|indicated NO BIAS 0.35 0.65 o|no no
sofig SC BIAS 0.12 0.42 0.46|dreamed EQUI BIAB 0.06 0.18 0.76/n0 no
adivind DO BIAS 0.54 0.16 0.3|guessed SC BIAS 0.22 0.58 0.20/no yes
apuntd DO BIAS 0.32 0.04 0.64|noted SC BIAS 0.19 0.69 0.12lno yes
cité DO BIAS 0.36 0.04 0.6|cited SC BIAS 0.33 0.66 0[no yes
confié DO BIAS 0.3 0.06 0.64{confided SC BIAS 0.10 0.35 0.55/no yes
interpretod DO BIAS 0.86 0.04 0.1|interpreted SC BIAS 0.08 0.84 0.08/no yes
seacord6 |SC BIAS 0.1 0.22 0.68|remembered DO BIAS 0.59 0.17 0.24|n0 yes

What about the factes that cooccur with particular complements?

The multivariate analyses of factoreamring with SC complements in English and
Spanish in these two corpus studies reveal that while the same structural and semantic
factors are selected as significabbth languages, the structures which those factors favor
do not always match. Shared significant factors across languages help to unify our
understanding of Meibias and constructioridoth semantic considerations sucmasacy
of subjectsand verb clasand factors with structural implications, such as the presence of
an indirect object, pattern similarly ctigguisticallyln Spanish, indirect objects are often
represented as pverbal clitics alone or doubled with their lexical anaphor. InhE:tiggig
either appear immediately after the verb and before the direct object or sentential
complement if one follows, or they are marked by a preposition. Either way this role is
represented structurally, indirect objects in both languages genemllynarebiguous
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contexts by providing early cues to structure and meaning in a sentence. In fact, the presence
of an indirect object in English seems to account for much of the lack of ambiguity in
natural speech that verb bias is used to test in processggh (see Chapter 4. Materials

and Predictions for more on this topic). Taken together, these factors provide stronger
evidence that meaning in language is constructed and comprehended incrementally, and that
verb bias is likely part of a larger stmatttemplate which has its start in the preverbal
subjects of clauses and is refined through the presentation of other verbal arguments
throughout the sentence.

Conclusion

This chapter included corpus studies of verb bias in Spanish and English lhich bui
strong evidence of the biases of a large collection of cognate -angrate verbs in the
two languages. It demonstrates that dirmgpsistically, the meanings associated with
particular verbs tend to represent themselves in structurally similarmays cases, but,
crucially, not in all. In so doing, it echoes prior calls for closer consideration of semantic
concerns in what has ostensibly been defined as a syntacadochbigaglhe first attempt
at a multivariate model for each of thesgukges provides some cues to certain amida
interlinguistic tendencies of senteoomplementaking verbs and provides further
evidence that structural considerations alone may be insufficient for understanding how verb
bias develops and what rolgldys in language processing. Furthermore, by providing
evidence of the strong influence certain semantic and structural characteristics of early
clausal elements can have on later complement structure, this work provides support for
usagéased approachéo grammar and acquisition, whereby structural templates can give
support for the acquisition and processing of verbs. In addition to providing important
information and insights regarding verbal complement structures, this chapter draws
attention to somm other valuable considerations. First, it provides consistent evidence from
across varying corpora and data collection techniques which show that the results of such
studies are generalizable to a larger context of language use. Second, despite said
genealizability, there are a few important differences noted here between studies, especially
between the previous norming study of Spanish and the currentbesguigpproach.
Those differences, namely caused by the natural limitations barring preieshbal cli
sentence completion tasks, remind us that in the search for models of grammar that account
for the biggest picture, languaayed tastspecific consideratiosBouldnot be overlooked.
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Chapter 4| Testing verb bias as a cue to L2 sentence processingmsling s
from a natural language corpus

Experimental laboratory research on langumjieding language procesdisgpften
criticized for being too far removed from the naturally occurring ways in which people use
language implying that suchllata is not rdiable for understanding human language
mechanisms. Even those researchers who find validity in experimental language research
find themselves conceding that the sentences that we ask participants to read are often
contrived and the contexts in which theaad them are often awkward or uncomfortable.

For this reason, one goal of the present study is to conduct processing research using
materials which have been carefully informed by and selected from corpus data to investigate
guestions which have previguseen investigated only in the highly artificial context of the
traditional language processing study.

The research guestions to be addressed in this study are an extension of those asked in
Chapter 2 of this dissertation. Usiwegb biaghe presenttsdy tests whether highly
proficient, late second language learners of English use frequency based cues to resolve
temporary ambiguities during online processing of written English. The temporary ambiguity
in focus here is that of a direct object/sententimmplement ambiguity, whereby a noun
phrase following certain verbs has the potential to be either (1) the direct object of that verb
or (2) the subject of an upcoming clausal complement.

Camille comprehended the texteé
(1) é once s he sgfthawminewhwdrds.e meani ng
(2) é had been written | ong ago.

Previous experimental research on this topic, including Chapter 2 of this didsastation
revealed that both monolingu&@sinsey, Pearimutter, Myers, & Lotod®@7; Wilson &
Garnsey, 200@ndbilingualsussias & Cramer, 2006; Dussias & Cramer Scaltz, 2008; Li,
Lu & Garnsey, 20)8an be sensitive to verb bias cues during processing, but in the case of
processing in oneds second |l anguage and us
experiences by which these sensitivities are developed remain elusive. Differences have been
found across and within studies that point to the influence of immersion experience
(Chapter 2 of this dissertation) and L2 proficiency (Dussias & Cramer, 286, &us
Cramer Scaltz, 2008) as factioas contribute to different processing patterns in different
groups of L2 learners. The crlisguistic factor of cognate status has not been examined as
carefully, but could indeed also play an important role disimbiguation strategies that
L2 learners use during processing. Though L1 transfer of verb bias information has not been
instantiated in previous work on this topic, it is crucial to note that previous work has
included a mix of both cognate and-nognate verbs which were not controlled as a factor
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nor analyzed independently of one another. The presenustsdggnate verbs only in

order to elucidate the role of cognates in shaping processing strategies in bilinguals. In order
to respond to thesengering questions in a meaningful way, this agkdywhether two

groups of highly proficient L2 speakers of English, one immersed in their native language
and one immersed in their L2, use verb bias information in English in a matter that
resembles nag readers while reading stimuli which more closely resemble the kinds of
sentences these partici-lpiafnead emcowmtterrs iwmi f
The goal of theoresent studys to explore the previously presented findings fusther

asking whetheincreased activation of the shared codes from cognates results in the
influence of L1 verb bias information during L2 sentence processing.

BACKGROUND AND H YPOTHESES

The extant theories of sentence processing should still apply to camd &ac
processing patterns observed in more naturalistic reading stimuli. These theories fall into two
different umbrella categories: interactive, expbaseel theories (e.Bates &
MacWhinney, 1982; MacDonald & Seidenberg,),198dch propose thatepple
comprehend language using multiple sources of frequency and distribution information they
derive from the input they receive, and serial, modular theoridsdeigr, 1979which
propose that people comprehend language first based on urowstsaints of syntactic
simplicity and lexiesemantic plausibility information. When studying bilinguals, these
theories generate three different predictions for procé&ibngualspeakerparsing in the
L2 might rely on universal heuristikeymight rely on frequency information from the L2,
or theymight transfer whaheyknow about the L1 to aid L2 processing. Evidence from
studies of verb bias has been found to support both of the first two proposals. In Chapter 2
of this dissertation (Experime2), the noammersed Spain bilingual group showed a strong
and consistent preference for the simpler DO structures regardless of verb bias information
in either language, which would point towards a univeiesallgd, syntafirst approach to
ambiguy resolution. But the US bilinguals in that same experiment, as well as in
Experiment 1 (Chapter 2) and in several previous studies of bilinguaiM¢steni&

Pynte, 1997; Dussias & Cramer, 2006; Dussias & Cramer Scaltz, 2008; Lee, Lu & Garnsey,
2013),patterned nearly identically to native, monolingual speakers of English, providing
support for an exposubased processing account in which second language learners rely on
frequencyderived informatiofrom their L2 ativelike processing routines halso been
instantiated in other experimental work based on other processing cues for L2 speakers (e.g.,
Dussias, Valdés Kroff, Guzzardo Tamargo, & Gerfen, 2013; Foucart & Nestrek

2011; Hoover & Dwivedi, 1998; Hopp, 2013; Jackson & Dussias, 20€)Ra®k Marinis,

2013; Witzel et al., 2012).
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In studies of verb bias as a cue to processing, L1 transfer has not been observed, but
this may not mean that transfer of processing routines is imp@s#sias, Dietrich &
Villegas, to appear)n fact, it has been observed many studies of other kinds of
processing cues (e.g. relative clause attachnesMestre, 1999; 2002; \ghps: Juffs,

2005; grammaticgenderKotz, 2009; Morales, Paolieri, Dussias, Valdés Kroff, Gerfen, &
Bajo, submittedSabourin & Stowe, 2008Veber & Paris, 204 In studies where L1
transfer is found, cognates are often pointed out as the trigger for that transfer due to their
shared semantic representation (Jared & Kroll, Z@t).activation is observed during
sentace comprehension (e.g., Els&ittler, 2000; Schwartz & Kroll, 2006; Van Hell,
1998) and despite the presence of cues related to the accentedness of speech (e.g., Lagrou,
Hartsuiker, & Duyck, 2011), langusgecific features of orthography (e.g., vath&s

Duyck, Hartsuiker, & Diependaele, 2009), and informative sentence contexts (e.g., Libben &
Titone, 2009; Schwartz & Kroll, 20@&%liance on L1 transfer seems also to be moderated

by factors relating to proficiency (Dussias, 2001;-Mestke, 1992002 Jackson, 2008;

Kotz, 2009 Su, 2001land immersion experieneeg(, Dussias, Valdés Kroff, Guzzardo
Tamargo, & Gerfen, 2013; Foucart & FrevMelstre, 2011; Hoover & Dwivedi, 1998;
Hopp, 2013; Jackson & Dussias, 2009; Pliatsikas & Marinis, 28 3t\Mi., 2012) among

other things (e.g. cognitive and computational resources: Hopp, 2010; McDonald, 2006;
speed of lexical access: Hopp, 2012).

As previously stated, verb bias in particular has not been the subject of much scrutiny in
this regard, but L1 transfer of verb bias information were occurring during online sentence
processing, one would expect that it would be most evident during the processing of
cognates. Recent evidence demonstrates that lexical entries fromatgenhbh become
highly activated while bilinguals comprehend sentences in their L2, although this effect is
true only for words that have a shared semantic representation (i.e., cognates). For example,
Schwartz and Kroll (2006) conducted a study using cognates and ahtedimggraphs
(words that are orthographically similar between languages but have different meanings) to
determine whether the word recognition processes of two groups of -Epglssh
bilinguals (differing in levels of proficiency) were affected byamowhigh constraint
sentence contexts (eWhen we entered the dining hall wesawthieecorner of the lmem
constraintBefore playing, the composer first wiped tpeaketstiod theginning of the, concert
high constraint). Fdooth bilingual groups, the findings revealed a significant interaction
between sentence context and cognate status in the direction that cognate facilitation only
occurred in low constraint sentences (converging evidence is also found in van,Hell, 1998
and ElstonGiittler, 2000). These findings point to an important facts regarding bilingual
language processing. The mere presence of language cues in a sentence (i.e., reading &
sentence entirely in the second language) is not sufficient to constsakctiaty of the
nontarget (L1) language, at least in the case of cognates. Therefore, theugh as
unsubstantiated, it is plausible that highly profiSpartistEnglish bilinguals use L1 verb
bias information when resolving syntactically ambiguoaacgnmore readily when they
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process cognate verbsr this reason, this study was conducted using participants from the
same populations but with stimuli containing only cognate verbs in order to build on the
previous research and determine whethefdrasfsL1 processing routines related to verb
subcategorization can be induced under certain circumstances.

METHOD

Participants

Datawere collected from three groups of particip@mtSpanisHEnglishbilinguals
immersed in their Libh Granada, Spagii5 SpanisHeEnglish bilingualisnmersed in their L2
environment irthe US and 36 EnglishonolingualsAll of these groupwaere taken from
the same populatisasthose included i@hapter 2 of this dissertation. In fact, the groups
included some of thsameindividualparticipants fronthe experiments in Chapteér 2
Those participants were allowed to return because a period of at least 3 months, and as
much as two years in some cases, had passed between studies. The Spaimebdinguals
students or recent gi@atesof the Universidad de Granada, many from programs in
English literature and philologgyho had only limited travet studyabroad experience in
Englishspeaking countries and were immersed in a Sppe&ting environment at the
time of testingThe UShilingualparticipants were students ataff affiliated with a large
US university who halivedin the US for an extended period and who were immersed in
Englishat the time of testing third group of 3@English monolinguals was also tested to
serve as the native controls and set the target for-lileiy@rocessing which could be
expected from the other groups (if achieved). The English monolinguals were students and
daff affiliated with the same USstitution as the US bilingual group, bt wvere
functionally monolingual, having never studied more than a basic level of a foreign language
(the equivalent of 3 college semesters) and never lived or studied in a country where a
language other than English was spdkeck loss and equipmentlfuaction resulted in
incomplete data collection, and therefore, exclusion, of one participant from each of the
three groups. Additionally, two Spain bilinguals and one US bilingual were later discovered to
be simultaneous Catal@panish bilinguals, whialso resulted in their exclusion. Finally,
one US bilingual who performed very poorly on the Spanish picture naming task (described
in more detail below) was excluded due to the possibility that she has entered a phase of L1

6 Nine monolinguals, 13 US bilinguals, and 12 Spain bilinguals from the previous study (Chapter 2) returned to participate
in this study.
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attrition. This resulted in 3d#honolinguals30 US bilinguals an@®4 Spain bilinguals
ultimately being included in the final analyses.

In order to guarantee balanced proficiency and different language experiences across the
groups, all participants completed a serisgaindary meassg of language proficiency
and experienae addition to the primary experimefhese tasks includede sameself
assessmermianguage History Questionnaire (LHQ) as described in Chapter 2, a bilingual
Boston Naming Vocabulary TéBNT) (Kaplan, Goodglss, & Weintraub, 1983) in English
and Spanisha lexical decision task (LDT) in English, graanmar and reading tests in
English and Spanish. Monolinguals compbdtexf the same tasks as the bilingual groups
butin English only.

Language History tipuesire (LHQAS in the previous study, prior to beginning the
experiment, participants completed online LHQ to assess their proficiency in both
English and Spanish proficiency in the four principal areas of proficiency (speaking,
listening, readingand writing). The LHQ, adpted from Marian, Blumenfeld and
Kushanskaya (2007), included 23 questipeisended and Likert scale questions about
par t i bistopyawithtbettdlanguages, their language learning experiences, and their daily
exposure to @huse of bothof their language¢see Appendix A)Prior research has
demonstrated thaekrating LHQ techniqueasreaccurate assessment tools for evaluating
language proficiency (Birdsong, 1992; Oscarson, 1997).

Boston Naming Vocabulary Test B Task was nearly identical to the equivalent task
described in Chapter 2, but this time the bilingual participants named the first half of the list
(30 words) in English and the second 30 words in Spdreshiords in the BNT have been
controlled for watt frequency so that as the test progressgseffrey decreases, and in turn
difficulty increases. This task evaludésscal access, vocabulary size and naming
performance in a more figeained language proficienogasure than the LHQ sedtings
andhas been highly correlated with other experimental measures of language proficiency in
bilinguals, such as languageassiéssments like the LHQ (Kohnert, Hernandez, & Bates;
1998).

During the BNT, prticipants are first asked to namewglne drawingsf objects and
animalsin English, such aBigure 4 6 acor nd . I n the second p
participants are asked to name a different series of 30 outline drawings of object and
animals, but this time in Spanish, sué¢hgase 42 Ginocerom@ 8§ mocer os 6. A com
of images and correct responses for both the English and Spanish portions of this task is
included imlAppendix GAs participants named the images, their voices were recorded using
a microphone and digital recorder for latenrsgoPrior to beginning each section of the
task, participants were shown 10 images two practice naming and ensure proper equipment
function. The same 10 images were shown for the English and Spanish practice sessions and
participants always completedgteectice before each segment of the BNT.
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Figure4-1 6 acor nd

Figure4-2 Ginocerodite ( 0 r hi nocer o0s 6)
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Lexical decision task (LDA§.LDT used for thisxperiment was developed for another
study being conducted in the same laboratory. It was selected because it was shorter and
contained a more carefully controlled list of words than the task used in Experiment 1 of
Chapter 2, but it followed a very sinplacedure. &ticipants were shown strings of letters
on a computer screen and were asked to decide whether the string corresponded to a word
in English by indicating their answers using a buttorm bsxbutton box wasbnnected to
the computerand meaured reaction timgsot analyzed here) in addition to recording
participant responseBarticipants responded to 100 letter stringsh a | f requirin
response, sucheasn ( 3) bel ow, and half requiring a
H for complete list of stimuli). Nonce words were created by changing a single letter in a real
English word. The words and ranords in this task were matched for length and the words
were selected such that half of them are cognates with Spanish anchbalPace to
beginning the scored portion of the task, participants were shown 10 practice trials, 5 words
and 5 norwords, and were encouraged to ask clarificatiestions before beginning the
task. The presentation program useBr{fae2.Q Psycholgy Software Tools, Pittsburgh,
PA) recorded accuracy data which was used for later scoring. For each participant four scores
were determined: correctly identified words, incorrectly identified words, correctly identified
nonwords and incorrectly identtfiaonwords, also known as false alarms. False alarms are
scored when the participant identifiasrawordletter sequence as a real word of English.
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(3) YES response: love
(4)NO response: syrug

Grammar and reading Tégggrammar sections of the diligan Test of English

Language Proficiency (MTEl)Pand the Advanced Test of the Diplomas de Espafiol

como Lengua Extranjera (DELEAppendixF) wereagainused to asseggammarskills
and reading competency a mukibleice format. Each test contaiflsngultiplechoice
items designed tevaluate grammar, vocabulanyd reading competence igolated

sentences aradonger textmore detailed descriptions of which can be found in CBapter

Table4-1 Language proficiency information by participant group

ANOVA
Monolinguals US BilingualsSpain BilingualsANOVA (all groups) (bilinguals only)
Mean (SD) | Mean (SD)| Mean (SD) F1 F1
n 34 30 34
maleg 20 12 18 -
age 20.6(32) 285(6.7)  24.8(3.4) F1(2)=22272  F,(1) =7.812,p=0.007
Years in a English-speaking country 20.6 (3.8) 4.2 (4.9) 0.8(0.9) F,(2)=57.878  F,(1) =19.550,p <0.00f
English Age of Acquisition 0.8(0.9) 9.2(5.3) 7.9(2.9) F1(2)=54.441  Fy(1) =1.535p =0.220
English Age of Fluency 4.0(2.0 16.7 (7.4) 16.9(3.8) F1(2) =75.359 F;(1) =0.020,p =0.889
Self-rating - Proficiency 9.8(0.4) 7.7(1.4) 7.5(1.3) F1(2) =56.617 F;1(1) =0.652p =0.422
Self-rating - Understanding 9.8(0.5) 8.2(1.0) 7.8(1.4) F,(2) =35.355 F;(1) =1.830,p =0.181
Self-rating - Reading 9.8(0.5) 8.2(1.0) 8.2(1.3) F1(2) =25.529 F;(1) =0.005,p =0.943
% current L1 exposure - 44.2(19.90 73.1(147) - F, (1) =44.309,p <0.00F
% current L2 exposure - 57.6(19.4) 29.0(14.5) - F, (1) =45.408p <0.00f
% of time participant would choose to read in L1 - 37.3(24.0) 56.8(23.1) - F,(1) =10.868p =0.002
% of time participant would choose to read in L2 - 64.0(20.7) 42.9(18.9) - F,(1) =18.088p <0.00F
% of time participant would choose to speak L1 with person fluent in bgth 67.0(24.9) 55.3(24.2) - F;(1) =3.613,p =0.062
% of time participant would choose to speak L2 with person fluent in bgth 34.6(26.8) 44.6(20.6) - F;(1) =2.842,p =0.097
How often are you rated as non-native? (0-10, never-always) 0.3(1.7) 7.4(3.0) 6.3(3.2) F1(2) = 63.138 F;(1) =2.116p =0.151
MTELP score (out of 50) 46.3(2.3) 35.7(8.5) 35.8(7.9) F1(2) = 26.055 F,(1) =0.002p =0.962
DELE score (out of 50) - 42.2(3.8) 445(3.9) - F1(1) =5.587p=0.02F
English BNT score (out of 30) 25.2(2.6) 16.8 (4.4) 14.1(4.2) F1(2) = 76.218 F1(1) = 6.209p =0.015
Spanish BNT score (out of 30) - 24.8(3.8) 25.4(2.8) - F1(1) = 0.445p =0.507
LDT Accuracy (out of 100) 93.6 (3.3) 86.9 (6.6) 86.4 (6.7) F1(2) =16.105 F, (1) =0.113 ,p =.738
Comprehension question accuracy (%) 92.2(0.3) 88.6 (5.4) 87.2(5.2) F1(2) = 10.649 F,(1) =1.107p = 0.297

*A one-way analysis of variance was conducted to compare the mean performance on each of these tasks and ratings between the three groups.

*p <0.001

5 | 4dzo&aSljdsSyid 2ySmélé !'bhzx! gla O2yRdzOGSR (2 O2YLINB GKS YSEHy LISNF2NYI
§The difference in means between the US and Spain bilingual groups is significant at a level of 0.05

The average scores on all of these tasks for each group are Stadolen4h above

These results indicate that the bilingual groups report having begun to study English at the
same age on averagewal as reaching fluency at the same average age in their late teens.

The results also indicate that these groups are closely matched onabséssaient of

7 Use ofthis test has been permitted under an agreement with the creator, but reproduction of any portion of

this test here or in the Appendices is prohibited by copyright protections.
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their L2 skills for listening, reading and writing, as well as on their scores on setreeal obje
measures of English proficiency, which include the LDT and the English grammar test.
Significant differences were found between
their selreported preference for reading in their L1 and L2. The USdidingmed more

pictures correctly and indicated a preference for reading in their L2, while the Spain
bilinguals would prefer to read in their L1. Importantly, these two groups also have
significant differences in their reported length of immersion imstEngs well as the

average amount of time they spend exposed to each of their languages on a daily basis. The
US bilinguals have spent significantly more time immersed in English throughout the course
of their lifetime and were also, at the time of tgstxposed to more English in their daily

lives than the Spain bilinguals.

Materials and Predictions

The conditions for this study are identical to those included in the previpaseself
reading and eyeacking studies presented in Chapter 2 of thsertitionThe critical
sentences containgtbun phradesentential complement ambiguities, illustrated in (5)
through (8) The verbs were embedded in temporarily ambiguous direct object (DO)
[(Condition 1) and (Condition 3)] and sentential complemenf(CR@yition 2) and
(Condition 4)] continuatiorfenderlined below):

(5)Condition 1
Sophie comprehended her maicén the news broke about her divorce
(6) Condition 2
Sophie comprehended her maathe most protected woman in all of Scotland.
(7) Condition 3
Sophie suspected her matten the news broke about her divorce
(8)Condition 4
Sophie suspected her maabthe most protected woman in all of Scotland

Because the goal of this study was to investigate the role of verb bias ieskiagroc
of more naturalisid@s opposed to laboratory prepéséichuli, the selection of materials
for this study was based on and selected from the corpus data described in Chapter 3 of this
dissertation, along with previous work conducted on verb Biaglish Garnsey, Lotocky,
Pearlmutter, & Myer&997) and Spanish (Dussias et al., 2010). The goal was to select verbs
which have been rigorously compared across languages in order to create stimuli which
would have clearly distinct predictions based odelm of language processing. As
additional goals, the stimuli selection sought to have equal numbers of lexical verbs in each
condition, as well as to control for cognate status. In the Chapteulithere were more
different bias verbs than same bebs included in the stimuli, which resulted in same bias
verbs being repeated more times throughout the course of the experiment. Also, there was a
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mix of both cognate and naognate verbs, which could blurry processing strategies given
that cognatescoupy a special eativated status in the bilingualiden (e.g. Costa
Caramazza, & Sebastiaalles, 2000; Dijikstra, Grainger, & van HeuvE39).
Furthermore, to answer to criticisms of psycholinguistic research as being unnatural or far
removed fronthe way most people encounter and interact with language most of the time,
the stimuli were constructed based on naturally produced language found in a corpus of
American English, the Corpus of Contemporary Amekisglish (COCA) (Davies, 2608
To selet which English verbs to include in the study, the biases of English verbs as
determined by Garnsey and colleagues (1997) were compared with the aesoisuef
study ofverb bias of the Spanish translation equivalents of those verbs (Study 13)Chapter
From this comparison, verbs with the same (SC) bias in both languages and verbs with
different biases (DO in English, SEQUI in Spanish) were identified from the list, which
was further narrowed by taking care to focus only on those verbs vamisie [8as in the
corpus study matched the results found in a previous norming study (Dussias et al., 2010).
This resulted in only 3 sets of cognates verbs which had the same bias in English and
Spanish, so those verbs were selecteé asrtis to be usddr the samdias conditions:
confessettlicatednd suspecteéd order to ensure balanced repetition of all verbs in the
stimuli, 3 of the 4 cognate verbs which had different biases in English and Spanish, but the
same bias across the current Spaoigius study and the previous Spanish norming study
were selected for use in the diffeteas conditiongirotestgmtoposaddcompreherided

Once these verbs were identified, sentences containing them were extracted from the
COCA to serve as the mafor the experimental stimuli. Though the original intent was to
have all stimuli be directly extracted from the corpus and included in the experiment as they
were originally produced, the limitations of processing research and necessary structure of
experimental stimuli made it impossible to do that. First, the actual existence of temporarily
ambiguous structures such as those used for verb bias processing research is
overwhelmingly commoat only 52.7% (5901119 of thesentenceanalyzed in Stud
Chapter 3 of this dissertatidviost importantly, wt of the 519entential complements
coded in that study, only 30 of them contained a potentially ambiguous nouramihrase
out of 560 temporarily ambiguous sentences with DO constructions, onheth afsed
0t hatodo as a demonstrative in such a way

8 Later discovery of a clerical error revealedritiat® i n d i ¢ a t cergistentvaersss studids, and in fact

was found to have a DO bias in the previous Dussias et al. (2010)Adtedynitial analyses revealed
unexpected results, biases for the verbs were -dbableed across all previous studies and the error was
discoveredFor this reasorgimuli containing this verb were lagcluded from the analygiresented in this
chapter Similarly Study 2 in Chapter 3 was conducted after the stimuli were selected for this experiment. In
that study, inconsistencies weneale@mong biases forotestaddproposedthe American English corpus

data as compared to the Garnsey, Lotocky, Pearimutter, an@1®8eérsiorming studiroteststiowed an

SC preference in the corpus datapgngoseds categorized BQUI bias based on the corpus data. For this
reason, stimuli containing theees were also excluded from fireal analysepresented in this chapter.
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demonst hat i0v e thdadmplamentizeit &ould appear that in the face of a
potential ambiguity such as the direct object/sentential complement astoidjeityhere

that people choose to produce sentences which include the optional compleéhagntizer
perhaps to circumvent confusion. Where possible, stimuli were selected which contained
such an ambiguity, but in other cases, a sentence was selettemhcivbied the
complementizer. The complementizer was then deleted for use in the materials. Secondly, in
order to make meaningful comparisons between reading times for different conditions, the
sentences must be controlled such that the structure a@adl itexns before the critical

region must be identical but for the experimental manipulation, in this case the verb, which
has either a DO or SC bias. In order to do this, but to maintain the commitment to
naturalistic stimuli, each quartet of stimulideaeloped from an original extraction from

the corpus. That is, for each verb, 5 sentences were extracted from the COCA where that
verb occurred with a DO continuation and 5 sentences were extracted where that verb
occurred with an SC continuation. Thsulted in 60 original corpus extractions which
served as the baseline for each of the 60 quartets of stimuli such as seen in edamples (5)
(8) above(p. 76. In that quartet, example (1) was extracted directly from the COCA.
Because proper noun subjeatsenfound to beverwhelminglyhe most common subject

form among these verbs in both languagesirring 42% (1656/3901pf the time with

all tokens from Chapter @&cross languagea)l subjects in the stimuli were changed to
common U.S. American givnames (unless, in the case of the example, the subject was
already a fairly common nant&jch presentation of a particular verb contained a different
subject and postrbal noun. All posterbal nouns were highly plausible as direct objects

of the vebs they followedRarticipants were exposed to all conditions an equal number of
times, but only saw each sentence frame in one of the conditions. Experimental materials
were constructed in such a way that the syraackiguity could only be resolved mvhe
readers saw the text following the esbal NP (e.g§ w a r 6twhh eeiin thet ekaendles

above). Thisegion is emboldened in Conditions 1 through 4 above and will be referred to
here as the disambiguating region.

For presentation to participansémui were counterbalanced across &mparate lists
of 60 sentences each, such that in each listcippattsaw each verb repeateditiiines in
each of its two possible conditiomsie condition where bias and continuation were
congruent and oneondition where they were incongruestimuli were furthermore
distributed in such a way that all lists were sure to include both original corpus extractions
and experimentereated sentencéscomplete listing of all experimental stimuli, including
indructions, practice sentences and fillers, is included in Appendix I.

Each of the four stimuli lists included a total @3 fillers or distractor sentences in
addition to the critical experimental conditions. These fillers were the same acroAs all lists.
portion of the fillers (n63 were direct extractions from the corpus which were modified
only to have similarly common American given names as subjects, as was done for the
experimental stimuli. This was doneré&ate a more naturalistic reading sottteoughout
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the experiment, as compared with other psycholinguistic studies (including those in Chapter
2 of this dissertation) which use experimendated stimuli from other experiments as the
fillers or distractors for a given experiment. Thesensestincluded verbs which had no

bias or werdEQUI bias in English as well as in their Spanish translation equivalents:
announced, considered, demanded, determined, estimiptedjdt#Baciedf these verbs

was repeated in 10 different ffillentences to match the number of times verbs were
repeated in the experimental stimuli. The sentences in which these verbs were embedded
included 3 sentence complement constructions with an thextomplementizef9), 2

direct object constructionsitiv some additional intervening matefl), 2 sentences
containingthe verbs in adverbial adjuncts (11), 1 sentenceiuasghe complementizer

(12), 1 sentence wigetm infinitival complement (13), 2 sentences using the verb in passive
voice (14) anfi2 sentences containoigject relative claus@ds):

(9) Gregory estimated that the changes would cause housing prices to drop.

(10) Hillary demandexch unconditional apology for the November attack.

(11)Adam, when informed about the test, decidedthairaw his application.

(12)Justin determined if any of the manuals contained a sample of children with
disabilities.

(13) Christine demanded to know everything her boyfriend had lied about.

(14)Karen demonstrated a financial model that was estinititedt the influence of
additional factors.

(15)Michelle bought the clotkat announced the hour with a loud buzzing sound.

Because an initial pilot with a naive participant who was not trained in linguistics or
psycholinguistic experimentation reage#that the participant noticed the repetition of the
experiment al verbs in what he described ac
were added to the final version of the experiment as presented to the participants included
in this study. The added fillers wemselected from among the fillers from the experiments
in Chapter 2 of this dissertation, but again altered so that all subjects were common
American given names. They includeg 9 sentences containing subject relative clauses
withther el ati ve pronoun O0thatoé, and 36 sentenc
clauses lacking relative pronouns but requiring dithéigh or {8 low attachment based
on gender information in the subject and obkatlowing the addition of dése fillers,
when participants were debriefed following the experiment they generally noted the varying
high and low attachment of relative clauses such as in examples (17) and (18) below.

(16 The tattoos that Dominic displayed were as ugly as ti@ypeo

°Thi s part iecenopircindedisthecaatyses presented here.
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(17 Liam welcomed the brother of the nun who always walked with a cane after
injuring his leg.
(18)Britney laughed at the grandfather of the girl who had a torn skirt.

The predictions for this expeent are as follows. If the highly profitie2 speakers
in this study use verb bias information from their L2 during processing, it is predicted that
sentences containing continuations <consi st
faster than those with inconsistent continuations i@atriégins. That is, sentences with
DO biasverbs (5 and 6) shoytdse difficulty for participants at the disambiguating region
only in (6), the condition which contains an inconsistency between verb bias and sentence
coniinuation. For sentences with 9&s verbs, as in examples (7 and 8), participants should
encounter difficulty at the disambiguating region only in (7), due to the inconsistency
between verb bias and sentence continuation. Because in (8) verb bias and sentence
continuation are consisteparticipants are not expected to show processing difficulties.

This would result in a graph of reading times similar to that shown in Rduew(p.
81). This pattern was observed in both the monolingual and US bilingual participants in the
previais eydracking study, Experimehin Chaptel of this dissertation.

If participants are using universal strategies and are not sensitive to usage frequency
information, as proposed by syrfiest accounts of processing, participants would treat (5)
and(7) the same and read them faster than sentences (6) and (8) because of their simpler,
DO. This would result in a graph of reading times similar to that shown in Bidnalew
A similar pattern was observed in the Spain bilingual participants imé&nx@eChapte@
of this dissertation.

An important third hypothesis which has not been instantiated in previous work on
second language processing is the L1 transfer hypothesis. To investigate this hypothesis, all
experimental sentences in this studye veeeated such that the Spanish translation
equivalents of all verbs were S8ICEQUI bias. Thus, witlthe access of L1 verb bias
information during L2 sentence processing, (5) and (7) should be difficult for participants to
process because the continmaBo do not match the verb bi;
translation equivalent. In contrast, (6) and (8) should be easy to process because the sentence
continuation matches the expectations indicated by the Spanish verb bias. This would result
in a graph of \ing times similar to that shown in Figesdoelow.



Figure4-3 Hypothetical results if2 lexical informatiowere used

DO verb + NP ‘ DO verb + clause SCverh + NP ‘ SCverb + clause

(different bias in the two languages) (same bias in both languages)

Figured4-4 Hypothetical resulté a syntaxirst approach to processing were used

DO verb + NP DO verb + clause SCverb + NP SCverb + clause

(different bias in the two languages) (same bias in both languages)

Figure4-5 Hypothetical results if information were transferred fromlthe L

DO verb + NP DO verb + clause SCverb + NP SCverb + clause

(different bias in the two languages) (same bias in both languages)
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Procedure

Participantsdd reading data topeouatedewl | ect €
trackers. Participants were seated in front of a PC computer in-atssurated roon
chin rest was used to stabilize their head movefaeyswere informed that for each trial,
they would see a sentence on the screen which hadKkesefrom a newspaper, book or
magazine which they should read naturally
newspaperdé in order to answer a simple que
were presented on a single line of ®aime fillers extended onto a second line. When
participants were finished reading each sentence, they were instructed to press a button on a
game controller to trigger the presentation of a comprehension question following each
sentence. They then usealtfpame controller to answer the question: a press of the left rear
button indicated a O6yesd answer, a press
beginning the actual experiment, participants were ggven practice sentences to
familiarize tBm with the task. This served to ensure proper calibration of -theckse
while also giving participants the opportunity to ask clarification questions and be sure they
understood the procedure.

RESULTS AND DISCUSSION

The analysis presented here waglli$on two measurements on each region of analysis:
gaze duration (also called first pass duratmmhjotakime Gaze duration is definedthe
sum of all lefto-right eydixations on the critical region before ez the first time it is
read.Total time is defined &éme the sum of all fixation durations on the critical region at
any time, including all-readingThese measures were chosen to evaluate botfgazaely
and late(total times)processes (Clifton, Staub, Rayner, 2007; Rayn&g98; Rayner,
Sereno, Morris, Schmauder, & Clifton, 1989). The analysesndered on the word that
represents the disambiguating region: word 5 in bold in exanp(83% §€bpvép. 7§. This
is the word that immediately follows the ambiguous pbuase. It is called the
disambiguating region because it represents the first point in the sentence in which
participants are able to verify whether the preceding noun phrase is intended as a direct
object of the preceding verb or as the subject of adsudted sentence complement
clause.

A two-way repeated measure analysis of variance (ANOVA) was conducted on all data
from all groups to evaluate the effect of verb bias and continuation type on each of the
extracted reading measures. Verb bias (dinect DO) versus sentential complement
(SC)) and continuation typ®(nphrasecontinuatiorversuslause continuation) were the
within-subjects factors. Group (monolingual, US bilingual and Spain bikvagighe
betweersubjects factomo ensurghatparticipantsvere payingttention to andnderstood
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the stimuli, the proportions of correct responses to the comprehension questions were also
calculated. Mean accuracy on these is given inffhbleabove wunder 0 Comp
quesibn accurac{?o) (p. 795. Because overall accuracy was extremely high across groups,
reading measures for both correctly iandrrectly respord stimuli were included in all
analyseslT'his somewhat unconventional approach was taken béwaussults were the

same as whencorrectresponses were excluded, but inclusion of these items added power.

Analysis of all trials

The average times for all trials for the analyzed reading measures are presented by group
in Figure<l-6, 47 and 48 below.

Figure4-6 Monolingual reading times for all trials
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The preliminaranalysis yielded an unpredicted result. Repeated measures ANOVAs on all
reading measures revealed no significant effect of bia&,(Gz&¥®=0.004=0.948; total

time: F,(1,95)=3.165p=0.078), no significant interaction between bias and contilfuation

but a significant main effect of continuation (gaZ£&;96)=8.572p=0.004; total time:
F.(1,95)=22.55(@<0.001). The main effect of continuation was such thignses having

10A full ANOVA tablethatincludes thé- andpvalues for each of the interactions (all not significant) in this
model is presented in Appendix J.
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SC completions (gaze: m=201.34 ms; total time: m=374.48 ms) were read faster on average
at the disambiguating region than sentences have DO completions (gaze: m=225.75 ms;
total time: m=443.68 ms). Such a pattern would point to the Llertrappbthesis in

bilingual groups, but the initial ANOVA showed no group interactions which would indicate
that the monolingual group (who have no L1 to transfer) were employing a different pattern.
A subsequent repeated measures ANOVA of the monolimguplanly confirmed this.

No main effect of bias was found among this group in B#¥633)=0.858p=0.361,

although a significant effect was observed in totaRjfh&3)=4.27(0;=0.047, but a main

effect of continuation was found in both g&%€l33)=4.135p=0.050, and total time,
F.(1,33)=4.722p=0.037. There was also no significant interaction between bias and
continuation in either ga#g(1,33)=0.0063=0.941, or total timé;,(1,33)=0.0055=0.42.

Figured4-7 USBIlingual reading times for all trials
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Such a strong and consistent effect of continuation across groups and conditions might
point to some aspect of the stimuli which would make sentence complement continuations
in these materialadter to process despite being a syntactically more complex and globally
less common structure. To address this concern, a series of lexical properties of the
disambiguating word were examined.
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Figure4-8 SmainBilingual reading times for all trials
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Lexical characteristics of the disambiguating word

Using data from the English Lexicon Project (ELP, Balota et al., 2007), the following
lexical properties were determined for each of the eleven words wiearechms
disambiguating words in the stimuli list: word length, log frequency of the word in the ELP,
orthographic neighborhood density, phonological neighborhood density, bigram count,
number of phonemes, number of syllables, mean reaction times omaeaDBccuracy
on a LDT, mean reaction times on a word naming task and mean accuracy on a word
naming task. In addition to the ELP characteristics, the frequency with which each word
appeared through the entire stimuli set and for each presentatidivililstally were also
calculated. Properties of the individual words can be foulgpéndix K All of the
disambiguating words were fomgnates in English and Spanistests were conducted to
compare averages for each of these lexical propertiesn@@vesmd SC completions.
Those averages and the results of-tisd are shown in Taldk2 below.
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Table 4-2 Comparisons of lexical properties of disambiguating words in DO and SC
continuations

condition N Mean (SD) T df p
word length SC| 6 45 (1.22
DO| 5 4(1.22 0.674 9 0.517
ELP Log Frequency |SC|6| 13.53(0.71
DO|5| 13.24 (1.05 0.554 9 0.593]
Overall occurences |SC|6 20 (17.84
DO| 5 23.8 (40.1 0.21 9 0.838|
Occurences - Filel |SC|6 5.3 (5.01
DO| 5 5.6 (8.26 0.066 9 0.949
Occurences - File2 [SC|6 4.83 (4.22
DO| 5 6 (11.20 0.238 9 0.817
Occurences - File3 [SC| 6 5.5 (4.89
DO| 5 5.8 (8.7 0.072 9 0.944]
Occurences - File4 |SC|6 4.83 (4.22
DO| 5 6(11.2 0.238 9 0.817
Orthographic Neighborhoo{SC| 6 9.83 (8.42
DO| 5 6.6 (5.86 0.722 9 0.489
Phonological Neighborhoo|SC| 6 25(12.13
DO| 5 10 (9.72 2.227 9 0.053
Bigram Sum SC| 6 2142 (454
DO|5| 4009 (1075 3.889 9 0.004
# of phonemes SC| 6 3(0
DO| 5 3.6 (0.89 1.622 9 0.131
# of syllables SC| 6 1(
DO| 5 1.2 (045 1.108 9 0.297
LDT - Mean RT SC| 6]|615.43 (22.36)
DO| 5[621.99 (33.01) 0.393 9 0.704]
LDT - Mean Accuracy |SC|6| 0.975 (0.02
DO| 5 0.96 (0.05 0.749 9 0.473
Naming - Mean RT  [SC| 6(614.51 (73.76)
DO| 5[596.10 (27.42) 0.525 9 0.612
Naming - Mean Accuracy|SC| 6 0.99 (0.02
DO| 5 0.99 (0.02 0.239 9 0.816|

Only two lexical properties were found to be significantly different across the two
continuations in this study: phonological neighborhood density and bigram count.
Phonological neighborhood density is defined as the number ofthabeds formed by
changing aingle phoneme in the target word while maintaining the identity and position of
the other phonemes (Balota et al., 2007). In the case of phonological neighborhood density,
SC disambiguators (m=25) had significantly denser phonological neighborhoosdgen ave
than DO disambiguators (m=10). But while some evidence finds that words with denser
phonological neighborhoods are recognized and named more quickly (e.g. Yates et al., 2004;
Yates, 2005), other evidence suggests that, in isolation, at least, tivod#siser
phonological neighborhoods are recognized more slowly teanitio lesser density (e.g.
Chin, Vaid, Boas & Bortfel@D1).

The significant difference in bigram count presents similar doubts. A bigram is a
sequence of two letters. Bigramuewy is defined as the sum of the frequencies of all of
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the bigrams in a given word, e.g. for CAT, the frequency of the bigram CA plus the
frequency of the bigram AT (Balota et al., 2007). The SC disambiguators (m=2141) have
significantly less frequengit@ms on average than the DO disambiguators (m=4009) used in
the stimuli for this study. As with phonological neighborhood density, it is not yet well
understood what facilitative (or not) role bigrams play in word recognition and processing
(e.g. Conrad;arreiras, Tamm & Jacobs, 2009). Therefore, while the disambiguating words in
the stimuli for this study are not perfectly matched on all of their lexical properties (a side
effect of the effort to use naturalistic stimuli extracted from corpora, ratherdhted

solely with this experimental manipulation in mind), the diffethatesist do not predict

the results either.

Analysis of the first trial only

Another consideration lies in the frequent repetitions of the verbs and structures in this
study. Although each sentence thaparticipant saw was wholly unique to that participant,
recall that the verbs used in the study were repeated 10 times each, with five repetitions
occurring in DO continuations and five repetitions occurring in SC contsu&on
continuations, which are the syntactically more complex completion of the two, are also less
frequent overall in both English and Spanish (Chapter 3 of this dissertation). Syntactic
priming (also called structural priming or syntactic persistentsdinésl as both the
tendency of a speaker to repeat a syntactic structure they have processed (Bock, 1986;
Pickering & Branigan, 1998) or to process more quickly a structure which is similar to one
reently processed (Branigan, Pickering, Stewart, & MAG£®; Pickering Garrod,

2004). Syntactic priming effects persist across modalities, written and spoken, for language
that is both comprehended and produ@&stK, Dell, Chang & Onishi, 200%ignificant

evidence in first and second language prage®search indicates that while syntactic
priming happens for all manner of linguistic structures, the effects of priming are generally
observed to be much stronger for less frequent structures (e.g. Bernolet & Hartsuiker, 2010;
Ferreira, 2003; Jaeggern$d&r,2007 or more complex structures (e.g. McDono2gb6
Behney2009§. This priming effect provides an explanation for the unpredicted facilitation

of SC observed in the analysis of all trials.

To better test whether syntactic priming does, inaeabunt for the results of the
previous analysis, a second analysis was conductedackomparticipant, the first
presentation of each verb in each of its two possible conditions was extracted. The average
reading times for first trials only are depibyedroup in Figure$9, 410, and 4.1 below.

This reduced data set was then submitted to the saiwaywepeated measures ANOVA
used above. The ANOVA conducted on gawealed no significant results in any of the



88

comparisons likely due to a largesk in power following the exclusion of a large number
of trials. A repeated measures ANOVA of total time revealed no effect of bias,
F.(1,95)=0148 p=0.701 but did reveal, once again, a main effect of continuation,
F.(1,95)4.164 p=0.044. A neasignficant interaction of continuation and group was also
observedF,(1,95)3.071 p=0.05], indicating that perhaps the groups are not behaving
entirely the same. For this reason, and betteusiaree different predictions do not each
have entirely differemxpected patterns for each conditemliscussion of the trends in
processing patterns will be presented by group in the sections to follow.

Monolinguals

In gaze duration, monolingual participants read DO bias verbs followed by a DO
continuation fastesn average (m=150.59) than when those same verbs were followed by
clause continuations (m=174.15). They read SC bias verbs followed by clause continuations
faster on average (m=131.46) than when those same verbs were followed by DO
continuations (m=141.53)

Figure4-9 Monolingualeading times for first trials only
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11 bias:F,(1,95)=0.469=0.495
bias*groupk,(1,95)=0.47§~0.623
continuationF,(1,95)=0.32Q=0.573
continuation*groud,(1,95)9.697 p=0.500
bias*continuatior¥,(1,95)=0.202=0.654
bias*continuation*group;(1,95)=0.144=0.866
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The pattern is the same in total times. Monolinguals demonstrated faster reading times
on DO bias verbs followed by a DO continuation (m=3)8tan when DO bias verbs
were followed by clause continuations3®4=62 Similarly, sentences with SC bias verbs
followed by clause continuations @88.02 were read faster on average than SC bias verbs
followed by direct objects (1829.58.

These dferences are not statistically significant, but do reveal a trend towards reading
sentences faster when the verboés bias and
reading sentences slower when they are incongruent. This would indicate that these
paricipants are sensitive to verb bias information the first time they read these verbs, but
that the frequent repetition of the verbs in more complex, less frequent SC structures
throughout the course of the experiment speeds up processing of thosesstestilineg
in the faster average reading times of SC structures when all repetitions of the verbs were
included in the original analysis.

US bilinguals

The US bilingual participants show a distinctly different pattern from the monolinguals.
In gaze dutéon, US bilingual participants read DO bias verbs followed by a DO
continuation slower on average (m=276.40) than when those same verbs were followed by
clause (m=250.90). They also read SC bias verbs followed by clause continuations faster on
average (m249.87 than when those same verbs were followed by DO continuations
(m=289.73

Figure4-10US Blingual reading times for first trials only
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The pattern is the same in total times. US bilinguals deatexh$aster reading times
on clause continuations after both DO bias verb89h¥Y and SC bias verbs (682.47
and slower readings on direct object continuations after both DO b&82(@®%=and SC
bias (m557.52 verbs.

Because these reading tinediect only the first trial of each verb in each continuation
type, the repetition effects found in the previous section cannot apply here. This trend would
indicate, then, that US bilinguals may be transferring verb bias information from their L1 to
aidin ambiguity resolution for sentences read in their L

Spain Bilinguals

In gaze duration, the Spain bilinguals still show no clear pattern even after removing the
verb repetitions. DO verbs followed by DO continuations (m=208.38) and followed by SC
contnuations (m=206.62) were read at approximately the same speed. SC verbs followed by
DO continuations (m=195.57) and followed by SC continuations (m=202.03) were also read
at approximately the same speed.

The same is true of their total times, as well. &@Bsvollowed by DO continuations
(m=491.29) and followed by SC continuations (m=503.47) were read at approximately the
same speed. SC verbs followed by SC continuation (m=440.97) were read somewhat faster
than DO continuations (m=483.94). No clear pattan be drawn from the Spain
bilingual sd reading ti mes.

Figure4-11 Span Bilingual reading times for first trials only
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Analysisexcluding returning participants

The previous analyses of the first toalg demonstrated that syntactic persistence of
uncommon, complex structures is, in fact, a strong force in the way that people process
language. Such priming has been proposed to have implications for fluency and alignment
among interlocutors, as wellsasve as a form of implicit learning through which people
learn how meaning is associated with certain syntactic configurations (Chang, Dell, Bock &
Griffin, 2000; Ferreira & Bock, 2007; Torres Cacoullos & Travis, 2011). The analysis of first
trials only sowed that syntactic priming does appear to increase fluency in processing
because the SC continuations were read faster. Alignment, in this context, is irrelevant
because participants are reading these sentences in isolation, without an interléasitor. The
claim about implicit learning could have additional implications for the present study.
Implicit learning is a process that happens independently of conscious efforts to learn, and
produces a tacit knowledge about structure which can be used tcosehy problems
and make decisions, even in novel situations (Reber, 1989). The strong persistence of
syntactic priming effects across many trials and days is consistent with a learning as opposed
to menory effect (Bock & Griffin, 200 Savage, Lievenhi€kston & Tomasello, 2009).

This means that experience with syntactic structures, especially infrequent or dispreferred
ones, can result in learning of those structures, which facilitates processing of those
structures in the future (Chang, Dell, Boc7R0or this reason, the choice was made to
conduct a final analysis which excluded those participants whtohastgosure to the

DO and SCstructures investigated here by virtue of having participated in the previous
study (Chapte).

The averageadingtimes for the first trials of each verb, after excluding individuals who
had participated in the prior studse depicted by group in Figudek2 4-13 and4-14
below. This reduced data set was then submitted to the sawey tvepeated measures
ANOVA usedin the previous analyseehe ANOVA conducted on gazevealed no
significant main effeéts but did reveal a significant interaction of bias and group,
F,(1,63=4.586p=0.014, which supports that the individual groups are displaying different
patternsA repeated measures ANOVA of total time revealesainoeffects, but reveald
a significaninteraction of continuation and grob1,63=3.625p=0.032 indicatinghat
the groups are not behavimgthe sameananner For this reason, and bese the three
different predictions do not each have entirely different expected patterns for each

12 pbjas:F,(1,63)=0.484=0.489
continuationF,(1,63)=0.045=0.832
bias*continuatior¥,(1,63)=0.899=0.347

13 biasiF,(1,63)=0.024=0.878
continuationF,(1,63)=3.86(J=0.054
bias*continuatior¥;(1,63)=1.756=0.190
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condition, a discussion of the trends in processing patterns will be presented by group in the
sections to follow.

Monolinguals

The analyses of gaze diorafor only those monolinguals who had not participated in
the prior verb bias experiment described in Chapter 2 revealed a similar pattern as was
observed in the previous analysis, but with greater differences. DO bias verbs followed by
direct objectgm=167.00 were read faster than when followed by cléus€98.96xand
SC bias verbs followed by clasesl25.283 were read faster than when followed by direct
objectgym=149.94)

The patterns for total times were also similar. SentencBOwiths vebs followed by
direct object§m=359.46) were read faster than when followed by dfanrgES5.63 and
SC bias verbs followed by clauses285.462) were read faster than when followed by
direct objectém=343.519

This once again indicates that in thrseabe of stronger structural priming effects and
the cumulative effects of implicit learning of these structures, monolingual native speakers
of English use verb bias information to disambiguate temporary direct object/sentence
complement ambiguities.

Figure4-12 Monolinguals reading times for first trials only (excluding returnees)
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US Bilinguals

The trends for the US bilingual group also persisted in this analysis as observed in the
previous analysis all trials, but with greater differences between conditions. US bilingual
participants read DO bias verbs followed by a DO continuation slower on average
(m=259.7) than when those same verbs were followed by claué4(#¥- They also
read SC bias vertmdlowed by clause continuations faster on avera@®8mH$ than when
those same verbs were followed by DO continuatiorZ1&r2y.

The pattern is the same in total times. US bilinguals demonstrated faster reading times
on clause continuations aftetthBO bias verbs (m434.6%and SC bias verbs (466.27
and slower readings on direct object continuations after both DO b&&2(#)=and SC
bias (m648.2% verbs.

Figure4-13 US Bilingualeading timefor first trials only (excluding returnees)
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Spain Bilinguals

The Spain bilinguals start to show a clearer, though still weak, trend when returning
participants were excluded from the averages. In measures of gape ditgettiobject
continuations(m=158.65) were read faster than sentence complement continuations
(m=183.91Wwhen preceded by DO bias veihisect object continuations (m=202.24) were
also read faster than sentence complement continuations (m=212.65) when preceded by SC
biasverbs.
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In total times the pattern still remains unclear. After DO bias verbs, direct object
continuations (m=406.17) were read faster than sentence complement continuations
(m=431.39). After SC bias verbs, however, sentence complement continuations (m=440.413)
wereread faster than direct object completiorsi66.80)%

Though very tentative, the removal of returning participants does point @wards
pattern in gaze duration thabks more like previous findings that-mamersed bilinguals
use universal simplicibeuristics to resolve temporary ambiguities. In total times, that
pattern does not persist. These differences, of course, are not significant, likely due at least
in part to a lack of statistical power.

Figured4-14 Spain Bilinguakading times for first trials only (excluding returnees)
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GENERAL DISCUSSION

The lack of power and statistical significance of the final analysis demands that
conclusions drawn from these data be tentative, but the tendenuiest dmte. When
asking whether bilinguals are able to use the same frdmpsmacycues employed by
monolinguals to resolve temporary ambiguities, the current study does not provide evidence
to support this conclusion, though previous studies show lthgudls are capable of
doing this, at least under certain conditions. This study, however, provides suggestive
evidence that L1 transfer, previously uninstantiated in processing studies of verb bias, may
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be possible when cognate verbs are present. Thelindg®al group favors sentential
complement continuations regardless of English verb bias in this experiment, but it is
important to recall that the translation equivalents of all verbs in this experiment are
sentence complement biased in Spanish. Hgesia that even highly proficient, immersed
learners are susceptible to L1 transfer when cognates are present. The Spain bilinguals show
inconsistent patterns in the analyses presented ledifferences in reading times across
conditions are neitharfe nor consistent enough to draw any strong conclusions from that
data alone.

The differences between the initial analysis of this data, including all trials and the
analysis of only the first presentation of each verb in each condition also hassioggercu
for theories of syntactic priming. The frequent repetition within the experiment of sentence
complement completions without overt complementizers seems to have primed a structure
thatis uncommon (Chapter 3) and syntactically more complex. Fur&erohanly is this
structure syntactically complex and less common overall, but within the experiment it was
repeated as many times with a verb which would disprefer a clausal complement (a DO bias
verb) as it was with a verb that would prefer one (@aSGrerb), which reinforces the
priming effect on uncommon structurdes finding thus confirms results observed in
previous work indicating that cumulative syntactic priming is stronger for less common (e.g.
Bernolet & Hartsuiker, 2010; Feaagei2003;Jaegger & Snider, 2D@hd more complex
syntactic structures (e.g. McDonough, 2006; Behney, 2008). For this reason, the-experiment
internal repetition of sentence complement continuations over time likely facilitated the
processing of these less comntaurctures.

The dfferences between analyses ftimatuded and did not include returning
participants also have implications for theories of implicit learning. Removal of returning
participants revealed patterns what their inclusion had been obscuugly.Maths had
passed between participation in the study from Chapter 2 and the present study, these
participantsd processing of sentence compl
past experience with these structures. This provides fwitearce to support the claim
that syntactic priming is not merely an ephemeral facilitation or alignment strategy, but
rather a form of implicit learning which enables participants to map meaning to structure,
which is especially useful for learning hgwdoess complex structures and rare structures
that participants do not encounter often. This result also provides support fbassdge

theories of grammar whighr opose t hat ogrammar I's the ¢
experience whee2006:ancexamplagr enddelf uBder which every token of
oneds | inguistic experience PROO12000.assi fi ed

The impact that repetition has, even months or years after initial exposure, on the
outcome of this expement draws attention to the need to consider these effects at the
junctures of stimuli development and participant recruitment when conducting
psycholinguistic studies.
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Chapter 5| Conclusion

In this thesis | examined verb bias using production data from SpmhiBimglish
mixedgenre corpora and comprehension data from experimental psycholinguistic studies of
English monolinguals and highly proficient Spa&mglish bilinguals. | investigated the
crosslinguistic tendencies of structural information which asded lexically as verb
subcategorization bias and tested-iatna extrdinguistic factors which contribute the
ability to make use of this information during online sentence comprehension. In the
introduction to this dissertation, | asked severaiaued®Below, | summarize the answer to
those questions and the data provided by this dissertation in support of those answers.

Based on naturalistic data, what are the biases of commonly used Spanish verbs? How do the |
determined from corpus pate @otin those found in previous verb norming studies?

In Chapter 3, | presented corpus studies of verb bias for 188 Spanish verbs and 80
English verbs which showed a very high level ofsttas continuity in the determination
of verb biases based orettive measure. In Study 1 of that chapter, 56% of the Spanish
verbs studied had the same bias in the present data as was determined in a previous norming
study, while only 2% of verbs demonstrated opposite biases in the two studies. The
remaining 42% foverbs had different biases according to the relative measure, but
demonstrated the same tendencies in both studies. In Study 2 of that chapter, 45% of the
English verbs studied had the same bias in the present data as was determined in a previous
normingstudy, while only 10% of verbs demonstrated opposite biases in the two studies.
The remaining 45% of verbs had different biases according to the relative measure used in
this work, but again demonstrated the same tendencies across studies. Thease results,
keeping with previous cressrpora comparisons of English verb bias, indicate a high level
of continuity across studies of verb bias in different dialects, genres, and data collection
methods. They do, however, also point out the need for carefdeimis of the
measures (absolute or relative) which are

The comparison of biases crlisguistically between English and Spanish indicate that
while it is possible for verbs to have different biases in two langusgésni the case that
verbs which share meaning often share a tendency to favor the same types of structures
(44% of the time in the comparison conducted in Chapter 3). That semantic meaning
apparently plays a role in determining structural preferiemtes reinforces the
importance of considering verb sense when conducting corpus and psycholinguistic studies
of verb bias.

What linguistic factesscca ur wi t h t he selection of a ver
English?

In Chapter 3,hite multivariate analysis of linguistic factomsccorring with sentence
complements irSpanishfinds thatexpressed subjecisdividual human subjects, the
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presenceof an indirect object, anderbs used to express utterances favor sentence
complement aopletionswhile collective subjectnd sensory verbs-oocur withdirect

object completian In English, the same analysis again finds that individual subjects favor
sentence complements while groups disfavor, dreinthatthe presence dan irdirect
objectfavors sentence complement completlarcontrast with Spanish, English utterative

verbs slightly disfavor sentence complement continuations as Bhelasgnificance of

these factors supports ushgeed theories of grammar by providing straasgable

evidence of constructions which can serve as aids to acquisition of verb meanings and cues
to processing.

Can bilinguals use probabilistic cues (i.e., verb bias information) specific to the L2 to parse sent
L2?

In response to this queEm, | presented evidence in Chapter 2, Experiments 1 and 2,
which demonstrates that highly proficient second language learners with a long history of
immersion in their second language are able to use English verb bias information as a cue to
parsing temorary ambiguities in English. The US bilingual groups, who averaged
approximately 6 years in an Engligaking country in Experiment 1 and approximately 5
years in Experiment 2, showed sensitivity to English verb bias information which was
evidenced, trcally, by the facilitation of processing of the more complex sentence
complement structures when preceded by a verb which had a sentence complement bias as
compared to verbs which had direct object biases. This effect was observed in total time
only, dater measure, which is a later effect than is generally observed in monolingual groups
here and elsewhere, but the relatively slower processing by speakers in their L2 (a more
laborious task) does not reject the hypothesis that second language learners us
fundamentally similar processes in both their first and second languages.

If it is the case that L2 speakers do not demonstrate strategies like native speakers of the targe
it because they transfer verb information from the l1fPdbsésrXtiaghen more readily when L2
speakers are processing cognates?

This dissertation provides some evidence that L1 transfer of probabilistic processing
cues can occur. In three cases throughout this dissertation | present examples of L2 speakers
who do not demonstrate natilee processing strategies in their target language. In
Chapters 2 and 4, the Spain bilingual groups fail to parse ambiguities like native speakers,
instead seeming to favor syntactic simplicity heuristics to aid proce€3iagien 4, the
US bilingual group also showed -nativelike parsing routines. In the case of the Spain
bilinguals, there is no evidence of transfer, which is discussed in more defail1@jow

To better understand the role of cognates in the fusd @ransfer in bilingual
processing, the findings of the experimental work presented in Chapters 2 and 4 merit closer
attention. On the surface, they seem, perhaps, contradictory. Participants in the two groups
were recruited from the same populatiorteeatame universities. They match closely on
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several different measures of language proficiency. The processing patterns of the
monolingual English speakers and the-imomersed, Spain bilinguals seem consistent
across the studies in both chapters. Andnythe pilot experiment in Chapter 2, the highly
proficient, immersed US bilinguals show nbkiggorocessing strategies using English L2

verb bias information. The equivalent group in the second experiment, in Chapter 4, shows a
clear L1 transfer stiegy, instead. One potential explanation for the difference in these
groups is that they are not, in fact, well matched on measures of proficiency. While not all of
the measures of proficiency were used for all groups, the LHQ document used in all three
experiments was exactly the same. Additionally, Chapters 2 and 4 used the same English
(MTELP) and Spanish (DELE) grammar tests and the same 30 pictures for the English
portion of the BNT picture naming tasks. So as to better understand the implictiteons of
results across these two studies, awageANOVA was conducted on each of the
proficiency measures comparing the two US bilingual fyrigppilot bilingual group

from Chapter 2, Experiment 2 (n=23) and the group from the second experiment, in
Chapter4, excluding the returnees from phlet experimen{n=17). The results of that
comparison are shown in Table 5.1 below.

Table 51 Sideby-side comparison of USiliBgual groups from the pilot and second
experiments

Chapter 2 - Pilot experimentChapter 4 - Second experimept ANOVA
Mean (SD) Mean (SD) F
n 23 17

males 12 4 -
age 28.6(5.9) 26.6(6.7) F(1,38)=1.020p=0.319
Years in a English-speaking countny 4.9(3.8) 3.6(5.2) F(1,38)=0.895, p=0.35
English Age of Acquisition 8.7(3.7) 8.7(6.4) F(1,38)=0.002, p=0.96!
English Age of Fluency 18.9(6.6) 14.8(8.1) F(1,38)=3.078, p=0.08
Self-rating - Proficiency 7.4(1.3) 7.9(1.1) F(1,38)=1.863, p=0.18
Self-rating - Understanding 8.0(1.1) 8.2(1.0) F(1,38)=0.286, p=0.59
Self-rating - Reading 8.3(1.0) 7.9(0.9) F(1,38)=1.910, p=0.17
% current L1 exposure 45.4(16.3) 46.6(23.8) F(1,38)=0.033, p=0.85
% current L2 exposure 51.4(20.2) 57.8(22.8) F(1,38)=0.880, p=0.354
% of time participant would choose
readin L1 43.2(22.9) 35.6(27.3) F(1,38)=0.923, p=0.34.
% of time participant would choose
read in L2 51.4(24.5) 67.4(20.9) F(1,38)=4.245, p=0.04§
% of time participant would choose
speak L1 with person fluentin both 66.9(25.2) 63.5(28.3) F(1,38)=0.154, p=0.69
% of time participant would choose
speak L2 with person fluent in both 31.2(25.2) 40.0(30.5) F(1,38)=1.004, p=0.32
How often are you rated as non-
native? (0-10, never-always) 8.4(2.9) 6.4(3.2) F(1,38)=4.055, p=0.05
MTELP score (out of 50) 37.2(7.2) 33.6(8.8) F(1,38)=1.944, p=0.17.
DELE score (out of 50) 44.0(4.5) 40.8(3.5) F(1,38)=5.736, p=0.022
English BNT score (out of 30) 20.2(3.4) 15.4(3.3) F(1,38)=16.603, p<0.00

§The difference in means between the two groups is significant at a level of 0.05
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The analyses indicate that pidiats are, in fact, differ in some of their linguistic
abilities, though perhaps the dimensions on which they differ are not crucial for the current
study. Three measures showed significant differences between the two US bilingual groups.
Those were: thpercentage of time the participant would choose to read in the L2 (if the
text were translated from a third, unknown language), the DELE Spanish grammar test
score and the English picture naming score. It should be noted that both groups were highly
on these last two measures, especially in the case of the DELE, where both groups
performed at a rate of 80% accuracy or better. As regards the first, while the percentage of
time the participant would choose to read in the L2 is different between the twg) gample
significance is marginal (p=0.046), and the corresponding percentage of time the participant
would choose to read in the L1 is not significantly different. For this reason, it may not be of
great relevance when considering the larger contexteottmegarisons. The other two
factors are not as easily disregarded. A significant difference in BNT scores would indicate,
in this case, that the participants in the second experiment had a lower average proficiency in
English when compared with the pgtiats in the pilot experiment. However, the MTELP
scores, another objective measure of L2 proficiency, were not significantly different between
groups. This measure is arguably the most relevant for this study because the participants
were reading compleentences in English, and the MTELP, as an English grammar test,
measures their comprehension skills as relates to a formal register of written English. The
subjective, sethting measures of L2 proficiency were not different across groups, either. |
interpret this to mean that the two groups are similar enough to draw comparisons across
studies. Similarly, the significant difference in DELE scores might indicate that the
participants in the second experiment also had lower average proficiency iwlSpanish
compared with the participants in the pilot. When considering this result in light of the
significant difference in choice to read in the L2, which indicates that the bilinguals in the
second experiment feel far more comfortable reading in theid $@ognage than the
bilinguals in the pilot experiment, it is difficult to conclude that these differences account for
the differences in processing strategies seen in the two studies. The English BNT scores
alone might indicate that the bilinguals is¢itend experiment are less proficient, and thus
more susceptible to L1 transfer effects than their slightly more proficient counterparts in the
pilot study, but their lower DELE scores and relative preference for reading in their L2
would seem to make thegwotential candidates for L1 attrition, which would presumably
counteract the likelihood of L1 transfer. Having found no sufficient explanation among
language proficiency and immersion traits of the two samples which would account for the
difference in sategies between the two studies, | condadeewhamore confidently,
though still cautiously, that the differences in the materials of the experiments, rather than
the participants, provide the answer.

The materials in the second experiment in Chaptentdined exclusively cognate
verbs, while the materials in the Chapter 2 pilot experiment contained an unbalanced mix of
cognate verbs and noognate verbs which was not controlled across conditions. In
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Chapter 4, each verb was repeated an equal mntibees in each of its two possible
conditions. In Chapter 2, verbs were repeated unequal numbers of times, though each verb
occurred with equal frequency in each of the two possible syntactic frames. For this reason,
while it is hard to determine theerof cognates in the pilot study, it is clear that the shared
ment al representation of cognates i s pl a\y
processing strategies in the second study. Taken together, these results suggest that highly
proficient secahlanguage learners are able to nearly approximate native processing routines
when processing in their L2, but that, by virtue of their bilingualism and the existence of
cognates in their two languages, transfer of L1 cues may never be completelylavoidable

fact, it is important to remember: the fundamental mechanisms by which bilinguals process
language in their first and second languages are the same, and are the same which are usec
by monolinguals, as well. That being said, the presence of mugitifsigda within the same
processing system and the relative slowness-atdaieed L2 processing when compared

with adult L1 processing make it inapt to set monolinguatliteness as the bar by which
bilinguals are measured (see Dekydtspotter, Rgprause, 2006, for a more detailed
argument in favor dhis proposal).

In the case of the US bilingual group in Chapter 4, the pattern of processing is best
explained by a transfer of L1 verb bias information to aid in the parsing of temporary
ambiguitie in the L2. Because the US bilingual groups in both chapters are closely matched
in terms of age, immersion experience, and subjective and objective measures of language
proficiency, the differences in the stimuli between the two studies best exjldiesetite
processing strategies shown in the two experiments. Unfortunately, other aspects of the
stimuli preparatidn namely frequent repetition of vérbsbscure and weaken the effect of
L1 transfer by the US bilinguals observed in Chapter 4. Thehé$odéssertation presents
tentative evidence that the presence of cognates, which share form and meaning in a
bilingual ds two | anguages, encourages the
structural preferences, during online processing.

An important question remains as to why neither sample of Spain bilinguals shows any
evidence of L1 transfer while the US bilinguals do. On this point there is some debate. Most
recently, within the field there is a call for a dialing back of the Lértstoisf, which is
said to be ovempplied to second language acquisition and processing research (Dussias,
Dietrich & Villegas, to appear; Clahsen, personal communication). Though early work found
repeated evidence of transfer (e.g., Gass, 1987; Harl®@o;, Heilenman & McDonald,

1993; Hernandez, Bates, & Avila, 1994, Liu, Bates, & Li, 1992; McDonald, 1987; McDonald
& Heilenman, 1991; Sasaki, 1994; Wulfeck, Juarez, Bates, & Kilborn, 1986), more recent
work has shown that the effects of L1 transfemerd@ulated either by L2 proficiency
(FrenckMestre, 1999; Dussias, 2001; Su, 2001) and/or L2 immersion experienee (Frenck
Mestre, 2002Vitzel et al., 2012), as well as the structural similarities of the L1 and the L2
(Foucart & Frenckestre, 2011). Inuch of the previous work, however, proficiency and
experience are confounded, or the conclusions about the role of immersiposttroe
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based on reviews of multiple studies (e.g. Fkéestke, 2002) rather than on the test
predictions of a study $uas was conducted in this dissertation. In the present dissertation,
the Spain bilingual groups both eyeracking experiments have had significantly less
immersion experience in their L2 than their US bilingual counterparts. On measures of
proficiencyjn Chapter 2 the Spain bilinguals score lower on the MTELP English grammar
test as well as the BNT English picture naming task, but in Chapter 4 they are better
matched, and only score lower on the picture naming task when compared with their US
bilingualcounterparts. Though not perfectly addressed, the confound of proficiency and
immersion experience is unproblematic in the present work because previous work which
touts the role of these two factors in L1 transfer would predict that the less immersed and
the less proficient group would show transfer where the higher proficiency, immersed group
should not. This is the opposite of what happens here. In this dissertation, only the
immersed group can use lexically encoded frequency information, sometithesLfZom
sometimes transferred from the L1, while the group with less immersion experience seems
only to use simplicity heuristics. There may be several explanations for this.

First, the optional complementizer in sentence complement structure isveaityeaitio
English. qguén iSyp arné ggthi,r @&d as a compl ementi zer
is some evidence that bilinguals can only make use of L1 transfer when the structures in the
L2 are very similar to those found in the L1. In the workrgessin the dissertation, the
temporary ambiguity in question is one whi
previous research on grammatical gender in bilinguals, Sabourin and Stowe (2008) only find
nativelike processing patterns forrgraatical gender in bilinguals whose L1 had a similar
structure as their L2. This presumably indicates that transfer only plays a role when systems
are lexically and structurally similar. Still, subsequent work has found that when grammatical
feature systesnare different crodimguistically(e.g., Foucart & Frendkestre, 2011) or
when the grammatical features in question do not exist in the L1 (e.gDdRidos,

Vergara, Barber, & Carreira810;Gillon-Dowens, Guo, Guo, Barber, & Carreiras, 2011;
Foucart & FrenciMestre, 2012), highly proficient L2 speakers can show sensitivity to these
features which are very similar to the effects associated with native speaker processing. In
the case of verb bias, highly proficient KeEaaglish bilinguals immexdin English at the

time of testing have been shown to demonstrate sensitivity to L2 English verb bias
information during processing, despite the fact that Korean V2 word order renders verb bias
useless because the structures are different in the L12indd a cue to prediction during
processing. It may be that the lack of immersion experience of the Spain bilinguals makes
them unable to recruit usdzpesed cues to processing becaustrtiturabmbiguity in the

stimuli for these experiments is nat iictheir dominant, native language.

A second explanation for the lack of L1 transfer in the Spain bilingual groups may come
from research that contends that L1 and L2 processing are fundamdetaiht (hf.g.

Clahsen & Felse200@®; Marinis, Robertd-elser, & Clahsg2005). Clahsen and Felser
(200®) propose the Shallow Structure Hypothesis, which argues that late second language
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learners have less detailed representations on which to base their parsing decision in their
second language the chitdl adult native speakers of that language. A central component
of the Shallow Structure Hypothesis is that L1 transfer is not as relevant to online processing
as has been claimed in previous work. They point out that much of the evidence of L1
transfer coras from offline tasks such as questionnaires or production priming experiments,
or from tasks which demonstrate transfer of phonological, orthographic,-ferigdand
lexicasemantic information (Frenblestre & Pynte, 1997; Hernandez et al., 200BnMar
& Spivey, 2003; Schuetz & Eberhard, 2004; Tan et al., 2003). The transépeacifit.1
syntactic processing preferences, which would include such cues as the verb bias information
tested in the current dissertation, is not well instantiated ini¢hei(Clahsen & Felser,
200®:7), and has only been shown in one study of relative clause attachment (Frenck
Mestre, 1999). In other workonAoro c al dependencies, such as
of wh- movement, no evidence of transfer was foumdinid and colleagues (2005) found
that native speakers of languages with (German, Greek) and without (Chinese, Japanese)
overt wh movement demonstrated the same processing patterns when processing in their
L2 (English). Clahsen and Felser (20@fe tiis as evidence that L1 transfer of processing
routines is not possible. They propose, instead, that L2 processing places higher demands on
cognitive resources than native language processing, and for this reason L2 parsers rely on
simplicity heuristics g&ave resources (Clahsen & Felserb&)06

A second study of whmovement using the same structures as Marinis et al. (2005)
found that second language learners with extensive immersion experigrar®n
average) were able to process long distaperd@acies in natlige ways (Platsiakis &
Marinis, 2013). In light of the most recent findings, it seems to be increasingly the case that
the strong version of the Shallow Structures Hypothesis may not apply (i.e. L2ers can never
gain access to fhgganed structural information from their L1 or their L2) because there is
evidence that natihie processing routines can be achieved. However, under a weaker
version of the hypothesis, L2 parsers initially rely on syntactic simplicity universals to
conseve cognitive resources, but once L2 speakers have had more naturalistic exposure to
their second language in the form of immersion experience the demand on cognitive
resources during L2 processing is lessened. At that point, second language ledeners are ab
to bring other sources of information into the parsing processing, including information
from the L1. Thus, shallow structures are supplemented by more detailed representations
through longerm immersion. This would explain why the Spain bilinguaisesea
experiments are unable to recruit structural frequency information of any kind in order to
parse direct object/sentence complement ambiguities. They have simply not had enough
immersion experience to do so.
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If it is the case that L2 speakersistoadersimilar processing patterns as L1 speakers, is proficiency
immersion experience the relevant factor in demonstrating those patterns?

This dissertation provides evidence that immersion is a powerful force in developing
nativelike processing rdoes in a second language. Across all bilingual groups in Chapters
2 and 4, subjective and objective measures of second language proficiency in a variety of
skills were kept relatively constant. The key difference between the US and Spain groups
(and, in &ct, between the bilinguals and monolinguals, by extension) was the length of time
those groups had been immersed in English at the time of participating in these experiments.
While the Spain groups had little to no immersion experience, and were wettainly
immersed in English at the time of their participation, the US groups had, on average,
several years of immersion experience and were immersed at the time of their participation,
also. The stark difference between the sensitivity to detailed ptmbadtilicture
information shown by the US bilingual groups and the shallower reliance on simplicity
heuristics by the Spain bilingual groups thus shows that linguistic experience itself, and not
simply language proficiency on any one measure, is adkag faaching nativéke levels
of processing efficiency.

The questions answered by this dissertation breed several others. Future research would do
well to consider more carefully the nature of immersion experience and to find better ways
to measuremimersion and proficiency as points on the same scale. Despite careful attempts
to avoid it, the proficiency of the immersed andimomersed groups in this dissertation

was not perfectly matched and, in trtitht would have been very hard to do. Andveati

|l i ke processing routines could arguably be
language, one which apparently can only be achieved through years of immersion
experience. Furthermore, my own anecdotal knowledge of these participant il$at th
bilingual groups are immersed in English in the sense that they live in aisgeaddish

country and attend an American, Engdgaking university, but many of them live with
spouses and children who are Spapebking and have created localakmetworks
comprised largely of immigrants like themselves. Though their contact with written and
formal language at work and in school takes place largely in English, they still spend much of
their time in contact with Spanish at home and in the catymithis begs many questions

about what constitutes immersion, how we measure that immersion on a gradient, and
whether, perhaps, processing routines for spoken language and written language, or formal
versus informal registers, might also be different.

That being said, putting together corpus data and experimental psycholinguistic results in
the present dissertation, we find strong evidence that gfamimeln includes our mental
representations of verbs and the processing routines we develop basetl on tha
informatiorii is usagdéased and as such always open to adjustments as experience and
exposure to a language or languages changes over time. This dissertation provides strong
evidence that second language learners are capable of recruitiigenstréegies,



104

including sensitivity to probabilistic cues to structural preferences, to aid during online
processing of their second language. This furthermore provides evidence that language
acquisition and processing in a second language is not fundaniéertatiy fdom those
processes in oneds native | anguage, even w
The evidence of L1 transfer by immersed bilinguals processing cognate verbs in their second
language demonstrates that even second langusays kgathe highest levels of proficiency

have access to information and cues from their native language, which they recruit (or
succumb to) when shared representations facilitate access to that information. That native
like strategies were not observedlli bilingual groups in the experiments presented herein,
despite extremely high levels of proficiency among all groups, shows that proficiency as
measured by traditional classroom and experimental measures is not sufficient for the
development of nativike strategies. Experience with and naturalistic, contextual exposure
to oneds second | anguage i s |alikenesssizthent i al
automatic processes associated with sentence parsing. This also provides evidence that L1
transfeiis not always the crutch on which learners in the early phases lean. Rather, simplicity
heuristics serve an important function in the processing of complex sentences for less
exposed learners of a language, but the use of those heuristics for precassiag i
permanent state for learners. It should instead be thought of as a developmental phase in
learning.

The results reported in this dissertation represent the first step in incorporating
naturalistic corpus data as an integral component in thenc@&agsycholinguistic
processing experiments. This dissertation provides valuable and novel empirical evidence of
how second language learners process direct object/sentence complement ambiguities using
both probabilistic cues learned from language exqegedaed universal syntactic simplicity
heuristics. It provides a series of verb biases in Spanish and English which can be used in
future research, as it has been used here, to conduct studies on bilingual processing as well as
the role of verb bias in pressing a language other than English (Spanish), which has not
been previously investigated. This dissertation also provides a framework for future research
which will inevitably be needed to better understand the nature and detaitlHseshge
grammarthe role of language experience in developing such a grammar, as well as how such
a grammar is used by learners at various phases of language development, at the moment of
online language comprehension.
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APPENDIX A
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