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ABSTRACT  

Inefficiencies in plant operations due to carbon loss in flyash, necessitate control of ash 

deposition and the handling of the slag disposal. Excessive char/ash deposition in convective 

coolers causes reduction in the heat transfer, both in the radiative (slagging) section and in the 

low-temperature convective (fouling) heating section. This can lead to unplanned shutdowns and 

result in an increased cost of electricity generation. CFD models for entrained flow gasification 

have used the average bulk coal composition to simulate slagging and ash deposition with a 

narrow particle size distribution (PSD). However, the variations in mineral (inorganic) and 

macerals (organic) components in coal have led to particles with a variation in their inorganic 

and organic composition after grinding as governed by their Particle Size Distribution (PSD) and 

mineral liberation kinetics. As a result, each particle in a PSD of coal exhibits differences in its 

conversion, particle trajectory within the gasifier, fragmentation, swelling, and slagging 

probability depending on the gasifier conditions (such as the temperature, coal to oxygen ratio, 

and swirling capacity of the coal injector).  

Given the heterogeneous behavior of char particles within a gasifier, the main objective 

of this work was to determine boundary conditions of char particle adhering and/or rebounding 

from the refractory wall or a layer of previously adhered particles. In the past, viscosity models 

based on the influence of ash composition have been used as the method to characterize sticking. 

It is well documented that carbon contributes to the non-wettability of particles. Therefore, it has 

been hypothesized that viscosity models would not be adequate to accurately predict the 

adhesion behavior of char. Certain particle wall impact models have incorporated surface tension 

which can account the contributions of the carbon content to the adhesive properties of a char 

particle. These particle wall impact models also predict the coefficient of restitution (COR) 

which is the ratio of the rebound velocity to the impacting velocity (which is a necessary 

boundary condition for Discrete Phase Models). However, particle-wall impact models do not 

use actual geometries of char particles and motion of char particles due to gasifier operating 

conditions. This work attempts to include the surface geometry and rotation of the particles.  

To meet the objectives of this work, the general methodology used for this work involved 

(1) determining the likelihood of particle becoming entrapped, (2) assessing the limitations of 
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particle-wall impact models for the COR through cold flow experiments in order to adapt them 

to the non-ideal conditions (surface and particle geometry) within a gasifier, (3) determining how 

to account for the influence of the carbon and the ash composition in the determination of the 

sticking probability of size fractions and specific gravities within a PSD and within the scope of 

particle wall impact models, and (4) using a methodology that quantifies the sticking probability 

(albeit a criterion or parameter) to predict the partitioning of a PSD into slag and flyash based on 

the proximate analysis. 

In this study, through sensitivity analysis the scenario for particle becoming entrapped 

within a slag layer was ruled out. Cold flow educator experiments were performed to measure 

the COR. Results showed a variation in the coefficient of restitution as a function of rebound 

angle due rotation of particles from the educator prior to impact.   The particles were then simply 

dropped in ñdropò experiments (without educator) to determine the influence of sphericity on 

particle rotation and therefore, the coefficient of restitution.  The results showed that in addition 

to surface irregularities, the particle shape and orientation of the particle prior to impacting the 

target surface contributed to this variation of the coefficient of restitution as a function of 

rebounding angle. Oblique particle impact measurements and images suggested the possibility of 

particles simultaneously rolling and sliding due to non-sphericity.  

Calculations also showed that the COR due to viscoelasticity is most sensitive. Therefore, 

the critical velocity was derived from a viscoelastic particle wall impact model based upon the 

yield strength and a variable termed the plastic loss factor. However, by setting the plastic loss 

factor equal to the COR, trivial solutions were obtained in the derivation of critical velocities 

where the COR had to equal zero in order for the particle to stick. Therefore, the damping ratio 

was set to a value of 1 to indicate critical damping while the COR was set to zero to 

independently solve for the plastic loss factor. By solving for the plastic loss factor, critical 

velocities were determined for particles in each specific gravity and size fraction used in this 

study. An alternative ñrules based methodò based upon the contact angle and the temperature of 

critical velocity was also used to determine a sticking probability. With the exception of some of 

the larger size fractions, there was a better agreement between the sticking probabilities based on 

the critical velocities and the sticking probabilities calculated using the ñrules-based-criteriaò 
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than the ñrules-based-criteriaò and the conventional model (in which only the temperature of 

critical velocity was used). Capture efficiencies of these particles were calculated using sticking 

probabilities and impact efficiencies. The range of values of the capture efficiencies determined 

through the rules-based-criteria were similar to the range of values reported in previous 

experimental work concerning ash and char deposition.  

Conventional viscosity models only predicted a significant variation in the adhesion 

between particles of different specific gravities not particle sizes. By using the ñrules-based-

criteriaò, the influence of the particle size fractions was also discerned in addition to that of the 

specific gravities within the PSD. With the influence of unburnt carbon accounted for, the 

particles from ñlighterò specific gravity fractions (SG1 and SG2) among the largest size fractions 

contributed the most to the flyash whereas, the ñheavierò specific gravity fractions (with the 

exception of SG4, SF1) contributed the most to the slag. Therefore, by reducing the largest size 

fractions and increasing the smallest size fractions, syngas increased incrementally, flyash 

decreased incrementally, and slag increased marginally. 

 This work has identified the importance of characterizing particle orientation due to 

rotational motion in all three Cartesian coordinates prior to impact in addition to characterizing 

simultaneous sliding and rotation in oblique impact for non-spherical particles. A sticking 

probability based on the critical velocity was developed to provide consistency between CFD 

models and an industrial friendly model to predict partitioning of slag and flyash. Based on the 

results of this model developed in this work, flyash was shown to be reduced by reducing the 

average particle size. In summary, the connection between the physics of char particles 

impacting the wall of a gasifier and their ash as well as carbon composition has been 

comprehensively investigated in this study.  
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Figure 8-1: High temperature drop tube furnace with viewport .............................................. 130 
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CHAPTER 1 INTRODUCTION  

 
1.1 Description of the Integrated Gasification Combined Cycle 

To meet energy demand economically, power plants try to attain the maximum carbon 

conversion possible based on their plant design. As a plant configuration, the Integrated 

Gasification Combined Cycle (IGCC) plant has proven to be more efficient than the pulverized 

coal combustion plant [1]. The IGCC contains the gasifier, air separation unit, gas clean-up 

block, and the combined cycle power generation block (Figure 1-1). In the IGCC, oxygen is 

separated from air in the air separation unit (1). This oxygen and coal is then fed into the gasifier 

(2). Synthesis gas ñsyngasò, which is composed mainly of hydrogen and carbon monoxide is 

produced during the gasification process. The syngas is then cleaned from the sulfur components 

in the hot gas clean-up block (3). Thereafter, the gas is directed to the combustor of the gas 

turbine where it is burned as a fuel (4). The volume increases in the combustor under a constant 

pressure that drives the turbine and powers the generator. The heat recovery steam generator 

recovers the heat from the gas turbine exhaust gases through heat exchangers and powers the 

steam turbine (5). Some waste heat escapes through the stack gases. The gasifier of interest is the 

entrained flow gasifier due to its high capacity, which is made possible by the relatively low 

residence time of the coal particles within the gasifier [2]. In the entrained flow gasifiers, fine 

coal concurrently reacts with steam and an oxidant. This gasifier uses oxygen as the oxidant and 

operates at high temperatures, well above the critical temperature for the solidification of the 

slag. These conditions are set to ensure high carbon conversion [3].  

 

1.1.1 Description of the Gasification Block 

The operation of the gasification block begins with the preparation of the coal slurry 

(Figure 1-1) [4]. Coal is fed into the rod mill by a weigh feeder along with the process water 

containing recycle fines. Additives that reduce the viscosity of the slurry and/or adjust the pH 

may also be fed into the mills. The slurry passes through openings in the trommel screen and 

falls into an agitated mill discharge tank. A centrifugal pump delivers the slurry to a finer screen 

at the top of a large tank. The screen removes any metal or coal particles that are large enough to 

be troublesome to the main slurry feed pump that delivers slurry to the gasifier. The coal slurry 

from the slurry feed pump and the oxygen from the air separation plant is fed into the gasifier 

through a series of valves. The oxygen and slurry are then combined in the process feed injector.
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Figure 1-1: Diagram of Integration Gasification Combined Cycle with Entrained flow gasifier 

 

 

 

From Tampa Electric Company [4] 
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The coal slurry and the oxygen react in the gasifier to produce three products: Product 

gas, slag, and flyash. 

 

Product gas: Product gas consists primarily of hydrogen, carbon monoxide, water vapor, 

carbon dioxide, hydrogen sulfide, carbonyl sulfide, methane, and nitrogen. 

 

Slag: Slag is composed of the mineral matter that melts at the gasifierôs elevated 

temperature and flows down the gasifierôs refractory lined wall. This mineral matter ultimately 

solidifies into an inert glassy frit (granules of glass) with very little residual carbon content. 

 

Figure 1-2: Entrained flow gasifier, Radiant Syngas Cooler, and Convective Syngas Cooler 

 

 

 

 

 

 

 

 

 

From Tampa Electric Company [4] 

 

The gasifier exit stream is either immediately quenched in water (cooling it to less than 

756K) or diverted through a Radiant Syngas Cooler (RSC). In the RSC, the syngas passes over 

the surface of a water pool located at the bottom of the unit before exiting. This water pool is 

called the RSC Sump and consists of particulate- and chloride-free process condensate. The RSC 

Sump collects virtually all of the slag and a portion of the flyash. The flyash that is not captured 

follows the syngas stream. The slag and the flyash which are captured by the RSC Sump 

descends through the water and passes through a slag crusher en-route to a lock hopper (Figure 

1-3). The lock hopper discharges three to four times per hour to a drag flight conveyor, which 

deposits the slag and the flyash onto a washed slag screen. The coarse material from the top of 
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the screen is collected and sold to the cement industry. The water and fine solids that pass 

through the screen are pumped to the settler feed tank. 

 

 

 

Figure 1-3: Slag, flyash, brine, and process water flow diagram 

From Tampa Electric Company [4] 

 

 The flyash that is not captured travels with the syngas through the Convective Syngas 

Coolers (CSC) to the syngas scrubbers, where it is removed by intimate contact with water. 

Additional particulates and chlorides are removed from the syngas through the polishing of trays 

at the top of the scrubber. The syngas later leaves saturated with a portion of water vapor. 

 

1.2 Conventional Methods for Characterizing Sticking 

 

 Conventional methods for characterizing ash adhesion have included slag indices, 

determination of the ash fusion temperature, temperature of critical viscosity, as well as the 
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viscosity itself. All these four parameters are based on the ash composition. Those ratios include 

iron to calcium ratio, silica to alumina ratio, silica ratio, and base to acid ratio. In comparing the 

performance of the slagging indices, there are two deposition indices used to describe the 

slagging propensity: capture efficiency and energy based growth rate (GRE) [5]. Capture 

efficiency is the ratio of the mass of particles deposited to the mass of the flyash particles 

flowing across the projected area of the probe during a test period. GRE is calculated as the mass 

of a deposit divided by the product of the flow heating value and the mass of the coal burned in 

the test [5]. As an example, the base to acid ratio correlates well with GRE for coal with low 

slagging tendencies, but should not be applied to subbituminous coal with a high CaO content. 

Likewise, other indices are limited to the coals from which they have been derived. 

 For the ash fusion temperature, ash fusibility is characterized by visually 

observing a small cone (pyramid) of ash in an oven where the temperature is increased under 

reducing atmosphere. There are four characteristic temperatures that are determined in the 

experiment. The Initial Deformation Temperature (IDT) is the temperature at which the 

specimen apex starts to round (deform). After the IDT, the Softening Temperature (ST) takes 

precedence and is the temperature at which the height of the specimen is equal to its width. After 

the ST, comes the Hemispherical Temperature (HT), which is the temperature at which the 

height becomes equal to half of the width. Lastly, the Fluid Temperature (FT) is the temperature 

at which the fused mass spreads out in a nearly flat layer with a maximum height of 1.5 mm [6, 

7]. Although the ash fusion temperature AFT is one of the most common parameter used by 

furnace and boiler operators to predict the melting behavior of coal, it falls short as a predictive 

tool due to poor repeatability and reproducibility. Apart from the AFT, the temperature of critical 

viscosity, TCV, is used in the characterization of the sticking probability of particles. TCV is the 

temperature at which the viscosity changes from that of a Newtonian fluid to that of a Bingham 

Plastic. Above the TCV, the viscosity is independent of the shear rate. However, determining the 

relationship between TCV and the ash composition has been more complex than predicting the 

fluidity of the slag due to crystal formation [7]. To determine the sticking propensity of a 

particle, TCV has been used in viscosity models to determine the critical viscosity. 
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 In terms of viscosity, silicate melts can be described as a polymer network composed of 

SiO4
4-

 anions which can accommodate different cations. These cations fall into three categories 

depending on their interaction within the network [8]: 

Glass formers     Si
4+

, Ti
4+

, P
5+

     Form basic anionic polymer units 

Modifiers          Ca
2+

, Mg
2+

, Fe
2+

, K
+
, Na

+
   Disrupt the polymer chains by bonding with 

oxygen and effectively terminating chains 

Amphoterics      Al
3+

, Fe
3+

, B
3+

 Act either as a glass former or modifier 

 

Modifier ions disrupt the glass structure and thus tend to lower the viscosity of the slag. 

Amphoteric ions can act as glass formers when they combine with modifier ions, which balance 

their charge, thus forming stable metal oxygen anion groups that can fit into the silicate network. 

However, if insufficient number of modifier ions disrupts the glass structure, it tends to lower the 

viscosity. 

One of the most common viscosity models used has been the Urbain model. This model 

relates the viscosity of the Weymann relation, where a statistical vacancy distribution and a 

probability function for the jump from one vacancy site is described as 

 – ὃὝὩ ϳ .         (1.1) 

          

Here A and B are two empirical constants with units in Poise/K and K, respectively. Urbain had 

linked the parameters A and B through Equation 1.2 

 ὰὲὃπȢςφωσὄ ρρȢφχςυ ,       (1.2) 

 

where the parameter B is a function of the silica mole fraction, N, and the quantity ̡ , which is in 

turn a function of the mole fractions of CaO and Al2O3, 

 ‍   and ὔ ὛὭὕ ,       (1.3) 

 ὄ ὄ ὄὔ ὄὔ ὄὔ .         (1.4) 

Here 

ὄ ρσȢψ σωȢωσυυ‍ ττȢπτω‍,      (1.5) 

ὄ σπȢτψρρρχȢρυπυ‍ ρςωȢωωχψ‍ ,     (1.6) 

 ὄ τπȢωτςωςστȢπτψφ‍ σππȢπτ‍ ,     (1.7) 

ὄ φπȢχφρωρυσρȢωςχφ‍ ςρρȢρφρφ‍ .     (1.8) 
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Kalmanovitch modified the Urbain model with a modification of ɓ and Equation 1.9 in order to 

expand the Urbain model to accommodate magnesium, potassium, and titanium ], as: 

ὰὲὃπȢςψρςὄ ρρȢψςχω ,       (1.9) 

‍  .     (1.10) 

 

The Browning model calculates the viscosity through the temperature shift, which is set to an 

initial value of zero: 

ὰέὫ ρπȢωσρ .         (1.11) 

 

The temperature shift is related to the molar ratio A. The expression for the molar ratio A 

discerns the network formers in the numerator from the modifiers in the denominator  

Ὕ σπφȢφσὰὲὃ υχτȢσρ ,                             (1.12) 

ὃ
Ȣ Ȣ Ȣ

Ȣ Ȣ Ȣ Ȣ Ȣ Ȣ Ȣ
 ,  (1.13) 

 

where each quantity is based on each mole fraction: 

ὛὭ ὃὰ ὅὥ ὊὩ ὓὫ ὔὥ ὑ ὓὲ ὝὭ Ὓ ρ. (1.14) 

 

While the Browning model is inclusive of the role of network formers versus modifiers, the 

Senior model uses the ratio of non-bridging oxygen to tetrahedral oxygens: 

ὔὄὕ
Ὕ  .    (1.15) 

 

The viscosity has the same dependence on temperature as suggested by the Urbain and 

the modified Urbain model. However, the parameter A is calculated in terms of NBO/T while the 

parameter B is calculated in terms of coefficients determined through a multiple regression 

analysis. Moreover, the parameters A and B are divided into two sets of equations for high 

temperatures and low temperatures. For high temperatures, parameter A is described by the 

following: 

ὃ ςȢψρφςωπȢτφστρὄ πȢσυστςὔὄὕὝϳ .    (1.16) 
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For low temperatures at various NBO/T ratios, parameter A becomes the following: 

ὃ πȢωψςπȢωπςτχσὄ             for  NBO/T җ 1.3, (1.17) 

ὃ ςȢτχψχρψπȢωπςτχσὄ ςȢφφςπωρὔὄὕὝϳ      for  0.2 ҖNBO/T < 1.3, (1.18) 

ὃ ωȢςςσπȢωπςτχσὄϽὔὄὕὝϳ      for  0.0 ҖNBO/T < 0.2, (1.19) 

ὃ ωȢςςσπȢωπςτχσὄ    for  NBO/T < 0.0. (1.20) 

 

Parameter B is determined from a set of coefficients, the silica molar fraction N (ὔ ὛὭὕ), and 

the quantity ɼ: 

   ὄ ὦ ὦ‍ ὦ‍ ὦὔ ὦὔ‍ ὦὔ‍ ὦὔ ὦὔ‍    

                                                  ὦὔ‍ ὦὔ ὦ ὔ‍ ὦ ὔ‍  ,     (1.21) 

 where ‍ .         

   

The following table lists the coefficients to determine parameter B for low and high 

temperatures: 

 

   Table 1-1: Coefficients for the high temperature and low temperature range of the Senior model 

 

Coefficient High Temperature (K) Low Temperature (K) 

ὦ -224.98 -7563.46 

ὦ 636.67 24431.69 

ὦ -418.70 -17685.4 

ὦ 823.89 32644.26 

ὦ -2398.32 -103681.0 

ὦ 1650.56 74541.33 

ὦ -957.94 -46484.8 

ὦ 3366.61 146008.4 

ὦ -2551.71 -104306.0 

ὦ 387.32 21904.63 

ὦ  -1722.24 -68194.8 

ὦ  1432.08 48429.31 
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Of the various viscosity models, the BCURA S
2
 for British Coal Ash Slags makes use of the 

silica ratio S: 

Ὓ  ,        (1.22) 

ὛὭὕ ὃὰὕ ὊὩὕ ὅὥὕὓὫὕ ρππ ,    (1.23) 

ὊὩὕ ὊὩὕ ρȢρρὊὩὕρȢτσὊὩ .     (1.24) 

 

The viscosity is determined by Equation 1.25: 

 

   ὰέὫ–τȢτφψ ρȢςφυ χȢττ .     (1.25) 

 

Each of the viscosity models has its limitations. For instance, in the modified Urbain 

model, the prediction of the coal slag viscosity was poor for slags outside of the SiO2-Al2O3-

CaO-MgO phase system. Meanwhile, the BCURA S
2
 model had a tendency to under predict 

viscosities greater than 100 Paϊs. In fact, this modelôs accuracy hinged on slags having the silica 

and iron oxide content less than 55% and 5%, respectively [9]. On the other hand, the Senior 

model was limited to viscosities in the range of 10
4 
- 10

9
 Paϊs. 

Although the limitations of viscosity models has been thoroughly investigated, the 

grinding conditions and the composition of the bulk coal governs the initial particle size 

distribution. Being that the grinding mills govern the particle size distribution, any wear of 

abrasion of mills from grinding can skew the particle size distribution [10]. Minerals such as 

quartz and pyrite in the form of excluded minerals have been identified as mineral components 

responsible for wear and abrasion due to their hardness to steel[10]. However, the same minerals 

responsible for the reduction of the ball mill performance overtime are the simultaneous 

occurrence of mineral transformation and particle deposition. Therefore, the inorganic and 

organic composition can be can be tied to the physics of such behavior through the physical and 

adhesive properties of char particles. However, the applicability of particle wall impact models 

are limited to a specific range of deformation whereas this range of deformation is dependent 

upon those physical properties for which adhesion (or rebound) is most sensitive. The 

conditional use of these models necessitate the need to garner literature on previous work in 

characterizing the structure of coal as well as its adhesive properties. This information has non 
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only been instrument in identifying the range of deformation, but in collecting key information 

of how viscosity models fall short. With the reduction of ash as a key objective, a more suitable 

alternative to viscosity models could be used to find the optimal operating conditions of the 

grinding circuit to coordinate with conditions of the gasifier. Therefore, the next section not only 

provides a brief overview of how ball milling conditions relates to the PSD, but how a partition 

function has served as a powerful tool in the improvement of sulfur capture performance. 

Although the algorithm and end objective of this work differs from the work on sulfur capture 

performance cited in this work, the concept behind a partitioning tool for optimization is the 

same. 
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CHAPTER 2 BACKGROUND  

 
2.1 Population Models 

2.1.1 Grinding  

The fragmentation mechanism involved in the rod milling process includes abrasion, 

cleavage, and fracture. Abrasion results from the application of local, low-intensity surface 

stresses, while fracture results from a rapid application of intense stresses that leads to fragments.  

On the other hand, cleavage is the slow application of relatively intense stresses.  

 

Figure 2-1a-b: Particle size distribution due to abrasion, cleavage, and fracture [11] 

 

 

 

 

 

 

 

 

 

It has been demonstrated that large balls promote impact breakage (fracture), while small 

balls promote breakage by abrasion through ball milling [12]. The population balance model is 

based on the breakage distribution function which takes into consideration both fragmentation 

and cleavage. In the population balance, the size reduction consists of two basic components: the 

fracture event (represented by the breakage distribution function) and the fracture process 

(represented by the rate or selection function). The breakage distribution function can be defined 

as the average size distribution resulting from the fracture of a single particle.  
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                       Figure 2-2: Breakage distribution as a function of shatter and cleavage [12] 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-2 shows the particle size distribution (PSD) as a result of the breakage 

distribution function. In this figure, ˒  is the intercept on the right hand ordinate of the plot,  hand 

 ̡are the slopes of the lower and the higher section of the cumulative distribution respectively, di 

is the particle size, and d1 is the initial particle size. For the particle size range below the 

maximum size, the relationship between the specific rate of breakage and the particle size is the 

selection function 

Ὓ ὃ ,        (2.1) 

where A is a parameter that depends on mill specifications,  his a characteristic parameter that 

changes according to the material, xj is the particle top size interval j, and xO is the standard 

particle size [13]. In a batch grinding process, the mass balance for the size interval, i, is due to 

the disappearance of the material by breakage into smaller size and the appearance of material by 

breakage from the larger sizes 

 

 Ὓὡ ὸ В ὄ Ὓύ ὸ ,       ὲ Ὥ Ὦ ρ,  (2.2) 

where ύ ὸ is the mass of material in size interval i. Bij is the breakage distribution in which the 

breakage of material occurs from xj into xi. Equation 2.2 can be solved using the Reid solution to 

obtain the product size distribution as a function of the grinding time: 
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  ύ ὸ В ὥὩ  .       (2.3) 

 

For the ball mill, the empirical model used is 

Ὓ ὥὼ Ẓ  .        (2.4) 

Here xi is the upper size of the particle size interval i under consideration, ih and ˃  are parameters 

that are mainly a function of the mill conditions, and h  and ɽ are parameters that are a function 

of the material. The ball size affects the magnitude of the parameters Ŭi and ɛ through the 

Equations 2.5a-c:  

    ‌   ‌Ὠϳ ,          (2.5a)  

  ‘ ‘ӶϽὨ ,         (2.5b) 

 ὼ ‘
Ẓ

Ẓϳ

.        (2.5c) 

 

2.1.2 Particle Size Distribution  

 

The variation in the ash content across the coal particles can be described by the specific 

gravity distribution. Development of an ash content distribution is used to account for non-

uniformity in its distribution. The attrition behavior is expected to vary with ash content, which 

is a function of the particle specific gravity [14]. The amount of ash will influence the probability 

of a particle to fragment. A particle with lower ash content will lose a majority of its mass 

through combustion. As the combustible mass of a particle is lost through the reaction, the 

remaining mass is weakened enough such that the particle can fragment, a condition known as 

percolation.  

 

2.1.3  Circulating Fluidized Bed Sulfur Capture 

 

The population model has been utilized in predicting the sorbent performance in a CFB 

boiler. For the power plants equipped with such boilers, calcium based sorbents (limestones or 

dolostones) would be commonly added for emissions control. In terms of the applicability in 

predicting the sorbent performance, there are a wide variety of sorbent properties that may 
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influence sulfur capture performance [15]. Among them, the grain size is a characteristic of 

limestone that is described by a petrographic analysis [15] : 

 

1. Sorbents classified as micrites have a grain size of 4 ɛm 

2. Sorbents that are sparry have a grain size in the range of 30 ɛm 

Given the variation of the sorbent grain size and the partition of ash into bottom ash and 

flyash, there is a need to partition the sorbent. The goal of the population model is to develop the 

fuel attrition indices that can assist in predicting bottom ash flow rates from a CFB boiler 

through a partition function, kd(x). This partition function is defined as the fractional yield to the 

bottom ash stream of interval x. 

 

                      Figure 2-3: Size classification of particles to the bottom ash and Flyash streams [16] 

 

 

 

 

 

 

 

 

 

The relationship between the reconstituted feed stream, or composite ash flow, and the 

bottom ash flow can be represented by the following function [17],   

 

  Figure 2-4: Partition curve for a particle size distribution  [16]  
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 Ὂ В Ὧ ὼὓ ȟὊ .       (2.6) 

Here Mca is the mass fraction in the reconstituted composite ash flow, and Fca is the relationship 

among the bottom ash, flyash, and composite ash flow, and is defined as [17] 

   Ὂ Ὂ Ὂ .        (2.7) 

 

With regards to the partitioning of composite ash as a result of the chemical and physical 

processes that occur through the circulating fluidized bed boiler, particle attrition directly 

impacts the particle size distribution of the composite ash stream. The attrition behavior is 

described by means of a system attrition coefficient, which denotes the cumulative particle 

shrinkage over the total residence time of a particle class in the system:  

 ὑȟ ρ ȟ

ȟ
 .        (2.8)      

 

2.2 Mineral Transformation and Mechanisms for Conversion 

 

Although CFD models based on bulk coal it is the PSD influences the carbon conversion and 

the hydrodynamic behavior of the particles within the gasifier. However, the coal conversion 

processes not only alter the PSD, but can also influence the time-temperature profile. Particle 

size altering mechanisms include swelling, shrinkage, and fragmentation (not included in the 

CFD model). Upon entering the gasifier, the coal particles (and included minerals) go through 

the process of heating, moisture release, pyrolysis, and char gasification. Although heating and 

moisture vaporization occur simultaneously in entrained flow gasification, in the Fluent 

simulation, the heating of the coal particles occurs until the vaporization temperature is reached 

[18]. Upon reaching a certain temperature in accordance with the CFD model, moisture is 

released prior to pyrolysis. Three chemical reactions are assumed to occur simultaneously within 

a coal particle undergoing pyrolysis [18]. These reactions are devolatilization, cracking, and 

mineral transformation [19]. The products of pyrolysis are categorized as char, tar, and gas. Char 

is the material that remains in the form of solids, while tar is the distillable liquid that has a 

molecular weight larger than C6 [19]. Meanwhile, swelling behavior occurs during pyrolysis and 

is characterized by an increase in the size as well as the porosity of the char particle. The concept 

of volatile matter transport via gas bubbles is used as a mechanism to model the secondary 
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reactions during the pyrolysis of coal, and therefore, swelling [20]. The physics of the multi-

bubble mechanism can be summarized as follows:  

1) Volatile matter is carried by the bubbles.  

2) Volatile matter is released through bubble movements rather than by a direct diffusion to      

     the surface of the particles. 

    3) Particle swelling is caused by the growth of bubbles due to the generation of volatile matter.  

    4) Rupture of the bubbles at the surface of the particles is then determined by a force balance  

         for which the viscous force is a major component [20].  

 

 Although the bubbles are deemed as the mode of transport, the change in the internal 

structure of a char during pyrolysis determines the mass transport of the volatile matter. 

 

 After pyrolysis, char gasification ensues where the heterogeneous char-gas reactions 

occur in the forms of volumetric and surface reactions [19]. In the volumetric reaction mode that 

takes place when particle temperature and kinetic rates are low, the gas can diffuse into the entire 

volume of the particles through the pores on the inside. In the surface reaction mode that takes 

place when the particle temperature and kinetic rates are high, the reacting gas does not penetrate 

into the inner part of the particle since the reactants are consumed at its external surface [19]. 

Based on these two reaction modes, there are three regimes that arise due to the interaction 

between the species mass transport and reaction kinetics: kinetically controlled (regime I), 

combined diffusion-kinetically controlled (regime II), and diffusion controlled (regime III) [21]. 

Shrinkage occurs when the char particle decreases in density. The cause of shrinking in the 

diffusion phase of char gasification is due to the breakage of joints within the structural network. 

However, shrinkage has also been observed in the kinetic regime for carbon conversion. Such 

shrinkage has been linked to the restructuring of joints within the structural network of the 

organic matter [22]. Fragmentation can also occur within the carbonaceous structure of the char 

particle to influence the resulting size fractions of the char particles that form from the parent 

particle. Fragments can be formed by three mechanisms: breakage of particles due to the internal 

force, high internal pressure during devolatilization, and the attrition and percolation of particles, 

wherein the latter arises due to the loss of connectivity among the phases within the particle. 

Percolation is considered to be the primary mode of fragmentation, both during the diffusion 
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phase of char gasification [23] as well as within the carbon matrix of the char particle containing 

the included minerals. The loss of the connection within the joints between the carbonaceous 

structure of char reduces the thermal resistance of the char particle, which in turn makes the 

particle susceptible to fragmentation due to the temperature gradient between the char particle 

and the gaseous medium. 

 For excluded minerals, fragmentation due to an internal force is the predominant 

behavior that adjusts the original size fraction of the particle [24]. Fragmentation occurs 

commonly when pyrite is present in the excluded form; however, it depends on the structure 

geometry and threshold porosity. The fragmentation due to the internal force is thought to occur 

during the kinetic regime of char gasification. During this mode of fragmentation, the internal 

temperature gradient generated during heating causes thermal stresses within the char. These 

stresses can ultimately lead to the mechanical failure of the coal particle when the tensile stresses 

within the particle exceeds the tensile failure while the stresses on the outer region are 

compressive [25]. Dacombe  et al. showed that a number of particles due to fragmentation 

increased exponentially as a function of both the particle size and the mechanical strength for 

bituminous coals [26]. However, Baxter found that the extent of fragmentation is strongly 

dependent on the size and the coal rank [26]. For instance, the bituminous coal fragments more 

than the lignite coal [23]. The time-temperature profile of the char particle is determined by the 

local gas phase conditions that the particle experiences, and is governed by the equations of 

particle motion and enthalpy, which  are related to both the convective and radiative heat 

transfer, in addition to devolatilization and heterogenous reactions. The size, temperature, 

velocity, and compostion of the particle determines its fate and the resulting trajectory after 

striking the gasifier wall. These properties can be obtained from a CFD simulation.  

 

2.3 Modes of Particle Deposition 

 The mode of transport of a particle to the gasifier wall will depend on the particle size 

and composition that results from mineral transformation and mechanisms for conversion in 

addition to initial properties of the PSD. The modes of deposition include condensation, 

heterogeneous reactions, thermophoresis, and inertial impact. Condensation and heterogeneous 

reactions are likely to be the transport mechanism of salt or organic bound cations of low rank 

coal. However, the two most common modes of transport of a particle to a gasifier wall are 
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thermophoresis and inertial impact. Thermophoresis occurs when there is particle transport due 

to the temperature gradient resulting from the exposure of cool surfaces to high temperature [27]. 

It has been reported to influence particles less than 10 m˃, but has been most significant for 

particles in the size range of 0.2 - 5.0 ˃ m [27]. Inertial impact is the result of the drag and the 

gravitational forces acting on a particle that are likely to occur for larger sized particles and is the 

focus of this work. The following schematic shows the mechanism of ash formation and 

deposition. 

 

Figure 2-5: Partitioning of coal particles into syngas, flyash, and slag 

 

 

 

 

 

 

 

 

 

 

 

2.4 Characterizing the Adhesive Properties of Ash Particles through the Interfacial 

2.4 Surface Tension 

 

The adhesive properties of a particle and liquid droplets have been described through the 

interfacial surface tension, which is described through the Youngôs equation where it is 

expressed as a product of the surface tension of the liquid vapor interface and the contact angle 

between a solid and a liquid interface. The following diagram shows the contact angle between a 

solid particle and a liquid interface.  

 

 

 

 

Figure 1: Partitioning of Coal Particles into Syngas, Flyash, and Slag 
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Figure 2-6: Schematic of contact angle and interfacial surface tension between solid particle and liquid  [28] 

 

 

      

 

 

  

„ „ „ ÃÏÓ—.     (2.9) 

Here ů is the surface tension and the subscripts sv, sl, and lv represent the solid vapor interface, 

solid liquid interface, and liquid vapor interface, respectively. When the contact angle is below 

90ę, the particle is considered to undergo wetting, while at contact angles above 90ę, the particle 

is considered to be non-wetting. Because surface tension is the work per unit area required to 

produce a new surface, it can be expressed in terms of Gibbs free energy (ȹG) per unit area as  

ὡ‏  „Ὠὃ,         (2.10) 

 ὨὋ „Ὠὃ,         (2.11) 

 „
ȟ

.         (2.12) 

Therefore, spontaneously occurring processes are characterized by negative values of the 

change in ȹG. Surfaces that initially possess higher ȹG have the most to gain in terms of 

decreasing ȹG of their surface by adsorption. With regard to carbon, slags have been reported to 

demonstrate non-wetting behavior of graphite and other carbon forms [29, 30]. It is only through 

the reduction reactions that contribute to the mass transfer across the interface that the contact 

angle is reduced [31]. Through this process, ȹG acts as the driving force for wetting. Wetting at 

the slag and carbon (or char) interface is due to the reduction of silica and formation of SiC [32, 

33]. For slags rich in iron oxide, the deposition of reduced iron at the interface restricts further 

reduction of silica. However, if no reaction or transport phenomenon occurs, then the balance of 
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the interfacial energies through the Youngôs equation governs the wettability. Figure 2-7 shows 

the measurements of the change in contact angle versus time for char and graphite particles. 

 

Figure 2-7: Plot of contact angle versus time between select carbon containing particles with set slag composition [31] 

 

 

 

 

 

 

 

 

Based on this change of contact angle versus time, the time scale for the reduction 

reactions involving FeO and SiO2 are orders of magnitude larger than the time scales of particles 

impacting the refractory within the gasifier. Therefore, the contact angle of the char particles 

impacting the wall is governed by the Youngôs equation. Although not used in conventional 

ñviscosityò models, the role of surface tension has been used to characterize the process of 

sintering. 

 

2.5 The Role of Sintering in Ash Adhesion 

 

Although sintering has been associated with agglomeration in fluidized bed, the 

mechanism has been used to describe deposit growth. According to Hupa, there are three 

descriptions regarding sintering [34]: 

 

1. Solid-state sintering is where the mass transfer can take place by means of surface 

diffusion, lattice diffusion, boundary diffusion, or by the interactions between the solid 

material and the surrounding gas, such as sublimation and recondensation.  
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2. Sintering by viscous flow (vitrification) is where sintering is due to the flow of a viscous, 

non-crystalline material. This type of sintering occurs in silicate systems. 

3. Sintering in the presence of a liquid phase is where the solid phase shows a degree of 

solubility in the liquid at the sintering temperature. 

The earliest models describing sintering were developed by Frenkel [35], who assumed 

that the mass transfer takes place under the influence of a surface tension gradient. The driving 

force responsible for this mass flux is due to the capillary forces resulting from the surface 

tension of the melt. Mineral transport also occurs through the liquid phase in inertially impacted 

coal ash particles as a result of the capillary forces that are governed by the surface tension of the 

liquid and the simultaneous action of the grain boundary tensions [35]. Factors such as ash 

particle shape, PSD, furnace temperature, and atmosphere can influence the course of the 

sintering process. Frenkelôs equation is represented as  

 ὼ  .            (2.13) 

 

The sintering model by Frenkel indicates that the formation of particle-to-particle bonding 

should lead to an increased density of the sintered ash samples [36]. 

 

Figure 2-8: Schematic illustration of liquid phase transport in a silicate system [37] 

 

 

 

 

 

 

 

 

 

  

 The increase in the density can be explained by densification, which is a pore-filling 

process characterized by liquid phase flow and pore shrinkage. The three steps in the sintering of 

pulverized coal ashes undergoing densification are [38]: 
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1. Formation of closed pores at temperatures below the minimum density 

2. Shrinkage of pores at temperatures above the minimum density 

3. Diffusion and/or reactive diffusion of melts. 

 

Figure 2-9: Zone of close pores formation, pore shrinkage, and diffusion of melts 

 

 

This viscous sintering of coal ashes containing large closed pores that proceed at 

temperatures above the minimum density may arise from inward-acting stresses caused by the 

surface and grain-boundary tensions. Nowak et al. assumed that the compressive stress of 

spherical pores with radius r (cm) are given by the equation [38] 

 Ὓ  .              (2.14) 

 

By treating the deposited material as a viscoelastic solid, the densification strain is related to the 

pore shrinkage rate, ‐, by 

 ‐ ‐ Ὓ ρ ς‡ σ–ϳ  ,          (2.15)    

 ‐ ‐ „–ϳ ρ ς‡ σὶϳ .      (2.16)        

 

Here ‐ is the thermal strain rate, ‡ is the poisson ratio, and – is the viscosity. Therefore, there is 

a direct correlation between the compressive strength and the ratio of the surface tension to the 

viscosity. The compressive strength of sintered coal ashes depends on temperature, time, and the 

surrounding atmosphere [38]. This mechanical strength can be affected by the severity and 

distribution of cracks and microcracks, pores, and flaws when the ash particles are below the 

 

 

A: Zone of large closed pores formation 

B: Zone of pores shrinkage 

C: Zone of the diffusion of melts 
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critical viscosity temperature [35]. However, when the particle is above the critical viscosity 

temperature, then the mechanical properties resemble the properties of a Newtonian liquid. In the 

elastic-plastic model with adhesion, the temperature dependence of the deposition rates is 

primarily through the effects of temperature on the yield stress and the surface energy. However, 

the presence of char has been reported to increase the sintering temperature [39]. Moreover, char 

can also serve as a non-melting component and prevent the deposits from undergoing any 

sintering.  

 

2.6 Contribution of Molecular Structure to Particle Stiffness 

 

Although adhesive properties are of interest, cohesive properties have given way to 

Hertzian forces to counteract adhesion. Therefore, the structural properties of coals must be 

visted. Coals are described as macromolecular structures that consist of hydroaromatic units 

connected by crosslinks such as methylene, oxygen, and sulfur.  Such crosslinking through poor 

alignment produces extensive porosity in coal. Because coals consist of crosslinked 

macromolecules, they are not soluble and will swell upon contact with a solvent having 

comparable solubility. Because coals deform with a viscosity approaching that of Bakelite when 

subjected to stress, they are considered to be viscoelastic [40].  

 

Figure 2-10a-b: Plot showing the modulus of elasticity and degree of crosslinking versus temperature [41] 

 

 

 

 

 

 

 

 

 

 

In the context of the modulus of elasticity, there is a direct correlation between the degree 

of crosslinking and the particle stiffness. The glass transition temperature (Tg) indicates the 
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transition of a particle from a rigid (or crystalline) state to a more elastic state whereas the 

melting temperature indicates the transition from a Bingham fluid to a more Newtonian liquid. 

Although the inorganic and organic portions of coal differ in molecular structure, both the 

constituents can be characterized in terms of the crosslinking density as a function of 

temperature. 

 

2.6.1 Crosslinking Density Pertaining to Organic Polymers and Coal Matrix 

 

 Because the degree of solubility is related to crosslinking, the former has been related to 

cohesive energy through the solubility parameter, as shown in Equation 2.17: 

 Solubility parameter ‏
ϳ ϳ

ϳ  .     (2.17) 

 

Since polymers cannot be evaporated, indirect methods have been used to determine the cohesive 

energy: 

             Ὁ ЎὟ Ὄ ὖЎὠ ЎὌ ὙὝ .    (2.18) 

 

Because the solubility parameter is an additive function, the contribution of the dispersion forces 

(Ed), polar forces (Ep), and hydrogen bonding (Eh) to the cohesive energy (ECoh) can be 

determined based on the contributions of each of these parameters to the solubility parameter,ŭ 

as 

 Ὁ Ὁ Ὁ Ὁ ,       (2.19) 

‏  ‏ ‏  (2.20)        . ‏
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The following table shows the contributions due to Ed, Ep, and Eh: 

 

Table 2-1: Contributions of molecular structural groups to the cohesive energy of a particle  

Structural    Group Edi J
1/2cm3/2mol Epi Ehi 

 
420 0 0 

 

280 0 0 

 
140 0 0 

 

0 0 0 

 
400 0 0 

 
200 0 0 

 
70 0 0 

 
210 500 200 

 

For a complex macromolecular system such as the coal matrix, it has been assumed that 

similar contribution increments as those for liquids and amorphous polymers could be used [40].  

However, the solubility of coal (up to 90% carbon) ceases due to crosslinking. Therefore, the 

aromaticity of coal needs to be determined. 

 

Table 2-2: Variation in coal rank with coal solubility  

Coal Rank Estimated Aromaticity 
Calculated Solubility 

ʵ  ŦƻǊ /ƻŀƭ 

75.5 0.70 27.5 

81.5 0.80 25.0 

85.0 0.83 23.9 

87.0 0.84 23.2 

89.0 0.85 22.1 

CH
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CH
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CH 
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CH
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Due to the influence of aromaticity, coal has been characterized using the elasticity 

theory. According to this theory (as it relates to the structure of coal), 

1. The first order structure is an arrangement of vibrated material bodies connected by 

ñspringsò (chemical bonds). In coal, a matrix of aromatic cluster (averaged by ñspringò 

bonds) is connected via aliphatic and carbonyl side attachments to other aromatic 

clusters. Moreover, hydrogen bonds and other secondary forces provide additional 

crosslinking.  

2. The second order structure is considered to be the mean molecular weight of a 

macromolecular aromatic structural unit fragment between two adjacent crosslinking 

bonds or entanglements. 

 

Figure 2-11: Macromolecular and molecular model of low rank bituminous coal [42] 

 

 

 

 

 

 

 

 

 

 

Due to the variation of the coal rank and aromaticity on the solubility parameter of coal, 

the crosslinking density (ū) is determined based on the ratio of the density to the molecular 

weight of the polymer chain section 

   ū ”ὓϳ  ,   

where ɟ is the density and MC is the molecular weight of the chain.    (2.21) 

 

The relation between the Youngôs modulus of elasticity, EO, and the crosslinking density, ū, of 

coal can be represented by:  

   Ὁ σɮὙὝ.         (2.22) 
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2.6.2 Crosslinking Density Pertaining to the Structure of Glass Oxides [43] 

 

 According to Ray et al [41], unlike polymers, where carbon dominates the bonding 

structure, glass oxides comprise an assembly of oxygen atoms bonded through covalent bonds. 

As a result, glass oxides melt without decomposition through bond switching transfer that occurs 

at high temperature. As previously stated, crosslinking in organic polymers refers to the fraction 

of monomer units that are crosslinked. However, crosslinking in glass oxides exists through 

charge carrying oxygen atoms, oxygens linked to only one network, and hydroxyl groups. In 

other words, it is combination of ionic charges and weak hydroxyl groups that contributes to the 

crosslinking density, unlike the aliphatic bridges in the coal carbon matrix. Oxygen atoms that 

are not bridging or bonded to other atoms contribute to the packing density, which in turn 

depends on the coordination number and the cation size. Because the coordination number for 

cations increase with an increase in the ionic radius, entities with a larger radius can form more 

links with other atoms, and hence the reduction on the packing density due to a lower density of 

oxygen atoms is counteracted. However, the segmental forces are strong for smaller cations and 

thus increase the oxygen density [41]. Therefore, both the packing density and the crosslinking 

density in glass oxides have a combined influence on the resulting Young modulus of elasticity. 

 

 The amount of energy lost due to dissipation upon impact is considered to be hysteresis, 

wherein a portion of the input is unrecoverable due to its degradation to heat. Energy input into 

an isothermal sample would be in the form of work [44]:  ύ „᷿Ὠ‐, where „ is the stress 

applied in (N/m
2
) and ‭ is the strain resulting from that stress in (m/m). 

 

In cases of viscoelastic behavior, the elastically stored energy is recoverable whereas the 

viscously dissipated energy is not. Therefore, the unrecoverable portion of the energy in coal is a 

reflection of significant frictional resistance to network chain motions in response to the applied 

stress [44]. Moreover, the TCV of ash (1300-1500K) is twice as high as measured Tg values for 

the overall coal (inorganic/organic) (573-473K) [7, 45, 46]. Therefore, the stiffness is 

predominantly governed by the ash composition.  
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2.7 Viscoelastic, Elastic, and Plastic Properties of materials 

 

 In terms of stiffness and the range of deformation, solid materials can be classified as elastic, 

elastoplastic, or viscoelastic. A material that undergoes an elastic deformation with non-time 

dependent plastic deformation is called elasto-plastic [47]. A material that deforms elastically but 

exhibits time-dependent plastic deformation is viscoplastic. There are four basic mechanical 

models (linear elastic, linear viscous, Maxwell, and Voigt) that exist to describe the range of 

deformation as it relates to the amount of strain as a result of applied stress. 

 

Figure 2-11: Schematic of the four basic mechanical rheological models [48] 

 

 

 

 

 

 

 

 

 

 

 

2.7.1 Linear Elastic Model 

     

 In the linear elastic model, the stress is directly proportional to the strain based on the 

modulus of elasticity through the Hookeôs Law. Because there are no time-dependent properties, 

the strain remains constant throughout the duration of applied stress 

 

Figure 2-12 a-b: The stress and strain curve as a function of time for the linear elastic model [49] 
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       ‐ „ ,            (2.23) 

where ɚ is the strain, E is the modulus of elasticity, and ɨ is the normal stress. 

 

2.7.2 Linear Viscoelastic Model 

 

In the linear viscous model, the ideal incompressible fluid (Newtonian) is considered. 

 

 Figure 2-13a-c: The velocity profile, and stress and strain as a function of time for the linear viscoelastic model [49] 

 

 

If a condition is assumed wherein a fixed plate exists under a body of (Newtonian) fluid 

at rest, shear stress can be applied by a movable upper plate. This shear stress causes a shear 

strain that can be correlated to the displacement of the fluid. Therefore, the velocity gradient is 

related to the shear stress through viscosity as 

    † ,             (2.24) 

 

where V is the velocity, ɜ is the viscosity, and ɩ is the shear stress.        

 

If  Ux is the displacement of the fluid, and V is the rate of this displacement, then the relationship 

between these two parameters can be represented as: 

 ὠ   , Thus the rate of strain is derived to be:  

       .      (2.25)     
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Therefore, the relation between the strain rate and the shear stress becomes the following: 

  † ᴼ‎ † .       (2.26) 

 

By presuming that the dashpot represents a piston moving through the fluid, the strain 

rate becomes proportional to the applied stress under constant viscosity conditions: 

   ‐ „ .         (2.27) 

 

Upon integration, with an initial load and zero initial strain, the strain for a viscous 

element becomes 

 ‐ ὸ .          (2.28) 

 

For materials with elastic and time-dependent viscous properties, the Maxwell model 

represents these properties in series. 

 

Figure 2-14a-b: Stress and strain as a function of time for the Maxwell model [49] 

 

 

Based upon Figure 2-14a, strain one (Ů1) can be defined according to the linear elastic 

model while strain two (Ů2) can be defined according to the linear viscous model. Because the 

strain elements are represented in a series, they become additive properties for the total strain: 
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ὛὴὶὭὲὫȟ‐ „

ὈὥὴίὬέὸȟ   ‐ „
ᴼ‐ ‐ ‐ .      (2.29) 

In terms of the strain rate, the constitutive equation becomes 

 ‐ „ „ .         (2.30) 

 

2.7.3 Voigt (Kelvin) Model  

 

In the Voigt model, the elements for strains are represented in parallel, unlike the 

Maxwell model. Moreover, an absence of bending is assumed [49]. Thus, the strain experienced 

by the spring is theoretically equal to the strain experienced by the dashpot.  

 

Figure 2-15a-b: Schematic showing stress and strain as a function of time for the Voigt (Kelvin) model [49] 

 

 

 

 

 

 

 

 

 

 

Therefore, the constitutive relation between the applied stress and the resulting strain 

becomes the following: 

 
ὛὴὶὭὲὫȟ‐ „

ὈὥὴίὬέὸȟ   ‐ „
ᴼ„ „ „ .      (2.31) 

 

By substituting ɨ1 and ɨ2, the following relationship is obtained: 

      „ Ὁ‐ –‐ .         (2.32) 

 

With the initial condition of ‐π π, the strain rate becomes   
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    ‐ὸ ρ Ὡ ϳ  .       (2.33) 

 

Compared to the previous models discussed, the standard linear model is considered to be 

most realistic, since the two springs are in series and one spring is in parallel to the dashpot. 

However, the viscoelastic model proposed by Yigit follows the Maxwell model in the manner in 

which the applied stress relates to the resulting strain [50]. Nevertheless, the plasticity of 

elastoplastic and viscoplastic materials should be taken into consideration when interpreting 

nanoindentation measurements for the modulus of elasticity [47]. However, understanding the 

rheological properties of materials are key to selecting appropriate wall impact models 

 

2.8 Particle Wall Impact Models 

 

One of the earliest theories involving particle wall impact is the Hertz theory in which a 

frictionless punch impacts a half-space in the absence of an adhesion force [51]. The Johnson-

Kendall-Roberts (JKR) theory improved upon the Hertz theory by including the adhesion forces 

in the vicinity of the contact area and balancing the elastic energy with the mechanical and 

surface energy of impact [52]. An alternative theory by Derjaguin, Muller, and Toporov, called 

the DMT Theory, was developed for a rigid sphere and a plane in which adhesion forces act in 

the annular region around the contact zone [53]. Tabor developed a dimensionless parameter 

representing the ratio between the gap outside the contact zone and the equilibrium distance 

between the atoms to indicate the applicability of the JKR-Hertz model as compared to the DMT 

model [54]. The Hertz maximum contact area and the Hertzian indentation depth was employed 

in the Brach and Dunn model for elastic impact [55, 56]. Models for inelastic impact also assume 

a Hertzian profile for variations in the contact radius [57]. Wall et al., Dunn et al., and Dahneke 

have reported experimental data for normal impact, while Li et al., Gorham et al., and Cross have 

reported data for oblique impact [56, 58-62]. Finite element simulations for normal and oblique 

impact models have been performed by other research groups [63, 64]. However, of all the 

experiments reported, only a few have sought to study the influence of initial particle spin or the 

behavior of non-spherical particles [62, 65]. The three models examined in this work are the 

elastic adhesive (EA) model (for elastic impact), the viscoelastoplastic model (for viscoplastic 

impact), and the liquid impact model (for viscous impact). 
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2.8.1 Elastic Adhesive Model 

 

Brach and Dunn have proposed an EA model in which elastic and adhesive forces are 

considered.  

 

 

 

 

 

 

 

 

 

 

 

In Figure 2-16, FH is the Hertzian compressive force due to the stiffness between the 

particle and the surface, and FA is the adhesive force due to particle and surface interfacial 

surface energy. The adhesive force is the force that acts along the perimeter of the contact area of 

the particle and the surface and is equal to 2Ŭ̄fo, where fo is the circumferential surface tension 

of the adhesion force per unit length and Ŭ is the equilibrium contact radius. The following 

equations represent the force balance where Fn denotes forces acting in the normal direction and 

Ft denotes the forces acting in the tangential direction: 

   Ὂ Ὂ Ὂ Ὂ Ὂ άὲ ,      (2.34)   

  Ὂ άὸ .         (2.35) 

 

Based on the force balance of the EA model, the damping adhesive force, FAD, and the 

damping Hertzian Force, FHD, act to counteract the adhesive and the Hertzian forces. Because the 

 

Figure 2-16:  Forces of microsphere impact with surface  
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coefficient of restitution is defined as the ratio of the rebound velocity to the impacting velocity, 

this coefficient has been derived through the following energy balance based on the EA model: 

    ὡ ὡ  .     (2.36) 

 

 

 

 

 

 

 

 

 

 

 

In Figure 2-17, V represents the velocity while the subscripts r, i, x, and y denote the 

rebound phase, impacting phase, x direction, and y direction, respectively. The variables ɋ, ɤ, 

and Ŭ represents the rotational velocity prior to impact, the rotational velocity after impact, and 

the angle of the impacting and rebounding phases, respectively. In equation 2.36, WA is the work 

of adhesion while Wdiss is the work of dissipative forces. Based on this energy balance, the 

normal coefficient of restitution (CORn), denoted by Ὡ, can be expressed as 

Ὡ ρ
ϳ

 .        (2.37) 

 

The work of adhesion is a function of the maximum contact radius, as per the Hertzian 

theory, and the adhesion force. Moreover, the adhesion force is a function of the radius of the 

contact area, ‌, the circumferential tension of the adhesion force per length, Ὢ, and the surface 

roughness damping coefficient, CR. In addition, Ὢ is a function of the Hertzian stiffness and the 

combined surface energy. These relationships are shown in the following equations: 

 ὡ  ,        (2.38) 

     Ὂ ς“ὥὪὅ  ,        (2.39) 

    Ὢ  .        (2.40) 
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Figure 2-17: Schematic of microspherical particle impacting a planar surface 
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The Hertzian stiffness is a function of the stiffness of the particle and the surface of 

impact, and the latter two parameters are a function of the modulus of elasticity of the particle 

and the surface, respectively: 

  ὑ   ,        (2.41)  

  Ὧ  .         (2.42) 

 

The maximum contact radius, ὥ , is a function of the mass, normal velocity, and 

Hertzian stiffness according to the Hertzian theory: 

 ὥ υὶάὺ τὑϳ ϳ .       (2.43) 

 

By combining Equation 2.38 and Equation 2.43 for the maximum Hertzian contact 

radius, the adhesive parameter, ‪ , can be obtained to represent the adhesive contribution to the 

overall coefficient of restitution as 

‪
ϳ

 .         (2.44) 

 

For the dissipative Hertzian force, a Hertzian parameter is introduced, which is a function 

of the Hertzian stiffness, normal velocity, and the maximum Hertzian contact radius through the 

damping component of the Hertzian force: 

 Ὡ
ϳ

ς ὑςσϳ ϳ ‪ὧ .    (2.45) 

 

CORn is expressed as a function of the adhesive COR and the Hertzian COR. Therefore, 

CORn becomes a function of the adhesive parameter, Hertzian parameter, adhesive damping 

coefficient, and the Hertzian damping coefficient 

Ὡ ρ Ὡ Ὡ ρ ‪ ρ ὧὺ ‪ὅ   .   (2.46) 

 

The tangential velocity has been determined through the impulse ratio: 

‘  .         (2.47) 
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According to Kim et al., a critical angle exists such that a particle impacting below this 

angle will slide while a particle impacting above this angel will roll [55]. However, this 

dependence of the impulse ratio on the critical angle assumes that the particle is spherical and 

that particle rotation does not occur prior to impact.  

 

2.8.2 Viscoelastoplastic (VEP) Model 

 

 

 

 

 

 

 

 

 

 

 

In the VEP model, the damping forces are considered to be negligible since the plastic 

effects can be significantly small at low velocities. Instead of using the model by Biryukov and 

Kandotsev as proposed by Kim et al., the VEP model by Yigit et al. has been chosen to model 

the plastic effects in order to incorporate the viscoelastic behavior [50]. In terms of elastoplastic 

behavior, there are three phases that exist through the approach and the rebounding phases of a 

particle impacting a surface: 

 Phase I:  Hertzian elastic loading phase 

Ὂ ὑᾀϳ           for π ᾀ ᾀ .      (2.48) 

 

In this phase, the force present is the Hertzian compressive force outlined in the EA 

model. The parameter z is the deformation of the particle and the parameter zy is the threshold 

amount of deformation when the particle begins to yield due to plastic deformation. Plastic 

 

Figure 2-18a-b: Schematic of the viscoelastoplastic model and stress-strain curve  
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deformation occurs when the particle deformation rate is higher and no longer proportional to the 

applied force as illustrated at point 4 of the stress strain curve shown in Figure 2-18b [66].  

  Phase II: Elastic-plastic phase loading  

 Ὂ ὑ ᾀ ᾀ ὑᾀ ϳ     for  ᾀ ᾀ ᾀ  .    (2.49) 

In this phase, the particle has been deformed past the yield strength and deforms at a 

maximum length denoted as zm. This scenario is shown using Equation 2.49, where Ky is the 

linear contact stiffness of the elastic plastic loading phase and is a function of the Hertzian 

compressive stiffness and plastic deformation, zy.  

  Phase III: Hertzian elastic unloading phase loading  

  Ὂ ὑ ᾀϳ ᾀ
ϳ

ᾀ
ϳ

ὑ ᾀ ᾀ  .    (2.50)    

 

 In this phase, the force is unloaded for both the elastic-plastic and the Hertzian elastic 

loading phase. In the VEP Model, the elastic-plastic loading and the Hertzian loading phases are 

combined into one loading phase. By reducing the three phases for particle impact into two, the 

end result is a linearization of the particle impact process for viscoelastic behavior. Based on this 

linearization, the plastic loss factor (ɔ), which is based on the linear and Hertzian contact 

stiffness, can be equated as the coefficient of restitution for plastic impact. Thus, 

     Ὡ ‎ ρ ρ  .      (2.51) 

 

For large velocities, the equation for the viscoelastic model can be derived through the binomial theory 

  ‎
ϳ

,       (2.52) 

 

where Kh is the Hertzian contact stiffness given by  

  ὑ ЍὙὉᶻ.             (2.53) 

Here, R is the radius and E* is the effective contact modulus.  

 

The effective contact modulus is given by 

 
╔z

○

╔

○

╔
 .        (2.54) 
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Other variables in the equation include mass, m, and the initial velocity, vo. Ky is the 

linear contact stiffness of the elastic plastic loading phase as described by Yigit et al. for the 

nonlinear viscoelastoplastic impact model, and is a function of zy, the deformation where 

yielding or damage occurs. This relationship is shown below: 

 ╚◐ Ȣ╚▐ ◑◐ .        (2.55) 

The deformation where yielding or damage occurs, zy, is given as a function of the yield 

strength Sy: 

    ᾀ
Ȣ

ᶻ
 .        (2.56) 

 

The parameter ɔ can be equated with the coefficient of restitution when damping is 

absent; in fact, it is assumed to be absent in order to determine the coefficient of restitution. 

Because the coefficient of restitution of the model as described by Yigit et al. is based upon the 

point of impact, the normal as well as the tangential component has to be calculated based on the 

impact angle. For large velocities, the coefficient of restitution for the viscoelastoplastic model 

has been derived through binomial theory. This is represented as 

 ♬
╚◐

╚▐

╚◐

□○

ϳ

.       (2.57) 

 The viscoelastic model by Yigit et al. does not consider the influence of adhesion. Kim 

et al. proposed Equation 2.58 with the plastic coefficient of restitution derived from the Biryukov 

and Kandotsev model: 

Ὡ Ὡ Ὡ ρ ,     where, Ὡ ρ ςὡ άὺϳ   without damping forces.  (2.58)  

  

However, Losurdo proposed taking the product of the three coefficients for the adhesive 

coefficient (Ὡ), the viscoelastic coefficient of restitution (Ὡ ), and the coefficient of restitution 

due to wave dissipation (Ὡ ), assumed to be 0.95, as given by Equation 2.59: 

Ὡ Ὡ Ὡ Ὡ .        (2.59) 
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2.8.3 Liquid Dro plet Impact (LDI) Model  

 

The LDI model has been used to characterize the impact of slag hitting the refractory 

wall. There are three different modes of behavior for a liquid particle impacting the wall: 

shattering, rebounding, and sticking. 

 

 

 

 

 

 

 

 

 

 

For the LDI model proposed by Ni et al., the energy balance of the particle impacting the 

surface is shown by [67]: 

Ὁ Ὁ Ὁ Ὁ ὡ ȺὉ      (2.60) 

      

where, EK1 is the initial kinetic energy, ES1 is the initial surface energy (Ὁ ὃ„ “Ὀ„), EK2 

is the kinetic energy at state 2, ES2 is the surface energy at state 2, W is the work in deforming the 

droplet against viscosity, and ɝὉ  is the change in kinetic energy. At state 2, the droplet is at its 

maximum extension and the kinetic energy is zero (Ὁ π) 

  Ὁ Ὀ „ρ ÃÏÓ— .       (2.61)  

 

Here, ɗ is the contact angle, ů is the surface tension, and Ὀ  is the maximum diameter. The 

work in deforming the droplet and the change in kinetic energy is approximated in Equation 2.62 

and Equation 2.63, respectively: 

  ὡ ”όὈὈ
Ѝ

 ,       (2.62) 

  ɝὉ ὨӶίӶ ”ὠ  .       (2.63) 

 

Figure 2-19: Modes of impacting droplet behavior 
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Here, ὠ is the initial velocity, ” is the density, Ὀ  is the initial diameter, ὨӶӶ is the average 

diameter, and ίӶ is the dimensionless solid layer thickness (ί ίὈϳ ). By substituting Equation 

2.61- Equation 2.63 into Equation 2.60, the maximum spread factor can be determined as 

 

 ‐
Ѝ

 , with   ὡὩ   and  ὙὩ  ,  (2.64) 

where, ɛ is the viscosity. 

 

According to Equation 2.64, the maximum spread factor is dependent upon the Weber 

number, We, and the Reynolds number, Re. The spread factor is then determined based on an 

empirical relation called the excessive rebound energy, Ere, as follows: 

 

           . (2.65) 

 

If the value of Ere is negative, then the coefficient of restitution is zero. Otherwise, the excessive 

rebound energy is equated with the coefficient of restitution. However, this model does not 

account for the break-up of liquid drops upon impact. Therefore, the droplet is assumed to retain 

the total volume for positive Ere. 

 

2.9 The Role of Mechanical Vibrations in Particle Wall Collisions 

 

The EA model characterizes the role of damping through the damping coefficients while VEP ties 

the influence of the damping ratio to the plastic loss factor. However, the probability of the particle to 

penetrate must be accounted for through calculation of the displacement through slag. Therefore , the 

energy dissipation as it is described through Mechanical Vibrations is visited. Vibration is the study of 

repetitive motion of objects relative to a stationary frame of reference or nominal position 

(usually equilibrium) [68]. In a vibratory system, there are three elements: inertial elements, 

stiffness elements, and dissipation elements. For the stiffness element, Equation 2.66 represents 

the force balance for un-damped motion, 

 

 

( )( ) ( )( ) ( )( )13/2cos112.0cos125.0 max

63.03.2

max

2

max -+---= eaeaereE



41 

 

 

 

 

 

 

 

 

 

  

 

άὼὸ Ὧὼὸᴼάὼὸ Ὧὼὸ π.     (2.66) 

Here m is the mass, k is the stiffness in N/m, ὼὸ is the displacement, ὼὸ is the velocity, and 

ὼὸ and is the acceleration. By dividing Equation 2.66 by m, Newtonôs law of motion can be 

expressed in terms of the natural frequency ‫ : 

   ὼὸ ὼὸ πO ὼὸ ‫ὼὸ π ,      where    ‫ Ὧάϳ  (2.67) 

 

For damped motion, the dissipation element is introduced, and the force balance is shown in 

Equation 2.68 an Equation 2.69 as 

 

 

 

 

 

 

              άὼὸ Ὢ Ὢ,        (2.68) 

 άὼὸ ὧὼὸ Ὧὼὸ π,       (2.69) 

  ὼὸ ‒‫ὼὸ ‫ὼὸ πȟ          (2.70) 

  where ‒   , ‫ ‫ ‒ ρ,  and ὧ ςЍὯά .     

 

 

 

Figure 2-22: Basic Schematic of damped motion [63] 

Figure 2-20: Basic schematic of un-damped system Motion [65]    
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Here, ‒ is the damping ratio, ὧ  is the critical damping coefficient, and ‫  is the damping 

frequency. Based on the value of the damping ratio, there are three kinds of damped motion: 

under-damped, over-damped, and critically-damped. Because the damping ratio governs the 

damping response to the force balance, it also governs the solution for the displacement.  

 

 

Table 2-3:  Corresponding damping response and displacement profile for damping ratio values [63] 
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2.10 Particle Oblique Impact 

 

 Figure 2-23: Schematic of oblique impact [61] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.10.1 Tangential and Normal Coefficient of Restitutions 

 

For oblique impact, the coefficient of restitution has two components: the normal 

coefficient of restitution, en, and the tangential coefficient of restitution, et. The normal 

coefficient is defined as the ratio of the normal rebounding velocity to the initial rebounding 

velocity, while the tangential coefficient of restitution is the ratio of the tangential rebounding 

velocity to the initial tangential velocity, as shown below:  

       Ὡ   ,          (2.71)                

Ὡ   .         (2.72) 

The relationship between the total coefficient of restitution, e, en, and et is shown in Equation 

2.73:  

 Ὡ Ὡὧέί— ὩίὭὲ— .  (2.73) 
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2.10.2 Impulse Ratio and Particle Rotational Motion 

 

Impulse ratio (ɛ) is defined as the ratio of the tangential impulse (Pt) to the normal 

impulse (Pn): 

‘
᷿

᷿
 .     (2.74) 

 

Equation 2.75 can be obtained by combining Equations 2.71, Equation 2.72, and Equation 2.74  

to relate en and et to ɛ:   

Ὡ ρ  .        (2.75) 

The tangent of the impact angle is calculated from the ratio of the tangent impact velocity to the 

normal impact velocity. 

 ÔÁÎ—  .         (2.76) 

 

The rotational impulse is  

ὖ Ὅ‫ ‫  .        (2.78) 

According to the conservation of angular motion about point C in Figure 2-23, it can be stated 

that 

ὖ Ὑὖ.         (2.79) 

 

By implementing the expressions for tangential and rotational impulses in Equation 2.79 

the relation between the angular motion and the tangential coefficient of restitution can be 

obtained:  

Ὅ‫ ‫ άὙὠ ὠ  ,      (2.80) 

‫ ‫   ,       (2.81) 

‫ ‫  .       (2.82) 
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Hence, the relationship among angular velocity, the normal coefficient of restitution, and the 

impulse ratio can be obtained: 

 ρ Ὡὠ ‘ρ Ὡ ὠ  ,       (2.83) 

   ‫ ‫  .       (2.84) 

 

Thus, Equations 2.80 and 2.84 show that en , impulse ratio, and et are interdependent variables 

that, in unison, affect the angular velocities. In the EA model, en is calculated first based on the 

adhesive and Hertzian force balance while et is calculated based on the en and the impulse ratio. 

In this case the criteria of the impulse ratio which is based on the critical angle is used. However, 

for the VEP model, the total coefficient of restitution, e is calculated since the deformation of 

yield is based on the point of incidence. However, once e is calculated, the tangential and normal 

components can be calculated based on Equations 2.71-2.73. 

 

2.10.3 Sliding versus Rotation and Micro-slip 

 

 To address the transition between sliding and rolling, the ratio of the friction and impulse 

has been specified as a parameter to indicate the critical angle at which this transition occurs. In 

Equation 2.85  the ratio of the friction and impulse ratio equals one at the critical angle.  

 Ὢ‘ϳ ρ    —  .        (2.85)  

 

Based on the literature review, no criteria has been developed for the possibility of simultaneous 

sliding and rotation due to particle irregular shape and previous rotation. If CFD gasifier models 

are to be improved in modeling char particle behavior, the shortfall in this criteria must be 

resolved. Moreover, the scant data for the modulus of elasticity (and yield strength) and 

inclusiveness of adhesive and viscoelastic properties introduce uncertainty. The lack of a 

sensitivity analysis for the proposed equations of Kim and Losurdo to incorporate the effects of 

adhesion as well as viscoelasticity have introduced uncertainty of how much influence of a COR 

due to adhesion, wave dissipation, or viscoelasticity would have on the overall COR. However, 

previous work has made certain that coal should be classified as a viscoelastic solid under high 
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temperature and that it is the TCV (1300-1500 K) that governs the stiffness of coal more so than 

Tg (573-743K) [7, 45, 46]. Therefore, the stiffness is governed predominantly by the ash 

deposition. Likewise, the adhesive properties is governed predominantly by carbon by evidence 

of contact angle experiments. The scope of the work not only includes the behavior of particle 

impacting refractory, but particles impacting a slag layer or other adhered particles. However, the 

issues laid out in terms of the non-ideal geometry of the particles and interdependence between 

viscoelasticity and adhesion to determine a sticking probability consistent with the physics of 

predicting the COR underscores the reference point for which the problem definition is based 

upon.  
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CHAPTER 3 PROBLEM DEFINITION, HYPOTHESIS, AND OBJECTIVE S 

 

 
3.1 Problem Definition 

 

Because of the inefficiencies in plant operations due to flyash, there is a need to control 

ash deposition and the handling of slag disposal. Excessive char deposition in convective coolers 

can lead to unplanned shutdowns, while the char captured in slag can render the slag useless for 

the cement industry. Ash deposition also leads to a reduction in heat transfer, both in the 

radiative (slagging) section and in the low temperature convective (fouling) heating section, 

resulting in an increased cost of electricity generation [69]. Therefore, the objective of the Coal 

Particulate Partitioning Project was to characterize the behavior of coal based upon their specific 

gravities and size fractions in order to determine the particles within the population that were 

responsible for contributions to flyash. Nevertheless, by employing the discrete phase model, a 

computational tool that represents the gas phase as a continuum and the particles as a discrete 

phase, the trajectories of particles can be determined through a Lagrangian characterization. For 

those particles that are predicted to impact the wall, the COR must be defined. 

Figure 3-1: The three modes of behavior of particle impacting a slag layer 
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