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ABSTRACT

High speed communication channels, including backplanes, always have digffetatg) on

signals being transmitted through them. This is mainly a result of the frequency dependent nature
of such channels. In order to address this issue two common techniques exist: either carefully
selecting the materials used in the backplane designodifying the signal to suit characteristics

of the communication channel/backplane by employing different line coding schemes and
equalization. The most common line coding method is NRZ; howasespeed further increases,
duobinary and PAM} are ao promising techniques being investigated.

Most of the past research in duobinary and PAMas concentrated on simulations of the
performance of coding and equalization techniques to compensate for the channel distortion.
This proposed work focuses orpia prototyping, using FPGAs and/or ASIC, of NRZ and

duobinary coding and channel equalization. NRZ and duobinary coding are chosen because they

are generally less complex than PAMwhich makes them a good choice for higher data rates.

A typical duobinay transceiver system comprisasan encoder at the transmitter and the
corresponding decoder at the receiver. The complete ecodestsof a duobinary preoder,

which in turnincludesa unit delay and an XOR gate to prevent error propagation, ardya de

and add filter that converts the two level NRZ signal into a three level duobinary signal. The
duobinary signal is then transmitted to the communication channel. At the receiver side, the
duobinary decoder is implemented using a signal splitter, twpaatorsand an XNOR gate.

The duobinary signal generated is a three level signal which current commercial FPGAs are not
capable of handling. In order to solve this problem, a simple new architecture of a duobinary

system to be used with the commeradd;the-shelf FPGAs is proposed.

The standard duobinary system architecture is modified by placing the duobinary encoder after
the transmit equalization, before the channel, while the duobinary decoder is placed immediately
after the channel, before recenequalization is performed. This scheme offers the advantage of
allowing us to use the FPGA equalizers in the NRZ coding without having to modify them to
support the threkevel duobinary signal. Hence, this modified architecture takes advantage of the
well-developed digital signal processing blocks in commercial FPGAs while allowing faster
development times. The duobinary encoder and decoder can be bniR$iC and interfaced



with the FPGA. Simulation of this architecture is performed in Simuént results obtained
show that hardware implementation of such architectueasbleas the transmitted data is

reliably recovered at the receiver.

To accomplish this research, two software too
Quartus The FPGA board used was a Stratix [V GT SI Development board with the
EP4SG210040I1 chip. Simulink was used for the NRZ simulation and Quartus for hardware
implementation. Wo reatworld channed were useda 29 in Megtror6 Caltraceboardand a 32

inch backplane both provided by FCI electroniEye diagram scopes in Simulink are used to
view the simulation results. The transceivers of the Stratix IV GT S| board were run &ifpé5
and 11.3Gbps usindgothchannet to verify proper operation and alsodemonstrate the
eqgualization featuresithin thetransceiversNRZ measuremestweretaken with the DSA 8200
Tektronix Time Domain ReflectometeA correlation between the simulated and measured NRZ
data is madand the results show a higkegree otorrelation TheBER for NRZ and duobinary
werealso computed for both channéie results wereomparablehowever, the duobinary uses
half of the bandwidth.
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Chapter 1

Introduction

1.1 ResearchMotivation

Theneedfor higher data capacity among electronic devices today implies the
requirement for faster transmission rates between thkere is so much data today that
needs to be transmitted from one point to angtheeit from servers or multi service
switches tdhosts or evemmong portableevices in our homes and offices. These include
data from computers to printers, fax machj@esl scannerg.his puts a great burden on
currentbackplanes and connectaossupportthe required bandwidth necessary for such
high speedlatatransmissions. Consequently, different techniques are investigated for
improving the integrity of the signal being transmitted to allow for faster transmission
speeds. Typically, two approaches exist: the passivaane [L]. The passivapproach
involves the use of high quality microwave substrate materials and newctamne
technologiesln other words, it is concerned with improving the properties of the channel
itself by investing in new board designs and improved via hole technokogmeention a
few. This approachhowevertends to be expensive as much research effort and time is
needed in the study and selection of such mateRatshermore, replacing the backplane
will result in a lot ofdowntime[1, 2, 3]. The active approaclon the other hands
concerned with the signabnsmittedhrough the channel. It involvesd@m of

processing otthe signal to give it certain properties which aid in overcoming the poor

response of the channel. Tlagter methods arguably easieraéter andtheaper to



implement than thérmer [1]. When working on implementing new and improved
systems, it is always recommended to utilize fast and easy mettsisvill help to
make design changes that will arise mgaicker and hencleelps reducéhe time to
market the final deviceCurrent ComputefAided Design(CAD) tools make design and
prototyping systems much quickand less cumbersomigis alsopossible to use more
than one CAD tool in a desigifhis thesisaims to explore thipropertyby using
Simulink and Quartus to prototype a duobinary transceiver system for high speed
backplane applicatiorend also proposarchitecturdor integration withField

Programmable Gate ArrdFPGA) transceiversvith an ASIC

1.2 TheNeed for Simulationin Simulink

Work on duobinary simulation B®#een carried out inlf 2, 4,5, 6]. In [2], a duobinary
transceivesystemfor multi-gigabit backplanapplications for data rates from 10 to 40
Gbpswas simulated using thedvanced Design Softwaf@DS) software. However, it
had no direct link to hardwar@s thisthesis is geared more towards hardware
implementationSimulink ischoseras the tool for simulation becaudardware
Description LanguagéHDL) code for programming the hardwatlee FPGA inthis case,
caneasilybe generated and exported to Quaftas) where it can be used to directly
program the boardr instantiated as part of a larger desifis reduces the time
required to learn HDL coding and hence allows us to focus maiteeamplenentation

aspect of the design



1.3 The role of the FPGA

Duobinary signalingvas first proposed by Lende3][ A method to encode a two level
binary data into a three level duobinargnal was proposed. The encoder was simply an
AND gate logic and a flip flop. The AND gate complements the input to the flip flop
which then sends the data out on the channel. At the receiving end, a rectifier and slicer
are used to recover the transemttinary signals from the duobinaignal The

duobinary system as mentioned had little difference witiNfRZ in terms of

components required for coding and encoding of dakee spectral characteristics of

both straight binary and duobinary technigiueere also compareand it was found that
the duobinargystem hadhalf the bandwidth of the straight binagnd hencedata could
betransmited-at leastheoretically at twice the data rate of the straight binditye
duobinarysystem is mainly used in optical communications because of the wide

bandwidths involved

With multigigabit transmissions now possilitethe electrical domaiand the low
bandwidth of backplanes, simple line coding metharéseeded. As a result of its
simplicity and low bandwidth requirements, duobinsignalingis making a comeback
in the field ofhigh speed electrical backplane applicati@tsidies are being carried out

in the field and various ways of implementing the encoder and decoder aréngpupg

In [4], Sinskyet a. ran a smulation of high speed electricdlackplane transmission
using duobinary signalingA pseudo random generator of Bbps was used to generate

the test signal inpuThe duobinary encoder was implemengésdasimpletwo tap Finite



Impulse Responsé&IR) preemphasis filter cascaded with the channeb¢oeratethe
required duobinary signal. The decoder was implemented using a splitter whiskhsplit
incoming duobinary signal anddds it to two comparators whosmitputs arehenfed to
an XOR gatefor final decoding Tyco Quadroute traces with lengths &f2Q and 34
incheswere usedor the experiments. Eye diagrams foesk trace lengths were viewed
and theBit Error Rate(BER) also measured. BERs of less thafi“l@ere achievedThe
eye diagrams and BER comparisons for duobinvegye al® made with thosef Non-

Return to ZerdNRZ andPulse Amplitude ModulatioRAM-4.

A. Adamiecki etal. in [5] demonstrate for the first tinb Gbps electrical duobinary
transmission over FR backplanes. A 2&6bpsNon-Return to ZeroNRZ) Pseude

Random Bit Sequenc®RB9 datasource is use@nd an FIR filter implemesthe

duobinary encoding while a BERT is used at the receiver to stuBBRs for 14 and 24

inch channel lengths. The eye diagrams at the input and output of the backplane were also

viewed.

Yamaguchet al. [6] also studied duobinary signaling at speeds d&bfs withtwo
timesoversampled edge equalization. The work congpamansfer functions of the

duobinary, PAM2 and PAM4 signaling.

In [7], a 10Gbps duobinary signaling was implemented. Backplanes used for the
experiment were the 20 and 34 inch Quadroute and XAUI. A two tap FIR filter was used
for preemphasisand PRES 23 and 31 patterns were used. In both cases, bit error rates of

less than 18° were observed with zero errors in a 20 minute measurement period.



An Altera white paper,q] states the possibility of using 28n FPGAs for backplane
applications SuchFPGAs have buiin transmit and redcee equalization capabilities.

The white paper begir®y stating the common mechanisms for signal loss in backplanes
and then going on to discussdetailthe various transmit and receive equalizers present
in the 28nm FPGAs. An example application also shows an eye diagranamdth

without equalizationA similar white paper,9] discusses the various serial transceiver
protocols that could be implemented in FPGAs. Tharg8ransceiver architecture is
reviewed;the various clocking methods for the transceivers are also discussed. An
important parameter, the power efficiency of the transceivers is compared at various data
rates. Thewthorsalsodiscusghe equalization schemes that could be implemented with
theFPGAs Thejitter and BERwerealsodiscussed. The informatiahscussedn [8] and

[9] present FPGASs as suitable devices for prototyping and subsequently implementing

duobinary transceivers for high speed backplane applications.

All the researchmentionedalhove did nd use an FPGA. Thisesearctaims to mée rapid
prototyping ofa duobinary transceivausingFPGAs andnulti-vendorCAD toolslike
Simulink from MATLAB and Quartus from Alterd he idea is to reduce writing cesl as
much as possible as thislvmake the design and troubleshooting as well as time to
market devices quickefhe duobinary schemis expected tde incorporated into the
FPGA transceiver architectuasthe FPGA has butin transceivers with pattern
generators and checkers as vasllequalization capabilities. These make setting up and
studying communication links easier and quicker. Also, as stated in Section 1.2,

Hardware Description Languagd@L) code for programming the FPGA can be



generated directly from Simulink. Thisakesverification of the design in hardware
faster. Interestingly, duobinary implementation with FPGAs has not been attempted
before;previous work concentragen equalization with the FPGA while this work aims
to incorporate line coding using FPGAxuobinaryis chosen because it has half the
bandwidth of NRZ line coding and hence offers a potential for doubling the present data
rates with less channel equalization requiremdriteoughout this research, two real
world channels were usea:29 in Megtror6 Catrace boarénd a 32 inch backplane

both provided by FCI electronicEye diagram scopes in Simulink are used to view the
simulation results. The transceivers of the Stratix IV GT Sl board were run a&bps5
and 11.3Gbps usindgothchannet to verify proper operation and also to demonstrate the
equalization featuresithin thetransceiversMeasuremerstweretaken with the DSA

8200 Tektronix Time Domain Reflectometeh correlation between the simulated and
measured NRZ data is maded the results skoa high degree of correlatiofhe BER

was also computed for both channels for both channels and the results were similar.

1.4 Project Outline

This thesiscomprisedive chapters. Chaptdrcontains a general introductiabout the
work and the tools use@hapter2 has the theoretical backgrouadout FPGAsissues in
high speed signal transmissiand duobinary signalinghaptei3 deals with theNRZ
simulationand demonstration of the operatioiithetransceiverswith real world
channelsin the FPGA Chapter discusses duobinaryarchitecturausing ASICdor

integrationwith the FPGA transceiveend the simulation of such architectwhile



Chapter5 concludes the work by stating the results obtgihedtations encountered in

the course of the worlas well as theecommendations for further study.



Chapter 2

Theoretical Background

2.1Field Programmable Gate Array

Since the invention of transistors for amplification and switcharigt has been going on
in the field of electronics. Not#bis the issue of miniaturization. Transistors used to be
bulky. However, with its abundance and the improvement in technditiggn has been
utilized to produce Integrated Circuits (ICs) whidwe significantly scaled down the
size of present day electronic devidesaddition the development of CAD tools has
allowed for easier and faster ways to implement complex designs comprising many

transistors.

Designs implemented in the ICs were ndlignApplication Specificwhere the operation
of the system is defined during manufacturentk theyare called Application Specific
Integrated Circuits (ASICsHowever, this architecture does not allow for flexibility as
the design is hardwired from the factory. There is also the afdoagtime to market
and increased cost of production as any mistakes made during production normally

renders that piece of havdre useless.

Programmable Logic DevicéBLDs)were introduced as a means of achieving flexibility
so that users have the ability to program the device after manufa@he®f such PLDs
is the Programmablieogic Array (PLA). This consists of a matrix grogrammable

AND planes followed by a matrix of programmable OR planes. Basic logic functions are



then implemented by connecting the gates together usually after reducing the design to
the Sum of Products form. Another similar PLD architecture calleBithgrammable

Array Logic (PAL) also exists which consists of a matrix of programmable AND plane
followed by a fixed OR plane. Designs are also implemented by programming the AND
planes which allow connections between the AND gates and the OR gates.ethe fix
architecture of the OR planes in the PAL allows them to run faster than the PLAs because
the fixed connections switch faster than the programmable connections. The PLAs on the
other hand are more flexible than the PALs because of the ability to progtharthe

AND and ORplanes 10]. Figure 21 showsa PAL and PLAarchitecture.
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Figure 21. PAL and PLA architecturglLQ].

Complex Programmable Logic Devices (CPLDs) have an architecture based on the PAL.
They consist of multiple PAL logic blocks that ax@nected with a programmable
switch matrix. CPLDs can be reprogrammed several times and can include storage

devices and feedback lines.



A Field Programmable ArrafFPGA)is simply a ProgrammadlLogic Device (PLD)

that comprises eollection ofConfigurableLogic Blocks, (CLB) which could be logic

gates, memory devices or almost any other element arranged in an array with interspersed
switcheq11]. This is different from the architecture of the devices discussed earlier
which comprised of a comtmtion of AND and OR gateBrom the architecture of the
FPGA, at least two things should be obvious. One is that of flexibility. Since the FPGA is
programmed to connect various switches, it means that it carebeaiachieve almost

any design by rearrging the connection between the switch&€se second is the fact

that the logic blockcan be programmed independgmf each otherand this implies

that multiple designs can be implemented at the same timsinglaFPGA to achieve
parallel computingThe FPGA is usuallprogrammed by connecting td.Bstogether

with theaid of the switche®etween them tachieve virtually any desired functiofihe

CLBs are seen in white with the switches that enable connectibwsdre these blocks in
grey.Note thathe 1/0O blocksare also incorporated into the FP@&#at allow
communicatiorwith the outside worldrFigure 21 shows the schematic of a typical

FPGA.
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Figure 22. Schematic of an FPGHAL(Q].

The CLB in an FPGA normally consists of a Look Up Table (LUT), a memory element
which is usually a flip flop and a multiplexer that selects which of the registered or
unregistered wtputs of the LUT are to be used as the output of the Elgsire 23

shows thestructure of a CLB in an FPGA.
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Figure 23. Structure of a CLB in an FPGA]].
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FPGAProgramming is normally donesingHDLs of which the most commoare the

Very High Speedntegrated Circuit Hardware Description LanguagelDL ) and

Verilog. VHDL was initially developed by the United States Department of Defense for
the modeling and simulation of electronic devices. In 1987, however, it became an IEEE
standard 1076 and fourtd way out of the military circles. Other standards have since

followed. They include the 1076 of 1993 and the 1076 of 2001

Verilog on the other hand was developed by Philip Moaf@ateway Design

Automation. In 1989, Cadence Design Systems acquired Gateway and put Verilog in the
public domairand iteventually beamean IEEE standard in 1995 with another standard
following in 2001[11]. VHDL and Verilog can both be used for syatdesign,

simulation and synthesis and are also supported by most EDA vendors.,Vidbéver
supports system level modeliagdhas a more comprehensive simulation than Verilog.

In terms of use, Verilog is normally easier to learn as it is weakly typeohagared to

VHDL. A key advantage of VHDL over Verilgdnowever is the concept of packages.

These are simply procedures and functions that can be used by any design unit. This does
not exist in Verilog. Verilog is similar to C while VHDL has its rootAida. Most times,

it is a matter of personal convenience that determines which of the languages to use.
Verilog is used in this thesis because component instantiation in a hierarchical design is

easier to implement than it is in VHDL.
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2.2Quartus Il

A very important component of this work is the Quartus Il software. It is within this
program the transceiver is defined, compilation is done and device programming is
achievedQuartus Il is a complete Integrated Development Environhdhfrom Altera

that allows for system design and testing. Design entry in VHDL, Verilog and schematic
can be done, compilation of generated code, analysis and synthesis, placing and routing,
programming file generation as well as device programming can all be achievedewith
Quartus Il. Simulation is mmally performed with ModelsimThe Quartus Il also has

other tools like the Signal Tap logic analyzer for probing FPGA pins, the transceiver
toolkit for transceiver testingnd the @ys for defining and implementing sysie that

include processors among others. A 64 bit Quartus Il Version 12.0 environment is shown

in Figure 24.

@ Quartus T 64-Bit - — — o] |
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AITERAN
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4 P Analysis & Synthesis
[ Ecit Settings
B view Repart -
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| I r
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Figure 24. Quartus environment
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Project Compilationn Quartus dealwith checking the syntax of the code to verify its
correctness. Other issues include steps like analysis and synthesis, fitting and
programming file generatioft. consists of some basic functions which incluéiealysis

and Synthesiwhichis a processhat brings together all files within the design to create a
single file that describes th@eration of the complete systeRitting (Place and Route)

As the FPGA comprises many logic blocks, the fitter determines which of these blocks
are to be used implementing the design (fitting) and also how these blocks should be
connected (routing). This process isibally an optimization process and typically takes
a longer time in FPGAs with more logic elememsygramming File GeneraticrHere,

the actuhbit file used in programming the FPGA is generated. When this step completes,
it produces a static ram object file (sof) to be used in device programming and this is
usually done with té aid of the device programm@&in Placemert Up to this stage, we
have not stated which pins serve what function on the FPGA. This is done using the pin
planner in Quartus. One way to run it is to click on Pin Planner fromdbg@ments

menu in Quartus. ThikOs in the design are then assigned physical pins on theedev

After this step, it is sometimes necessary toampile the design to update it before

device programming is donén easier and faster way though is to run Analysis and

Elaboration then performing pin assignment before running the complete canpilat

2.3 Stratix IV GT SI Board

The StratixlV GT Signal Integrity(Sl) board is a higfspeed Altera deviceidely used
for sgnal processing an&l applications. It has buin integrated transceivers capabfe o

running at speeds of up to 11GBps Transmit and Receive equalization can also be
14



performed with the board as it has banmltequalizers with programmable tapscouple

of user LEDs, push buttons, switches and seven segment displays also exist on the board
to allow for the implementatioof basic digital logic design3.he board comes with the
EP4S100G2F40IEPGA chipthat has the Finrkine Ball Grid Array (FBGA)

architecture with 1517 pins.

Two common ways of programming the chip are the embedded Universal Serial Bus
(USB) blaster and tnMAX Il Fast Passive Parallel (FPP) method. The embedded USB
blaster method allows for direct programming of the chip by using a USB cable to
connect the board and computer directly. The Quartus programmer in Joint Test Action
Group (JTAG) mode is then ed to download the programming file to the FPG#yp.

The FPP method on the other hand, allows for automatic loading of the configuration to
the FPGA on reset or powap. This method is helpful because the FPGA is volatiid

any configuratiordownloade to it is lost on reset or powelp. However, with the FPP
configuration, thegrogramming file istoredin flash memory and automatically loaded
into the FPGA chip whenever the board is reset or powerdeigure 2-5 shows the

Stratix IV GT Slboard.
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Figure2-5. The StratixlV GT Sl board

24 Stratix IV GT Transceivers

Up until now, our discussion has been on logic devices and implementation. An
interesting feature of FPGASs is that they can also be used fospagd data
transmissionThe FPGA chip on thé&tratix IV GT Sl board is equipped wi8® high

speed transceivers. Td¢etransceivers arplaced intwo sides of the device with three
blocks on each of thisvo sidesEach transceiver bank consists of four data channels and
two Clock Multiplier Unit (CMU) channels for providing reference clocks to the
transceiver channel$he Auxiliary Transmit Phase Lo&dLoops(ATX PLLs) also

exist within the transceiver bloc&ndcan be used to generate the required reference

clock required for transceiver operatiofigure 26 shows the architecture of the
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transceivers on the Stratix IV GT Sl board.

EP45100G2F40
Transceiver Block QL2 Transceiver Block QR2
10G Channel 3 10G Channel 3
10G Channel 2 10G Channel 2
CMU Channel 1 CMU Channel 1
CMU Channel 0 CMU Channel 0
10G Channel 1 106G Channel 1
10G Channel 0 106G Channel 0
ATX PLL (10G) ATX PLL (10G)
Transceiver Block QL1 Transceiver Block QR1
10G Channel 3 10G Channel 3
10G Channgl 2 10G Channel 2
CMU Channel 1 CMU Channel 1
CMU Channel O CMU Channel 0
10G Channel 1 10G Channel 1
106G Channel 0 10G Channel O
ATX PLL (6G) ATX PLL (6G)
Tranzceiver Block QLD ransceiver Block QRO
10G Channel 3 10G Channel 3
10G Channel 2 10G Channel 2
CMU Channel 1 CMU Channel 1
CMU Channel 0 CMU Channel 0
10G Channel 1 10G Channel 1
10G Channel 0 106G Channel 0

Figure 26. Transceiver architecture in the Stratix IV GT Sl board

The transciwer channels allow fatransmit (preemphass), receive equalizatiosuch as
Decision Feedback EqualizatiDFE), anddynamic reconfiguratiorDynamic
Reconfiguration refers to the ability to change the properties of the transceiver fueh as
equalizer tap settings atigke differential output voltage levels neededithout having

to first power down the devic&urthermorepscillators exist for providing thequired
triggers needed taew eye diagrams on external scop€kese triggers aent out

through dedicated SMA ports available on Itloard.This makes the board a complete

17



tool for the analysis and study of higpeed transmission link§he transceiversn the
Stratix IV GT boarctan run at speeds up to 11.3Gbpsand can support multipkerial
protocols In addition, custom protocols at different speeds can also be implemented on

the board. Table-2 shows the serial protocols supported by the board

Table 21. Serial Protocols supported by the Stratix IV GTrddaZ2]

Protocol Description
PCle Gen 1 at 2.5 Gbps and Gen 2 at 5.0 Ghps
XAUI 3.125 Gbps up to HiGig at 3.75 Gbps
GIGE 1.25 Gbps
Serial RapidIO 2.5 Gbps and 3.125 Ghps
SONET/SDH 0C-48 and 0C-96
(OIF) CEl PHY Interface 4.976 Gbps to 6.375 Gbps
Serial Digital Interface (SDI) 3G-SDI at 2.97Ghps and 2.967 Ghps

Figure 27, shows ondransceiver channel of the Stratix IV GT Sl board

Transmitter Channel PCS Transmitter Channel

PMA
- TX Phase _ _ h
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g wex e _— en &
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FPGA
Fabric
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l:l Transmitter Channed Datapath
[ ] mecewercrannel asapaen

Figure 27. One channel of the Stratix IV GT transceiver

The transceiver has two main components: the Physical Coding Suil@®yand the
Physical Medium AttachmefPMA). These components exisbthin thetransmitter
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and receiver sectiortf a transceiver channdlhe next few sections brieflyutline each

of the blocksstarting from the transmitter channel PCS.

2.4.ITransmit Phase Compensation FIFO

The transmit phase compensation FIFO serves as an interface between the fabric of the
FPGA and the PCS of the transmitter. It also compensates for any phase difference that
might arise between the FPGA fabric interface clock and thespmed parallel cléc

generated by the clock dividers.

2.4.2Byte Serializer

There is normally a maximum frequency at which the FPGA is able to run. Sometimes
when the data rate of the transceivers is high, this maximum frequency is exceeded. To
addresghisissue, théyte serializerallows the FPGA to run at half the frequenrayd

double the bit widthFor example, clocking a 20it parallel data source at 18{Hz at

the input of the byte serializer, we can have twdbit(arallel data sources clocked at

200MHz at theserializer output.

2.4.38B/10B Encoder

The 8B/10B encoder allows for the conversion of diit 8lata word into a @it word
by encoding the lower 5 bits into 6 higsxd the upper 3 bits intobidts. This ensures a
running disparitypetween ones and ze®in the data streawhich allows for Direct

Current (DC) balance and easier clock recovery

19



2.4.4Serializer

The serializeconvertshe incoming parallel data from the PCS of the transmitter into
serial dataand sends it to the transmit buffalowing for preemphasis and

modification of the differential output voltage before the data is transmitted serially on
the channelOutputterminationwhich could be off or omchip is alsgerformed at the
transmit buffer. To perforroff-chip termination, reistors have to be soldered on the
board while orchip termination is enabled from the Assignment Editor watin the

Quartus Il software and no external resistors are required.

The next few section®viewthe blocks in the receiveectionof the transeiver, starting

with the receiver input buffer.

2.5.1Receiver Input Buffer

The receiver input buffer receives the serial data from the channel and forwards it to the
Clock and Data Recovery (CDR) unit. Just like the transmit buffer, a number of functions
can be achieve@dmong whichareequalization, DC gain and @@hip Terminations

(OCT). The equalizers in the transceivers of the Stratix IV GT board support 16
eqgualization settings that provide up todBE5boost of the attenuated high frequencies.

DC gain is also performed hexehereby the signal is boosted acras$requency

spectrum. Gain values range fromdB to 12dB in increments of 8B.

The receiver input buffer also allows for adaptive equalizatibich is necessary for
different dataates and varying channel conditions. It is normeliigllengingo

determinghe optimumequalizertap settingsfor these varying channel conditioi$ere
20



are three modes of operation for the Adaptive Equalizer (A&gptinuouspowerdown
and onetime. The first two modes are not supported in the Stratix IV GT deVice
onetime modedetermines the optimum tap settings for the equalizer and then locks these

setting preventing further changes even if channel condiiarys

The PMA channel of the receiver also contains what is known as the EyeQW/luek.
enabled, th&yeQ hardware allows the CDR to sample the incoming data at 32 different
positions within dJnit Interval (Ul) of a data eye. At the center of the, eyleich
corresponds to the optimum sampling point, the BER is zero. Moving away from the
center toward any of the edges increases the, BRRwith thes@alues, the eye width

can be indirectly measured.

2.5.2Clock and Data Recovery Unit

This unit is mainly conceed with recovering the clock from the incoming serial data
stream The CDR can operate in either of two madke Lock to Reference (LTRQr
Lock to Data (LTD) In the LTR mode, the CDRacks the input reference cloakich is
normally sourced from thaedicated reference clocks (REFCLK) of the transceiver. O

the other handhe CDRtracks the incoming serial data in the LTD mode.

2.5.3Deserializer

The deserializeperformsthe opposite function of the serializeonvering the incoming
serial data back to paraljeind feethg it to the receiver PC&locks utilized include the

high-speed recovered serial clock and the-Epeed recovered parallel clock.
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2.5.4Word Aligner

The process of data conversion from parallel tabkénd vice versgtends taresult in
misalignment of thelata stream. This is addressed bywoed alignerwhich operatgin

one of two modegnanual alignmentnd bitslip. In the manual mode, an input port is
used to trigger the word aligner to look for a specified word pattern. When alignment is
lost, the trigger has to be asserted again for the word aligner to furidtishi-slip

mode isachievedy slipgng a bit into the incoming data stream on every rising edge of a
bit-slip input signal until the word alignment pattern is foudthin the word aligner is

a Programmable Run Length Violation Detector which is useetermingf the number

of consecutie ones or zeros in a data stream has exceeded a specified maximum.

2.5.5Deskew FIFO

Imperfections in the physical transmission medium can result in skew between lanes of
transmitted data. The deskew FIFO takes care of this by aligning the data irethe lan

This feature is only supported in XAUI mode.

2.5.6Rate Match FIFO

The rate match FIFO is used to compensate for differences between the transmitter and
receiver clockslt inserts SKP symbols when the receiver reference clock frequency is
greater than that of the transmitter reference clock frequandydoes the opposite when

the transmitter reference clock frequency is grettam the receive clock
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2.5.78B/10B Deoder

The 8B/10B decoder performs the reverse operation of the 8B/10B encoder by converting

a received 1dit data stream back to arb& data stream with a-hit control identifier.

2.5.8Byte Deserializer

Just as in the transmitter side, the lgserializer is needed to resolve issues with
maximum FPGA clock speed. In higipeed systems, the clock speed of the receiver PCS
might be greater than the maximum supported clock speed of the FPGA. In such cases,
the bytedeserializer is used to halvedltlock rate by deserializing the data stream before

forwarding it to the FPGA core for error checking.

2.5.9Receiver Phase Compensation FIFO

This block ensures reliable data transfer between the receiver PCS and the FPGA fabric.
It also compensates fdna phase difference between the receiver PCS clock and the
FPGA fabric clockThe transceivers are extremely flexiblatas possibleo

include/remove certain blocks in the PCS of both the transmitter and receiver. In fact, the

whole PCS can be bypasgedmplement what is known as the PMily channel.

2.6 Mechanisms for Signal Degradationin Backplanes

The next few sections briefly discudsgradationssues involved in higepeed digital
data transmissionWhenever a signal is transmitted througthannel, be it wireline or
wireless, it suffers from some sort of degradation as a result of the channel

characteristicsor some other unwantexkternalsignal in the form of noise. As a result,
23



what leaves the transmitter is not always the same asredeteshe receiver. Some of

the mechanisms for signal degradatéwa outlined in the following subsections.

2.6.1 Cross Talk

Crosstalk is simply the coupling of energy from one transmission line to another. This
could be as a result of inductivea@apacitive coupling. Inductive coupling occurs when
changingelectriccurrent flowsthrough a conductoiThis gives rise to a magnetic field

that induces another current in the adjacent transmissiorClapacitive coupling on the
other hand occurdue tothe capacitor formed when two conductors are separated by a
distance. Crosstalk could be Near End Crosstalk (FEXT) or Far End Crosstalk (FEXT).
NEXT is crosstalk measured at the same side of the conductor while FEXT is crosstalk

taken at opposite ends thie conductar

2.6.2 Return Loss

Return loss is a ratio of the signal reflected from a Device Under Test (DUT) to the signal
launched into the DUTThis occurs as a result of discontinuitieghe linkor impedance
mismatchesReturn loss is measureddecibels and because the logarithm of a number

less than one is negative, the return loss is usually a negative number.

2.6.3 Reflection

Similar toreturnloss, reflection occurs as a result of impedananatchalong the
channelAs a result, not allhe energy transmitted from the transmitesaicheghe
receiverand this makedetecting the signal difficult resulting in errors. Also, if multiple
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discontinuities exist, multiple reflections will occur leading to an even worse channel

performance.

2.6.4 Skin Effect

At high frequencies, current tendsfkmw on the surface of a conductor rather than its
whole crosssection. This reduces the effective cross sectional area for conduction

thereby increasing rissance and causing attenuation.

2.6.5 Dielectric Loss

The dielectric constant is a property of Printed Circuit Boards which affects the
impedance of a transmission lineis normally determined by comparing its effect on a
conductor pair to that of a conductive pair in vacultfaterials with lower dielectric
constants offer less degradattonsignals passing through theneaning they can
support transmission over longer distances than timaserialswith high dielectric

constants13].
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Figure 28. Loss curve versus frequeniy a typical backplang20]

Table 22. Some materials with their dielectric constdaty.

Material Dielectric
Constraint
FR-4 3.9-47
GETEK 35-43
Polyimide 40- 45
Speedboard N 3.0
Rogers (RO3003) 3.0

At high frequencies, the dielectric loss is more dominant than skin effect as it varies in
proportion with frequencgywhile skin effect varies with the square root of the frequency.

This can be seen in Figure8g 20].
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2.7 Effects of Signal Degradation

The mechanisms for signal degradation mentioned above |¢ael frollowing

detrimentalkeffectson the signal being transmitted

2.7.1 Attenuation

This is simply the decrease in the energy of the signal beingmittednakingsignal
detectionat the receiver enelspeciallyifficult when there is a significant amount of

noise in the channelttenuation can be caused by skin effect and reflection.

2.7.2 Inter-Symbol Interference

Due to the loss mechanisms discussed abowe&plane frequency responses are usually
low- pass in nature. The attenuation of the high frequency compaonehesfrequency
domaintends to spread out the transmitted signal in tthmereby leading to Intersymbol
InterferencdSl. Two methods generally exist to mitigate this detrimental effdwt

first is to design bandlimited pulsése Nyquist puls@sby pulseshaping The ideal
Nyquist pulse in the time domain is the sinc pulse whictorscausalin the time domain
and therefore not realizable. Approximations to,thigch as the raised cosine and root
raised cosine pulsare used insteadA second approaalsed to tackle the effects of ISI
is that of equalizatiomwhich can loosely be defined as the process of flattening out the
frequency response of the channel by incorporating certain filteesaadevith the

channel.
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2.8 Duobinary Signaling

Most of themechanisms for signal degradation mentioned above are frequency
dependentThis impliesthe need foa solution to the frequency dependent data loss
present irthechannel One of such solutions is the use of multilevel signaling schemes
like duobinary synaling. Duobinary signaling isthreelevel partialresponse signaling
that is generated by delaying and addimg subsequent bit®uobinary coding should

not be confusedith otherline coding techniques that utilize three levels like ternary and
psaido-ternary. These techniques use independent bit leledsetransitionng from one
level to any other is possiblas opposed to the duobinary system where certain
transitions are not allowed. Ternary and psetaitpary codes both occupy the same
bandwidth as the NRZ signaling][ Figure 29 shows a comparison between the

bandwidth of NRZ and duobinary signaling techniques.
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Figure 29. Bandwidth Comparison between NRZ and Duobinary signalidig [
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Although diobinary codindeads tdSl, it is dore in a controlled manner such that no ISI
is presenat the sampling instances. As a resuls now possible tdransmit at speeds

faster than the Nyquist raf22].

Theduobinary bandwidtis half that of NRZ This means performingqualization over a
narrower frequency rangtereby making equalizelsss complexin addition nulls that
occur in the transfer function of the backplane do so towards the higher end of the
frequency spectrupsothathaving a reduced bandwidth helps mitigate tib effect.
Duobinary hasuilt-in error checking ability because certain transitions are not allowed
[19, 24]. For the same reason, duobinary hatter immunity to crosstalk/reflection than
PAM-4, and the effects of crosstalk/reflection are proportional to maximum transitions
a signal 3]. A duobinary signatan begenerated by using delay and add logic,
backplanes that create the proper ISI or the use of filters and backplanes among other
methals[4]. Duobinary has an advantage over NRZ in terntsaofiwidthandover

PAM-4 in terms of complexity and powfl]. It requires two decision threshold levels as
opposedhree for PAM4 thereby making receiver design less compledprovides only

a 2.1dB SNR penalty over NRZvhile that of PAM4 over NRZ is around @B. So even
though duobinary has the same bandwidth as PlAMhas a 5IB SNR advantagén
addition duobinary has just two decision thresholds as opposed to three fodPHM

So for d thereasons mentioned above, duobinaaybeenchoserasthe proposed

solution to the high frequency problemthis research.
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2.9 Equalizers

As discussed earlier, the channels tend to attenuate théréiglency components of the
signal being transmitted. A natural line of thoughadresshis would be to increase the
signal power. However, this doast solve the problem as the attenuation is frequency
dependentMoreover noise is not considered tihis caseas any increase in signal power
leadsto a corresponding increase in noise power. Most importdradlyever, will be the
overall increase in the power requirements of the systéch is not desable

Equalizers arelectronic circuits that aused taaid inflattening out the frequency
response of backplanbyg amplifying or boosting only the higfrequency contents of
signal that suffer from attenuatiofihe equalizersrormally have an inverted response of
the channelso that when cascaded withhchannela flat responses producedWhen
considered in the time domaigqualizersare used to prevent ISince they practically
restore the high frequency components of the sighaih aids in better detection at the
receiver Equalization whichcan be performed at both the transmitter and receiver

basicallyfall into two categorieas discussed in the following subsections.

2.9.1 Linear Equalizer

The linear equalizers include the zéoocing equalizerandadaptivetypes Linear

equalizers simplynvert the backplaneesponsevhichis usually a problem whenever
nulls existin the frequency responses an inverted null is undefinethis leads to the
need for higher order networks for equalizatiearthermorethezeroforcingequalizer

does not account for the noise in the sysi@ml hence could worsen they s t r@iged s
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performance As boardsareof different lengths, materigland data rates of operation, it
is unlikely that a single set of equalizer taps will be adequate for efficient equalization;
these taps need to be adjusted for varying condjttbeseby requiringhe need for

equalizers whose tapsechange based onltannel conditions and other factors.

Adaptive equalizeradjust theircoefficients in response to a channel whose properties
vary with time. Anidentifiedstream of data known as the training sequence is
transmitted to the receiverhe transmitted and reived sequences are then compared

and lased on the error at the receiver, the coefficients are adjusted. This adjustment is
normally done based on the principle of optimization by minimizing a metric, usually the
MeanSquareError (MSE), LeastMean Squar€LMS), and Recursiveeast Square

(RLS), etc. After coefficient computatiotheequalizer taps are adjusted and data
transmission continuesAlthough, aaptive equalization provides better equalization

than thezeroforcingequalizersthe price paid is increased complexity and power
requiremerd. Moreover because the adaptive equalizers use training sequences for tap

adjustment, a significant amount of overhead is incurred.

2.9.2 Decision Feedback Equalizer

Previous equalizers dis@exd do not consider nojssndthereforehave a poor

performance in the presence of noisdDRE equalizes a signal without corresponding
noise amplification. The DEEwvhich isnontlinear, performs equalization by feeding back
a weighted sum of previously detected samples to remove their ISI contribution on the

incomingsample A major drawback to #nDFE, however is the tendency for error
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propagationbecaus¢éhe DFEassumes the past dsioins are correcand this is not
always the cas@.he DFE basically consists of tviiters: the feedforwardand the

feedbackFigure2-10 shows the block diagram of the DFE.
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Figure 210. DFE Block Diagram

2.10 Eye Diagrams

Eye diagrars (also calleceye patternsareused to evaluate the performance of a digital
communication link They areggeneratedby overlaying several successsygmbol

intervals of the transmitted signdlhe eye height gives information about the noise
margin of the systemwhile the eye wdth gives information about jitter in the system.
The eye diagraman also beisedto determine théest time to sample the signal which is

normally in the middle of the eyd=igure2-11 shows a typical eye diagram.
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Figure 211. A typical eye diagram

33



Chapter 3

NRZ Simulation and Transceiver Demonstration

3.1 NRZ Simulation

This chaptediscusses simulation in Simulink of a high speed NRZnsceiver system
running atl1.3Gbps and theareplicaton of the same performance in hardware. This is

to ensure that the transceivers in the FPGA are configured correctly as the same method
is employed for the duobinary system prototypesubsequent chapteihe channel

usedfor the simulation and measuremene29-inch Megtron 6 calibration tra@ndan

FCI backplane with a total length of-3&hes.The transfecharacteristic (insertion loss)

of the boards was taken with the Vector Network Analyzer (VNA) 5227 from Agilent

and te characterization frequenanged from 1MHz to 50GHz with 5000sampling

points andh frequency spacing ofkHz. The channel responses are as shown in Figure

3-1.

INSERTION LOSS

29inch Megtron § Cal Board

40

-60

Insertion loss [dB]

-80 f

-120 LI

5 10 15 20 25 30 35 40 45 50

5
Frequency [Gte] Frequency [GHz]

Figure 31. (a) Megtron6 caltrace board (b) FCI backplane response
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Figure 32. NRZ link design in Simulink

The complete system is shown in Figus2. Btarting from the block at tHeft is the

NRZ source. This is BN sequencgenerator that generate®RBS 7patternof ones

and zeros at 11.38bps The next block is the raised cosine transmit filter which is used
for pulse shaping of the incoming random data str8drafrequency domaieqguation

for the pulse shaping filter is showmequatior3.1 whileits bandwidth equation is

shown in equatio.2 [16].

~

"'0"Qs -p Al OQWsSg -
mh ¢ & 0Q Q

(3.1)
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0 — (3.2)

Whered is the spectral bandwidth
i is the rolloff factor and varies between 0 and 1
Y is the bit rate

T is the symbol rate

It is required to reduce the bandwidth of the signal to satisfy Nyquist critehim

states that to transmit data at R bits per secors),(lips required to have at least Ri2

of bandwidth. It is avell-knownfact that bandwidth is a limited or scarce resource and
needs to be conservdwnce the need for the pulse shapingriiéne roltoff factor

value for the filter used is . Figure 33 shows the settings window for the raised cosine

filter.
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F |
E Function Block Parameters: Raised Cosine Transmit Filter L&J

Raised Cosine Transmit Filter

Upsample and filter the input signal using a normal or square root raised cosine FIR
filter.

Main Data Types

Parameters

Filter type: [Normal -

Group delay (number of symbols): 5
Rolloff factor (0 to 1): 0.6

Upsampling factor (N}: 20

Input processing: [Columns as channels (frame based) 'l
Rate options: [Enforce single-rate processing 'l
Filter gain: ’Normalized v]

[C] Export filter coefficients to workspace

[Visualize filter with F\.FTooI]

[ OK H Cancel H Help ] Apply

Figure 33. Settings window for the raised cosine filter

Next, after the raised cosine filtes the input buffer. This block servesdonvert the
incoming sampldased signal to a fra®sed signal with 5000 samples per frd#ig.
Within the MATLAB function block is a m-file that converts the incoming data into the
frequency domain using the Fast Fourier Transform (FFT). The refiudin multiplied

by the insertion loss parametertbé channel used for the simulatiaiter whichthe

result is converted back to the time donfainonward transmission to the receiver. The
operation simulates the data passing through the channel. At the outpuvi#ThaB
function block is the outpuiuffer. This performs the reverse operation of the input

buffer block. It converts the parallel data back to serial. The final block is the DFE. This
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block is used to perform receive equalization and compensate for signal distortion as it
propagates thrah the channel. The DFE uses the Least Mean Square (LMS) algorithm
to computats taps. A twetap DFE is used in the simulaticand Figure 34 shows a

window withthe DFE settings.

r -
B Function Block Parameters: LMS Decision Feedback Equalizer &
LMS Decision Feedback Equalizer (mask) (link) =

Equalize a linearly modulated signal through a dispersive channel
using a decision feedback equalizer and the least mean squares
(LMS) algorithm.

Parameters

Number of forward taps:
B

m

Number of feedback taps:
1

Number of samples per symbol:
1

Signal constellation:
[10]

Reference tap: |
1

Step size:

0.1

Leakage factor:

7 =

[ OK ][ Cancel ][ Help ] Apply

Figure 34. DFE settings
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The other blocks in the design are eye scopes that are utilized for viewing the eye

diagramsThe resultsire observet the figures that follow.

Eye Diagram Eye Diagram

In-phase Amplitude

In-phase Amplitude

0 a0 100 150 200 250 0 a0 100 150 200 250
Time (ps) Time (ps)
(a) (b)

Figure 35.(a) Transmitted eye diagram before passing thronggtron6 channel, (b)

Eye diagram after passing through megtéorhannel at 11.3 Gbps before equalization.

Evye Diagram

In-phase Amplitude

0 a0 100 140 00 240
Tirme (ps)

Figure 36. Received eye diagram after DFE at 11.3 Gbps
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Eye Diagram

In-phase Armplitude

Time (ps)

In-phase Amplitude

Eye Diagram

Time (ps)

Figure 37. (a) Eye diagram after pasg throughmegtron6 channel at 28 Gbps (b)

Equalized eye

After the data passes through thegtron6 channel, there is significant reduction in the

size of the eyas observetly comparing Figure-3 (a) and Figure &. After

equalization is performed, the eye is open again, this time looking similar to the

transmitted data before passing through the channel. This is observed by comparing

Figure 35 (a) and Figure 5 (b). Results obtained indicate the simulation is running

correctly.
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Table 31. NRZ simulation results for 11.3 Gbps and 28 Gbps for the me§tchannel

11.3 28
Data Rate (Gbps)

Before Eq | After Eq | Before Eq | After Eq.

Eye Height (V) 0.3 1 0.3 1

Eye Width(ps) 60 80 20 30

Table 31 shows simulation results for data rates of 11.3 Gbps and 28 Gigpseye
heights remain almost the same while thewigiths significantly decreas®easurement
at 28 Gbps is not performed because the maximum data rate supported by the FPGA used

is 11.3 Gbps.

3.2 Transceiver Demonstration

The next few sections explain how to use the MegaWizard and Qsys to parantie¢erize
transceivers in the FPGAnd then an exampiteference desigfl5] is used tooperate

the transceivers at 11@bpsusing a PRBS 7 data pattefithe implemented architecture
is shown in Figure-8. The patterns transmitted through the channel ahd eye
diagramviewed using th®igital Serial Analyzer (DSA) 8200 sampling scopenfr
Tektronix.The eye height, eye width, RMS and peak ji#lexobservedTrigger for the
scope is supplied bydedicatedSMA pin on the FPGA. The transceiver toolkitilso

run to demonstrate dynamic reconfiguration of some parameters sucheasgbrasis
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and DC eqalization gain of the transceivefhe protocodemonstrateds the basic
double width mode with a parallel dai@eof 40 bits. Quartus Il software is used for

compilation and programming of the FPGA.

Top-Level Design (FPGA)

XCVR Custom PHY
Transceiver Toolkit JTAG-to-Avalon : IP Core
—1 — Reconfiguration ——
host computer Master Bridge Controler or
Low-Latency mLu amp back
PHY IP Core
Avalon-ST Data Timing | |
Pattern Generator Adapter
Avalon-ST Data Timing
Pattern Checker Adapter

Figure3-8. Design architecturdemonstrated with the transceiver toolkit

Thetransceivearchitecturas shown in Figure -B. It comprise®f a JTAG to Avalon
master bridge which allows fonanipulatingthe reconfiguration controller and by
extension the equalizers in the FPGA. Theralso a data pattern generator and checker

as well as timing adapters to take care of any timing delays within the system.

The rext stepis to initiatethetransceiverThe on-boardloopback feature is turned off

and the data pattern is transmitticectly to a scope for viewing the eye diagram

The first step is to start the MegaWizard RPlagManager from the Tools menu of the

Quartus software to create a new custom megafunction variation. The device to be used
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and output file language are thguesified in the dialog box that appeaet The
transceiver Megawizard function, ALTGX, is also chosen from the tab on th&hedtis

as seen in Figure 3.

€4 MegaWizard Plug-In Manager [page 2] &
Which megafunction would you lke to customize?  wirich device fomiy wll you be using?  [Stratix IV v
Sedact a megafunction from the list below :
X Which type of cutput file do you want to create?
- |
{ ALTDOI0_OuT A
YHOL
| ALTDLL o
g @ Verlog HOL
A What name do you want for the gutput fle?
\ ALTDQ_DQS shraf Documents/Thesis/Transceiver_Designs/NRZ_M_1ch_40b_11300Mopr s
A ' Output files wil be generated using the dassic fle structure
\ ALTGX ) Retun to this page for another create operation
“{ ALTGX_RECONFIG £
! Note: To comple a project successflly in the Quartus Il software, your design
i Bea fies must be in the project drectory, in 8 lbrary specfied in the Libraries page of
¥\ ALTIOBUF the Options dialog box (Tools menu), or a lbrary specified in the Libraries page
of the Settings dialog box (Assignments menu).
%, ALTLVDS_RX
" ALTLVDS_TX Your current user lbrary drectories are:
“§ ALTMEMPHY
“{ ALTOCT
‘ m ’
Cancel < Back Next >

Figure 39. Transceiver definition window

The window that appears next allows for specifyiitat device to use, the intended data
rate and protocphmong other settings. TiE?43.00G2F0I1 chip on theStratix IV GT
boardused is the fastestith a speed grade of[17]. The protocol implemented Isic
double widthmodewith nosub-protocol This means there is no PCS functionality
incorporated in the design [12]he subprotocols allow for lane bondinghich enables
multiple transceiver channels to be connettggther buthis is not used in this design.

The transceivers can be configured transmitteronly operation, receivesnly operation
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and thenthe receiver and transmitter configuration. This design uses the receiver and

transmitter configuratiowith a single bannel. The transceiver is run in double width

mode with a channel width @ bits. This is also set in the windoWhe data rate is set

to 113 Gbps for comparison with simulationsjith a clock frequency of 706.28Hz.

The same clock frequency is uded5.65 GbpsA summary of these settings is shown in

Figure 310.

[ X MegaWizard Plug-In Manager [page 3 of 25]

Able to implement the requested GXB

General
Which device variation will you be using?
Which protocol wil you be using?
Which subprotocol will you be using?
Enforce default settings forthis protocol
What is the operation mode?
What is the number of channels?
What is the deserializer block width?
Single (valid data rates: 600 Mbps - 3,750 Gbps)
@ Double (valid data rates: > 1,000 Gbps)
What is the channel width?

Input Data

What would you kke to base the setting on?
What is the effective data rate?

What is the input clock frequency?

The base datarate is

Figure 310. Data Rate settings for transceiver
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The nextstepin the settings window is used to speaifigether to train the CDR from the
PLL input clock. This block is checked &moidsupplyng an external clock. Optional
ports for controlling and monitorintpetransceiver operation are also spedfat this

stage.

The next window is a continuation of the optional ports. Theyedagnedwith the

default settings. Moving on to the next paggrmination resistanced @00 Ohms is
specified with aeceivercommonmodevoltage of 0.82/. The DC gain setting is set to 1
which corresponds to a gain ofiB [18] across the whole frequency spre@m of the
signal(note that in this case a DC gain setting of 1 is doubling the. Jdiaye settings

are as illustrated in Figure3L

Figure 311 DC gain setting
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