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Abstract

Powered magnets provide high magnetic fields that promise to significantly improve nuclear mag-

netic resonance spectroscopy (NMR). Higher fields increase NMR chemical shift resolution and

signal-to-noise ratio (SNR) while decreasing quadrupolar line broadening in solids. High reso-

lution NMR is typically performed using superconducting magnets, which are currently limited

to 24 Tesla. Powered magnets can provide continuous fields up to 45 Tesla, significantly larger

than that achievable by superconducting magnets. This will dramatically expand opportunities

in the areas of material science, chemistry, and biology. However, temporal magnetic field fluc-

tuations due to both the power supply and cooling water system currently render these magnets

unsuitable for high resolution NMR.

The focus of this dissertation is to design, synthesize, and verify a feedback control system that

reduces temporal field fluctuations so that powered magnets can be used for high resolution NMR.

Earlier studies have shown that feedback control using inductive measurements significantly

reduces higher frequency field fluctuations associated with power supply ripple, but are limited in

their ability to reduce lower frequency field fluctuations associated with variations in the cooling

water system. Conversely, feedback control using NMR measurements are more conducive to

reducing lower frequency field fluctuations and less successful at higher frequencies. Feedback

control systems which use NMR measurements are often referred to as field-frequency locks

(FFLs). Earlier studies have shown that FFLs can estimate and reduce lower frequency field
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fluctuations in superconducting magnets, but have limited ability to do the same in powered

magnets. This dissertation investigates why such FFLs are limited in powered magnets, and

demonstrates some alternative methods for estimating lower frequency field fluctuations using

NMR measurements in powered magnets. A digital sampled-data feedback control design using

field fluctuation estimates from NMR measurements is combined with feedback control using

inductive measurements, forming a cascade feedback control design that reduces both lower and

higher frequency field fluctuations. This approach is experimentally verified in a powered magnet

operating at 25 Tesla.
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Chapter 1

Temporal Field Fluctuations in

Powered Magnets

Magnetic field strength is considered high if it challenges the strength and current carrying

capacity of the materials comprising the magnet [1]. Powered magnets provide high magnetic

fields that promise to significantly improve nuclear magnetic resonance spectroscopy (NMR). This

will dramatically expand opportunities in the areas of material science, chemistry, and biology.

However, temporal magnetic field fluctuations due to both the power supply and cooling water

system currently render these magnets unsuitable for high resolution NMR [2]. The focus of this

dissertation is to design, synthesize, and verify a feedback control system that reduces temporal

field fluctuations so that powered magnets can be used for high resolution NMR.

1.1 High Field Powered Magnets

The physical phenomenon known as nuclear magnetic resonance (NMR) was first described by

Bloch [3] and Purcell [4] in 1946. Since then NMR spectroscopy has become a very important

tool in studying the areas of materials science, chemistry, and biology. It provides information
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about structure of atoms or molecules in a sample and is the basis for magnetic resonance imaging

(MRI).

In NMR spectroscopy, a large magnetic field B0 polarizes the magnetic moments of the

nuclei within the atoms or molecules. Increasing B0 greatly improves several aspects of NMR

spectroscopy. The signal-to-noise ratio (SNR) has been estimated to increase as B
7/4
0 for nuclei

with spin 1/2 where skin loss is dominated by the receiver coil [6]. Increasing magnetic field

strength from 24 to 36 Tesla (T) will approximately double SNR under these conditions.

In addition to improving SNR, it is well known that higher field strengths improve NMR

chemical shift resolution. This resolution increases linearly with B0 for hydrogen nuclei [5], and

improves roughly as BN
0 for N-dimensional NMR experiments [1]. When considering quadrupolar

nuclei in solids, higher field strengths reduce line broadening which improves chemical shift

resolution. This was demonstrated for fields up to 40 T where the resolution improved as B2
0 for

a specific sample containing quadrupolar nuclei [7]. Reducing quadrupolar line broadening allows

for new opportunities to study scientifically and commercially important ceramics with metals

comprised of quadrupolar nuclei. Furthermore, high field increases the effect of intermolecular

multiple-quantum coherences (iMQCs), which can be used for improving NMR chemical shift

resolution [9, 10] and MRI image contrast [11]. These improvements justify the current effort to

achieve larger B0 field strengths.

Typical NMR experiments use a superconducting magnet to generate B0 because these mag-

nets produce nearly constant fields over a long period of time. When these magnets are com-

missioned, an external power supply generates current through the superconducting coil. Once

the field has reached its desired value, a superconducting shunt is placed across the coil and the

power supply is removed. As long as the magnetic coils are cooled, the coil current, and hence

magnetic field remain nearly constant. As a result, these magnets have produced favorable field

conditions for NMR spectroscopy to this point.

While superconducting magnets produce a nearly constant magnetic field, the physical prop-
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erties of the superconducting coil limit their maximum field strength B0 to 24 Tesla [12, 13, 14].

In order to further improve NMR spectroscopy, larger field strengths may be employed. As

an alternative to superconducting magnets, powered magnets use an external power supply to

continuously source power to the coil. Powered magnets like resistive and hybrid (resistive and

superconducting) magnets have demonstrated fields significantly larger than superconducting

magnets up to 45 T [15].

Resistive magnets are comprised of normal-metal coils and are capable of achieving fields

greater than 25 Tesla at the expense of significant power loss in the coil. Another technique for

achieving high fields with reduced power costs are hybrid magnets, which consist of a resistive

insert and a superconducting outsert. The superconducting coil is located outside the resistive

coil so it does not experience the fields larger than the 24 Tesla limit. The magnetic field from

both the resistive and superconducting coils superimpose to form a field larger than achievable

by superconducting or resistive magnets alone.

The National High Magnetic Field Laboratory (NHMFL) is currently constructing a 36 T,

40 mm bore series-connected hybrid (SCH) magnet. While this magnet will not reach 45 T, it

will have lower operating cost and the 40 mm diameter of the bore is appropriate for NMR. This

work is intended for the SCH magnet, which is not yet completed. For this reason, the work

shown in this dissertation was developed, tested, and verified using two different magnets.

A 7.1 T superconducting magnet shown in Figure 1.1 was used to develop this work in an

environment where field strength is nearly constant. Using this magnet, artificial field fluctuations

can be superimposed on the magnetic field using a current amplifier and disturbance coil, allowing

one to test design performance in presence of known field fluctuations. The details of the amplifier

and disturbance coil will be discussed in Section 2.2. A powered magnet developed with support

of the Keck foundation [16] was used to develop and verify the work presented in this dissertation.

The Keck magnet shown in Figure 1.2 has an adjustable field strength up to 25 T and a 52 mm

diameter bore, which is appropriate for NMR.
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Figure 1.1. Photograph of the 7.1 T superconducting magnet used to develop and test feedback
compensators for reducing field fluctuations.

Figure 1.2. Photograph of the Keck powered magnet used to acquire experimental data which verifies
the field fluctuation reduction provided by feedback compensation.
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Although powered magnets overcome B0 limitations of superconducting magnets, they present

two significant engineering challenges. First, these magnets produce fields that are not spatially

uniform. This spatial field inhomogeneity broadens the linewidth of the NMR spectra and reduces

the SNR of the NMR signal [17]. In the time domain, this means the NMR signal decays faster

in powered magnets which is undesirable for NMR spectroscopy. Second, the B0 magnetic field

in powered magnets has amplitude variations in time. These temporal field fluctuations distort

both the amplitude and phase of consecutive NMR signals [18]. This limits the effectiveness of

coherent signal averaging, which many NMR spectroscopy experiments require to improve SNR.

More importantly, it becomes impossible to perform multidimensional NMR experiments.

To illustrate the effects of spatial field inhomogeneity and temporal field fluctuations on

NMR, Figure 1.3 compares the NMR response obtained using identical experimental protocols

in superconducting and powered magnets operating at 7.1 Tesla. In this example, the NMR

signal is a spin echo generated by the application of two radio frequency (RF) pulses separated

by one-half the time-to-echo (TE). The spin echo occurs TE seconds from the application of the

first RF pulse. This basic pulse sequence is repeated 80 times, where the time between each

sequence is chosen long enough for the NMR system to return to thermal equilibrium. Figure

1.3 (a) and (b) shows all 80 spin echoes acquired on each magnet for a TE value of 5 ms.

In the superconducting magnet, the spatial field inhomogeneity and temporal magnetic field

fluctuations are negligible over the duration of the experiment. The resulting spin echoes decay

slowly and align in time with the same phase, as shown in Figure 1.3 (a). In stark contrast,

the spin echoes acquired in the Keck powered magnet decay much faster and no longer align in

time, as shown in Figure 1.3 (b). This is due to the presence of spatial field inhomogeneity and

temporal field fluctuations in this powered magnet.

The spatial field inhomogeneity in powered magnets has been improved by two techniques

known as shimming and sample spinning. Magnetic, or active shimming has been effective in

improving spatial field inhomogeneity for superconducting magnets [19, 20]. This technique
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Figure 1.3. Consecutive spin echo responses in a (a) 7.1 T superconducting magnet and the (b) Keck
powered magnet operating at 7.1 T.

could, in principle, be applied to powered magnets. An alternative approach for shimming is

using ferromagnetic, or passive shims to improve spatial field inhomogeneity in powered magnets

[21, 22]. Additionally, the effects of spatial field inhomogeneity can be reduced by spinning

the sample while it is placed inside the magnet [23, 24]. Further improvements on spatial field

inhomogeneity are left to the magnet designers. Reducing temporal field fluctuations poses

another challenging task and is the focus of this dissertation. The sources of these fluctuations

are described next followed by a review of techniques for reducing them.

1.2 Sources of Temporal Field Fluctuations

Unlike superconducting magnets, powered magnets require continuous power sources with a coil

made from normal-metals. Large currents are required to achieve high field strengths B0, which

means considerable power will be dissipated as heat in the self-resistance of the coils. Therefore,

a water cooling system is necessary to regulate coil temperature and prevent thermal damage.

While powered magnets provide substantially larger magnetic fields than superconducting

magnets, they introduce significant temporal field fluctuations. There are two primary sources

of temporal field fluctuations in powered magnets. The first source is variations in the power

supply current often described as power supply ripple. The second source is variations in flow
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rate and temperature of cooling water.

Despite efforts to eradicate it, the power supply ripple has not been completely eliminated.

Figure 1.4 shows the block diagram of one of the four 10 MW power supplies used at the NHMFL

[25, 26]. Substation power at 12.38 kV is stepped down to 460 V rms using a step-down trans-

former. The voltage is converted from AC to DC by the rectifier assembly, which is comprised of

thyristors whose firing angles determine the DC voltage level output of the rectifier. The com-

bination of the firing angle controller and rectifier produce the DC voltage level output with a

ripple [26]. A passive filter eliminates a portion of the ripple at the rectifier output. The remain-

ing ripple is partially removed by a feedback loop consisting of an active filter, a magnetically

coupled transducer that measures variation in current, and a digital controller. Despite these

two stages of filters, power supply ripple still exist with harmonics of 60 Hz.

Figure 1.4. Block diagram of the power supply [27].

Magnetic field is directly proportional to current from the power supply and so the spectrum

of field fluctuations contains the same harmonics as the power supply ripple. Figure 1.5 shows

a series of magnitude spectra of the temporal field fluctuations observed in the Keck powered

magnet operating at 7.1 T. This field was chosen over 25 T to reduce operating cost and to

compare results to a 7.1 T superconducting magnet.

The four curves in Figure 1.5 represent separate magnitude spectra observations, each ob-

tained using inductive field measurements, that span a two year period. The small magnitude
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variations between the curves can be attributed to fact that multiple users present a varying load

to the NHMFL power supply system. These magnitude spectra reveal components of power sup-

ply ripple located at harmonics of 60 Hz, and show that the amplitude of the 60 Hz component

is about 0.16 Gauss rms [28]. Furthermore, from the standpoint of designing a feedback control

system to reduce field fluctuations, it is important to note that the spectral location of the peaks

remain fixed for each observation.
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Figure 1.5. Magnitude spectra of the temporal magnetic field fluctuations in the Keck powered magnet
operating at 7.1 T [28].

Based on analysis of the power supply system, the output of the rectifier assembly in Figure

1.4 should only contain harmonics above 1440 Hz. This suggests that the 60 Hz harmonics are

being introduced in the feedback loop of the active filter, holec current transformer, and digital

controller. If this is the case, one would not expect the amplitude of the 60 Hz harmonics to

increase with magnetic field strength, as this is set by the DC current at the output of the rectifier

assembly. To test this hypothesis, the amplitude of the 60 Hz, 120 Hz, and 180 Hz components
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were measured as a function of magnetic field strength.

Figure 1.6 shows the measured amplitude of the 60 Hz, 120 Hz, and 180 Hz components for

magnetic field strengths of 3 T, 9 T, 15 T, 21 T, and 25 T. The amplitudes of these components

remain relatively constant as magnetic field strength increases from 3 T to 25 T. This supports

the hypothesis that the 60 Hz harmonics do not arise from the power supply rectifier, rather they

are introduced from the feedback loop of the active filter, holec current transformer, and digital

controller. This observation may help guide future improvement in power supply design.
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Figure 1.6. Magnitude spectra of 60 Hz harmonics for the Keck powered magnet operating at different
magnetic field strengths.

While the amplitude of the 60 Hz component is much smaller than the magnetic field strength

B0, it will have a significant effect on NMR spectroscopy. For example, consider a NMR signal

with a nominal 100 Hz linewidth. Section 3.3 demonstrates that a 60 Hz field fluctuation with

an amplitude of 160 mG, which was measured experimentally, broadens the linewidth from 100

Hz to 190 Hz. The 60 Hz field fluctuation broadens the linewidth to a value greater than the
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nominal 100 Hz, which is undesirable for NMR spectroscopy.

The second source of temporal field fluctuations comes from variations in flow rate and tem-

perature of the cooling water. High field powered magnets are designed to be water cooled to

remove the power dissipated in the coil. For example, full field operation of the Keck powered

magnet requires 38.8 kA of current resulting in approximately a 490 V drop across the coil [2].

The magnet dissipates 19 MW (38.8 kA × 490 V) as heat in the self-resistance of the coil, which

is contained in a volume of approximately 0.681 m3. The heat per volume dissipated within the

magnet is 28 W/cm3. This is a considerable amount of heat per volume, and so the coil requires

a water cooling system to maintain temperature. Variations in flow rate and temperature of the

cooling water generated by the water cooling system leads to temporal field fluctuations.

Figure 1.7 shows a diagram of the coil and cooling water flow for a powered magnet [30].

The coil of these magnets are composed of copper plates, known as Bitter plates, separated by

insulating layers. A series of holes in each plate allows cooling water to flow through the coil. The

cooling water flows through the Keck powered magnet at approximately 7000 liters per minute.

The water enters the magnet at 9 ◦C and is heated to 43 ◦C by the time it exits the magnet [2].

It is difficult to analytically predict the relationship between cooling water variations and

temporal field fluctuations. However, even very small changes in cooling water temperature will

have significant effects on the NMR signal. To illustrate this effect, consider the Larmor frequency

f0 = γB0 , (1.1)

where γ is the gyromagnetic ratio and B0 is the magnetic field strength. Suppose γ has a value of

42.576 MHz/T, which is the gyromagnetic ratio of hydrogen nuclei. If cooling water temperature

changes by 0.1 ◦C, then experimental measurements have shown for a resistive magnet at 24

T that the B0 field changes by 0.41 Gauss [31]. This corresponds to a shift in f0 of 1.74 kHz,

which is large compared to the desired 100 Hz linewidth. Even though cooling water changes
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Figure 1.7. Diagram of the coil and cooling system [30].

by 0.1 ◦C, there is a significant impact on the NMR signal. For the Keck powered magnet at

25 T, recent measurements show 9 Gauss peak to peak field fluctuations over a period of two

minutes primarily due to cooling water variations. These fluctuations shift the Larmor frequency

of hydrogen nuclei by 38 kHz, well over the 100 Hz desired for NMR experiments.

Frequency shifts are typically reported by NMR spectroscopists in parts per million (ppm),

which is expressed as

δf

f0
× 106, (1.2)

where f0 is the Larmor frequency defined in equation 1.1 and δf is the shift in this frequency

due to field changes. In the example above at 25 T, the 38 kHz shift in frequency is equivalent

to 35.7 ppm and the 100 Hz linewidth is equivalent to 0.09 ppm. Because Larmor frequency is

proportional to field, a 35.7 ppm shift in frequency corresponds to 35.7 ppm change in B0. For
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the reminder of this dissertation, frequency shifts may be reported in Hertz (Hz), Gauss (G), or

parts per million (ppm).

In this section, two primary sources of temporal field fluctuations were discussed. The power

supply ripple is the source of the higher frequency components such as 60 Hz harmonics in

the spectrum of field fluctuations. Therefore temporal field fluctuations due to high frequency

components of power supply ripple are often referred to as higher frequency fluctuations. The

cooling water variations affect field fluctuations over a period of minutes [31]. Additionally, low

frequency 1/f noise of the power supply ripple may also contribute to field fluctuations. The

cooling water variations and 1/f noise of power supply ripple are the source of lower frequency

components in the spectrum of field fluctuations. Therefore temporal field fluctuations due to

cooling water variations and 1/f noise of the power supply ripple are often referred to as lower

frequency fluctuations. Throughout this dissertation, temporal field fluctuations due to high

frequency components of power supply ripple are referred to as higher frequency fluctuations.

Conversely, temporal field fluctuations due to cooling water variations and 1/f noise of power

supply ripple are referred to as lower frequency fluctuations.

Despite improvements to the power supply and cooling water system, these are still sources of

significant temporal field fluctuations with peak to peak values as much as 9 Gauss. The goal of

this dissertation is to present a method to further reduce field fluctuations from these sources in

powered magnets. In this way, the higher field strengths of powered magnets can improve NMR

spectroscopy without the disadvantages of temporal field fluctuations.

Several mitigation strategies are available for reducing temporal field fluctuations in magnets.

Open-loop mitigation strategies reduce fluctuations without feedback control while closed-loop

strategies reduce fluctuations with feedback control. Section 1.3 provides an overview of available

open and closed-loop mitigation strategies. As the focus of this dissertation is utilizing feedback

control to reduce fluctuations, the closed-loop strategies are discussed in more detail in Sections

1.4 and 1.5.
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1.3 Mitigation Strategies

The open-loop mitigations strategies include passive suppression, post processing NMR signal

data using an independent measurement of field fluctuations, and designing experiments intrinsi-

cally insensitive to field fluctuations. Passive suppression techniques surround the NMR sample

with a shield consisting of highly conductive material [32, 33, 34]. Temporal magnetic field fluc-

tuations induce eddy currents within the shield, which by Lenz’s law, generate magnetic fields

opposing the field fluctuations. Using this approach, Sigmund reported a 26 dB reduction of the

60 Hz component of the temporal field fluctuations [33].

Another open-loop strategy is to acquire NMR signal data and post process it using an

independent measurement of field fluctuations. An appropriate deconvolution algorithm can be

used to post process the NMR signal data using some measurement of the field fluctuations [35].

The measurement of field fluctuations may conveniently be derived from an inductive pickup

coil placed close to the NMR sample [36, 37]. For experiments requiring a greater degree of

correction than deconvolution, a technique know as HEteroNuclear PhasE Corrected (HENPEC)

spectroscopy has been proposed [38]. Here the measurement of field fluctuations is derived from a

NMR reference signal. In conjunction with sample spinning, HENPEC has produced linewidths

of NMR spectra as small as 43 Hz (0.04 ppm) at 25 T.

A third open-loop strategy is to use a RF pulse sequence whose NMR response is insensitive

to temporal field fluctuations. One such experiment, HOMOGENIZED-CPMG, allowed for high

resolution NMR in the presence of both field inhomogeneity and temporal field fluctuations [9].

Using this technique, Lin et al. measured NMR spectra linewidths of about 0.02 ppm using a

sample of water and acetone in the Keck powered magnet. Another experiment, described as

ultrafast single-scan 2D, captured the entire dataset within 5-10 ms, which is much shorter than

typical NMR experiments [2]. This removed the need to mitigate long term, or low frequency

field fluctuations. NMR spectra with sub-ppm linewidths were observed in spite of the fast, or
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high frequency fluctuations still present in the magnet. Related approaches have been proposed

recently [39, 40, 41].

In an effort to further reduce temporal field fluctuations, this dissertation considers closed-

loop mitigation strategies using feedback control. This technique requires a sensor, feedback

compensator, and correction coil driven by a current amplifier. The sensor estimates temporal

field fluctuations, which is coupled with a feedback compensator. The compensator generates

a correction field using the amplifier and correction coil. The resulting frequency dependent

reduction in field fluctuations is determined by the compensator design.

There are two types of sensors for feedback control studied in this dissertation. The first

sensor uses a pickup coil in series with an integrating preamplifier to obtain inductive measure-

ments of the field fluctuations. Recall that the magnitude spectra of field fluctuations in Figure

1.5 were determined using inductive measurements. For these measurements, a pickup coil is

positioned near the NMR sample, and uses Faraday’s law to provide an open circuit voltage that

is proportional to the derivative of temporal field fluctuations. The integrating preamplifier then

integrates the pickup coil voltage, providing an output voltage proportional to temporal field

fluctuations. Section 1.4 provides a more detailed discussion of inductive sensors and feedback

control using inductive measurements.

The second sensor measures the NMR signal, and estimates field fluctuations by observing

changes in the NMR signal of a reference sample. The reference sample may be dissolved in the

NMR sample of interest or it can be placed in a separate tube within the magnet. Comparing

the spectral characteristics of each sensor, inductive measurements are well suited for estimating

higher frequency fluctuations while NMR measurements are better for estimating lower frequency

fluctuations. Section 1.5 provides a more detailed discussion of NMR sensors and feedback control

using NMR measurements.
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1.4 Feedback Control using Inductive Measurements

In the late 1950s, Primas and Gunthard first demonstrated feedback control using inductive mea-

surements to reduce field fluctuations for a 0.6 T permanent magnet [42, 43]. It was observed

that the surrounding stray fields and temperature variations of the magnetic material produced

field fluctuations in the permanent magnet. These field fluctuations were sensed using induc-

tive measurements, and fed back through an analog proportional compensator coupled with a

correction coil, reducing fluctuations up to 0.16 Hz by as many as 70 dB. Ten years later, Got-

tlieb et al. described a similar approach to attenuate field fluctuations in a resistive magnet

operating at 12.53 T [44]. An analog feedback compensator was again coupled to a correction

coil using inductive measurements, reducing field fluctuations by 34 to 40 dB for frequencies up

to 500 Hz. The inductive measurements for both these approaches limit compensation of lower

frequency components because they have poor SNR at lower frequencies which will be discussed

in subsection 1.4.2.

For the Keck powered magnet operating at 25 T, which was used to acquire experimental

results for the work in this dissertation, substantial reduction of temporal field fluctuations was

shown by Li et al. in 2011 [27, 28]. Here inductive measurements were fed back through a digital

sampled-data compensator coupled to an amplifier and correction coil. This work had two ad-

vantages over earlier studies. First, the compensator design utilized a sampled-data compensator

instead of an analog compensator. Analog compensators are implemented with analog electron-

ics, which impedes complex compensator designs and modifications in practice. A sampled-data

compensator enables complex compensator designs that can be rapidly implemented, tested,

and modified. Second, the compensator design considered frequency response characteristics of

the feedback control loop. Analyzing the control loop frequency response allows for improved

compensator design and better reduction of field fluctuations.
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Li’s compensator design was developed to suppress field fluctuations with spectral charac-

teristics shown in Figure 1.5. Reductions of field fluctuations was shown up to 1 kHz, and the

60 Hz component of the field fluctuations was reduced by as many as 64 dB. Subsection 1.4.1

discusses results obtained with this approach and subsection 1.4.2 discusses the limitations using

Li’s approach to reduce lower frequency fluctuations.

1.4.1 Model-Based Control Design

One of Li’s significant contributions was using an identified model of the feedback control loop

when designing the compensator. This model was identified from experimental measurements of

the transfer function from the amplifier and correction coil to the inductive measurement output.

Using this identified model provided significant improvement in compensator design, and hence

fluctuation reduction, when compared to previous designs using inductive measurements.

Figure 1.8 shows the block diagram of the inductive feedback control system used by Li et al.

The pickup coil is placed in series with the integrating preamplifer. The inductive measurement is

observed at the output of the integrating preamplifier, whose voltage is proportional to temporal

field fluctuations. An analog-to-digital converter (ADC) samples the inductive measurement and

supplies these sampled-data measurements to the compensator. The compensator generates a

sampled-data correction voltage that is converted to an analog correction voltage using a digital-

to-analog converter (DAC). The ADC, compensator, and DAC allow the use of a sampled-data

compensator which is one of Li’s significant contributions. The analog correction voltage is

converted to a correction field by the current amplifier and correction coil. The identified models

of the pickup coil, integrating preamplifier, current amplifier, and correction coil used for this

dissertation will be shown in Section 2.2.

The compensator in Figure 1.8 was defined as a phase-lead-lag internal model principle (PLL-

IMP). The IMP component of this compensator reduces amplitudes of the most significant 60 Hz

harmonics by applying high gain at these frequencies. Using the magnitude spectra in Figure 1.5,
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Figure 1.8. Block diagram of feedback system using induction measurements.

the 60, 120, 180, and 720 Hz freqeuncy components were identified as the most significant har-

monics. The PLL component of the compensator shapes the frequency response of the feedback

control loop to make the closed loop system stable. Additionally, this portion of the compensator

has small gain at low frequencies so that a DC offset will not saturate the equipment.

The inductive feedback control system shown in Figure 1.8 was used to compare the per-

formance of proportional and PLL-IMP compensators. Inductive measurements were used to

determine the magnitude spectra of temporal field fluctuations for the cases with no compen-

sation, proportional compensation, and PLL-IMP compensation. The gain of the proportional

compensator was chosen as 1.6 while the DC gain of the PLL-IMP compensator was chosen as

6. These were the largest gains achievable for a stable closed-loop system, thereby achieving

maximum reduction of field fluctuations for each design.

Figure 1.9 shows the magnitude spectra in Gauss rms for frequencies from 1 Hz to 1.6 kHz

[27, 28]. The proportional compensator, which is independent of frequency, yields the same
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magnitude spectra reduction for all frequencies. The PLL-IMP compensator yields significantly

greater reduction in magnitude spectra at the 60, 120, 180, and 720 Hz frequency components.

In addition, the baseline magnitude spectra is reduced more than the proportional compensator

for frequencies below 800 Hz. These results are expected as the PLL-IMP was designed to

reduce these harmonics and the baseline spectra in this way. A modified design of this PLL-IMP

compensator will be presented in Section 6.2.
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Figure 1.9. Magnitude spectra of the temporal magnetic field fluctuations in the Keck powered magnet
operating at 7.1 T, with and without feedback compensation.

The ultimate objective of this study is to improve the quality of the NMR signal by reducing

the amplitude of temporal field fluctuations. For this reason, NMR spin echoes as described in

Section 1.1 were acquired while applying inductive feedback control. One hundred spin echoes

were acquired with TE of 7 ms in the Keck powered magnet operating at 7.1 T. The time

between each spin echo pulse sequence is one second to allow the NMR system to relax to

thermal equilibrium. Figure 1.10 shows every tenth spin echo acquired with (a) proportional and
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(b) PLL-IMP compensation. Figure 1.10 is similar to Figure 1.3, except that the spin echoes are

collapsed into one plane, and the time scale is shifted so that the spin echo is centered at zero

seconds. For proportional compensation, there are still significant field fluctuation amplitudes

present that affect the amplitude and phase of consecutive spin echoes. This is shown in Figure

1.10 (a) as multiple spin echoes are not aligned. For PLL-IMP compensation, the field fluctuations

are significantly reduced and thus the amplitude and phase of consecutive spin echoes are similar.

Figure 1.10 (b) shows that the spin echoes are now more aligned with a PLL-IMP compensator

than a proportional compensator.
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Figure 1.10. Spin echo responses for a TE value of 7 ms in the Keck powered magnet operating at
7.1 T using (a) proportional and (b) PLL-IMP flux regulation.

1.4.2 Limitations

The inductive feedback control system demonstrated by Li et al. is designed to reduce higher

frequency fluctuations associated with power supple ripple. There are two factors that limit

performance of inductive feedback control for lower frequencies. The first limitation is that in-

ductive measurement SNR decreases with frequency due to 1/f noise and the fact that open-circuit

pickup coil voltage is proportional to frequency. The second limitation results from challenges

in implementing the integration operation at lower frequencies. Because of these limitations,

the magnitude spectra in Figure 1.9 is only shown for frequencies above 1 Hz. This subsec-
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tion discusses these limitations in greater detail. Further details of the integrating preamplifier

instrumentation, identified models, and limitations are provided in Chapter 2.

It was mentioned previously that inductive measurements use a pickup coil to provide an open

circuit voltage that is proportional to the derivative of temporal field fluctuations. This implies

that the open circuit voltage has a linear dependence on frequency. In order to remove this linear

dependence on frequency, the open circuit pickup coil voltage is integrated, providing an output

proportional to the field fluctuation. The integration of the pickup coil voltage is realized with

device described as the integrating preamplifier.

When implementing the integrating preamplifier, a pure integrator is undesirable as small

DC offsets in analog instrumentation will saturate the integrator output. Instead, the transfer

function of the integrating preamplifier is modeled as a low pass filter with a transfer function

Hint(jω) =
K

jωτ + 1
, (1.3)

where K is the DC gain and τ is the time constant, which was 3 seconds for the integrating

preamplifier used by Li et al. For frequencies above 1/τ , the model in equation 1.3 behaves as

an integrator with a -20 dB per decade slope. Conversely, for frequencies below 1/τ , the model

has a constant gain K, and no longer behaves as an integrator.

Therefore inductive measurements do not provide an accurate estimate of field fluctuations

with frequencies below 1/τ because the integrating preamplifier no longer behaves as an integra-

tor. The value of τ could be increased to achieve a smaller cutoff frequency by placing larger

resistors or capacitors in the integrating circuit. Modifications to the integrating preamplifier to

increase τ will be briefly discussed in Section 2.3.

In addition to the low pass filtering effects of the integrating preamplifier, inductive measure-

ments are also limited by low frequency noise sources. For example, below a certain frequency,

the integrating preamplifer suffers from 1/f noise. This noise reduces signal SNR for measure-
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ments at these frequencies, making it difficult to estimate field fluctuations from the integrating

preamplifier output. Other low frequency noise sources exist in inductive measurements, reducing

the effectiveness of estimating lower frequency fluctuations from such measurements.

The following experiment was designed to demonstrate the low pass filtering affects and

low frequency noise in inductive measurements. For this experiment, a current amplifier and

disturbance coil was used to superimpose a low frequency disturbance field onto the 7.1 T field of

the superconducting magnet. The disturbance field was chosen to change slowly over a 5 second

period to imitate a lower frequency fluctuation. The applied disturbance field was estimated

using inductive measurements obtained from the integrating preamplifer output.

Figure 1.11 illustrates the results of this experiment. The field fluctuation estimated from the

inductive measurement has much more noise than the applied disturbance due to the aforemen-

tioned low frequency noise sources. In addition, the exponential shape of the estimate reveals

the low pass filtering effect of the integrating preamplifer at lower frequencies. In the case of a

low frequency disturbance field, the integrating preamplifier no longer behaves as an integrator,

making the inductive estimate of the field fluctuation inaccurate. This effect is not surprising be-

cause τ is 3 seconds and the disturbance ramp occurs over 5 seconds. Reducing τ would improve

the filtering effects of the integrating preamplifier, but would not improve the low frequency noise

limitation.
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Figure 1.11. Inductive measurement for a low frequency field fluctuation superimposed on the 7.1 T
field of a superconducting magnet.

The lower frequency limitations of inductive measurements can be overcome by estimating

field fluctuations using NMR measurements. Using the NMR signal, field fluctuations can be

estimated by observing changes in the NMR response of a reference sample, which has a Larmor

frequency typically above 45 MHz. As a result, estimating temporal field fluctuations from NMR

measurements is unaffected by low frequency noise sources that limit the inductive measurement

system. The next section provides a discussion of feedback control using NMR measurements to

estimate and reduce lower frequency fluctuations.

1.5 Feedback Control using NMR Measurements

An alternative, and often complimentary method to inductive feedback control is feedback control

using NMR measurements. As mentioned previously, field fluctuations can be estimated by

observing their effect on the NMR response. Therefore NMR measurements can be used in
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feedback control to reduce the effects of field fluctuations. This approach has the advantage of

being able to estimate field fluctuations down to DC without the limitations of the inductive

measurements discussed in subsection 1.4.2.

Feedback control using NMR measurements is often defined in literature as field-frequency

locks (FFL). Consequently, the acronym FFL will be used synonymously with NMR feedback

control when describing these feedback control methods. Section 4 provides an extensive litera-

ture survey of FFL techniques over the last 60 years. From the literature, it was discovered that

FFLs measure or estimate NMR signal components which are indirect or direct representations

of the field fluctuations, and use them to reduce the effects of fluctuation on NMR. Thus in this

dissertation FFLs are classified as indirect or direct.

Indirect FFLs measure NMR signal components which are indirectly related to field fluctu-

ations. Under certain conditions to be discussed in Chapter 4, these NMR signal components

represent field fluctuations well. Therefore these signal components can be used to estimate field

fluctuations and reduce their effects on NMR.

In contrast to indirect FFLs, direct FFLs measure or estimate a NMR signal component

which is directly related to field fluctuations. In this case, the NMR signal component is di-

rectly proportional to field fluctuations, and estimates of this component can be used to reduce

the effects of fluctuations on NMR. While it may seem that direct FFLs are the most sensible

approach, indirect FFLs have the benefit of being simpler and more convenient to implement.

Section 4.1 provides a more detailed discussion of indirect and direct FFLs along with the NMR

signal components used to estimate field fluctuations.

1.6 Performance Metrics

The performance metrics of the inductive feedback control system shown in subsection 1.4.1 where

field fluctuation spectra and NMR spin echo signals. The reduction in field fluctuation spectra
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and alignment of NMR spin echoes demonstrate reduction of higher frequency fluctuations, but

not lower frequency fluctuations. This dissertation considers three performance metrics, defined

in this section, that demonstrate reduction of both lower and higher frequency fluctuations.

The first performance metric is from a control systems viewpoint, where the system without

feedback control and with feedback control is referred to as open and closed-loop respectively.

The performance of the feedback control design can be evaluated by comparing the open and

closed-loop frequency response of the transfer function from field fluctuations Bf (t) to field

output B(t) while the system remains stable. As the magnitude of the transfer function B/Bf

gets small, field fluctuations are reduced. The frequency response of B/Bf allows the control

designer to quantify the amount of field fluctuation suppression for the frequencies of interest. Li

et al. [27, 28] also used this performance metric but only derived it from inductive measurements.

Chapter 6 shows this performance metric derived from NMR measurements.

The second and third performance metrics are from a NMR spectroscopy standpoint, where it

is desirable to observe improvements in consecutive NMR signals. These metrics are derived from

a NMR signal known as free-induction decay (FID), and are chosen to demonstrate reduction

of higher and lower frequency fluctuations. An FID signal is an exponentially decaying sinusoid

that is generated by the application of a single RF pulse. The RF pulse is repeated to obtain

consecutive FID signals, where the time between each pulse is chosen long enough for the NMR

system to return to thermal equilibrium. Higher frequency fluctuations modulate the frequency

of a single FID, which broadens the linewidth of the FID magnitude spectra, and lower frequency

field fluctuations shift the peak frequency of consecutive FID magnitude spectra [18]. The origin

of an FID signal along with the effect of field fluctuations will be discussed in more detail in

Sections 3.2 and 3.3.

The second performance metric used for this dissertation is the linewidth of FID magnitude

spectra, which is defined as the bandwidth of the squared magnitude spectra at half its maximum

value. In order to quantify a baseline measurement of linewidth, a series of consecutive FID
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responses from the hydrogen nuclei of a NMR sample within the Keck powered magnet were

acquired with no feedback compensation. These FID signals were processed by computing the

magnitude spectra of each FID, aligning each FID spectra in frequency, and coherently averaging

all FID spectra. The baseline measurement of linewidth is then the linewidth of the squared value

of the average FID magnitude spectra.

The procedure for acquiring and processing this data will be discussed in detail in Section 6.3.

The FID squared magnitude spectra, which is normalized by its maximum value for convenience,

is shown in Figure 1.12. The double-sided arrow indicates the magnitude at which the linewidth

of this spectra was calculated. With no compensation, the higher frequency fluctuations broaden

the linewidth of the FID magnitude spectra to approximately 290 Hz. It is expected that when

higher frequency field fluctuations are reduced, the linewidth of the FID spectra will be reduced.

The effect of field fluctuations on linewidth will be studied in detail in Section 3.3.
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Figure 1.12. Normalized squared magnitude spectra of FID, Keck powered magnet operating at 25 T.
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The third performance metric used for this dissertation is the peak frequency of consecutive

FID magnitude spectra. The same FID responses used to derive the linewidth in Figure 1.12

were used to quantify a baseline measurement of this metric. These FID signals were processed

by computing the magnitude spectra of each FID, and determining the frequency at which the

spectra peak occurs. With no compensation, the peak frequency of the FID spectra as a function

of time is the baseline measurement of this metric.

The procedure for acquiring and processing this data will also be discussed in detail in Section

6.3. The peak frequency of each FID magnitude spectra is shown in Figure 1.13 as a function

of time. Recall that Larmor frequency is proportional to field, so FID spectra peak frequency

can be represented in Hertz (Hz) or Gauss (G). Here the peak frequency is represented in Gauss

because this is independent of the NMR sample nuclei. The circles indicate the FID spectra peak

calculated at the time instant the FID was acquired. With no compensation, the lower frequency

fluctuations shift the FID spectra peak by more than 9 G (36 ppm) over the duration of the

experiment. The standard deviation of the shifts in spectra peaks is 2.96 G. It is expected that

when lower frequency fluctuations are reduced, the shifts in FID spectra peaks will be reduced.

At this point one may ask why the second and third performance metrics were not derived

from spin echo signals like those in Figure 1.10. Unlike FID signals, lower frequency fluctuations

have very little effect on spin echo signals. For example, consider the consecutive spin echo signals

in Figure 1.10, where the time-to-echo (TE) of each signal was chosen as 7 ms. Field fluctuations

that change quickly over 7 ms distort the phase coherence of consecutive echo signals [28]. If lower

frequency fluctuations are present that change very little over 7 ms, consecutive spin echos will be

phase coherent and the presence of lower frequency fluctuations cannot be observed. Therefore

the performance metrics were derived from FID signals which can be used to observe the effects

of both lower and higher frequency fluctuations on NMR.
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Figure 1.13. Peak frequencies from magnitude spectra of FIDs acquired on the Keck powered magnet
operating at 25 T.

Using the three performance metrics described in this section, the contributions of this dis-

sertation can now be stated. The following section discusses the contributions and organization

of this dissertation.

1.7 Contributions and Organization

This dissertation presents the development of the feedback control system illustrated in the

block diagram of Figure 2.1. This is a multi-loop, multi-rate feedback control system defined as

a cascade control system because it is the cascade combination of a inductive feedback control

loop and a direct FFL control loop, each with different sampling rates. The inductive feedback

control loop is comprised of a current amplifier and correction coil, pickup coil and integrating

preamplifier, and a compensator realized using a digital signal processor. The direct FFL control

loop is defined as the amplifier and correction coil, NMR console and field estimator, and a direct
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FFL compensator realized using a digital signal processor.

For the inductive feedback control loop, the pickup coil and integrating preamplifier provide an

estimate of higher frequency fluctuations using inductive measurements. The analog signal at the

integrating preamplifier output is sampled using an ADC at a fast sampling period TF chosen

as 20 µs to observe higher frequency fluctuations. The sampled-data inductive compensator,

designed to reduce these fluctuations, provides an sampled-data correction voltage to the DAC.

The DAC, amplifier, and correction coil convert the sampled-data correction voltage to an analog

correction field.

In contrast to the inductive feedback control loop, the direct FFL control loop estimates lower

frequency fluctuations using the NMR console and field estimator. The NMR console provides

measurements to a chosen field estimator developed to sense lower frequency fluctuations. The

lower frequency estimate is updated every TS or 25 ms, which is modeled using a sampler with

period TS . The slow sample period TS is much larger than TF because the direct FFL loop

updates much more slowly than the inductive feedback loop. Chapters 5 and 6 discuss the

reasons for choosing TS as 25 ms and TF as 20 µs. The direct FFL compensator is a sampled-

data compensator designed to reduce lower frequency fluctuations. This compensator provides

a sampled-data correction voltage to the summer, which is combined with the correction signal

from the inductive compensator, and converted to a analog correction field via a DAC, amplifier,

and correction coil.
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Figure 1.14. Block diagram of the cascade feedback control system for reducing lower and higher
frequency fluctuations.

The contributions of the research work shown in this dissertation are:

• Demonstrate indirect FFL limitations which preclude their use in most powered magnets

[57].

• Develop estimation methods for the NMR field estimator to use as a sensor for a direct

FFL which overcomes limitations of indirect FFLs in powered magnets [62].

• Design and synthesize cascade feedback control system to reduce lower and higher frequency

fluctuations in powered magnets [62].

• Demonstrate field fluctuation reduction by comparing the open and closed-loop frequency

response of the transfer function B/Bf in a powered magnet [62].

• Demonstrate NMR spectroscopy improvement in a powered magnet by comparing open

and closed-loop linewidth and shifts in peak frequencies of FID magnitude spectra [62].
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The first contribution will be included in a publication which designs a indirect FFL using a

small-signal model of the NMR dynamics [57]. The remaining contributions will be disseminated

in a publication describing the development and verification of the cascade feedback control

system [62]. Additional NMR experimental results afforded by the cascade feedback control

system will also be submitted for publication [63].

Chapter 2 describes the instrumentation used for the inductive feedback control loop. Chapter

3 describes NMR physics and the available instrumentation for acquiring NMR measurements

for estimating field fluctuations as well as deriving performance metrics. Chapter 4 provides

a more detailed description of feedback control methods using NMR measurements, or FFLs,

and their application to powered magnets. A particular indirect FFL design commonly used in

superconducting magnets is studied, and the limitations of this FFL design in powered magnets

is shown.

Chapter 5 develops candidate estimation methods for the NMR field estimator. Experimental

measurements are used to compare the candidate methods, and one method is chosen as the NMR

field estimator. This chapter also assesses the implementation of the NMR field estimator and its

limitations when using it as a sensor for the direct FFL. Chapter 6 shows the cascade feedback

control design to simultaneously reduce lower and higher frequency fluctuations. The lower

frequency fluctuations are sensed using the NMR console and field estimator while the higher

frequency fluctuations are sensed inductively using the pickup coil and integrating preamplifier.

The field fluctuation reduction is verified experimentally by comparing the open and closed-loop

frequency response of field fluctuations as well as the open and closed-loop linewidth and peak

frequency shifts in FID magnitude spectra.



Chapter 2

Inductive Feedback Control

Instrumentation

Section 1.7 introduced the cascade feedback control system as a cascade combination of an

inductive feedback control loop and a direct FFL control loop. For convenience, the block diagram

of this feedback control system is repeated in Figure 2.1. This chapter describes instrumentation

for implementing the inductive feedback control loop of the cascade feedback control system.

Section 2.1 describes the pickup coil and integrating preamplifier, and how inductive measure-

ments represent an estimate of field fluctuations. Section 2.2 describes the current amplifier and

drive coils for superimposing fields on the B0 field of the magnet. The drive coils include a cor-

rection coil for reducing field fluctuations, and a disturbance coil for superimposing disturbance

field fluctuations on the B0 field. Section 2.3 identifies analytical models of the pickup coil and

integrating preamplifier as well as the current amplifier and drive coils using experimental data.

The inductive compensator design for reducing higher frequency fluctuations will be discussed in

detail in Chapter 6.
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Figure 2.1. Block diagram of the cascade feedback control system for reducing lower and higher
frequency fluctuations.

2.1 Pickup Coil and Integrating Preamplifier

The pickup coil used in this research work is installed within a High-Resolution Magic Angle

Spinning (HR-MAS) probe as shown in Figure 2.2. The details of how the HR-MAS probe

obtains NMR measurements will be discussed with NMR instrumentation in subsection 3.4.1.

The pickup coil consists of 1600 turns of AWG 36 wire on a 12 mm diameter former. The former is

offset 20 mm above the center of the NMR sample, which rests in a 5 mm cylindrical tube within

a stator at a fixed angle. This pickup coil is mounted from the top of 7.1 T superconducting

magnet and from the bottom of the Keck powered magnet to allow space for other equipment in

the magnet bore.
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Figure 2.2. Photograph of the pickup coil used for inductive measurements of field fluctuations.

By Faraday’s law, the open circuit pickup coil voltage is proportional to the derivative of the

field fluctuations. An integrating preamplifier is used to integrate the pickup coil voltage provid-

ing a measurement proportional to field fluctuations. The integrating preamplifier in series with

the pickup coil provides inductive measurements which are an estimate of the field fluctuations.

It was mentioned previously that a pure integrator is undesirable as small DC offsets in analog

instrumentation will saturate the integrator output. Instead, the integrating preamplifier was

designed as a low pass filter with a -20 dB per decade slope and a very low cutoff frequency. The

device is comprised of analog operational amplifiers, resistors, and capacitors to realize this low

pass filter.

In order to demonstrate how inductive measurements are an estimate of field fluctuations,

consider the following example with a sinusoidal field fluctuation

Bf (t) = Bfo cos(ωf t). (2.1)
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The open circuit pickup coil voltage is the derivative of equation 2.1

voc(t) = −KcBfoωf sin(ωf t), (2.2)

where the constant Kc is determined by the coil geometry. Observe that the amplitude of

equation 2.2 scales with ωf and Bfo . The integrating preamplifier is designed to eliminate the

scaling factor ωf to estimate the field fluctuation from voc(t). The transfer function of the

integrating preamplifier is modeled with a first order low pass filter

Hint(jω) =
K

jωτ + 1
, (2.3)

which for frequencies much greater than 1/τ , can be approximated as

Hint(jω) ≈ K

jωτ
. (2.4)

If the frequency of the field fluctuation, ωf , is much greater than 1/τ , then the integrator

transfer function in equation 2.4 is valid. In this case, when the pickup coil voltage in equation

2.2 is provided as the input, then the output of the integrating preamplifier will be the integration

of the pickup coil voltage

vint(t) = (KcKBfo/τ ) cos(ωf t), (2.5)

which is proportional to field fluctuations and has an amplitude independent of ωf . The value

of τ is known and can be used to identify the parameter KcK from experimental data. Section

2.3 shows a procedure for identifying model parameters such as KcK from experimental data.

If ωf is less than 1/τ , then the integrating preamplifier behaves as a low pass filter with

transfer function shown in equation 2.3. In this case the scaling factor ωf is not completely

eliminated from the pickup coil voltage input. The resulting integrating preamplifier output
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vint(t) is no longer proportional to the field fluctuation. Furthermore, as ωf gets small, the

amplitude of vint(t) is reduced, decreasing the signal SNR. Section 1.4.2 demonstrated that low

pass filtering effects and low frequency noise sources of the integrating preamplifier limit inductive

measurements from accurately estimating lower frequency fluctuations.

2.2 Current Amplifier and Drive Coils

The current amplifier and drive coils serve two purposes in this work. The first purpose is to

superimpose artificial field fluctuations, or disturbance fields, on the B0 magnetic field to test

design performance in presence of known field fluctuations. This is achieved with one channel of

the current amplifier in series with the disturbance coil. The second purpose of these devices is

to correct for field fluctuations with feedback control. When estimates of the field fluctuations

are coupled to a chosen feedback compensator, the compensator must generate a correction field

to reduce the field fluctuations. This is achieved with a second channel of the current amplifier

in series with the correction coil.

The drive coil assembly, shown in Figure 2.3, consists of two coils wound one over another on

a 44.28 mm diameter fiberglass tube. Both coils were wound using adhesive copper tape 0.125

inches wide and 0.001 inches thick and have identical characteristics. In order to distinguish

between the two, we denote one as the disturbance coil and the other as the correction coil. The

assembly is mounted from the top of both the superconducting and Keck magnets. Table 2.1

lists other specifications of the disturbance and correction coils.
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Figure 2.3. Drive coil assembly, including disturbance and correction coils.

Correction Coil (Disturbance Coil)
N [turns] 65

L[µH] 24.9
R[Ω] 1.5

Wire Type Copper Tape

Table 2.1. Specifications of the correction and disturbance coils.

The current amplifier is a wide-bandwidth pulsed gradient amplifier from Resonance Research,

Inc.(RRI). This amplifier has three identical channels. The gain of the amplifier is 2 A/V, meaning

a voltage at the input of the amplifier produces a current output that is twice the voltage input.

The maximum continuous current the amplifier can source is a 3.5 A, which corresponds to a

1.75 V input.

The voltage input of the current amplifier produces a current output, which is supplied to a

drive coil, producing a magnetic field which is superimposed on the B0 field of the magnet. The

gain from current amplifier voltage input to drive coil field output at the NMR sample is 4.33

G/V. The details of this gain measurement are left to Section 2.3 discussing model identification.
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At the peak 1.75 V input, the current amplifier and correction coil produces a maximum 7.5

G field at the NMR sample. For the cascade feedback control system, the correction field was

limited to 7 G to prevent the compensators from driving maximum current. Recall from Section

1.2 that the largest amplitude of the higher frequency fluctuations due to power supply ripple

in the Keck was 0.16 G rms at 60 Hz. This implies that the inductive feedback control loop can

cancel higher frequency fluctuations using the current amplifier and correction coil as it produces

a maximum field much larger than 0.16 G. Additionally, it will be shown in Chapter 6 that field

fluctuations due to cooling water variations are 5 G peak to peak when implementing inductive

feedback control. This implies that a direct FFL control loop in cascade with an inductive

feedback control loop can cancel lower frequency fluctuations using the current amplifier and

correction coil because 7 G is larger than 5 G.

In addition to the maximum correction field, the minimum correction field is defined by the

amplifier and correction coil as well as the digital to analog converters (DAC) of the cascade

feedback system. The DACs are realized as 16 bit converters with a 20 V full scale range using

a digital signal processor. These 16 bit DACs are used to convert the sampled-data correction

signal from the compensators to an analog signal for the amplifier and correction coil. The

minimum quantization voltage of this DAC is 20/216 or 0.3 mV, which is implies the minimum

correction field of the compensators is 0.3 mV × 4.33 G/V or 1.3 mG.

The previous two sections discussed the instrumentation used for inductive measurements

and correcting field fluctuations. For the feedback control system design shown in Chapter 6,

analytical models of these devices were necessary to predict the performance of the compensator

design. The following section presents the procedure for identifying analytical models for the

pickup coil and integrating preamplifier as well as the amplifier and correction coil.
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2.3 Model Identification

The pickup coil, integrating preamplifier, current amplifier, and correction coil are represented

by continuous-time transfer functions because they are analog devices. Consider the updated

block diagram of the cascade feedback control system in Figure 2.4, where H(s) has replaced

the pickup coil and integrating preamplifier, and Ga(s) has replaced the current amplifier and

correction coil. The objective of this section is to identify the continuous-time transfer functions

H(s) and Ga(s) that model these devices in the experimental system.

Figure 2.4. Cascade feedback control system with transfer function models H(s), Ga(s) for the inductive
feedback control loop.
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An analytical expression for H(s) is derived first which will used to identify models from

experimental data. The expression for the transfer function H(s) is derived from the open circuit

pickup coil voltage and integrating preamplifier transfer function. The open circuit pickup coil

voltage is proportional to the derivative of the field fluctuations

voc(t) = Kc
dBf (t)

dt
, (2.6)

where the constant Kc is determined by the coil geometry. The Laplace transform of equation

2.6 is

Voc(s) = KcsBf (s), (2.7)

and the transfer function of the pickup coil from field fluctuations to open circuit voltage Hp(s)

is

Hp(s) =
Voc(s)

Bf (s)
= Kcs. (2.8)

The Fourier transform of the integrating preamplifier was defined in equation 2.3. By replacing

jω with s in this expression, the transfer function of the integrating preamplifier becomes

Hint(s) =
Vint(s)

Voc(s)
=

K

sτ + 1
, (2.9)

where K is the DC gain of the integrating preamplifier and τ is the time constant. The cascade

combination of Hp(s) and Hint(s) gives the expression for H(s)

H(s) = Hp(s)Hint(s) =
KcKs

sτ + 1
. (2.10)

The loop transfer function L(s) is used to identify models of H(s) and Ga(s) from experimental
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data, and is defined as the cascade combination of H(s) and Ga(s)

L(s) = H(s)Ga(s) =
KcKs

sτ + 1
Ga(s). (2.11)

As Ga(s) is a current amplifier and correction coil, the magnitude of this device is expected to

be constant for low frequencies and get smaller at high frequencies. This implies that Ga(s)

will have high frequency poles and zeros thereby determining the upper cutoff frequency of L(s).

Additionally, observe from equation 2.11 that L(s) has a pole when s is −1/τ and a zero at the

origin when s is zero. Thus the lower cutoff frequency of L(s) is 1/τ , and increasing τ reduces

the lower cutoff frequency.

The time constant τ is a known parameter computed from resistors and capacitors of the

integrating preamplifier circuit. In the earlier work by Li et al., τ was set to 3 seconds. In this

study, the value of τ was increased to 20 seconds, reducing the lower cutoff frequency of L(s) from

0.33 rad/s (0.05 Hz) to 0.05 rad/s (0.008 Hz). Further increases in τ are not practical because it

requires larger capacitors, and even if these capacitors were installed the inductive measurement

will have poor SNR at low frequencies due to 1/f noise.

With τ known, equation 2.11 will now be used to identify the parameter KcK and the transfer

function Ga(s) to completely characterize H(s) and Ga(s). For frequencies above 1/τ equation

2.11 is approximated as

L(s) ≈ KcK

τ
Ga(s). (2.12)

The expression for the approximate L(s) in equation 2.12 can be determined from experimental

measurements of the loop transfer function.

The frequency response of the loop transfer function was measured using an Agilent Dynamic

Signal Analyzer (DSA) on the Keck powered magnet at zero field. Figure 2.5 shows the setup for

this frequency response measurement experiment. The DSA is connected between the integrating

preamplifier output and the current amplifier input. The DSA has a output channel called the
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source and two inputs denoted channel one and channel two. The output channel provides a

sinusoidal excitation for the system identification experiment, and is connected to the input of

the current amplifier as well as the channel one of the DSA.

Figure 2.5. Experimental setup for measuring the loop transfer function on the Keck [27].

The DSA source channel generates a sinusoidal signal whose frequency is swept over a spec-

ified range. The DSA automatically adjusts the excitation amplitude of the sinusoid signal to

maintain a good measurement SNR. This signal goes into channel one of the DSA and the cur-

rent amplifier. The sinusoidal signal from the DSA is amplified by the current amplifier and fed

into the correction coil to produce an additional magnetic field in the bore of the Keck powered

magnet. This oscillating magnetic field induces a voltage in the pickup coil that is connected to

the integrating preamplifier.

After integration, the sinusoidal output voltage of the integrating preamplifier is fed into

channel two of the DSA. The DSA compares the signals on channel one and channel two to

obtain the frequency response measurement of the loop transfer function. For this measurement,

659 data points were acquired over the frequencies 0.1 to 5 kHz. The 5 kHz upper limit was

chosen because the inductive compensator will not be designed to attenuate field fluctuations
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above 5 kHz. This is because fluctuations above 5 kHz do not have significant effects on NMR

which will be discussed in Section 3.3.

Observe that the 0.1 Hz low frequency limit of the DSA is much greater than the pole of

H(s) at 0.008 Hz. Therefore loop transfer function data obtained with the DSA does not capture

the low frequency characteristics of L(s). Thus the loop transfer function data collected in this

experiment can only be used to identify the approximate L(s) in equation 2.12 which is valid for

higher frequencies.

The approximate loop transfer function in equation 2.12 was derived from loop transfer func-

tion data using the complex-curve fitting algorithm [64] implemented using the Matlab function

invfreqs. Given the number of poles and zeros, this algorithm estimates a transfer function which

minimizes the least-squared error between the estimated transfer function and the true frequency

response data. By iterating the number of poles and zeros, it was found that two poles and no

zeros gave the smallest error between the estimated transfer function and the frequency response

data. The resulting estimated loop transfer function is

L(s) ≈ 4.344e8

(s + 1.035e005)(s + 2.094e004)
. (2.13)

In comparing equations 2.12 and 2.13, the poles of Ga(s) are the poles of equation 2.13. Recall

from Section 2.2 that the DC gain of Ga(s) was measured as 4.33 G/V. Therefore the transfer

function of Ga(s) is

Ga(s) =
4.33

( s
1.035e005 + 1)( s

2.094e004 + 1)
. (2.14)

From the approximate expression of L(s) in equation 2.12, the parameter KcK is determined by

dividing L(s) and Ga(s) and scaling the result by τ

KcK =
L(s)

Ga(s)
τ = 0.9257. (2.15)
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With this parameter identified, and the known 20 second time constant, the transfer function for

H(s) can now be written as

H(s) =
0.9257s

s20 + 1
. (2.16)

The complete loop transfer function, with no approximations, is the product of equations 2.14

and 2.16

L(s) =
0.9257s

s20 + 1

4.33

( s
1.035e005

+ 1)( s
2.094e004

+ 1)
. (2.17)

The transfer function in equation 2.17 was verified by comparing the frequency response of

L(s) to the experimental loop transfer function data collected. Figure 2.6 compares the frequency

response from experimental data to the frequency response of the identified L(s) in equation 2.17.

The frequency response of L(s) matches the experimental data well, and the 3 dB bandwidth of

L(s) is approximately 3204 Hz. The lower cutoff frequency afforded by improvements in τ is now

0.008 Hz.
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Figure 2.6. Transfer function L(s) identified from measured frequency response of loop transfer function
for the Keck operating at zero field.
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Recall that the experimental data in Figure 2.6 was measured at zero field. This was done

primarily to save operating costs of the Keck and to avoid having noisy data measurements

when identifying transfer function models. Figure 2.7 shows the same loop transfer function

measurements as in Figure 2.6 only with the Keck operating at 7.1 T and 25 T. To reduce

experiment time and hence save operating cost, the lower frequency limit of this data was chosen

as 5 Hz instead of 0.1 Hz. The maximum 800 points of data were acquired for the frequency

range 5 Hz to 51.2 kHz.

When comparing the experimental results in Figures 2.6 and 2.7, the measurements have more

noise when there is field present. Also, observe that just below 30 kHz there appears to be a high

frequency mode when the magnet operates at 7.1 T and 25 T. As the field is increased from 7.1

T to 25 T, the magnitude of this mode becomes more pronounced. This mode was ignored when

designing the inductive compensator to simplify the design, and Chapter 6 shows experimental

results that a validate this assumption. However, future designs may have to account for this

mode whose origin is currently unknown.
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Figure 2.7. Measured frequency response of loop transfer function for Keck powered magnet operating
at 7.1 T and 25 T.

The identified transfer functions Ga(s) and H(s) in equations 2.14 and 2.16 will be used in

Chapter 6 when designing compensators for the cascade feedback control system. The following

Chapter provides an introduction to NMR physics along with the instrumentation used to mea-

sure the NMR signal. The free-induction decay (FID) introduced in Chapter 1 is a particular

NMR signal which will be discussed in detail.



Chapter 3

NMR Physics and Instrumentation

In order to understand how NMR can be used to estimate and reduce lower frequency field

fluctuations, it is necessary to have some insight to NMR physics. Specifically, the NMR signal

known as the free induction decay (FID) was used to estimate lower frequency field fluctuations

as well as compute the NMR performance metrics mentioned in Chapter 1.

This chapter discusses NMR physics, providing specific discussion of FID signals, and the in-

strumentation used to generate and measure these signals in the laboratory. Section 3.1 discusses

the vector representation of NMR physics in the presence of a B0 field. Section 3.2 discusses the

origin of the FID signal and its spectral characteristics. Section 3.3 discusses the effect of field

fluctuations on the FID signal and its spectrum. Section 3.4 discusses the NMR instrumentation

used to experimentally measure FID signals.

3.1 Vector Representation

The analysis of the NMR response in this dissertation uses the vector representation of the NMR

signal and is not meant to be a complete treatment of the subject. Refer to text by Slichter [65]

and Abragam [66] for a complete discussion of NMR physics.
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Nuclear magnetic resonance (NMR) is a tool for determining chemical structure of a sample

and relies on interactions between magnetic fields and magnetic moments of nuclei. Consider

a hydrogen nucleus containing a single proton. This nucleus possesses an angular momentum

producing a small magnetic field or magnetic moment. The angular momentum and magnetic

moment are represented by the vectors ~J and ~µ respectively, and the relationship between these

vectors is

~µ = γ ~J, (3.1)

where γ is the gyromagnetic ratio of the hydrogen nucleus.

In the presence of an external static magnetic field B0, the magnetic moment of the nucleus

aligns in a direction parallel or anti-parallel to the B0 direction as indicated in Figure 3.1. The

B0 field is in the z direction, and the nucleus is represented by the small oval. The magnetic

moment ~µ of the nucleus has a fixed angle α with respect to the B0 field direction. From quantum

mechanics, the fixed angle α for a single proton in a hydrogen nucleus is approximately 54.7◦.

If the magnetic moment has a component parallel to B0 in the positive z direction, then it is in

the parallel state. Conversely a magnetic moment in the anti-parallel state has a component in

the opposite direction of B0.

Figure 3.1. Magnetic moment alignment in presence of static external magnetic field B0.



48

The B0 field also interacts with the magnetic moment ~µ to produce a torque ~N defined by

~N = ~µ × B0ẑ. (3.2)

The ẑ is a unit vector in the positive z axis, which is the direction of B0. The torque acting on

the nucleus changes its angular momentum

~N =
d ~J

dt
= ~µ × B0ẑ. (3.3)

Substituting equation 3.1 into 3.3 gives a differential equation for ~µ

d~µ

dt
= γ~µ × B0ẑ, (3.4)

which reveals that ~µ precesses about B0 at the Larmor frequency γB0 .

A NMR sample contains a large number of nuclei, and the superposition of the magnetic

moments for each nuclei results in a bulk magnetization, represented by the vector ~M , which

satisfies equation 3.4 with ~µ replaced by ~M

d ~M

dt
= γ ~M × B0ẑ. (3.5)

When B0 is switched on, the z component of the magnetization vector exponentially approaches

a thermal equilibrium value M0 with a time constant defined as the spin-lattice relaxation time

T1. This feature is represented by adding a T1 term to equation 3.5

d ~M

dt
= γ ~M × B0ẑ − (Mz − M0)ẑ

T1
, (3.6)

where Mz is the z component of ~M .
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Coupling between the magnetic moments of adjacent nuclei results in a variation of preces-

sion frequencies of the magnetic moments in the NMR sample. Denote the x − y plane as the

transverse plane perpendicular to the direction of B0. The variation in magnetic moment pre-

cession frequencies causes the magnetization components in the x − y plane to vanish due to

destructive interference. The spin-spin relaxation time constant T2 describes the rate at which

the magnetization vanishes in the x − y plane. This process is represented by adding a T2 term

to equation 3.5

d ~M

dt
= γ ~M × B0ẑ − Mxx̂ + My ŷ

T2
, (3.7)

where Mx and My are the x and y components of ~M .

Combining the spin-lattice and spin-spin relaxation processes leads to the expression

d ~M

dt
= γ ~M × B0ẑ − Mxx̂ + My ŷ

T2
− (Mz − M0)ẑ

T1
, (3.8)

which is the well known Bloch equation with external field B0ẑ [3]. The general Bloch equation

models the response of the bulk magnetization ~M to an external field. For equation 3.8, the

external field is B0ẑ. The time constant T1 governs how fast the magnetization vector relaxes

back to thermal equilibrium on the z axis, and T2 governs how fast Mxx̂ + My ŷ decays to zero.

The time constant T1 is much larger than T2.

Up to this point, the magnetization vector has been discussed with respect to the laboratory

x − y − z coordinate frame. It is convenient to view the magnetization vector ~M in a rotating

u − v − z coordinate frame. The laboratory and rotating frame share the same z axis. In the

rotating frame, the u−v plane rotates about the z axis at the Larmor frequency γB0 . Therefore

if ~M is precessing about the z axis in the x − y − z frame, then it remains stationary in the

rotating u − v − z frame as demonstrated in Figure 3.2. The rotating reference frame will be

used when discussing the magnetization vector for the remainder of this dissertation.
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Figure 3.2. Magnetization vector in the laboratory and rotating reference frame.

The NMR signal known as a free induction decay (FID) will be used to estimate lower

frequency field fluctuations as well as compute the NMR performance metrics from Chapter 1.2.

The following section describes the FID signal and its mathematical representation as a complex

signal. This representation is then be used to study spectral characteristics of the FID signal.

3.2 Free-Induction Decay

The free-induction decay (FID) is a common signal measured in NMR spectroscopy and it used

throughout this dissertation. Chapter 5 develops methods for estimating field fluctuations from

FID signals, and Chapter 6 shows performance metrics derived from FID signal measurements.

Therefore it is useful to describe the origin and a mathematical representation of FID signals as

it will be used often in this dissertation.

In any NMR experiment, the magnetization vector ~M is tipped away from the z axis with

an applied magnetic field ~B1 in a direction perpendicular to the z axis. The applied ~B1 field is

generated by an RF pulse applied to an RF coil oriented in the x − y plane. The frequency of

the RF pulse is chosen as the Larmor frequency γB0 , resulting in a ~B1 field in the x − y plane

which rotates about the z axis at frequency γB0 . In the rotating u − v plane, ~B1 is stationary.
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The response of the magnetization vector ~M to the magnetic field ~B1 in the -v direction is

illustrated in Figure 3.3. Before application of ~B1, ~M lies completely on the z axis in thermal

equilibrium with a value M0ẑ. In the rotating frame, the effective field along the z axis is zero,

so the magnetization vector responds only to the ~B1 field. The cross product term of the Bloch

equations indicate that the ~B1 field tips the vector ~M away from the z axis. Upon application

of ~B1, the magnetization vector is tipped an angle θ from the z axis in the z − u plane. The

expression for tip angle is

θ = γB1tw, (3.9)

where tw is the RF pulse width in seconds and B1 is the magnitude of the vector ~B1. The

transverse magnetization ~Muv is the projection of ~M onto the u− v plane, which lies completely

on the u axis in this case.

Figure 3.3. Magnetization vector response to applied magnetic field ~B1 in the -v direction.

A FID signal represents the transverse magnetization ~Muv in response to a particular type of

applied ~B1 field. In this case the RF pulse is chosen such that the ~B1 field tips ~M by an angle

close to π/2. From equation 3.9, such a tip angle is achieved using either the field magnitude B1

or pulse width time tw. When the RF pulse is removed, a signal representing ~Muv is detected

with an RF coil in the u−v. This signal, denoted as Muv(t), is obtained as a function of time and



52

resolved into u and v components Mu(t) and Mv(t) with phase sensitive detection. The details

of how Muv(t) is measured and resolved into these components is discussed with instrumentation

in Section 3.4.

It was mentioned in Chapter 1.1 that powered magnets have spatial field inhomogeneities

in the magnetic field strength B0. In this case, additional time constants T ∗

2 and T ′

2 must be

considered for the decay of the transverse magnetization Muv(t). The expression relating these

time constants to spin-spin relaxation T2 is

1

T ∗

2

=
1

T2
+

1

T ′

2

, (3.10)

where T ′

2 is the decay time constant due to spatial field inhomogeneities. Note that in the

presence of field inhomogeneities, 1/T ∗

2 is greater than 1/T2. This implies Muv(t) decays to zero

faster when T ∗

2 must be considered due to field inhomogeneity, which is undesirable for NMR. For

the remainder of this dissertation, T ∗

2 will be considered as the transverse decay time constant

because the objective is to demonstrate a feedback control system on the Keck powered magnet

where field inhomogeneities exist.

The complex signal representation of the FID signal in response to a single RF pulse is

Muv(t) = Mu(t) + jMv(t)

= Ae−t/T∗

2 ejφ(t), (3.11)

where the amplitude of the FID is denoted by A and j represents the imaginary unit
√
−1. The

angle φ(t) is the phase angle between ~Muv and the u axis. For the response shown in Figure 3.3,

the phase angle φ(t) is zero. Situations where φ(t) is non-zero will be discussed in Sections 3.3

and 3.4.
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When φ(t) is zero, the complex signal representation of the FID with amplitude A equal to

one simplifies to

Muv(t) = e−t/T∗

2 , (3.12)

The Fourier transform of equation 3.12 is

Muv(ω) =
1

jω + 1/T ∗

2

=
T ∗

2

jωT ∗

2 + 1
, (3.13)

where the magnitude of this expression represents the magnitude spectra of the FID. The

linewidth is defined from the squared magnitude spectra of equation 3.13

|Muv(ω)|2 =
(T ∗

2 )2

(ωT ∗

2 )2 + 1
. (3.14)

Observe from equation 3.14 that the maximum of the squared magnitude spectra occurs when

ω is zero with a value of (T ∗

2 )2. Additionally, half the maximum of squared magnitude spectra,

(T ∗

2 )2/2, occurs when ω is plus or minus 1/T ∗

2 . The linewidth is computed as the difference of

these two frequencies, which is 2/T ∗

2 rad/s or 1/(πT ∗

2 ) Hz.

Figure 3.4 shows a normalized FID squared magnitude spectra plotted using equation 3.14.

The time constant T ∗

2 was chosen as 3.2 ms which corresponds to the 100 Hz linewidth desirable

for NMR. The horizontal axis shows frequency normalized by linewidth (LW), and the vertical

axis shows |Muv(ω)|2 normalized by T ∗

2 . Observe that when frequency is plus or minus one

half the linewidth, |Muv(ω)|2 is half its maximum magnitude. Also, the shape of |Muv(ω)|2 is

symmetric about the vertical axis.
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Figure 3.4. Normalized squared magnitude of FID spectra with 100 Hz linewidth.

The following section discusses the effect of temporal field fluctuations on an FID. These effects

are discussed using both the vector representation ~M and complex signal representation Muv(t)

of an FID. The complex signal representation will be used to analyze how these fluctuations

affect the FID magnitude spectra. These effects are useful when considering a feedback control

design in Chapter 6.

3.3 Effect of Temporal Field Fluctuations on the Free-

Induction Decay

The response of the magnetization vector shown in Figure 3.3 assumes there are no temporal field

fluctuations in the magnetic field. Figure 3.5 depicts the magnetization vector response when

temporal field fluctuations Bf (t) are present in the -z direction. In this case, the magnetization

vector ~M precesses about the direction of the field fluctuations, and the transverse magnetization
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~Muv sweeps out a phase angle φ(t). The vector ~Muv rotates at a frequency ωf (t) which is γBf (t).

The expression for the phase angle can be found by taking the integral of the frequency ωf(t)

Figure 3.5. Diagram of magnetization vector when temporal field fluctuations Bf (t) are
present in the -z direction.

φ(t) =

∫ t

0

ωf(τ )dτ =

∫ t

0

γBf (τ )dτ. (3.15)

Recall from Section 1.2 that a constant 0.16 Gauss field fluctuation shifted the Larmor fre-

quency of hydrogen nuclei by 681 Hz. The effect of time varying sinusoidal fluctuations on the

complex signal representation Muv(t) and its magnitude spectra will now be analyzed. Consider

a field fluctuation of the form

Bf (t) = Bfo cos(ωf t), (3.16)

where Bfo and ωf is the amplitude and frequency of the field fluctuation respectively. In this

case the phase angle in equation 3.15 becomes

φ(t) =

∫ t

0

γBfo cos(ωfτ )dτ =

(

γBfo

ωf

)

sin(ωf t). (3.17)

The complex signal representation of the FID in the presence of this fluctuation is denoted as
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M̃uv(t), and can be written in terms of the FID signal with no fluctuations present Muv(t)

M̃uv(t) = e−t/T∗

2 ejφ(t)

= e−t/T∗

2 e
j

“

γBfo

ωf

”

sin(ωf t)

= Muv(t)e
j

“

γBfo

ωf

”

sin(ωf t)
. (3.18)

It is desirable to determine magnitude spectra of this expression by computing its Fourier

transform. The expression in equation 3.18 is similar to an angle modulation expression often

encountered in communication systems [68]. The challenging term here is the complex expo-

nential with a sinusoid argument. In communication systems, the analysis is simplified by using

the Fourier series representation of this exponential term. The same approach can be used here,

where the Fourier series representation of this exponential is

e
j

“

γBfo
ωf

”

sin(ωf t)
=

n=∞
∑

n=−∞

Jn

(

γBfo

ωf

)

ejnωf t, (3.19)

where n is an integer, and Jn(·) is the nth order Bessel function of the first kind with constant

argument γBfo/ωf .

Substituting equation 3.19 into equation 3.18 gives

M̃uv(t) = Muv(t)

n=∞
∑

n=−∞

Jn

(

γBfo

ωf

)

ejnωf t

=

n=∞
∑

n=−∞

Jn

(

γBfo

ωf

)

Muv(t)ejnωf t, (3.20)

and the Fourier transform of equation 3.20 is

M̃uv(ω) =

n=∞
∑

n=−∞

Jn

(

γBfo

ωf

)

Muv(ω − nωf). (3.21)
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By substituting equation 3.13, shifted by nωf , into equation 3.21, the Fourier transform of M̃uv(t)

can be expressed as

M̃uv(ω) =

n=∞
∑

n=−∞

Jn

(

γBfo

ωf

)

T ∗

2

j(ω − nωf)T ∗

2 + 1
. (3.22)

Observe from equation 3.22 that the argument of the Bessel function is inversely proportional

to ωf . As ωf gets large, the Bessel function argument approaches zero, and J1(·) approaches

unity while Jn(·) approaches zero for all other n. Therefore as ωf increases the effect of field

fluctuations on the FID spectra is diminished. In general higher frequency fluctuations above

several kHz do not affect NMR spectroscopy, a fact that will be exploited when designing the

cascade feedback control system in Chapter 6

Equation 3.22 was used to study the effect of temporal field fluctuations on the FID magnitude

spectra. Let β be defined as the argument of the Bessel function γBfo/ωf . For this study, the

FID magnitude spectra was computed using equation 3.22 for β equal 1, 2, and 5. This allows

one to study how fluctuations affect the FID spectra when Bfo increases with respect to ωf .

The gyromagnetic ratio γ was chosen as the value for hydrogen nuclei, and the time constant T ∗

2

was chosen as 3.2 ms which corresponds to a 100 Hz linewidth with no field fluctuations. The

frequency ωf was fixed at 2π60 and the amplitude Bfo was varied so that β was 1, 2, and 5. For

these values of β, the Bessel function is negligible for orders above 20, allowing the summation

in Equation 3.22 to be approximated with n between -20 and 20. The FID magnitude spectra

and resulting linewidth was computed for each value of β.

The results of this study is shown in Figure 3.6. The horizontal axis shows frequency normal-

ized by linewidth (LW), and the vertical axis shows squared magnitude of FID spectra normalized

by (T ∗

2 )2. The solid line represents the case where there are no field fluctuations, which is the

same magnitude spectra shown in Figure 3.4. The other line types represent the cases where

field fluctuations are present with β equal to 1, 2, and 5. In comparison to the case with no
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fluctuations, the magnitude spectra is no longer symmetric and the linewidth is broadened as

β increases. This implies that if the fluctuation amplitude increases or its frequency decreases,

then the FID spectra is adversely affected. Table 3.1 shows the numerical values of linewidth for

several values β. For the 60 Hz field fluctuation observed experimentally, Bfo is 0.16 G and ωf

is 2π60. This corresponds to a β of 1.81 which results in a 190 Hz linewidth, slightly less than

when β is 2.
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Figure 3.6. Normalized squared magnitude of FID spectra for different cases of temporal field fluctua-
tions.

β Linewidth [Hz]
1 140

2 192
5 256
10 322

Table 3.1. Linewidth for different values of β.

The results shown in this section demonstrate that temporal field fluctuations adversely affect

both the FID spectra lineshape and linewidth. Chapter 6 demonstrates that the cascade feedback
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control system improves the linewidth of the FID spectra. In the following section, the NMR

instrumentation used to measure NMR signals will be discussed.

3.4 NMR Instrumentation

In this research work, FID measurements were performed on the 7.1 T superconducting magnet

and the Keck powered magnet. These two experimental platforms required different config-

urations of NMR instrumentation to measure FID signals. This section describes the NMR

instrumentation necessary to measure FID signals on these two magnets.

A NMR probe and NMR console are the two primary devices used to measure FID signals.

The general interface between the NMR probe and console is depicted in Figure 3.7. The NMR

console generates an RF pulse with a transmitter and supplies the RF pulse to a power amplifier.

The power amplifier provides an amplified RF pulse to a duplexer. The duplexer allows bi-

directional communication over a single channel. When transmitting the RF pulse, the duplexer

supplies the RF pulse to the NMR probe installed within the magnet. The probe contains a

NMR sample in a cylindrical tube which is surrounded by an RF coil. The RF pulse excites a

NMR response, and upon removal of this pulse, the RF coil in the probe measures the NMR

response and supplies the measurement to the duplexer. The measurement is amplified with a

preamplifier and then supplied to the NMR console for recording. The following two subsections

describe th NMR probe and console in more detail.
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Figure 3.7. NMR console interface with NMR probe.

3.4.1 NMR Probes

Recall from Section 3.2 that in NMR spectroscopy, a transverse field ~B1 tips the magnetization

vector from the z axis. The device used to produce the ~B1 field and measure the NMR response

is known as an NMR probe. A NMR probe typically uses a single channel for transmitting and

receiving. When an RF pulse with a frequency equivalent to the Larmor frequency is supplied to

the transmit channel, an RF coil is used to produce the transverse field ~B1. When the RF pulse is

removed, the transverse magnetization vector precesses about the z axis at the Larmor frequency

in the laboratory frame. This induces a voltage in the RF coil which provides a measurement of

the NMR response on the receive channel, which is the same as the transmit channel. The RF

transmitter and receiver are controlled by a NMR console which will be discussed in subsection

3.4.2.
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A NMR probe can have multiple transmit and receive channels with each channel tuned

for a particular Larmor frequency. Two probes were necessary for this research work so that

FID signals could be measured using either the Keck powered magnet or 7.1 T superconducting

magnet. One probe is tuned to measure FID signals from hydrogen and deuterium nuclei at 25 T

while the other probe is tuned to measure FID signals from the same nuclei at 7.1 T. Therefore

these probes could be used to measure FID signals on the Keck operating at 25 T as well as the

7.1 T superconducting magnet.

The first probe is described as a High Resolution Magic Angle Spinning (HR-MAS) probe,

which was used to obtain FID measurements on the Keck powered magnet. A photograph of this

probe is shown in Figure 3.8. This probe has two transmit and receive channels. One channel is

tuned to approximately 1.065 GHz, which is the Larmor frequency of hydrogen nuclei at 25 T.

This channel was used to excite hydrogen nuclei at 25 T with RF pulse signals and observe the

FID response.

The other channel is tuned to approximately 163 MHz, which is the 25 T Larmor frequency

of the reference deuterium nuclei used for NMR feedback control. This allows for excitation

and observation of the FID response of the deuterium nuclei at 25 T. Using the two channels,

hydrogen and deuterium FID signals can be simultaneously observed with this probe. This probe

is also capable of spinning the NMR sample up to a rate of 15 kHz. Spinning the sample causes

the nuclei to see an average value of the spatial field distribution, and therefore reduces the

linewidth broadening due to spatial field inhomogeneities [23, 24, 20]. Recall from section 2.1

that the pickup coil used for inductive measurements is also contained within this probe. The

probe is mounted from the bottom of the Keck powered magnet.
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Figure 3.8. Photograph of the HR-MAS probe used for NMR measurements.

The second probe is described as the Bruker probe, which was used to obtain NMR mea-

surements on the 7.1 T superconducting magnet. A photograph of this probe is shown in Figure

3.9. Like the HR-MAS probe, this probe has two transmit and receive channels. One channel is

tuned to approximately 300 MHz, which is the Larmor frequency of hydrogen nuclei at 7.1 T. The

other channel is tuned to approximately 46 MHz, which is the Larmor frequency of deuterium

nuclei at 7.1 T. These two transmit and receive channels allow for simultaneous excitation and

observation of hydrogen and deuterium nuclei NMR signals at 7.1 T.
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Unlike the HR-MAS probe, this probe does not have a pickup coil. If inductive measurements

were required for an experiment on the 7.1 T superconducting magnet, then the pickup coil from

the HR-MAS probe would have to be used in conjunction with the Bruker probe to obtain both

inductive and NMR measurements. This was done by mounting the Bruker probe from the

bottom and the HR-MAS probe from the top of the superconducting magnet.

Figure 3.9. Photograph of the Bruker probe used for NMR measurements.



64

3.4.2 NMR Consoles

A NMR console transmits the RF pulse to the NMR probe and receives the NMR response

measurement from the probe. A transmitter within the NMR console generates the RF pulse

supplied to the RF coil of the NMR probe. Upon removal of the RF pulse, the NMR response

measured by the probe is provided to a receiver which resolves the measurement into quadrature

components. The timing between the transmitter RF pulse and when the receiver observes the

NMR response is controlled by a pulse sequence. The pulse sequence can be repeated to provide

multiple measurements of the NMR response.

The receiver in a NMR console uses quadrature phase detection to demodulate the NMR

measurement and resolve it into quadrature components. Figure 3.10 shows a block diagram

of the quadrature phase detection scheme used in NMR console receivers. The signal S(t) is a

voltage measurement representing the transverse magnetization with a Fourier spectrum centered

at the Larmor frequency ω0. The NMR console operator chooses the RF signal frequency ωr.

When the signal S(t) is mixed with cos(ωrt) it is demodulated to the frequencies ω0 − ωr and

ω0 + ωr. The low pass filter then eliminates the frequency component at ω0 + ωr, and its output

is a measurement Su(t) representing Mu(t).

Similarly, when S(t) is mixed with sin(ωrt) it is demodulated to frequencies ω0 − ωr and

ω0 + ωr. Here the mixer output has a 90◦ phase difference from the signal mixed with cos(ωrt).

This results in a measurement Sv(t) representing Mv(t) which is 90◦ out of phase from Su(t).

The low pass filters in this detection scheme set the measurement bandwidth of the NMR signals.
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Figure 3.10. Quadrature phase detection of a NMR console.

The discussion from Sections 3.2 and 3.3 on FIDs assumed the frequency of the RF signal is

chosen to be the Larmor frequency γB0 or ω0. In NMR experiments, measurements are often

obtained using an RF signal frequency ωr that is relatively close to the Larmor frequency but

not exact. This results in signals Su(t) and Sv(t) having a baseband frequency defined by

ωb = ω0 − ωr. (3.23)

For the vector representation of the magnetization, a non-zero ωb implies the transverse

magnetization vector ~Muv rotates about the z axis at a frequency ωb. Recall from the Section

3.1 that in the rotating reference frame, the u−v plane rotates about the z axis at γB0 or ω0. In

this reference frame, when a RF pulse with frequency γB0 is removed, the magnetization vector

does not precess about the z axis as it returns to thermal equilibrium. However, if the RF signal

frequency is different from the Larmor frequency, then the magnetization vector precesses about

the z axis as it returns to thermal equilibrium. The transverse magnetization vector ~Muv rotates

about the z axis at a baseband frequency ωb that is the difference of the Larmor frequency ω0

and RF signal frequency ωr.

Three NMR consoles were used to measure NMR signals in this research work. These consoles

are defined herein as the Tecmag spectrometer, Tecmag lock, and NMRkitII. The Tecmag spec-

trometer was used to obtain hydrogen FID signals for deriving the linewidth and peak frequency
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shift performance metrics introduced in Section 1.6. These metrics are derived in Chapter 6

and will provide information about the how well the cascade feedback control system reduces

field fluctuations. The Tecmag lock console was used to demonstrate limitations of a previous

field-frequency lock design in powered magnets. Experimental data obtained using this console

will be shown in Chapter 4. The NMRkitII was used to measure the analog signals Su(t) and

Sv(t) from the reference deuterium nuclei dissolved in the NMR sample to use in estimating field

fluctuations. Experimental measurements using this console will be shown in Chapters 5 and 6.

The first console described here is a Tecmag spectrometer whose block diagram is depicted

in Figure 3.11. A host computer controls the pulse sequence generator, which is responsible for

synchronizing the timing of the transmit and receive operations, as well as providing the RF

pulse amplitude and width for a desired tip angle θ. When the pulse sequence requests that

an RF pulse is transmitted, the transmitter supplies the RF pulse to the power amplifier from

Figure 3.7.

When a measurement of the NMR response is available, the receiver digitizes the NMR mea-

surement and resolves it into quadrature components for communication with the host computer.

The low pass filter of the quadrature phase detector can be tuned by the host computer. The

pulse sequence generator controls the sample period and acquisition time of the digital quadra-

ture components Su and Sv. This console does not easily provide access to the real–time signals

of the quadrature components.

The second NMR console used for experimental measurements in this research work was the

Tecmag lock console. This console uses an indirect field-frequency lock (FFL) to regulate the

analog measurement Sv to zero with a proportional plus integral plus derivative (PID) compen-

sator. Under certain conditions, regulating Sv to zero also regulates field fluctuations to zero.

The details of this FFL and its limitations in powered magnets will be discussed in Chapter 4.

The pulse sequence of this console has a fixed pulse repetition rate and pulse width. The pulse

repetition rate, defined as the time between consecutive RF pulses, is 500 µs. The pulse width
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Figure 3.11. Block diagram of the Tecmag NMR console.

was measured to be approximately 70 µs [29]. The tip angle θ of the NMR response is controlled

by the adjustable amplitude of the RF pulse.

The receiver filter is set to the fast operating mode so as to give the highest cutoff frequency

of the low pass filter in the receiver. The receiver resolves the NMR measurement into quadrature

components, which is sampled once per pulse, and provides the digitized signal Sv to the PID

compensator whose gains are adjustable through software. Using measurements of the digital

signal Sv, the compensator generates an correction voltage Vc which can be provided to a current

amplifier and correction coil to suppress field fluctuations. Note that if the compensator gain is

proportional only, then the output of the compensator can be used to measure Sv in real–time.

Figure 3.12. Block diagram of the Tecmag lock NMR console.

The third NMR console used for experimental measurements in this research work is described

as the NMRkitII console. The pulse sequence timing for this NMR console is controlled by the
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external digital gate signals TX Gate and RX Gate. These gate signals enable the transmit and

receive operations of pulse sequence. When TX Gate is set high, the RF pulse is supplied to

the power amplifier, where the amplitude of the RF pulse and the RF signal frequency ωr is

set by an external frequency synthesizer. The RF pulse width is set by the width of TX Gate.

When RX Gate is high, the receiver measures the NMR response and resolves it into analog

quadrature components Su(t) and Sv(t). The width of RX Gate determines the acquisition time

of the NMR measurement. The receiver filter is a 4 pole Butterworth low pass filter where the

cutoff frequency is typically set to 10 kHz. The tradeoffs in choosing this cutoff frequency will be

discussed in subsection 5.3.2. Analog measurements of Su(t) and Sv(t) are available in real–time

with this NMR console.

Figure 3.13. Block diagram of the NMRkitII NMR console.

When comparing these three NMR consoles, there are several features to discuss. The NMR

signals available for real–time measurement are of central importance when considering estimation

and control using NMR. For the Tecmag spectrometer, the NMR signals Su and Sv are digital

and sent directly to the host computer. As a result, it is very difficult to access the hardware

for real–time measurements of these signals. The Tecmag lock provides real–time measurements

of the digital signal Sv when a proportional compensator is chosen. The NMRkitII provides

real–time measurements of analog signals Su(t) and Sv(t).
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There are several advantages to measuring both Su(t) and Sv(t) in real–time as opposed to

measuring just Sv for NMR feedback control in powered magnets. These advantages will be

discussed in Chapter 4. The Tecmag spectrometer and NMRkitII both have an adjustable pulse

sequence while the pulse repetition rate and pulse width of the Tecmag lock console is fixed.

Table 3.2 summarizes the features of the three NMR consoles discussed in this section.

Console Pulse Sequence
Accessible Real–Time NMR

NMR Signals Signal Type

Tecmag
Adjustable None –

Spectrometer

Tecmag Lock
Fixed Pulse Repetition Rate,

Sv Digital
Fixed Pulse Width

NMRkitII Adjustable
Su(t)

Analog
Sv(t)

Table 3.2. Salient features of NMR consoles.

The following Chapter examines feedback control using NMR measurements, or FFLs. A dis-

cussion of the prior methods using feedback control of NMR measurements is provided including

indirect FFLs often used in superconducting magnets. The application of these FFLs to powered

magnets is studied through analysis and experimental results, where experimental results are

obtained using the indirect FFL in the Tecmag lock console.



Chapter 4

Field-Frequency Locks in Powered

Magnets

Recall from Section 1.4 that inductive measurements have limited ability to estimate lower fre-

quency fluctuations due to poor measurement SNR and low pass filtering effects at low frequen-

cies. The lower frequency limitations of inductive measurements can be overcome by estimating

field fluctuations using NMR measurements. Section 1.5 introduced NMR feedback control, or

field-frequency locks (FFLs), which use NMR measurements to estimate lower frequency fluctu-

ations without the limitations of inductive measurements.

This chapter examines FFL techniques in more detail, and analyzes their application to

powered magnets. Using the background about NMR physics in Chapter 3, it will be discussed

how particular NMR signal components can be used to estimate lower frequency fluctuations.

A common FFL technique designed for superconducting magnets will be studied along with its

application to powered magnets.
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Section 4.1 provides a literature survey of FFLs and their techniques for estimating and

reducing lower frequency fluctuations. Section 4.2 provides analysis of a common FFL technique

designed for superconducting magnets. Section 4.3 shows the limitations of this FFL technique

in powered magnets.

4.1 Survey of Field-Frequency Lock Techniques

Recall from Section 3.4 that a NMR probe and console obtains voltage signals Su(t) and Sv(t),

which represent measurements of the quadrature component signals Mu(t) and Mv(t). In some

cases, for example the NMRkitII console, it is possible to access Su(t) and Sv(t) in real–time. In

other cases, for example the NMR Tecmag console, it is difficult to access these signals in real–

time. Given these various NMR configurations, it is not surprising that FFLs measure different

NMR signal components to estimate lower frequency fluctuations.

Field-frequency locks were classified in Section 1.4 as indirect or direct. Indirect and direct

FFLs measure or estimate NMR signal components which are indirectly or directly related to

field fluctuations Bf (t). More specifically, indirect FFLs measure either Mv(t) or φ(t) to provide

estimates of Bf (t). The vector representation of the magnetization vector in Figure 3.5 shows

that Mv(t) and φ(t) are non-zero when field fluctuations are present. Therefore it is reasonable

to use measurements of these signals to estimate field fluctuations.

Direct FFLs measure or estimate the frequency ωf(t) which is equivalent to γBf (t), and is

directly proportional to Bf (t). Recall from Figure 3.5 that when Bf (t) is present the transverse

magnetization vector ~Muv precesses about the z axis at a frequency ωf(t). Therefore measure-

ments or estimates of ωf(t) provide an estimate of Bf (t). In an effort to provide a historical

overview of indirect and direct FFLs, the reminder of this section provides a literature survey in

chronological order of these FFLs.



72

Original FFLs were indirect using measurements from continuous-wave NMR spectrometers.

Prior to the advent of pulsed spectrometers, NMR spectroscopy was performed by exciting the

nuclei with a continuous-wave RF signal. The first FFL measured Mv(t) from a continuous-

wave spectrometer in 1948 [45]. The signal Mv(t) representing an indirect estimate of Bf (t)

was fed through a proportional compensator to regulate current supplied to the magnet which

regulates field. This approach is insufficient for the powered magnets studied in this dissertation

as other factors besides power supply current are sources of field fluctuations, for example cooling

water temperature and flow rate. In 1957, Baker and Burd [46] described an indirect FFL

using a continuous-wave spectrometer to measure Mv(t) from a reference sample. Rather than

regulate the magnetic field, this group varied the spectrometer reference frequency ωr to offset

the predicted frequency shift caused by the field fluctuation estimate. This preserved the Larmor

frequency of the NMR signal in spite of the field fluctuations present.

In the late 1950’s, a class of continuous-wave NMR experiments known as time-sharing or

time-division was developed. Grunwald et al. [47] and Anderson et al. [48] attributed this

approach to Arnold [49]. In this method, RF signals excite the nuclei for a short time duration,

where the time between each RF signal is large compared to the RF time duration. When the RF

pulse is removed, the NMR response is measured for a chosen amount of time between the next

RF pulse. In 1962, Grunwald et al. reported the first known indirect FFL using measurements

of Mv(t) in response to time-shared NMR. Similar to Baker et al., these measurements of Mv(t)

were used to vary the spectrometer reference frequency to offset the effects of field fluctuations.

During the 1950’s, pulsed NMR spectroscopy was beginning to develop. The remaining

techniques mentioned here used measurements from pulsed NMR spectroscopy as this became

the convention. Indirect FFLs were further developed in 1978 by Hoult et al. [51] and Kan et

al [52]. Both approaches measure the phase φ(t) and use a phase-locked loop to regulate φ(t) to

zero. Hoult’s design considered mathematical analysis of the NMR response and assumed φ(t)

was small so that sin φ(t) is approximately φ(t). This approximation is not valid in a powered
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magnets where large field fluctuation amplitudes cause large perturbations in the phase angle.

Kan et al. used an integral compensator while Hoult et al. used a proportional plus integral

compensator.

In 1978, Hofer et al. published a patent [58] describing the first known direct FFL using a

frequency counter to directly measure ωf(t), and thus field fluctuations, in a superconducting

magnet. The frequency counter measures FID signal frequency and compares the result to a

desired baseband frequency to obtain a direct estimate of ωf (t).

One year later in 1979, Hill published a patent [53] describing a FFL capable of operating

in indirect or direct modes. If the FID signal frequency is not close to zero, then the FFL

generates FID signals by exciting the nuclei with high power RF pulses at a low repetition rate.

A frequency counter directly measures the frequency of Mu(t) as an error signal. The polarity of

the correction signal is determined by a phase comparison between Mu(t) and Mv(t). If Mu(t)

leads Mv(t), then the Larmor frequency ω0 is greater than the spectrometer reference frequency

ωr. Similarly if Mu(t) lags Mv(t), then ω0 is less than ωr. When the FID signal frequency passes

through the resonant condition ω0 equal to ωr, the FFL switches to an indirect operating mode.

In this mode the FFL excites the nuclei with low power pulses at a high repetition rate and

measures Mv(t) as an error signal for correction.

Fifteen years later Schett et al. proposed another significant direct FFL in 1994 [60]. In this

patent, the frequency difference of the FID signal from the Larmor frequency ∆ω is derived as

∆ω =
1

T2

Mu(t)

Mv(t)
+

1

Mv(t)

dMu(t)

dt
. (4.1)

The expression in equation 4.1 is derived from the Bloch equations in the rotating reference

frame, and depends on the NMR time constant T2. If the spectrometer reference frequency ωr

is equivalent to the Larmor frequency ω0, then ∆ω is a direct estimate of ωf(t). The frequency

difference ∆ω is used as an error signal and is fed through a proportional compensator and correc-
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tion coil to regulate the FID signal frequency to the Larmor frequency. Four years later, Schnur

et al. proposed a method which estimates ωf(t) from the derivative of φ(t), and again supplies

the estimate to a correction coil using a proportional compensator. A derivative operation is not

recommended for feedback control as it accentuates high frequency noise.

In 2000, Soghomonian et al. combined an indirect FFL with inductive feedback control, and

demonstrated this system in a 24 Tesla powered magnet [31]. The indirect FFL used measure-

ments of Mv(t). While this work showed reduction in overall field fluctuations, the FFL design

does not consider NMR dynamics in response to the pulse sequence and temporal field fluctua-

tions. Another direct FFL design was proposed in a 2007 patent by Park et al [61]. Park’s design

assumed the magnetization components Mu(t) and Mv(t) reached a steady-state value when de-

riving an expression for deviation of FID signal frequency from the Larmor frequency. Sections

4.2 and 4.3 provides a more detailed discussion of the steady-state magnetization behavior and

its limitations in powered magnets.

In 2008, Samra was the first to design an indirect FFL using measurements of Mv(t) from a

NMR dynamics model [29, 57]. Section 4.2 describes some of the salient features of this dynamics

model. This model was used to design a dead-beat compensator which rejects a step change in

field fluctuations in an optimal time. One year later Schenkel et al. proposed a design which

combines a direct FFL with a device described as a multi-selective filter [56]. The direct FFL

estimates and reduces broadband lower frequency fluctuations while the multi-selective filter is

designed to reduce periodic lower frequency fluctuations. The measurement bandwidth of the

field fluctuations for this design has an upper cutoff frequency limited by the RF pulse spacing

used to obtain NMR signals.

Recent indirect and direct FFLs have been proposed in 2012. A 1.56 kHz (20 ppm) linewidth

of NMR spectra was achieved using both a pulse sequence insensitive to field fluctuations in

conjunction with an indirect FFL [41]. This linewidth is still much larger than the 100 Hz

desired for NMR spectroscopy. Takahashi’s group adopted the concept proposed by Hofer et al.
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wherein a frequency counter directly measures ωf (t) [59]. Here the frequency counter estimated

ωf(t) from a reference sample in a powered magnet operating at 11.74 T. The estimate was

supplied through a proportional compensator to a correction coil to suppress fluctuations.

It will be shown in Section 4.2 that typical indirect FFLs measuring Mv(t) requires knowledge

of NMR time constants. Furthermore, several direct FFLs require explicit knowledge of NMR

time constants to estimate ωf (t) [60, 61, 56]. For example, the expression for ∆ω in equation 4.1

depends on the NMR time constant T2. These approaches are not desirable for powered magnets

as precise knowledge of NMR time constants is often difficult. Conversely, direct FFLs using

frequency counters do not require knowledge of NMR time constants as they directly measure

ωf(t).

The majority of FFLs described in this literature survey were designed for permanent or

superconducting magnets. Three FFLs described in this survey were, however, designed for

powered magnets [31, 41, 59]. Soghomonian et al. demonstrated an indirect FFL in a powered

magnet operating at 24 T, which required the cooling water temperature to change by less than

0.3◦C/min, corresponding to field changes, or fluctuations which are less than 1.22 G/min (5.1

ppm/min) [31]. Experimental results in Figure 1.13 showed that the field can change by more

than 9 G/min (32 ppm/min), and so this indirect FFL would be insufficient. Another indirect

FFL demonstrated in a powered magnet at 30 T only achieved a linewidth of 1.56 kHz (20 ppm),

which is much larger than the desired 100 Hz [41].

Takahashi et al. demonstrated a direct FFL on a powered magnet operating at 11.74 T

[59]. Unlike the indirect FFL shown by Soghomonian et al., this approach estimated fields that

change by much more than 1.22 G/min (5.1 ppm/min). Additionally, as mentioned before this

approach does not require explicit knowledge of NMR time constants T1, T2 and T ∗

2 . While

these features make this an attractive approach for implementing a FFL in a powered magnet,

this approach does not consider aliasing of higher frequency fluctuations. Therefore the direct

FFL shown in this research work adopts the concept of using FID signal frequency to estimate
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lower frequency fluctuations while considering aliasing of higher frequency fluctuations. Chapter

5 presents direct estimation methods with the objective of estimating ωf(t) without knowledge

of NMR time constants, and demonstrates aliasing of higher frequency components as well as a

method for reducing aliasing.

Indirect FFLs measuring Mv(t) are often described as dispersion locks in the NMR com-

munity. This is because the NMR component signal Mv(t) is also defined as the dispersion

component of the NMR signal. These FFLs are simple to implement and are widely used in

NMR instrumentation with superconducting magnets [54, 55, 13]. The application of dispersion

locks to powered magnets is investigated in the following sections. Section 4.2 analyzes a dy-

namics model of Mv(t) in response to a dispersion lock pulse sequence in the presence of field

fluctuations. Section 4.3 demonstrates limitations of a dispersion lock in powered magnets.

4.2 Dispersion Lock Analysis

Dispersion locks measure a signal representing Mv(t) in response to a high repetition rate pulse

sequence, and regulate this indirect estimate of Bf (t). In order to understand the operation

of dispersion locks, a dynamics model governing the response of Mv(t) to this pulse sequence

in the presence of Bf (t) should be considered. This section presents such a dynamics model

and analyzes it for typical Bf (t) observed in superconducting magnets. This will explain why

dispersion locks have been effective for superconducting magnets. Additionally, this model is

used in the following section when discussing dispersion lock limitations in powered magnets.

In 2008, Samra [29, 57] was the first to consider a dynamics model when designing a com-

pensator for a dispersion lock. This design, demonstrated on the 7.1 T superconducting magnet,

used measurements of Mv(t) in response to a high repetition rate pulse sequence. A small-signal

linear model as well as a steady-state approximation was derived from a nonlinear discrete-time

NMR dynamics model [67]. The nonlinear discrete-time model and corresponding steady-state
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approximation from this analysis are studied here to demonstrate the operation of a dispersion

lock in superconducting magnets. It may be useful to refer to the vector representation of the

magnetization response in Figure 3.5 for the following discussion of these NMR dynamics models.

Consider the pulse sequence with RF pulses of width tw and pulse period T , as shown in Figure

4.1. These pulses tip the magnetization vector ~M an angle θ from the z axis. As discussed in

Section 3.3, the presence of temporal field fluctuations from times 0 to t, directed along the z

axis, cause the magnetization vector ~Muv to sweep a phase angle φ(t). For pulse sequence in

Figure 4.1, field fluctuations present during the time interval tk + tw to tk+1 cause ~Muv to sweep

a phase angle during this interval.

The pulse width tw is small to achieve a small tip angle, resulting in a tw that is much smaller

than the pulse period T . For superconducting magnets, any field fluctuations that are present

will change slowly over a long period of time, and the pulse period T is much shorter than time

scale of these field fluctuations. As a result, the field fluctuations can be assumed constant during

the time interval tk +tw to tk+1. The constant field fluctuation in the kth time interval is denoted

Bf (k) and the corresponding phase angle swept over this time interval is denoted as φ(k).

Figure 4.1. High repetition rate RF pulse sequence for dispersion lock.

The discrete-time dynamics model that maps an magnetization vector ~M from times tk to

tk+1 in response to the pulse sequence in Figure 4.1 and Bf (k) was described by Schiano et

al [67]. This model considered the magnetization response for an ensemble of identical nuclei

experiencing a homogeneous magnetic field B0. Recall from Section 3.2 that when the field is

homogeneous, the NMR time constant T2 models the decay of the transverse magnetization.

If the magnetization response for multiple ensembles of nuclei is instead considered, where a
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inhomogeneous field is present, then the ensemble average of the magnetization response can be

used where the NMR time constant T2 can be replaced by T ∗

2 .

By denoting the vector ~M at time tk and tk+1 as M(k) and M(k + 1) respectively, the

discrete-time dynamics model derived by Schiano et al. with T2 replaced by T ∗

2 is

M(k + 1) = A (T1, T
∗

2 )W (φ(k))V (θ)M(k) + B (T1) , (4.2)

where

V (θ) =

















cos θ 0 − sin θ

0 1 0

sin θ 0 cos θ

















,

A (T1, T
∗

2 ) =

















e−T/T∗

2 0 0

0 e−T/T∗

2 0

0 0 e−T/T1

















,

W (φ(k)) =

















cosφ(k) − sin φ(k) 0

sin φ(k) cosφ(k) 0

0 0 1

















, and

B (T1) =

















0

0

M0

(

1 − e−T/T1

)

















.

The matrix V (θ) models the magnetization vector ~M tipping an angle θ from the z axis due

to the RF pulse. After the RF pulse, the matrix A(T1 , T
∗

2 ) models the relaxation of the mag-

netization vector back to thermal equilibrium. The matrix W (φ(k)) models the magnetization
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vector ~Muv sweeping a phase angle φ(k) due to Bf (k).

When the RF pulse frequency is equivalent to the Larmor frequency, the expression for the

phase angle was shown in equation 3.15 of Section 3.3. For Bf (k) which is constant over the

time interval tk + tw to tk+1, the phase angle swept during this time interval is

φ(k) =

∫ tk+1

tk+tw

γBf (k)dτ = γBf (k)[tk+1 − tk − tw] = γBf (k)[T − tw]. (4.3)

The pulse period T is much greater than tw, so the difference T − tw can be approximated as T

and equation 4.3 becomes

φ(k) = γBf (k)T. (4.4)

The input for the discrete-time dynamics model in equation 4.2 is φ(k) or Bf (k). This model

is nonlinear because of the cos φ(k) and sinφ(k) terms in the matrix W (φ(k)). As nonlinear

systems are difficult to analyze, Samra derived simplified models by placing restrictions on the

parameters T1/T , T ∗

2 /T , θ and φ(k) [29, 57]. This section studies one of Samra’s simplified

models which is a steady-state approximation to the nonlinear model. This model will be used

to discuss the operation of dispersion locks on superconducting magnets.

The steady-state model assumes the field fluctuation Bf (k), which is constant during the kth

time interval, remains constant over many sample instants. For this assumption Bf (k) can be

replaced by Bf , and as the phase angle φ(k) is proportional to Bf (k), it can be replaced by a

constant phase angle φ. In this case, the magnetization will eventually reach a steady-state value

denoted M ss where M(k) is equivalent to M(k+1). The nonlinear discrete-time dynamics model

of the magnetization from equation 4.2 can be approximated by a nonlinear but instantaneous

map from Bf to M ss.

In addition to constant field fluctuations, the amplitude of Bf , and consequently the phase

angle φ, was assumed to be small. This allows for the small angle simplification where cosφ and

sin φ are approximated by one and φ respectively. The pulse sequence in Figure 4.1 implies the
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pulse period T is much smaller than T1 and T ∗

2 . This allows for exponential terms in the matrix

A(T1, T
∗

2 ) to be simplified using a first order Taylor Series expansion where e−T/T1 and e−T/T∗

2

are approximated by 1− T/T1 and 1− T/T ∗

2 respectively. The pulse sequence in Figure 4.1 also

implies θ is small, so cos θ and sin θ can be approximated by one and θ respectively. Using these

simplifications, the steady-state components of the magnetization were derived as [29, 57]

M ss
u =

− θ
T T ∗

2 M0

1 +
(

θ
T

)2
T1T

∗

2 + (γBfT ∗

2 )
2

(4.5)

M ss
v =

−γBf
θ
T

T ∗2
2 M0

1 +
(

θ
T

)2
T1T ∗

2 + (γBfT ∗

2 )
2

(4.6)

M ss
z =

[

1 + (γBf T ∗

2 )
2
]

M0

1 +
(

θ
T

)2
T1T

∗

2 + (γBf T ∗

2 )
2
. (4.7)

The focus of this analysis is on the magnetization component Mv because it is the signal

measured by dispersion locks. The steady-state magnetization component M ss
v in equation 4.6

shows that M ss
v is proportional to Bf . Thus if the signal Mv has reached steady-state and is

regulated to zero then Bf is also regulated to zero. This is why dispersion locks regulate Mv to

zero because in steady-state this implies Bf is regulated to zero. Additionally, M ss
v depends on

NMR time constants T1 and T ∗

2 , and the mapping from Bf to M ss
v is nonlinear due to the B2

f

term in the denominator of equation 4.6.

Figure 4.2 shows the steady-state magnetization component M ss
v as a function field fluctua-

tions Bf . As expected, the relationship between M ss
v and Bf is nonlinear and Bf is zero when

M ss
v is zero. While this figure shows a nonlinear mapping from Bf to M ss

v , it also revels that if

Bf is small then the mapping from Bf to M ss
v is linear. The region where Bf is small enough

for this linear mapping is defined as the full width of the linear region (FWLR). When Bf is

within the FWLR, a linear compensator can be designed from a small-signal model for use in a

dispersion lock as was shown by Samra [29, 57]. This is not recommended, however, for powered

magnets as field fluctuations are typically much greater in amplitude than the FWLR.
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Figure 4.2. Magnitude of steady-state magnetization for constant field change Bf .

There are two conditions on Bf which simplify the compensator design for a dispersion lock.

The first was mentioned above when Bf is within the FWLR, allowing for a linear compensator

design. The second is when Bf changes slowly compared to the spin-lattice relaxation time

constant T1. Recall from Section 3.1 that T1 is much greater than T2 and hence T ∗

2 . Therefore

T1 is the dominant time constant implying that the steady-state behavior of Mv depends on

T1. When Bf changes quickly with respect to T1 then the steady-state model is no longer valid

and Mv is no longer proportional to Bf . Both these conditions are likely to be invalid in a

powered magnet where transient field fluctuations with large amplitudes over a small time scale

are typically observed.

The remainder of this section shows two simulation results. The first result supports the

assertion that steady-state Mv behavior depends on T1. The second result evaluates the Mv

response to a Bf which varies slowly with respect to T1, which will show that a dispersion lock

can use Mv to regulate such a Bf . The steady-state model in equation 4.6 is compared to the

full nonlinear dynamics model in equation 4.2 for both simulations. As FWLR and T1 are the
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parameters of interest, Bf and simulation time will be normalized by FWLR and T1 in these

simulations.

In order to execute these simulations, the NMR parameters listed in Table 4.1 were used. The

pulse period T was chosen as 500 µs because this matches the pulse period for the Tecmag lock

console described in subsection 3.4.2. The FWLR was measured using results from a the Tecmag

lock field sweep. The NMR time constants T1 and T ∗

2 were measured using the Tecmag NMR

console described in subsection 3.4.2. The NMR sample used throughout this work contains 90

% deuterium and 10 % water with 50 mM copper sulfate doping. The deuterium nuclei in this

sample represent the reference sample that will be used throughout this dissertation. This means

any FFL design will be tested using the NMR response to RF pulses with transmit frequencies

near the deuterium Larmor frequency. Thus the time constants T1 and T ∗

2 were measured for

deuterium nuclei and the gyromagnetic ratio γ was chosen for deuterium.

Parameter Value

θ 0.3◦

T 500 [µs]

T1 283.2 [ms]
T ∗

2 22.4 [ms]

γ 653.6 [Hz/G]
M0 1 [m2A]

FWLR 22.9 [mG]

Table 4.1. NMR parameters for simulating Mv response using steady-state and full nonlinear models.

A step field disturbance was chosen for the first simulation. A field fluctuation of this type

will allow one to observe the transient response of Mv during the step field change as well as the

steady-state behavior when the field remains constant. The amplitude of the step field distur-

bance was chosen as three times the FWLR, so as to observe any effects of a larger amplitude

disturbance on the Mv response. In the presence of this step field disturbance, the Mv response

was simulated using both the full nonlinear dynamics model and the steady-state model repre-

sented in equations 4.2 and 4.6 respectively.
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Figure 4.3 shows the Mv response to this step field disturbance changing from 0 to three times

the FWLR at time 0.5T1. The horizontal axis shows time normalized by T1 and the vertical axis

shows the Mv response normalized by M0 for the two models. The steady-state model is an

instantaneous map from field to Mv, so its response to step field disturbance is a step change in

Mv. In contrast, the full nonlinear dynamics model has an under-damped, or oscillatory, response

to the step field transient. When the field is constant for times greater than 0.5T1, the response

of the full model eventually converges to a value matching that predicted by the steady-state

model.

The step field disturbance response shown in Figure 4.3 supports the claim that the steady-

state behavior of Mv depends on the NMR time constant T1. During a transient field change,

the NMR component Mv has an under-damped response. However, if the field remains constant

after the field transient, then the NMR component Mv converges to the steady-state value after

a time 3T1.
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Figure 4.3. Response of Mv to a step disturbance field that is three times the FWLR.
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As dispersion locks were originally designed for superconducting magnets, it is expected that

any field fluctuations present will vary slowly with time. Thus the second simulation considers a

field sweep varying slowly with respect to the NMR time constant T1. This fluctuation is shown

in Figure 4.4 where the horizontal axis shows time normalized by T1 and the vertical axis shows

Bf normalized by FWLR. The field sweep disturbance was chosen to be constant for a time 10T1,

then swept slowly over a time 40T1, then fixed at a constant value for a time interval 10T1. The

field was fixed before and after the sweep to ensure Mv reaches a steady-state before and after

the field sweep. The field sweep was chosen to change from ± 7.5 times the measured FWLR to

show the Mv response of the models for fields well outside the FWLR.

0 10 20 30 40 50 60
−8

−6

−4

−2

0

2

4

6

8

Time / T
1

B
f /

 F
W

L
R

Figure 4.4. Field sweep for observing Mv response to slowly varying field with respect to T1.

The steady-state and full nonlinear dynamics models were simulated in the presence of the

field sweep disturbance shown in Figure 4.4. The simulated Mv response is shown in Figure 4.5

for both models in the presence of the field sweep disturbance from Figure 4.4. The horizontal

axis is Bf normalized by FWLR and the vertical axis is the Mv response normalized by M0.
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The results of Figure 4.5 show that when the field varies slowly with respect to T1, Mv is

perturbed from steady-state as the full model does not exactly match the steady-state model

for field disturbances within the FWLR. Although this is the case, the Mv response from both

models does cross the horizontal axis when Bf is equal to zero. Even though the magnetization

is not in steady-state, the nonlinear model response indicates that Mv can still be regulated to

zero to regulate Bf to zero. Thus a dispersion lock measuring Mv and regulating it to zero would

be regulating Bf to zero as long as Bf varies slowly with respect to T1.

−6 −4 −2 0 2 4 6
−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

B
f
 / FWLR

M
v /

 M
0

 

 

Steady−State Model

Full Model

Figure 4.5. Response of Mv to field sweep that is slow with respect to T1.

The analysis and simulation results presented in this section demonstrate that dispersion

locks regulating Mv is an effective approach for reducing field fluctuations in superconducting

magnets, where field fluctuations change slowly with respect to time. A nonlinear discrete-time

model and steady-state approximation mapping Bf to Mv was shown. Using these models, a

simulation result showed that the steady-state behavior of Mv depends on the dominant NMR

time constant T1. A second simulation result showed that if Bf varies slowly with respect to T1,
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regulating Mv to zero is equivalent to regulating Bf to zero for both models. Thus a dispersion

lock is a reasonable approach for superconducting magnets.

In contrast to superconducting magnets, the Bf in powered magnets change quickly with

respect to T1. For example, recall that T1 of deuterium nuclei was measured as 283.2 ms at 7.1

T. In the Keck powered magnet, Bf changes over fractions of a millisecond, which is much smaller

than this measured value of T1. While T1 will change at 25 T in a powered magnet, it is still

reasonable to expect that Bf will change on a time scale much smaller than T1. The following

section shows that dispersion locks are limited when Bf changes quickly with respect to T1. The

Mv response to the high repetition rate pulse sequence will be investigated in the presence of

a Bf changing quickly with respect to T1. The full nonlinear and steady-state approximation

models will be used to study the mapping from Bf to Mv for such field fluctuations. Furthermore,

this section will study the effects of these field fluctuations on an dispersion lock implementing

a proportional plus integral (PI) compensator. Simulation and experimental results will be

presented for such a dispersion lock.

4.3 Dispersion Lock Limitations in Powered Magnets

The previous section considered the dispersion lock Mv response for a field disturbance sweep

changing from ± 7.5 times the FWLR over 40T1 seconds. Field fluctuations that change much

faster than T1 are expected in powered magnets even when inductive feedback control is employed.

This is due to the upper cutoff frequency limits of the inductive feedback control system. As the

intention is to develop a FFL on the Keck powered magnet, it is crucial to understand how such

fluctuations affect the performance of dispersion locks.

This section shows the limitations of dispersion locks in powered magnets by studying the

effect of these fluctuations through simulation and experiment. Simulations will show how a Bf

that changes quickly with respect to T1 affect the Mv response. Simulations and experiment
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will be used to show the effect of such field fluctuations on a dispersion lock implementing PI

compensation to regulate Mv.

The first field fluctuation considered in this section is a field sweep disturbance like that shown

in Figure 4.4. In this case the field sweep is chosen to change by ± 7.5 times the FWLR over

3T1 and 0.1T1 seconds as opposed to 40T1 seconds in the previous section. This is to observe the

Mv response for a fluctuation changing quickly with respect to T1.

The full nonlinear model from the previous section is used to simulate the response of Mv

in the presence of the field sweep disturbance. The same NMR parameter values in Table 4.1

were used for this simulation. Figure 4.6 compares the response Mv for field sweep disturbances

which change over 40T1, 3T1, and 0.1T1. The horizontal axis is Bf normalized by FWLR and the

vertical axis is Mv normalized by M0. The solid line is the response for a field sweep changing

over 40T1 and is the same response shown in Figure 4.5. The dashed line is the response for a

field sweep changing over 3T1 and the dotted line is the response for a field sweep changing over

0.1T1.

When the field sweep disturbance changes over 3T1, the response Mv no longer crosses the

horizontal axis when Bf is equal to zero. This implies that regulating Mv to zero does not regulate

Bf to zero for this disturbance field. While it is desirable to regulate Bf to zero, regulating Bf

to a constant value would still maintain a constant field in the magnet. Thus compensation of

Bf could still be achieved by measuring Mv during the 3T1 field sweep.

However, when the field sweeps over 0.1T1, it would be difficult to use Mv to compensate Bf .

In this case Mv crosses the horizontal axis for two different values of Bf . Thus regulating Mv

to zero does not imply Bf is regulated to zero. Furthermore, there are multiple points where

Mv crosses the Bf axis, so if the compensator regulates Mv to zero it may still introduce field

changes. This is because Mv may be regulated to one of the zero crossings during one sample

period, and the other zero crossing during another sample period depending on the disturbance

field present.
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Figure 4.6. Response of Mv from full nonlinear dynamics model for field sweeps 40T1, 3T1, and 0.1T1.

The results of Figure 4.6 indicate that when field fluctuations Bf change quickly with respect

to T1, the mapping from Bf to Mv make it difficult to regulate Bf by regulating Mv. The

remainder of this section studies the effects of such a Bf on a dispersion lock using measurements

of Mv as indirect estimates of Bf . This study is conducted in simulation and experiment to verify

the observed results.

Dispersion locks typically use a proportional plus integral plus derivative (PID) compensator

to regulate Mv. The Tecmag lock NMR console discussed in subsection 3.4.2 is a dispersion lock

which uses a PID compensator. Thus a dispersion lock using PID compensation can be studied

to understand the limitations of them in powered magnets.

The dispersion lock was studied using one type of disturbance field fluctuation over two time

scales. The chosen disturbance field was a ramp disturbance field, which is similar to field sweep

disturbance shown in Figure 4.4. The difference between the ramp and field sweep disturbance

is that the ramp changes from 0 to 7.5 times the FWLR, as opposed to -7.5 to +7.5 times the
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FWLR in the case of the field sweep. The ramp field disturbance was chosen to change over

3T1 and 0.1T1 to observe the dispersion lock performance when the field fluctuations are fast

compared to T1.

Simulation results of the dispersion lock using PID control was obtained using the same NMR

parameters listed in Table 4.1. The control gains were tuned through experimental testing, where

using the Tecmag lock it was found that a proportional gain (P) of 100 and an integral gain (I) of

400 would allow the lock to regulate Mv close to zero for no disturbance field fluctuations. When

comparing simulation to experiment, it was estimated that the voltage measurement representing

Mv is 2.1 × 106 times greater than the true value of Mv. Thus to compare simulation and

experiment the control gains P and I where chosen as 2.1 × 10−4 and 8.4 × 10−4 in simulation,

which is 400 and 100 divided by 2.1× 106.

Before discussing the simulation results, a brief statement is made about tuning controller

gains. If it was found that a dispersion lock using indirect regulation could work on a powered

magnet, then this method of tuning gains and determining scale factors of Mv would not be

recommended for control design. Instead a control design should be developed based on identified

models from an appropriate system identification algorithm. However, as is being shown in this

section, dispersion locks will be very difficult to implement in powered magnets. Therefore,

tuning control gains and determining scale factors is acceptable here in order to demonstrate

that a dispersion lock is insufficient for powered magnets.

The simulation results for a ramp disturbance field changing over 3T1 is shown in Figure 4.7.

The horizontal axis shows time normalized by T1 and the vertical axis shows field normalized

by FWLR. The ramp disturbance field, represented by the solid line, begins at 1T1 and changes

from 0 to 7.5 times the FWLR from 1T1 to 4T1. During the ramp disturbance field, the changes

in Mv are computed from the dynamics model and fed as an error signal to the compensator.

The compensator generates a correction signal which is converted to a correction field Bc to

regulate Mv. The correction field generated by the compensator is inverted for convenience and
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shown with the dashed line. In this case the inverted correction field −Bc matches the ramp

disturbance field, implying that Bf is regulated to zero. For a field fluctuation that varies over

3T1, the PID compensator regulates Bf to zero by regulating Mv to zero.
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Figure 4.7. Simulation results of dispersion lock implementing PID control, ramp disturbance field
rising over 3T1.

The simulation results in Figure 4.7 shows that a dispersion lock performs well for a ramp

disturbance field changing over 3T1. In order to test the performance of this FFL for field ramp

disturbance which changes quickly with respect to T1, the same simulation was executed with

a ramp disturbance field changing over 0.1T1 instead of 3T1. The results of this simulation is

shown in Figure 4.8 where the horizontal axis is time normalized by T1 and the vertical axis is

field normalized by FWLR.
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In contrast to the results of Figure 4.7, these results reveal that as the field disturbance

change over 0.1T1, the inverted correction field does not match the disturbance field well. The

FFL cannot properly regulate the ramp field disturbance when it changes quickly with respect

to T1. This may not come as a surprise when considering Mv response to a field sweep changing

over 0.1T1 as shown in Figure 4.6. Recall that the results in this figure showed that when a field

disturbance sweep changes over 0.1T1, there are multiple points where Mv crosses the Bf axis.

This effect precludes the compensator from properly regulating Mv to zero when Bf changes

over 0.1T1, and consequently the field ramp disturbance Bf is not regulated to zero. Once the

field ramp is over at 1.1T1, the field is constant and the dispersion lock regulates it to zero.
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Figure 4.8. Simulation results of indirect FFL implementing PID control, ramp disturbance field rising
over 0.1T1.

The results of these two dispersion lock simulations are compared in Figure 4.9. The field error

(Bf + Bc) normalized by FWLR is plotted against time normalized by T1. The normalized field

error is plotted for a ramp disturbance field changing over 3T1 and 0.1T1 in the solid and dashed
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lines respectively. These results show that while the field error is very small for a disturbance

field changing over 3T1, the field error is almost 6 times the FWLR, or approximately 140 mG

for a disturbance changing over 0.1T1. In NMR spectroscopy, 140 mG corresponds to almost a

600 Hz shift in the Larmor frequency of hydrogen nuclei, which is unacceptable.
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Figure 4.9. Field error determined from simulation for ramp disturbance field over 3T1 and 0.1T1.

In order to verify the results shown in these simulations, a dispersion lock which regulates

Mv using PID control was studied in experiment. The Tecmag lock NMR console described in

subsection 3.4.2 is a dispersion lock which regulates Mv. Just as in simulation, the performance

of this FFL will be studied in the presence of the same two ramp field disturbances.

The experimental setup for evaluating the performance of the Tecmag lock FFL is shown in

Figure 4.10. These experiments were implemented on a 7.1 T superconducting magnet, where

field fluctuations are inherently small. In this way, the drive coil can be used to superimpose

the desired ramp field disturbances on the B0 without interference from other fluctuations. The

correction coil, disturbance coil, current amplifier, Bruker NMR probe, and Tecmag lock where



93

all described in Sections 2.2 and 3.4. The NMR sample contains 90 % deuterium and 10 % water

with 50 mM copper sulfate doping.

The dSPACE DS1104 controller board is a real-time digital signal processor (DSP) that is

programmed using the Simulink block diagram environment in Matlab. Additional software

provided by dSPACE generates C code based on the block diagram and transfers it to the DSP

processor on the controller board. The dSPACE board includes eight analog to digital converters

(ADC), eight digital to analog converters (DAC), and 20 digital input/output lines. The ADCs

consist of eight total channels, four 16 bit and four 12 bit. These are used to sample, or digitize

analog signals so they can be processed by the DSP. After processing the sampled-data signals,

the DACs are used to convert the sampled-data output signals to analog signals for use in analog

devices like the current amplifier and correction coil. The DACs consist of eight channels that

are all 16 bit. The 20 digital input/output lines provide binary signals, which can be used to

trigger devices external to the dSPACE.

The signal generator for this experiment was programmed in dSPACE and provides a distur-

bance voltage Vf to one channel of a current driver. The output current of this driver is applied

to the disturbance coil, which superimposes a disturbance field fluctuation onto the magnet’s

7.1 T field. The P and I gains of the Tecmag lock where chosen as 100 and 400 because this

allowed the lock to regulate Mv close to zero for no field fluctuations. The pulse repetition rate

is fixed by the Tecmag lock at 2 kHz. The Tecmag lock measures Mv in response to this pulse

sequence and the PID compensator generates a correction voltage Vc to regulate Mv. Similar to

the disturbance voltage, this voltage is converted to correction field using a current driver and

correction coil. The disturbance signal and correction signals were recorded using dSPACE. As

in the case with the simulations, if the inverted correction field matches the disturbance field

then the dispersion lock is successfully regulating Bf .
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Figure 4.10. Experimental setup for measuring Tecmag dispersion lock response to field disturbances.

The same two ramp disturbance fields from the simulations were chosen for these experiments.

The recorded disturbance voltage Vf and correction voltage Vc was converted to field using the

DC gain of the current amplifier in series with the drive coil. Recall from Section 2.3 that this

gain was measured by determining the shift in NMR Larmor frequency to a step field change.

The results of the this experiment for ramp disturbance field changing over 3T1 is shown in

Figure 4.11. As in the simulations, the horizontal axis shows time normalized by T1 and the

vertical axis shows field normalized by FWLR. The disturbance field, represented by the solid

line, is compared to the inverted correction field for both simulation (dashed line) and experiment

(dotted line).
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The results in Figure 4.11 are consistent with the simulations during the 3T1 ramp time.

When the field is changing over 3T1, the dispersion lock is able to regulate Mv and thus regulate

Bf . The experimental results do show that there is some error after time 4T1 between the

disturbance field and correction field. This could be due to some other field fluctuation besides

the applied disturbance present in the magnet. Note that the measurement of Vf and hence Bf

is the predicted field disturbance based on the applied voltage to the disturbance coil. It was

not measured with a sensor inside the magnet, so any field fluctuations present in this magnet

without an applied disturbance are not taken into account.
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Figure 4.11. Experiment and simulation results of dispersion lock implementing PID control, ramp
disturbance field rising over 3T1.

Figure 4.12 shows the results of the this experiment for ramp disturbance field changing over

0.1T1, where the axes are the same as the previous figure. The disturbance field is again com-

pared to the inverted correction field for both simulation and experiment. The simulations and

experiment are consistent during the 0.1T1 ramp time. Similar to the 3T1 ramp field disturbance
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case, there is a error between experimental disturbance and correction field after 1.1T1 when the

disturbance is constant. This may also be attributed to any small field fluctuations present in

the magnet. As in the simulations, the dispersion lock cannot regulate Bf well when it changes

quickly with respect to T1.
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Figure 4.12. Experiment and simulation results of dispersion lock implementing PID control, ramp
disturbance field rising over 0.1T1.

The results of these two dispersion lock experiments are compared in Figure 4.13. As in

the simulations, the normalized field error is plotted against time normalized by T1 for the two

ramp disturbance fields. The field error is much less than the FWLR and is within 20 mG for a

disturbance field changing over 3T1. In contrast, this error is greater than 6 times the FWLR and

is almost 150 mG for a disturbance changing over 0.1T1. A 20 mG field change corresponds to

82 Hz shift in Larmor frequency of hydrogen nuclei, which is acceptable for NMR spectroscopy.

However, a 150 mG field change corresponds to a 616 Hz shift in Larmor frequency, which is

unacceptable for NMR.
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Figure 4.13. Field error from experimental measurement for ramp disturbance field over 3T1 and 0.1T1.

The simulation and experimental results presented in this section show that a dispersion

lock using PID control cannot regulate field fluctuations changing quickly with respect to T1. It

may be possible to improve the dispersion lock performance by modifying the compensator. For

the PID compensators used in dispersion locks, increasing the gains may cause the system to

be unstable, and decreasing the gains may reduce the rise time of the inverted correction field,

leading to larger field error during a ramp disturbance. Additionally a different compensator,

most likely nonlinear, could be designed for the dispersion lock. However, the time constants T1

and T ∗

2 would need to be known well because the full nonlinear NMR dynamics model depends on

theses parameters. These time constants depend on the NMR sample and are often not precisely

known.

The limitations of dispersion locks discussed in this section arise because they use indirect

measurements to reduce field fluctuations. These dispersion locks regulate Mv to reduce Bf ,

which is sufficient as long as Bf changes slowly with respect to T1. It was shown in this section
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that when Bf changes quickly with respect to T1 the nonlinear dynamics model mapping Bf

to Mv makes it difficult to reduce Bf by regulating Mv. These limitations can be overcome by

directly estimating Bf from FID signal frequency. As changes in FID frequency is proportional to

Bf , the resulting mapping from Bf to estimation output will be linear and explicitly independent

of T1 and T ∗

2 , which simplifies the compensator design. The following chapter discusses methods

for directly estimating Bf from FID signal frequency without explicit knowledge of T1 and T ∗

2 .



Chapter 5

Direct Estimation of Field

Fluctuations using NMR

Chapter 4 showed that dispersion locks using Mv(t) to indirectly estimate Bf (t) are limited in

powered magnets because Bf (t) changes quickly with respect to T1. This can be overcome by

estimating ωf (t) from an FID signal, which is a direct estimate of Bf (t) because ωf (t) is pro-

portional to Bf (t). This approach also can provide a direct estimate of Bf (t) which is explicitly

independent of NMR time constants T1, T2, and T ∗

2 . This chapter discusses new approaches for

directly estimating Bf (t) from FID signals without explicit knowledge of T1, T2, and T ∗

2 .

Section 5.1 studies different methods for directly estimating Bf (t) from FID signals and

discusses the tradeoffs amongst these methods. Section 5.2 shows experimental comparison of

these methods to determine which method can be chosen as a sensor for a direct FFL. Section

5.3 provides an assessment of the chosen estimation method, showing considerations for realizing

the estimating method and the known limitations of this method.
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5.1 Methods for Direct Estimation

Section 4.1 reviewed several FFLs which directly estimate Bf (t) but only one such direct FFL

was demonstrated in a powered magnet. This design used a frequency counter to directly measure

ωf(t) and was explicitly independent of NMR time constants [59]. The magnet used to verify this

approach was a powered magnet using a superconducting coils with an external power supply.

This approach has three limitations when considering application to powered magnets which

use resistive coils like the Keck or SCH magnets. First, resistive coils have much smaller induc-

tance and require larger operating current. For example, the SCH has an inductance of 236 mH

and requires an operating current of 19 kA. Conversely, the powered magnet used by Takahashi et

al. has an inductance 210 H and an external power supply operating at 71.2 A. The inductance of

this magnet is three orders of magnitude larger than the SCH and the operating current is three

orders of magnitude smaller than the SCH. Both these factors inherently reduce higher frequency

fluctuations, and so the effects of these fluctuations on the direct FFL are not significant. Sub-

section 5.3.3 demonstrates that higher frequency fluctuations present in powered magnets with

resistive coils will alias and thus have a significant impact on a direct FFL. Therefore aliasing

must be considered when designing a direct FFL for powered magnets with resistive coils.

Second, this approach estimates ωf(t) from a signal representing the transverse magnetization

Muv(t). If instead signals representing the quadrature components Mu(t) and Mv(t) are mea-

sured, then more options are available for developing direct estimation methods. For example,

the phase φ(t) can be computed from Mu(t) and Mv(t), which can be used to estimate ωf(t).

Additionally, the frequency of Mu(t) and Mv(t) can be estimated independently, providing two

frequency estimates of the FID signal which can be combined to improve estimation accuracy.

The direct estimation methods shown in this section use Mu(t) and Mv(t) to estimate ωf(t).

Note that the NMRkitII console described in subsection 3.4.2 provides real–time access to Mu(t)

and Mv(t), which can be supplied to the dSPACE for digital signal processing. Therefore these
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estimation methods using Mu(t) and Mv(t) can be realized using the available instrumentation.

Third, this approach does not consider system dynamics when designing the compensator.

Using system dynamics allows the control designer to develop and test compensator designs in

frequency range of interest. The degree of stability and performance of the compensator design

can be quantified when system dynamics are known.

Given the limitations of this previous method, this section investigates three different methods

for directly estimating Bf (t) from the quadrature components Mu(t) and Mv(t) of a FID signal.

As a starting point, this analysis considers estimation of a field fluctuation Bf (t) that changes

slowly over a long period of time. In this case Bf (t) and hence ωf(t) can be assumed constant

during the acquisition of a single FID. The end of this section discusses how these methods are

affected when this assumption is not valid.

The complex signal representation of an FID was introduced in Section 3.2. This represents

the NMR response to a single RF pulse providing a tip angle θ close to π/2. The expression for

the complex FID signal is

Muv(t) = Mu(t) + jMv(t)

= Ae−t/T∗

2 ejφ(t). (5.1)

The NMR time constant T ∗

2 is defined by the NMR sample, and is the time constant which

describes the decay of the transverse magnetization vector ~Muv. The angle φ(t) is the phase

angle between ~Muv and the u axis as shown in Section 3.3.

The expression for phase angle φ(t) from Section 3.3 assumes the initial phase angle φ0 and

baseband frequency ωb are zero. In a NMR experiment, these parameters may be non-zero, in

which case the expression for phase angle can be rewritten as

φ(t) = φ0 + ωbt +

∫ t

0

ωf(τ )dτ = φ0 + ωbt +

∫ t

0

γBf (τ )dτ , (5.2)
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where φ0 is the initial phase angle between the u axis and the vector ~Muv at a time just after

the RF pulse. When Bf is constant, equation 5.2 becomes

φ(t) = φ0 + (ωb + ωf )t, (5.3)

which results in following expression for Muv(t)

Muv(t) = Aejφ0e−t/T∗

2 ej(ωbt+ωf t). (5.4)

The expressions in equations 5.3 and 5.4 were used to develop the three methods for directly

estimating Bf . Each method uses different techniques to estimate ωf , which can be used to

derive Bf . The methods developed are defined here as FFT, level interpolation, and phase

least-squares (LS) fit.

The FFT method estimates ωf from changes in the frequency at which the FFT magnitude

peak occurs. Consider the Fourier transform of equation 5.4

Muv(ω) =
Aejφ0

j(ω − (ωb + ωf)) + 1/T ∗

2

. (5.5)

Because ωb is fixed, changes in the peak of the Fourier transform are estimates of ωf , which can

be used to derive Bf . The Fourier transform in equation 5.5 is computed using an approximation

known as the Fast-Fourier-Transform (FFT) so this method is defined as the FFT method.

The disadvantage of the FFT method is that zero padding is required to improve resolution

of the FFT calculation. Ultimately, the estimation method will be implemented in real–time

using the dSPACE controller board, where the minimum sample period for this device is 20 µs,

corresponding to a 50 kHz sample rate. For a typical FID acquisition time, this implies there are

a limited number of points measured for each FID.

For example, consider an FID acquired for 2.5 ms at a sample rate of 50 kHz. Then only
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500 points of the signal is acquired for estimation. A signal length of 500 points with a sample

rate of 50 kHz gives a FFT resolution of only 100 Hz. This means that ωf can be estimated

only to within 100 Hz, which is inadequate for feedback control. Thus zero padding is necessary

in the FFT calculation to improve resolution. Zero padding requires more computation time to

determine the FFT, which is undesirable when implementing the estimation in real–time. The

advantage of the FFT method is that all FID data acquired is used to estimate ωf . As long

as FID SNR is adequate, this can be viewed as an advantage as no data is discarded. This is

different than the level interpolation method to be discussed next.

The second method for estimating ωf , level interpolation, is an extension of the frequency

counter methods introduced in Section 4.1 [58, 59]. Figure 5.1 demonstrates the operation of a

frequency counter [69]. A hysteresis window is defined with the threshold levels EON and EOFF .

When the sinusoidal input signal transitions from threshold levels EOFF to EON , a Schmitt

trigger detects the transition and outputs a pulse signal which changes from a low to high state.

Similarly, when the signal transitions from EON to EOFF the output of the Schmitt trigger

changes from a high to low state. As the input signal is periodic, the resulting output of the

Schmitt trigger is also periodic with a period equivalent to the input signal. The period of the

Schmitt trigger output is inverted to obtain a measurement of the input signal frequency.

Figure 5.1. Frequency counter operation [69].
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The level interpolation method was developed to extend the principle of a frequency counter to

sampled-data measurements of the quadrature signals Mu(t) and Mv(t). The frequency counter

assumes an analog input signal and only provides one frequency measurement for each cycle of

the input signal. The level interpolation method uses a sampled-data input signal to determine

multiple frequency estimates for each cycle of the input signal. For this development, a frequency

estimate must be determined from a sampled-data signal as the estimator will be implemented

on the dSPACE controller board. Furthermore, the level interpolation method was designed to

provide more frequency estimates per cycle than the frequency counter to improve estimation

accuracy.

For level interpolation, when the sampled-data FID signals transition thru a threshold level,

the nearest data point is interpolated to the threshold using a linear approximation between

adjacent data points. The time between interpolated points can be used to estimate the signal

period and frequency. Figure 5.2 demonstrates level interpolation for a simulated sampled-data

signal Mu.

When Mu transitions thru the threshold level Tn, the nearest data point is interpolated to Tn

using a linear approximation between adjacent data points. The same is done for threshold level

Tn. The open circles are sampled-data points of Mu and the solid triangles are the points from

interpolating to the threshold. The time between interpolated points can be used to estimate

the signal period and frequency.
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Figure 5.2. Demonstration of level interpolation for a simulated sampled-data Mu.

The level interpolation method gives two frequency estimates per cycle, which is one more

estimate per cycle than the frequency counter. In the case of a FID signal, there are two sampled-

data signals Mu and Mv that can be used to estimate frequency, and level interpolation provides

four frequency estimates per cycle. These four estimates can be averaged to give a more accurate

frequency estimate then when using a single estimate per cycle. In addition, if more threshold

levels are used then more estimates per cycle can be determined at the expense of computation

time. When this method is applied to multiple FID signals, changes in the average frequency

estimate of consecutive FIDs represent an estimate of ωf .

The advantage of the level interpolation method is that it will take less computation time

than the FFT method because there is no zero padding necessary. Another advantage of level

interpolation is it provides a means for ignoring portions of the FID signal data that has poor

SNR. By appropriately choosing the threshold levels above the noise floor of the FID, the esti-

mation method will only be applied to FID data above the noise floor. This is not the case for
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the other two estimation methods which use all FID signal data. If only noisy measurements of

the FID signals are available, then the level interpolation may be the best choice.

A disadvantage of this method is not all FID data acquired is used to estimate ωf when

FID SNR is adequate. This is different than the FFT method which uses all the data. Another

disadvantage of this method is that the input FID signal must transition through the levels Tp and

Tn a sufficient number of times to give a frequency estimate. In the level interpolation method,

the FID signal must transition from Tp to Tn two times and from Tn to Tp two times, which

implies that two complete cycles of the FID signal with amplitudes above the threshold levels

must be observed for a proper frequency estimate. Any method based on threshold levels like

level interpolation assumes there are full cycles present in the FID signal which is not guaranteed.

The third method for estimating ωf is phase LS fit, which approximates the frequency of the

FID signal using a least-squares fit to the phase angle φ(t). The expression for the phase angle

φ(t) in equation 5.3 is a first order polynomial with slope ωb +ωf . It is desirable to estimate this

slope using a least-squares fit to this polynomial. This is because the LS fit reduces the effect of

error due to measurement noise on the estimate [70]. The derivative of the phase angle could also

be used but was not preferable because derivative operations accentuate high frequency noise.

A brief description of the LS fit algorithm applied to the phase angle in equation 5.3 is now

provided. Suppose the FID signal is sampled at time tk where k is an integer from 0 to N − 1,

and the phase angle is computed at each time tk, denoted as φ(k). There is error in each phase

computation because it is derived from noisy measurements of the FID signal. If the error in the

phase computation φ(k) is denoted e(k), then each of the N phase computations satisfy

φ(0) = a0 + a1t0 + e(0)

... (5.6)

φ(N − 1) = a0 + a1tN−1 + e(N − 1),
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where a0 and a1 are the true parameters φ0 and ωb + ωf respectively. The LS fit determines

estimates â0, â1 of the true parameters a0 and a1 that minimize the squared error in these

expressions. The set of expressions in 5.6 can be written in matrix form as

Φ = FΘ + E, (5.7)

where

Φ =

















φ(0)

...

φ(N − 1)

















,

F =

















1 t0

...
...

1 tN−1
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e(0)

...

e(N − 1)

















.

The squared error can be expressed as

J(Θ) =

N−1
∑

k=0

e2(k)

= ET E

= (Φ − FΘ)T (Φ − FΘ), (5.8)

where it has been shown in the text by Ljung [70] that the vector Θ̂ that minimizes the squared
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error J(Θ) is

Θ̂ = (F T F )−1F T Φ

= (F T F )−1F T (FΘ + E)

= Θ + (F T F )−1F T E. (5.9)

For the phase angle in equation 5.7, Θ̂ is a column vector containing the elements â0, â1, which

are the least-squares estimates of the true parameters a0 and a1. Comparing equations 5.6 to

5.3, it can be seen that â1 is an estimate of the frequency ωb + ωf . So with ωb fixed, changes in

â1 is an estimate of ωf .

When computing the phase angle in equation 5.7, each element of the error vector e(0), e(1),

..., e(N − 1) can be modeled as a independent random variable with zero mean and variance λ0.

It was shown in the textbook by Ljung [70] that in this case the expected value of Θ̂ is

E[Θ̂] = Θ, (5.10)

which means the estimate is unbiased. Additionally, the covariance matrix of Θ̂ was shown to be

Cov[Θ̂] = λ0(F
T F )−1, (5.11)

where λ0 can be approximated by

λ0 ≈ 1

N − 2
ET E. (5.12)

Thus as N gets large, λ0 gets small, and the diagonal elements of Cov[Θ̂], which represent the

variance of Θ̂, get small.

The advantage of the phase LS fit method is the effect of measurement noise on the estimate

is reduced. This is because this method minimizes the squared error in the NMR signal phase.
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Another advantage of this method is that the parameter estimates â0, â1, and hence φ0 and

ωb + ωf , are derived using simple matrix multiplications. As such this method will take less

computation time than the FFT method when deriving estimates of ωf . The disadvantage of

this method is that N must be large enough so that the variance of Θ̂ is small enough to provide

an accurate estimate of ωf .

When comparing the three methods discussed in this section, there are some common advan-

tages and disadvantages. The level interpolation and phase LS fit methods have the advantage

of taking less processing time than the FFT method. The phase LS fit and FFT methods have

the advantage of using all the measured FID signal data where the level interpolation only uses

certain points of this data. The common disadvantage of all three methods is there must be a

sufficient number of FID points acquired to provide an accurate estimate.

Recall that the assumption in developing these three estimation methods is that Bf (t) is

constant during a single FID acquisition. Now consider the case when Bf (t) is not constant

during this time interval. For the FFT method, this will distort the lineshape of the magnitude

spectra, and the center of mass or centroid of the magnitude spectra can be computed instead of

peak frequency to estimate ωf(t). In the time domain, the frequency ωf(t) will modulate the FID

signal frequency so that it will have the form of a chirp signal. The level interpolation produces

an estimate which is the average of ωf (t). As long as ωf(t) changes gradually, and provides only

moderate frequency modulation, then this estimate should still be adequate.

The Phase LS fit method can be viewed as estimating ωf (t) from the derivative of φ(t). If

Bf (t) is not constant, then the derivative of the phase in equation 5.3 is

dφ(t)

dt
= ωb + γBf (t). (5.13)

The computation of the phase derivative in equation 5.13 will be noisy in an experimental system.

In order to reduce the effects of noise, the average of dφ(t)/dt can be computed. For the phase
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LS fit, this average is computed using a least-squares algorithm. Therefore in the case where

ωf(t) is not constant during a single FID, the phase LS fit would estimate the average of ωf (t).

For all three methods, the effects of Bf (t) changing with respect to time can be mitigated

from the estimate by some form of averaging. Recall from Section 4.3 that dispersion locks cannot

use Mv to estimate Bf when it changes quickly with respect to T1. This is because Mv is not

proportional to Bf under these conditions. Therefore averaging Mv will not improve performance

of the dispersion lock as Mv will still not be proportional to Bf . The methods provided in this

section have the significant advantage over dispersion locks as they use averaging to mitigate the

effect of Bf which change quickly with respect to T1.

The following section evaluates these three methods for estimating ωf in further detail. These

methods will be verified by applying them to FID data collected on the 7.1 T superconducting

magnet. The performance of these methods will be compared in order to determine which method

will be used for NMR feedback control.

5.2 Experimental Comparison

Now that three direct estimation methods have been presented in Section 5.1, one of these meth-

ods must be chosen as a sensor for a direct FFL designed to reduce lower frequency fluctuations.

As such, the FFT, level interpolation, and phase LS fit methods were compared by observing how

well they estimate lower frequency fluctuations. This section describes an experiment designed

to evaluate how well each method estimates such a fluctuation. These experimental results are

used to choose a direct estimation method as a sensor for a direct FFL.

The 7.1 T superconducting magnet was used for this experiment because field fluctuations

are relatively constant in this magnet. This way a known disturbance field fluctuation can be

superimposed on the magnetic field without interference from other fluctuations. A series of FID

signals were acquired using this magnet in the presence of a lower frequency fluctuation. The
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estimation methods were then applied to the FID data off-line to evaluate their performance.

The disturbance field applied while acquiring the FID signals is shown in Figure 5.3. The

leftmost vertical axis shows the applied disturbance field Bf (t) in mG, and the rightmost vertical

axis shows the resulting change in FID signal frequency ∆f(t) in Hz. The frequency ∆f(t) is the

frequency ωf(t) converted to Hz, so it is equivalent to ωf(t)/(2π). The amplitude of Bf (t) was

chosen to shift the FID signal frequency by 200 Hz (6.62 ppm), which was a small percentage of

the hydrogen nuclei Larmor frequency of 300 MHz. The period Td of the disturbance field was

chosen as 5 seconds to evaluate estimator performance for lower frequency fluctuations.

Figure 5.3. Periodic ramp disturbance field, Td = 5 sec, chosen max ∆f = 200 Hz.

The sample used for this experiment was 90 % deuterium and 10 % water with 50 mM

copper sulfate doping. The RF transmit signal frequency was chosen near 300 MHz, so as to

excite hydrogen nuclei of the sample at 7.1 T. The NMR time constant T1 and T ∗

2 were measured

as 26 ms and 3.43 ms respectively.

Figure 5.4 shows the pulse sequence used for this experiment, with the quadrature components

Mu(t) and Mv(t) indicated. The pulse period T was chosen as 100 ms, which is larger than 3T1,

allowing for the magnetization to relax to thermal equilibrium in between pulses. The RF pulse

width was chosen as 20 µs, which is the smallest sample period of the dSPACE controller board

used to gate this RF pulse. The RF pulse amplitude was adjusted by to give a tip angle θ close to

π/2 so that the FID signals would have good SNR. The signals Mu(t) and Mv(t) where acquired
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in response to 100 consecutive RF pulses over a total time interval of 10 seconds. This was chosen

so that FID signals were observed over two periods of the applied disturbance field.

Figure 5.4. Pulse sequence used to generate FID signals, Mu(t) and Mv(t) are the quadrature compo-
nents of the FID response, T = 100 ms.

The setup for this experiment including instrumentation is shown in the block diagram of

Figure 5.5. The NMR console and probe chosen was the NMRkitII and the Bruker probe, which

are described in Section 3.4. The Bruker probe was used because it has a RF channel tuned to the

300 MHz Larmor frequency of hydrogen nuclei. The NMRkitII was chosen because it provides

real–time access to the analog signals Mu(t) and Mv(t) as opposed to just Mv(t). The dSPACE

controller board generates a ramp signal voltage Vf (t) as an input to an actuator comprised of a

current amplifier and disturbance coil. This actuator superimposes a field fluctuation Bf (t) onto

a 7.1 T field of the superconducting magnet.

While generating the ramp disturbance signal, digital input/output lines of dSPACE are used

to simultaneously generate the digital gate signals TX Gate , RX Gate , and Blank Gate . Each

gate signal has a high and low state. As described in Section 3.4, these gate signals are used

to control the pulse sequence timing of the NMRkitII and power amplifier, producing a pulse

sequence like that in Figure 5.4. The quadrature components Mu(t) and Mv(t) of the FID signal,

generated by the NMRkitII, are recorded as sampled-data signals using dSPACE. These signals

are sampled at a period of 20 µs over a time interval of 2.5 ms. The 20 µs sample period was

chosen because it is the smallest sample period of the dSPACE, and the 2.5 ms acquisition time

was chosen slightly less than T ∗

2 to have good FID SNR.
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Figure 5.5. Experimental setup for generating ramp disturbance field and acquiring sampled-data
measurements of Mu(t) and Mv(t).

Figure 5.6 shows one of the FID signals acquired from this experiment that was applied to

the estimation methods. The horizontal axis indicates time in milliseconds and the three vertical

axis show sampled-data measurements of Mu(t) and Mv(t) as well as the phase computed using

them. In the upper two subplots, the circles indicate the sampled-data points of the FID signals

and the dotted lines represent the threshold levels used for the level interpolation method. The

bottom subplot shows the phase angle computed from sampled-data measurements of Mu(t) and

Mv(t). This is a line for which the slope is estimated as ωb + ωf using the phase LS fit method

described in Section 5.1. For this experiment, 100 FID signals like this were acquired in the

presence of the ramp disturbance field in Figure 5.3.

Each direct estimation method described in Section 5.1 was applied off-line to the 100 sampled-

data FID signals. Just as in Figure 5.6, each FID was acquired for a time duration of 2.5 ms.

The results of each estimation method is shown in Figure 5.7. The blue dashed line is the applied

disturbance, which is represented as field in the left axis and frequency shift in the right axis.

The red squares, green circles, and magenta triangles are the estimate of the disturbance using

the FFT, level interpolation, and phase LS fit methods respectively.
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Figure 5.6. Example FID signal Mu and Mv acquired using dSPACE and corresponding phase.

This figure shows that the estimate matches the disturbance well during the ramp field change

from 0 to 5 seconds and from 5 to 10 seconds. However, at the time instants 5 and 10 seconds

when the disturbance changes from 47 mG to 0 mG, the estimates are somewhere in between

47 and 0 mG. This is because the assumption that Bf is constant during FID acquisition is

no longer valid. Recall from the previous section that when this assumption is violated, the

estimation methods find an average value of the field change. In this case the average value is

computed as 17 mG at 5 and 10 seconds, which is close to half the 47 mG change at that these

time instants.
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Figure 5.7. Disturbance field estimation for three direct estimation methods.

Before further analyzing these experimental results, it is important to compare the perfor-

mance of the field estimate derived from NMR measurements to that derived from inductive

measurements. Figure 5.8 shows the estimate of the same periodic ramp disturbance field using

inductive measurements. This result, introduced in Section 1.4.2, shows the applied ramp dis-

turbance field in the dashed line and the estimate from inductive measurements in the solid line.

The inductive estimate suffers from low frequency noise and low pass filtering effects, and when

comparing Figures 5.7 and 5.8 it is apparent that these limitations are no longer present when

using NMR to estimate the disturbance. This demonstrates the advantage of using the NMR

measurements over inductive measurements for estimating lower frequency fluctuations.
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Figure 5.8. Inductive measurement for a low frequency field fluctuation superimposed on the field of a
7.1 T superconducting magnet.

While the results of Figure 5.7 indicate that each estimation method can sense the ramp

disturbance field, it is difficult to use these results to determine which method is performing the

best. The methods can be quantitatively compared by considering the field estimation error.

This error was computed as

Be(n) = Bf (n) − B̂f (n), (5.14)

where Bf (n) is the disturbance field during acquisition of the nth FID and B̂f (n) is the estimated

disturbance field from measurement of the nth FID. Figure 5.9 shows the error in the estimation

methods. The leftmost vertical axis is the error in field Be(n) and the rightmost axis is the error

in frequency fe(n). As expected, the error is very small during the time interval 0 to 5 seconds

and 5 to 10 seconds. At the time instants 5 and 10 seconds the error is very large because the

estimation methods computed the average field change.
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Figure 5.9. Error in disturbance field estimation for three direct estimation methods.

Even when displaying the error in the estimation methods, it is still difficult to determine

which method is performing the best. The methods can be further compared by considering

two error metrics derived from Be(n). The first metric is the sum of the squared error and the

second is the maximum value of the error. Table 5.1 shows these error metrics for each estimation

method. The second and third column show the sum of the squared error and maximum error

metrics for each method. Both error metrics are computed for n from 1 to 100 because 100 FIDs

where acquired, and thus 100 field estimates are obtained for each method.

Direct Estimation Method
∑100

n=1 B2
e (n) [mG] maxn Be(n) [mG]

FFT 961 3.27

Level Interpolation 996 3.54
Phase LS Fit 907 3.07

Table 5.1. Error metrics for direct estimation methods using NMR measurements.
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When comparing the error metrics from Table 5.1, it is evident that the phase LS fit method

has the best performance when estimating this particular ramp disturbance field. The sum of

the squared error and maximum error metrics are smallest when using this estimation method.

The FFT method has the second smallest error metrics, and so this method performs better than

level interpolation for this experiment. However, the FFT method takes the most computation

time due to the necessary zero padding.

The results in Table 5.1 does not mean that the phase LS fit method is the best choice for all

applications. For example, if the reference sample contains multiple Larmor frequencies that are

close together, then the FFT method may be more useful. This method will choose the Larmor

frequency with best SNR to use when estimating fluctuations. The level interpolation method

may be more useful for FID signals with poor SNR in the acquisition window. In this case, the

levels could be tuned so that estimation is performed using only the data with good SNR. The

FFT method may also be more useful for applications where the field changes quickly during

FID acquisition. In this case, the time varying field during FID acquisition will broaden the

linewidth, but the FFT peak frequency may be approximately the same.

The phase LS fit method was chosen as the sensor for the direct FFL because it showed

the smallest error metrics for the ramp disturbance field when compared to the FFT and level

interpolation methods. In addition, this method requires less computation time than the FFT

method, which makes it more attractive for implementation in a real–time feedback control

system. The phase LS fit will now be referred to as the NMR estimator, which will be used as

a sensor for the direct FFL design in Chapter 6. The following section provides an assessment

of the NMR estimator, describing some of the considerations and known limitations when using

the NMR estimator in real–time.
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5.3 Assessment of the NMR Estimator

The previous section experimentally evaluated three different direct estimation methods. These

results were used to choose phase LS fit method as a sensor for a direct FFL. Now that a phase

LS fit method was chosen as the NMR estimator, it was necessary to assess this estimator for

use in a real–time feedback control system. Three categories were considered in assessing the

real–time implementation of the NMR estimator. These categories will be introduced here, and

discussed in more detail in subsections 5.3.1 through 5.3.3.

The first category considered is the pulse sequence for real–time estimation. For the experi-

ment shown in Section 5.2, the disturbance voltage, pulse sequence, and FID data collection were

implemented in real–time using the dSPACE controller board. The NMR estimator, however,

was not implemented in real–time, rather it was applied to the data off-line.

When considering real–time feedback control, it is desirable to implement the pulse sequence,

NMR estimation, and feedback compensation all on the same dSPACE controller board. This is

so the timing of all these operations will be synchronized. Performing all these operations on a

single dSPACE controller board limits available computation time for pulse sequence. Therefore

it is necessary to develop a pulse sequence that can be implemented using dSPACE while leaving

enough computation time for NMR estimation and control. This pulse sequence design and

considerations for the transmit signal pulse width, FID acquisition, and pulse period will be

described in subsection 5.3.1.

The second category considered is FID signal measurement using the dSPACE and NMRkitII.

The NMRkitII was discussed in detail in subsection 3.4.2, and must be calibrated to give quality

analog FID signals for measurement by the dSPACE. The dSPACE samples the analog FID

signals and performs NMR estimation using these sampled-data FIDs. The NMRkitII calibration

and effects of using sampled-data FID signals to estimate field fluctuations are discussed in

subsection 5.3.2. Additionally, this discussion will be used to predict the smallest field fluctuation
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the NMR estimator can sense when measuring the FID signal with the NMRkitII and dSPACE.

The third category considered is aliasing of field fluctuation estimates when using the NMR

estimator. The NMR estimator provides one estimate of the field fluctuations for every FID

acquired, which occurs once per pulse period. This implies that the effective sampling period of

the NMR estimator is equivalent to the pulse period. In other words, the NMR estimator can be

viewed as sampling the field fluctuations once per pulse period. Therefore field fluctuations with

frequencies above the Nyquist frequency will alias, causing the NMR estimator to predict field

fluctuations that are not actually present. The effects of aliasing on the NMR estimator and how

it can be removed will be discussed in subsection 5.3.3.

5.3.1 Pulse Sequence for Real–Time Estimation

The purpose of this subsection is to illustrate the challenges when implementing a pulse sequence

for real–time NMR estimation using the available instrumentation, and provide information nec-

essary for duplicating this pulse sequence. Many of the limiting factors in this pulse sequence are

imposed by antiquated instrumentation and are not of theoretic interest. These limiting factors

will be removed when the instrumentation is upgraded.

The NMRkitII in conjunction with the dSPACE was the instrumentation used for providing

real–time estimates of Bf from analog measurements of Mu(t) and Mv(t). The NMRkitII con-

sole provides real–time analog Mu(t) and Mv(t) required by the NMR estimator. Recall from

subsection 3.4.2 that the gate signals TX Gate , RX Gate , and Blank Gate control the pulse

sequence timing for the NMRkitII. As in the experiment from Section 5.2, the dSPACE digital

input/output lines will be used to generate these gate signals.

The real–time pulse sequence used to acquire FID signals for the NMR estimator is shown

in Figure 5.10. The vertical axis shows the digital gate signals TX Gate , RX Gate , and Blank

Gate generated by dSPACE, and the horizontal axis shows time. This figure shows the timing

between the gate signals that are provided to NMRkitII, which is used in conjunction with the
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power amplifier, duplexer, and NMR probe to generate FID signals. The details of the NMRkitII

and its interface with these devices was discussed in Section 3.4.

After Tps dly seconds, the Blank Gate goes high, enabling the RF power amplifier from sub-

section 3.4.2. While Blank Gate is high, the TX Gate signal goes high for Tpw seconds, and the

NMRkitII transmits an RF signal to power amplifier. Because Blank Gate is high at the same

time as TX Gate , an RF signal is delivered to the NMR probe.

If the RF transmit signal frequency is close to the Larmor frequency, then the it will invoke

the NMR response, and a signal representing Muv can be measured with the RF coil in the NMR

probe. The RX Gate signal enables the NMRkitII to receive the NMR signal when it is set to a

high state. The NMRkitII then resolves the NMR signal into the signals Su(t) and Sv(t) using

quadrature phase detection as discussed in subsection 3.4.2. These signals are sampled during

the acquisition time duration Tacq using the ADCs of the dSPACE. The ring down time delay

Trd and acquisition delay Tacq dly are used to ignore transients induced in the RF coil from gates

switching on or off. The pulse sequence shown in Figure 5.10 is repeated every TS seconds, and

so the pulse period is TS . Note that the pulse period was denoted as T in the previous section.

For reasons to be discussed in Chapter 6, the notation TS is used for this pulse sequence.

The time Tps dly is a pulse sequence time delay which ensures the pulse sequence occurs

periodically. Ideally, the time intervals Tblank, Trd, Tacq dly , and Tacq would be chosen so that

their sum is an integer multiple of TS . This ensures that the pulses occur at the same time from

the start of each pulse sequence. However, using the dSPACE to generate these pulses, each pulse

time interval must be an integer multiple the base sample period Tb, which is determined by the

sample period of the dSPACE. This restriction means that it may not be possible to choose these

time intervals such that they are an integer multiple of Tb and their sum is an integer multiple

of TS . Therefore, it is necessary to introduce the pulse sequence delay time Tps dly.

The base sample period Tb and acquisition time Tacq were chosen first. The NMR estimator

is most effective when field fluctuations Bf are approximately constant during acquisition of the
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Figure 5.10. Pulse sequence used for real–time estimation of field fluctuations using NMR estimator.

FID. Recall from Section 5.2 that the variance of the phase LS fit method estimate is reduced

as the number of FID points acquired, N, gets large. Thus the choice of the time intervals Tacq

and Tb must be chosen so that the constant Bf assumption is valid and N is large enough for

accurate estimation. Additionally, the dSPACE must have enough computation time available

to implement the NMR estimator. The numerical values chosen for Tacq and Tb were 1 ms and

40 µs respectively, which provide good compromise between these tradeoffs.

The transmit pulse time interval, Tpw must be chosen as an integer multiple of Tb. Given

that the sample time of the dSPACE was fixed at Tb, or 40 µs, the time interval Tpw was chosen

as the minimum possible value of 40 µs. With the time interval Tpw fixed at 40 µs, the tip

angle can only be adjusted by changing the RF transmit pulse amplitude which is controlled by

an external frequency synthesizer connected to the NMRkitII. Considerations for the RF pulse

amplitude adjustment will be discussed in Section 5.3.2.

The choice of the pulse period TS presents a tradeoff between the FID SNR and NMR estima-

tor sampling time. Recall from Section 3.1 that the NMR time constant T1 governs how quickly

the magnetization vector relaxes to thermal equilibrium. If TS is chosen large with respect to T1,
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then the magnetization relaxes to thermal equilibrium in between pulses and the SNR of the FID

is maximized. However, because the NMR estimator can be viewed as effectively sampling the

fluctuations every TS seconds, a larger TS will increase the sampling time of the NMR estimator.

This will reduce the Nyquist bandwidth of the NMR estimator. Increasing TS improves FID sig-

nal SNR but limits the NMR estimator sampling time of the fluctuations. The pulse period TS

was chosen as 25 ms to give good compromise between FID SNR and NMR estimator sampling

time.

The time interval Tblank was chosen as twice Tb, which is 80 µs, so that it is one pulse period

longer than Tpw. The ring down time Trd was chosen as the minimum possible time of Tb, or 40

µs. Using these values, Tps dly must be chosen as 760 µs so that the sum of Tps dly , Tblank, Trd,

and Tacq dly is equivalent to Tacq. The numerical values of time intervals for this pulse sequence

are summarized in Table 5.2.

Parameter Value

Tps dly 760 [µs]
Tblank 80 [µs]

Tpw 40 [µs]
Trd 40 [µs]

Tacq dly 120 [µs]
Tacq 1 [ms]

TS 25 [ms]

Table 5.2. Numerical values of time intervals for pulse sequence used real–time estimation.

Now that the pulse sequence for real–time estimation has been discussed, it is necessary to

discuss the considerations when measuring the FID signals with the NMRkitII and dSPACE.

The following subsection discusses experimental settings of these devices and the effects of using

these devices to measure FID signals.

5.3.2 FID Signal Measurement

There are several factors to consider when measuring FID signals with the NMRkitII and

dSPACE. The NMRkitII must be calibrated to generate quality analog FID signals, and the
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dSPACE provides sampled-data FID signals to the NMR estimator. The performance of the

NMR estimator is affected when using sampled-data FID signals to determine field fluctuations.

For example, the amplitude of the analog FID signals must be large enough so that amplitude

quantization does not limit the estimator performance. This section addresses calibration of the

NMRkitII for quality analog FID signals, and the effects of using sampled-data FID signals to

estimate field fluctuations. A series of simulations are executed to investigate these effects.

It was mentioned in subsection 3.4.2 that for the NMRkitII the RF signal frequency ωr is

set by an external frequency synthesizer, and difference of ωr and the Larmor frequency ω0 is

the baseband frequency ωb. Therefore the baseband frequency of the analog signals Mu(t) and

Mv(t) can be tuned using the external frequency synthesizer connected to the NMRkitII. Also

the pulse sequence from the previous subsection fixes the acquisition time of the FID signals at 1

ms. For this acquisition time, the baseband frequency was typically chosen between 1 and 5 kHz.

This guarantees measurement of at least one cycle of the FID signal in a 1 ms time interval. For

example, the results to be shown in Section 6.3 used a 2 kHz baseband frequency.

It was also mentioned in subsection 3.4.2 that the receiver of the NMRkitII has a 4 pole

Butterworth low pass filter with an adjustable cutoff frequency. This cutoff frequency defines

the range of frequency shifts, and hence field changes, that the NMR estimator can sense. Recall

from Section 2.2 that the correction field is limited to 7 G, which is equivalent to a 4.6 kHz

shift in frequency of the reference deuterium nuclei. If the baseband frequency is the maximum

recommended value of 5 kHz, then a 7 G change in field can be sensed, and thus corrected as

long as the cutoff frequency is greater than 9.6 kHz. In order to allow for a 1 to 5 kHz baseband

frequency and the ability to correct a 7 Gauss change in field, the cutoff frequency of this filter

was chosen as 10 kHz.

In addition to setting the FID baseband frequency and receiver filter cutoff frequency, the

RF pulse amplitude transmitted by the NMRkitII must be adjusted to give satisfactory SNR of

the analog FID signals. Recall from Section 3.2 that the tip angle θ of the magnetization vector
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is proportional to the external field generated by the RF coil. If the tip angle is π/2, then the

magnetization is fully tipped onto the transverse plane and the FID signals can be observed with

maximum SNR. Thus by modifying the RF pulse amplitude, the tip angle can be modified, and

the SNR of the analog FID signal can be improved.

The analog FID signals were tuned for maximum SNR by adjusting the RF transmit power

until the largest amplitude of the FID signals were observed. The HR-MAS probe from subsection

3.4.1 installed in the Keck powered magnet was used for this measurement. The initial tip angle

was observed to be greater than π/2, which implies the transmit power had to be reduced. In

order to adjust the transmit power without damaging the probe RF coil, the RF transmit power

was reduced by increasing the attenuation of the RF transmit signal. The attenuators were

incremented until the largest amplitude of the FID signal was observed.

In addition to calibrating the NMRkitII for quality analog FID signals, there were several

factors to consider when using sampled-data FID signals for NMR estimation. In the experiment

from Section 5.2, the analog FID signals Mu(t) and Mv(t) were sampled using 12 bit ADCs of

the dSPACE. These ADCs were chosen over the 16 bit ADCs because they have synchronous

sampling, which is preferred when using sampled-data FID measurements for the NMR estimator.

The same ADCs must be used when implementing the NMR estimator in real–time. Sampling

the NMR signals implies the amplitude must be above the minimum amplitude quantization level,

which is determined by the 12 bit ADCs and the 20 Volt range of the dSPACE. The minimum

quantization level of these ADCs is computed as 212/20 V which is 4.9 mV. This means if the FID

signal amplitude is below 4.9 mV, then it cannot be detected using these ADCs. In practice, the

NMR signal amplitude must be significantly larger than the minimum amplitude quantization

level.

Because the NMR estimator is implemented with dSPACE, it uses sampled-data FIDs to

estimate field fluctuations. The NMR estimator performance will be affected by changes in

T ∗

2 , FID SNR, and DC offset. Additionally, there is a limit on the smallest field change, or
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frequency shift the NMR estimator can determine using sampled-data FIDs. Simulations of the

NMR estimator were used to investigate these effects. For this simulation, the complex signal

representation of the FID signal in equation 5.4 was used to generate sampled-data FIDs and

the NMR estimator was applied to the simulated signal.

The amplitude, A, was chosen as 1 Volt, which is a typical value measured in experiment,

and the initial phase φ0 was assumed to be zero for convenience. The FID signals were quantized

in amplitude using a 12 bit converter. The baseband frequency ωb/2π was chosen as 2 kHz

because this is the value that will be used in Chapter 6. The acquisition time and sampling

frequency of the FID were chosen as 1 ms and 25 kHz, which are the values that will be used

for the pulse sequence for real–time estimation. The constant field fluctuation Bf was chosen

as 153 mG. This corresponds to a 100 Hz shift in FID frequency of deuterium nuclei, which

is a fraction of the baseband frequency. The FID frequency shift is denoted as ωf/2π or ∆f .

The goal of these simulations is to observe how well the NMR estimator determines Bf or ∆f

from sampled-data FIDs. Using these fixed parameters, three simulation studies were executed to

observe NMR estimator performance as function of T ∗

2 , SNR, and DC offset. A fourth simulation

study considers the effect of changing Bf for each FID.

For the first simulation study, the NMR time constant T ∗

2 was varied and the NMR estimator

was used to estimate the constant Bf . The sample used for this work contains 90 % deuterium

and 10 % water with 50 mM copper sulfate doping, and at 7.1 T the value of T ∗

2 for the deuterium

in this sample was measured as 22.4 ms. Given this measurement, the value of T ∗

2 was varied from

0.3 ms to 25 ms in this simulation to observe the effects of T ∗

2 that are much smaller than this.

The field error Be defined in equation 5.14 and corresponding frequency error fe was computed

for each FID.

Figure 5.11 shows the results of this simulation. The horizontal axis shows T ∗

2 and the vertical

axes show estimation error in field (left axis) and frequency (right axis). When T ∗

2 is below 2.5

ms, the estimation error is slightly more than 0.77 mG or 0.5 Hz. However, as T ∗

2 increases
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the estimation error is less than 0.77 mG or 0.5 Hz. This shows that if T ∗

2 is very small, the

estimator performance will degrade. This is not surprising because a smaller T ∗

2 means the signals

Mu(t) and Mv(t) decay faster to zero, which limits the NMR estimator performance. It is worth

mentioning that as T ∗

2 goes below 0.3 ms, the error becomes much larger than that observed in

this figure.
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Figure 5.11. Simulated estimation error for varying T∗

2 .
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The second simulation study shows the effect of FID signal SNR on the NMR estimator. For

this simulation, white Gaussian noise with zero mean and variance λ0 was added to the FID

signals. The noise was filtered by a 4 pole Butterworth filter with cutoff frequency 10 kHz to

simulate the receiver filter in the NMRkitII. The SNR of the FID signal is defined here as the

ratio of FID signal amplitude to noise variance λ0. With an amplitude of one Volt, the FID

signal SNR was varied from 3 to 100 V/V to observe the effects of FID signals with poor SNR

and good SNR. These values of SNR correspond to noise variances from 0.33 to 0.01.

Figure 5.12 shows the NMR estimator error as a function of FID signal SNR. The vertical

axes are again estimation error in field and frequency, and the horizontal axis is SNR in V/V.

When the SNR is below 10 V/V, the error can be more than 107 mG or 70 Hz, but as the SNR

increases the error decreases. When the SNR is above 70 V/V, the error remains within 31 mG

or 20 Hz and increasing SNR does not improve error anymore. These results indicate that it is

preferred to have an FID signal amplitude that is at least 70 times larger than the noise variance.
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Figure 5.12. Simulated estimation error for varying FID signal SNR.
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The third simulation study shows the effect of DC offset in FID signal measurements. The

DC offset was added to Mu(t) and Mv(t) before amplitude quantization. There was no noise

added to the FID signals, and the DC offset was varied between zero and half the FID amplitude,

which is 0.5 Volts.

Figure 5.13 shows the results of simulated estimation error as a function of DC offset. The

vertical axes show estimation error as in the previous two simulation studies. The horizontal axis

is the DC offset added to both Mu(t) and Mv(t). These results show that the error is proportional

to DC offset, and when the DC offset is 0.5 Volts the estimation error is more than 92 mG or

60 Hz. Due to this result, it was necessary to remove DC offset in the measured FID signals by

subtracting the measured DC offset from Mu(t) and Mv(t).
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Figure 5.13. Simulated estimation error for varying DC offset of the FID signal.

The fourth and final simulation study in this subsection was meant to determine the smallest

field change the NMR estimator can sense in a noiseless environment. A set of 101 FID signals

where sampled and quantized, each with a different value of ∆f or Bf . The values of ∆f were
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varied from 0 to 100 Hz in steps of 1 Hz, which corresponds to a Bf between 0 and 153 mG in

steps of 1.53 mG. The first FID was applied to the NMR estimator with a 0 Hz frequency shift

while the 101st FID was applied to the estimator with a 100 Hz shift.

Figure 5.14 shows the results of this simulation. The vertical axis represents is the same

estimation error as the previous simulation studies. The horizontal axis shows the actual, or

true value of Bf applied to the FIDs. These results indicate that the error is within 0.77 mG or

0.5 Hz for all Bf . Even when there is no noise present, the quantization of the FID signals is

causing error in the estimation. If the 12 bit ADCs are changed to 16 or 24 bits, then the effect

of quantization is reduced and the estimation error approaches zero. This figure shows that when

using the 12 bit ADCs of dSPACE, the frequency shifts that can be determined by the NMR

estimator is limited to 0.77 mG or 0.5 Hz in a noiseless environment.
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Figure 5.14. Simulated estimation error for varying frequency shift ∆f of FID signal.
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The results of the four simulation studies presented indicate that T ∗

2 , FID SNR, DC offset,

and quantization all affect the performance of the NMR estimator. The most significant factor

observed was the SNR of the FIDs. Even when the SNR was above 70 V/V, there was still close

to a 31 mG or 20 Hz error in estimation using deuterium FIDs. When implementing the NMR

estimator in a feedback control loop, the NMR estimator will be using deuterium FIDs similar

to these. Thus the smallest field that the NMR estimator can sense for a direct FFL is limited

to about 31 mG.

Recall from Section 5.2 that the NMR estimator was able to accurately estimate a ramp

field changing slowly by 47 mG. These results may seem counter intuitive given the suggested

estimation limit of 31 mG. However, the 47 mG ramp field experiment was performed for a

different sample nuclei and FID sample period, both of which change the performance of the

estimator. The NMR estimator limitation of 31 mG is determined using the FID sample period

40 µs and deuterium sample nuclei, both of which will be used to obtain experimental results in

Chapter 6.

This subsection discussed the factors considered when measuring FID signals. The procedure

for tuning the NMRkitII to achieve quality analog Mu(t) and Mv(t) signals was discussed first.

This was followed by a study of how using dSPACE to measure, sample, and quantize the

analog FID signals affects performance of the NMR estimator. Three simulation studies were

presented that showed the effect of T ∗

2 , SNR of FID, and DC offset of the FID on the NMR

estimator. An additional study showed the smallest field the NMR estimator can sense in a

noiseless environment. The following subsection discusses aliasing in the NMR estimator and

how it occurs.
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5.3.3 Aliasing

Recall that the NMR estimator can be viewed as effectively sampling the field fluctuations once

every pulse period of the pulse sequence. For the pulse sequence used for real–time estimation

in subsection 5.3.1, the pulse period is denoted TS . Therefore in this case the NMR estimator

effectively samples the field fluctuations at a period TS , or sampling frequency 1/TS , denoted as

FS . Any field fluctuations with frequencies above the Nyquist frequency Fs/2 will alias.

The following experiment was designed to demonstrate aliasing of field fluctuations with

frequencies above the Nyquist frequency in the NMR estimator. A 2 Gauss, 39 Hz sinusoidal

disturbance field was superimposed on the Keck powered magnet operating at 25 Tesla. The

pulse sequence described in subsection 5.3.1 was used to generate FIDs from deuterium nuclei,

and the NMR estimator was applied in real–time to these FIDs. The estimate of field fluctuations

provided by the NMR estimator output was simultaneously observed.

Figure 5.15 shows the results of this experiment. For both subplots, the vertical axis is field

change in Gauss and the horizontal axis is time in seconds. The disturbance field and NMR

estimator output are shown in the upper and lower subplots respectively. The disturbance field

and NMR estimator output do not match for this experiment because of aliasing. The numerical

value of the NMR estimator sampling period TS is 25 ms, or alternatively the sampling frequency

Fs is 40 Hz. Any field fluctuation with a frequency greater than Fs/2 or 20 Hz will alias. The

disturbance frequency was chosen to be 39 Hz, which will alias to a 1 Hz sinusoid when the

sampling frequency is 40 Hz. This 1 Hz aliased component in the NMR estimator output is

shown in the bottom subplot of Figure 5.15.

The aliasing demonstrated in Figure 5.15 is an issue when considering field fluctuations present

in the Keck powered magnet. Recall from the magnitude spectra in Figure 1.5 that these fluc-

tuations are significant at 60 Hz harmonics. When Fs is 40 Hz, the 60 Hz component aliases to

20 Hz and the 120 Hz component aliases to 0 Hz. This means the components at 60 and 120 Hz
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Figure 5.15. Aliasing demonstration on Keck powered magnet operating at 25 Tesla.

will appear to the NMR estimator as 20 and 0 Hz field fluctuations. Any compensator design

will try to reject these frequency components, which are not a true representation of the field

fluctuations at these frequencies.

The solution to aliasing in most cases is to use a low pass filter with a cutoff frequency

equivalent to the Nyquist frequency, which attenuates frequency components of the analog signal

above the Nyquist frequency. Then when the signal is sampled, there are no high frequency

components that can alias. However, in the case of the NMR estimator, the goal is to estimate

magnitude of the field fluctuations that are proportional to frequency shifts of the analog signals

Mu(t) and Mv(t). If these signals were low pass filtered at the Nyquist frequency 20 Hz of the

NMR estimator, then at most a 20 Hz shift in FID frequency can be estimated. For deuterium

nuclei, 20 Hz frequency shift is equivalent to a 31 mG field change, which is very small compared

to the 9 G peak to peak field changes observed experimentally.
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A different approach was necessary to provide anti-aliasing for the NMR estimator. In Chapter

6, an inductive feedback control design will be shown which significantly reduces higher frequency

field fluctuations. Thus the inductive feedback control loop provides anti-aliasing for the NMR

estimator. To demonstrate this, Figure 5.16 compares the NMR estimator output with and

without inductive feedback control for the same 2 Gauss, 39 Hz disturbance field in the upper

subplot of Figure 5.15. The solid line is the same 1 Hz aliased component shown in the bottom

subplot of Figure 5.15. The dashed line shows the NMR estimator output when inductive feedback

control is engaged. In this case, inductive feedback control provides anti-aliasing as the aliased

component is removed.
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Figure 5.16. Anti-aliasing using inductive feedback control, Keck powered magnet operating at 25
Tesla.
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In the following Chapter, the cascade feedback control design is presented which implements

the pulse sequence and NMR estimator discussed in this Chapter. A feedback control design

using inductive measurements to estimate higher frequency fluctuations is presented first. The

inductive feedback control design is then combined with a direct FFL using NMR measurements

to estimate lower frequency fluctuations. The pulse sequence and NMR estimator are used to

estimate the lower frequency fluctuations for this direct FFL design. The feedback control design

will be verified experimentally using the Keck powered magnet operating at 25 T.



Chapter 6

Feedback Control Design and

Results

In Chapter 5, a NMR estimator was developed to provide direct estimates of lower frequency

fluctuations from measurements representing the FID signals Mu(t) and Mv(t). When the SNR of

these FID signals is above 70 V/V, and the field fluctuations have frequency components below 20

Hz, then the NMR estimator can determine field fluctuations as small as 31 mG without aliasing.

This NMR estimator is explicitly independent of NMR time constants, and was developed because

dispersion lock systems, which are widely used in superconducting magnets and discussed in

Chapter 4, have limited fluctuation suppression capability in powered magnets where Bf (t)

changes quickly with respect to T1.

In addition to lower frequency estimates provided by the NMR estimator, higher frequency

field fluctuations can be estimated from inductive measurements as discussed in Chapter 1.

This Chapter presents the design, synthesis, and verification of a sampled-data feedback control

system using lower frequency fluctuation estimates from the NMR estimator and higher frequency

fluctuation estimates from inductive measurements. The design presented herein is the cascade
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feedback control system introduced in Chapter 1, which is a multi-loop multi-rate feedback

control system whose objective is to reduce both lower and higher frequency field fluctuations.

This approach is experimentally verified using a 7.1 T superconducting magnet and the Keck

powered magnet operating at 25 Tesla.

Section 6.1 describes the control strategy for reducing lower and higher frequency fluctua-

tions in powered magnets. The objectives of the control design using the performance metrics

introduced in Section 1.6 are presented. The cascade control strategy, which is the cascade com-

bination of an inductive feedback control loop and a direct FFL control loop, is proposed as a

method for achieving the desired control objectives. Section 6.2 describes the design procedure

for the cascade feedback control system. Using mathematical models identified in Section 2.3,

sampled-data feedback compensators are designed for the inductive and direct FFL control loops.

Section 6.3 provides experimental results and compares them to the desired control objectives

of the cascade control design. Experimental results using a 7.1 T superconducting magnet and

the Keck powered magnet are presented separately. Although some results are presented for a

7.1 T superconducting magnet, the design and experimental results in this chapter focus on the

Keck powered magnet operating at 25 T because the objective of this project was to reduce field

fluctuations in a powered magnet.

6.1 Control Strategy

6.1.1 Control Objectives

The overall objective of this project was to design a feedback control system which reduces lower

and higher frequency field fluctuations to facilitate NMR spectroscopy in powered magnets.

This subsection specifies the control objectives for the feedback control design using the three

performance metrics introduced in Chapter 1. The proposed cascade feedback control system for

achieving these objectives will be discussed in the following subsection.
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The first performance metric was the frequency response of the transfer function B/Bf ,

which is the transfer function from field fluctuations Bf (t) to field output B(t). Recall that

the magnitude of the transfer function B/Bf gets small when field fluctuations are reduced.

By comparing the open and closed-loop frequency response of B/Bf , the control designer can

quantify the field fluctuation suppression provided by the compensators for the frequencies of

interest.

The second and third performance metrics are the linewidth and peak frequency derived

from the magnitude spectra of consecutive FID signals. Recall from the simulation in Section

3.3 that a 60 Hz sinusoidal field fluctuation is predicted to broaden the linewidth. When higher

frequency fluctuations like this 60 Hz component are reduced, the linewidth of the FID spectra

will be reduced. Also recall from Section 5.1 that the peak frequency of the FID magnitude

spectra shifts in the presence of field fluctuation that changes slowly over a long period of time.

Thus lower frequency fluctuations shift the peak frequency of the FID magnitude spectra, and

when these fluctuations are reduced, the standard deviation of the peak frequencies will be

reduced. The feedback control system’s ability to reduce lower and higher frequency fluctuations

can be evaluated by comparing open and closed-loop linewidth and peak frequencies of the FID

magnitude spectra.

The control objectives for the feedback control system are specified using this these known

effects of field fluctuations on the performance metrics. It has been mentioned throughout this

dissertation that inductive feedback control is suitable for reducing higher frequency fluctuations

while a direct FFL is suitable for reducing lower frequency fluctuations. As such, the control

objectives for the inductive feedback control system are specified first for higher frequency fluc-

tuations. This will be followed by control objectives for the direct FFL, which are specified for

lower frequency fluctuations.

In order to specify the desired magnitude of B/Bf using inductive feedback control, it is nec-

essary to quantify the frequencies at which this feedback control system will reduce fluctuations.
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In Section 2.3, the bandwidth of the uncompensated loop transfer function for this feedback

control system was identified as 3204 Hz with a lower cutoff frequency of 0.008 Hz. Ideally, the

inductive feedback control system could reduce field fluctuations as low as 0.008 Hz and as high

as 3204 Hz. However, as discussed in subsection 1.4.2 inductive measurements suffer from 1/f

noise at lower frequencies. Additionally, recall from Section 3.3 that the effect of higher frequency

field fluctuations above several kHz do not affect NMR spectroscopy. Therefore the frequencies

at which inductive feedback control system reduces field fluctuations was defined between 1 Hz

and 2500 Hz.

The magnitude spectra of field fluctuations in subsection 1.4.1 showed that the largest field

fluctuation amplitude observed with inductive measurements was 0.16 Gauss rms at 60 Hz. Recall

from Section 3.3 that this field fluctuation corresponds to a Bessel function argument γBfo/ωf

of 1.81, and broadens the linewidth from 100 Hz to 190 Hz. If this field fluctuation is reduced

by a factor of 100, or 40 dB, then γBfo/ωf is approximately 0.02 and the linewidth will return

to 100 Hz, which is desired for NMR. Ideally, a 40 dB reduction in field fluctuation over for the

1 Hz to 2500 Hz frequency range could be maintained to give a 100 Hz linewidth. However, this

may not be possible when considering that the system must remain stable. Thus it was desirable

for inductive feedback control to have as much as a 40 dB reduction in field fluctuation over for 1

Hz to 2500 Hz frequency range while maintaining stability. Additionally, it was desirable to have

more reduction in Bf at the 60 Hz, 120 Hz, 180 Hz, and 720 Hz because these were the 60 Hz

harmonics with the largest amplitude measurements. The reduction in Bf at these frequencies

was specified to be as much as 60 dB while maintaining stability.

The frequencies at which the direct FFL can reduce field fluctuations is defined by the NMR

estimator discussed in Section 5.3. The effective sampling rate of the NMR estimator was defined

as 40 Hz, which gives a Nyquist frequency of 20 Hz. Additionally, the NMR estimator can sense

fluctuations down to DC as it determines fluctuations from NMR measurements and not inductive

measurements. Therefore the direct FFL can reduce fluctuations from 0 Hz to 20 Hz.
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Field fluctuations between 0 and 20 Hz are considered lower frequency fluctuations, and thus

shift the peak frequency of the FID magnitude spectra. It will be shown that with inductive

feedback control, where lower frequency fluctuations are still present, the standard deviation of

these frequency shifts is 6969 Hz. If lower frequency fluctuations are reduced by a factor of 100,

or 40 dB then this standard deviation is expected to be reduced by the same amount. This 40

dB reduction would result in a standard deviation near 70 Hz, which is less than 100 Hz desired

for NMR. Thus it was desirable to have the direct FFL reduce lower frequency fluctuations by

40 dB.

The inductive feedback control system is not specified to reduce fluctuations below 1 Hz.

Therefore the direct FFL alone should maintain this 40 dB reduction until 1 Hz. Between the

frequencies 1 Hz and 20 Hz, the direct FFL and inductive feedback control system will both have

the ability to reduce field fluctuations. Over this frequency range, the direct FFL compensator

must be merged with the inductive feedback control system to maintain 40 dB reduction of

Bf . As in the inductive feedback control system, the NMR feedback control system must also

maintain closed loop stability.

The control objectives of this feedback control system design are summarized in the following

list.

1. Reduce field fluctuations between 1 Hz and 2500 Hz by as much as 40 dB using inductive

feedback control.

2. Reduce field fluctuations at 60 Hz, 120 Hz, 180 Hz, and 720 Hz by as much as 60 dB using

inductive feedback control.

3. Reduce field fluctuations between 0 Hz and 1 Hz by as much as 40 dB using a direct FFL.

4. Show reduction of lower and higher frequency fluctuations by simultaneously achieving the

first three control objectives.
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5. Show reduction of higher frequency fluctuations by comparing open and closed-loop

linewidth of FID magnitude spectra.

6. Show reduction of lower frequency fluctuations by comparing open and closed-loop peak

frequency shift of FID magnitude spectra.

The following subsection discusses the proposed cascade feedback control system for achieving

these control objectives in a experimental system.

6.1.2 Cascade Control

The proposed feedback control system for achieving the control objectives is the cascade feedback

control system last shown in Section 2.3. The block diagram of this system is shown Figure 6.1

where the inductive and direct FFL compensators have been replaced with GCi(z) and GCo(z)

respectively. As mentioned previously, this is a multi-loop multi-rate feedback control system

[71] as it is the cascade combination of two feedback control loops, each with different sampling

rates. The cascade approach was chosen to merge the separate bandwidths of inductive feedback

control and a direct FFL.

The inductive feedback control loop is defined as the fast, inner loop of the cascade feedback

system. This loop is comprised of a the current amplifier and correction coil, pickup coil and

integrating preamplifier, and a sampled-data feedback compensator GCi(z). The inner loop

sensor is the pickup coil and integrating preamplifier, which provides inductive measurements for

estimating higher frequency fluctuations BHigh. The analog signal at the integrating preamplifier

output is sampled at a fast sampling period TF in order to observe these fluctuations. The inner

loop sampled-data compensator GCi(z) is designed to reduce BHigh . The sample period TF

was chosen as the maximum 20 µs sampling period of the dSPACE controller board used to

implement GCi(z).

The direct FFL control loop is defined as the slow, outer loop of the cascade feedback system.
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This loop is defined as an amplifier and correction coil, NMR console and field estimator, and a

sampled-data feedback compensator GCo(z). The outer loop sensor is the NMR console and field

estimator, which estimates field fluctuations from FID signal measurements. The NMR console

used is the NMRkitII describe in subsection 3.4.2 and the field estimator is the NMR estimator

from Section 5.3. For this sensor, the NMR console in conjunction with dPSACE generates the

pulse sequence with pulse period TS as described in subsection 5.3.1. The resulting analog signals

representing Mu(t) and Mv(t) are sampled at 40 µs by the dPSACE. The NMR estimator uses

these sampled-data measurements to directly estimate lower frequency fluctuations BLow . The

estimate BLow is updated every at a slow sampled period TS , and the outer loop sampled-data

compensator GCo(z) is designed to reduce BLow. The compensator sample period is equivalent

to the pulse period TS , which was chosen in subsection 5.3.1 as 25 ms and is an integer multiple

of the 20 µs chosen for TF .

Figure 6.1. Cascade feedback control strategy for reducing lower and higher frequency field fluctuations.
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For the cascade feedback control system design, given that TF � TS one approach could be to

model the inner loop as a static gain when designing the outer loop compensator. This approach

did not work, however, because the lower cutoff frequency of the inner loop is below the higher

cutoff frequency of the outer loop. The inner loop introduces dynamics to the outer loop in its

bandwidth, and therefore the inner loop cannot be modeled as a static gain when designing the

outer loop. Instead the cascade feedback control system was designed using computer simulations

to account for the inner loop dynamics in the outer loop design.

The following section describes the modeling and design procedure for the cascade feedback

control system in Figure 6.1. Mathematical models of the pickup coil and integrating preamplifier

identified in Section 2.3 as well as model of the NMR console and estimator will be used to design

the inner and outer loop compensators GCi(z) and GCo(z).

6.2 Cascade Control Design

This section shows the modeling and design procedure for the cascade feedback control system.

Subsection 6.2.1 shows the design of the inner loop compensator GCi(z) using the identified

models H(s) and Ga(s) from Section 2.3. The transfer function H(s) models the pickup coil and

integrating preamplifier and the transfer function Ga(s) models the amplifier and correction coil.

Subsection 6.2.2 shows the derivation of analytical model of the NMR console and estimator.

The design of the outer loop compensator GCo(z) is shown using this model and the inner loop

models determined in the previous subsection.

6.2.1 Inner Loop Design

Recall from subsection 1.4.1 that the PLL-IMP inductive compensator design showed substantial

reduction of higher frequency fluctuations [27, 28]. Given these results, the inner loop compen-

sator of the cascade feedback control system adopts the PLL-IMP design with some modifications.
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The modifications to the PLL-IMP design was necessary for two reasons. First, changes in the

instrumentation hardware gave a loop transfer function with a larger bandwidth than the original

design. The improvement in loop transfer function bandwidth means the inner loop compensator

can be modified from the original design to provide a greater reduction of higher frequency fluc-

tuations. Second, the inner loop must be combined with the outer loop, which is designed for

reducing fluctuations below 1 Hz. The original design had appreciable gain at frequencies below

1 Hz, which may cause an undesirable interaction between the inner and outer loops.

This subsection shows an inner loop compensator design which is a modification to the PLL-

IMP design to meet control objectives (1) and (2). In addition to these control objectives,

closed-loop stability must also be considered in the inner loop compensator design. If the system

is dynamically unstable, then parasitic oscillations will add to the undesirable effects of the field

fluctuations. Therefore this section also describes the degree of closed-loop stability for the inner

loop compensator design.

While the compensator GCi(z) will be realized as a discrete-time transfer function using

the dSPACE controller board, the design procedure begins by approximating the inner loop

compensator as a continuous-time transfer function GCi(s). This simplifies the design of the

inner loop compensator because all inner loop models will be continuous-time transfer functions.

Once the compensator GCi(s) is designed, the discrete-time compensator GCi(z) is determined as

the zero order hold equivalent of GCi(s). The compensators GCi(s) and GCi(z) will be compared

to observe how well GCi(s) approximates GCi(z).

Consider the continuous-time block diagram of the inner loop in Figure 6.2. This is similar

to the inner loop of the cascade feedback control system in Figure 6.1 but with the compensator

GCi(z) replaced by the continuous-time compensator GCi(s). The closed loop transfer function

from field fluctuations Bf (t) to B(t) is

B(s)

Bf (s)
=

1

1 + GCi(s)H(s)Ga(s)
, (6.1)
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Figure 6.2. Continuous-time inner loop block diagram.

where the compensated loop transfer function is defined as

Lc(s) = GCi(s)H(s)Ga(s). (6.2)

The magnitude or gain of equation 6.1 is

∣

∣

∣

∣

B(s)

Bf (s)

∣

∣

∣

∣

=
1

| 1 + Lc(s) |
. (6.3)

Equation 6.3 shows that |B(s)/Bf (s)| is inversely related to the gain of the compensated loop

transfer function. When the gain of Lc(s) is much greater than one, |B(s)/Bf (s)| is approximately

the inverse of this gain. The compensator GCi(s) can be designed to increase the gain of Lc(s),

thus reducing |B(s)/Bf (s)|.

In addition to |B(s)/Bf (s)|, the compensated loop transfer function Lc(s) can be used to

evaluate closed-loop stability of the inner loop design. The degree of stability for this design can

be shown from the gain and phase margin of Lc(s). The gain margin describes how much the

controller gain K can be increased before the system is unstable, and the phase margin describes

how much phase change the compensator can introduce to the loop before the system is unstable.
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Thus the procedure for the inner loop compensator design was to propose a GCi(s) to give the

desired Lc(s) gain over the frequency range 1 Hz to 2500 Hz, then use Lc(s) to evaluate closed-

loop stability. The closed-loop frequency response |B(s)/Bf (s)| is then computed to verify the

reduction of Bf predicted from the gain of Lc(s).

The PLL-IMP design for GCi(s) is the cascade combination of a phase-lead-lag (PLL) and

internal-model-principle (IMP) components. The IMP components are designed to selectively

suppress fluctuations from 60 Hz harmonics of the power supply ripple by applying high gain

at these frequencies. The PLL component shapes the frequency response to make the closed

loop system stable and has small gain at low frequencies so that a DC offset will not saturate

the equipment. An explanation of the proposed phase-lead-lag (PLL) component and internal-

model-principle (IMP) component, designed to meet the control objectives (1) and (2) follows.

The PLL-IMP design was determined by placing its poles and zeros at particular frequencies

to shape the frequency response of the compensator. The PLL component was designed to have

a 40 dB gain by 1 Hz and 0 dB gain by 2500 Hz. For the phase-lead component, if there are

two poles and zeros placed at 0.1 Hz and 1 Hz respectively, then the compensator gain changes

from 0 dB to 40 dB between 0.1 Hz and 1 Hz. The phase-lag component was designed to reduce

the compensator gain from 40 dB to 0 dB by 2500 Hz to maintain closed-loop stability. This

was achieved by placing two poles and zeros at 250 Hz and 2500 Hz respectively. This causes

the compensator gain to change from 40 dB at 250 Hz to 0 dB at 2500 Hz. The resulting PLL

component of this compensator is

GPLL(s) = GLead(s)GLag(s) (6.4)

=

( s
2π0.1 + 1

s
2π1 + 1

)2 ( s
2π2500 + 1

s
2π250 + 1

)2

, (6.5)

which is a second order phase-lead component in cascade with a second order phase-lag compo-

nent.
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The internal-model-principle (IMP) component for this design provides large gain at selected

60 Hz harmonics while keeping the same gain at other frequencies. As in the original design, the

selected 60 Hz harmonics were the 60, 120, 180 and 720 Hz frequency components because these

have the largest field fluctuation magnitudes observed in experiment. The general form of the

IMP component is

GIMP (s) =
∏

n=1,2,3,12

β2
n + (nω0)

2

α2
n + (nω0)2

(s + αn)2 + (nω0)
2

(s + βn)2 + (nω0)2
, (6.6)

where ω0 = 2π60 rad/s. The IMP component has complex poles at −βn ± jnωn and zeroes at

−αn ± jnωn.

The choice of the parameters αn and βn involves several tradeoffs. In order to provide a large

gain at nω0, it is desirable to have βn small so that the compensator pole pairs are located near

the imaginary axis. The parameter αn is typically chosen much further from the imaginary axis

than βn. As the distance αn − βn increases, the gain and bandwidth of the IMP component

at nω0 increases. However, increasing this distance also reduces the gain margin, or relative

stability of the IMP component, resulting in a transient response to a step field change with a

large overshoot

The original choices for αn and βn were 100 and 0.1 respectively. While these showed signif-

icant reduction of field fluctuations at nω0, the transient response to a step field change showed

a large overshoot. This is undesirable for the cascade feedback control system as the outer loop

is expected to introduce step changes in correction field to the inner loop. Therefore the param-

eter the distance αn − βn was reduced to provide an adequate transient response. The resulting

choices for αn and βn were 10 and 0.5 respectively.
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The overall inner loop compensator GCi(s) is the cascade combination of the PLL and IMP

components

GCi(s) = KGPLL(s)GIMP (s), (6.7)

where K is the controller gain, which is chosen to give the desired gain of Lc(s). The discrete-

time inner loop compensator GCi(z) is the zero-order hold equivalent of the continuous-time

compensator

GCi(z) =
z − 1

z
Z

[

Gc(s)

s

]

esTS =z

. (6.8)

The frequency response of the continuous-time and discrete-time compensator designs are com-

pared in Figure 6.3. The frequency response of these compensators are close to each other

because the sampling frequency of GCi(z) is large enough that it can be approximated as a

continuous-time compensator. Because GCi(s) is very close to GCi(z), the compensated loop

transfer function can be approximated using GCi(s) to investigate stability and reduction of Bf .

Figure 6.4 shows the frequency response of the uncompensated and compensated loop transfer

functions. The uncompensated loop transfer function has the same frequency response as the

transfer function L(s) shown in Section 2.3. For the compensated loop transfer function, the

compensator gain K was chosen as 6 to achieve a gain of 40 dB at 1 Hz as specified by the

control objective (1). This figure illustrates how the PLL-IMP compensator shapes the frequency

response of the loop transfer function.

The PLL component of the compensator provides additional gain starting at 0.1 Hz due to the

zero of the phase-lead component. By 1 Hz, the gain of the compensated loop transfer function

is 40 dB which is desired. The PLL component of the compensator maintains at least a 40 dB

compensated loop transfer function gain until 250 Hz, where the gain reduces due to the pole of

the phase-lag component. Additionally, there are sharp peaks at the 60 Hz harmonics due to the

IMP component of the compensator. The gain margin (Gm) and phase margin (Pm) were found
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Figure 6.3. Continuous-time and discrete-time equivalent compensators for inner loop of cascade feed-
back system.

to be 17 dB and 36◦ respectively. This implies the compensator gain K could be increased by 17

dB and the phase of the loop can be increased by 36◦ before the system will be unstable.

As mentioned previously, when the gain of the compensated loop transfer function is much

greater than one, then it provides an approximation of |B(s)/Bf (s)|. This assumption was

used in guiding the compensator design. The true level of field fluctuation reduction can be

characterized by computing |B(s)/Bf (s)| using a computer simulations. Figure 6.5 shows the

|B(s)/Bf (s)| for the uncompensated and compensated cases. When there is no compensation,

the field fluctuations pass directly to the output, and |B(s)/Bf (s)| has a constant gain of 0

dB. When there is compensation, the field fluctuations are reduced implying the |B(s)/Bf (s)| is

between 0 and 1, which is a negative number in dB. Between 1 Hz and 250 Hz, the |B(s)/Bf (s)|

is less than -40 dB due to PLL component. The IMP component of the compensator yields a

|B(s)/Bf (s)| less than -60 dB at 60 Hz, 120 Hz, and 180 Hz, and -34 dB at 720 Hz.
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Figure 6.4. Compensated loop transfer function for inner loop of cascade feedback system.

The inner loop compensator presented in this subsection shows a reasonable degree of stability

and reduction of field fluctuations that meets control objectives (1) and (2). A 40 dB reduction

in fluctuations is maintained over the frequencies 1 Hz to 250 Hz, and a 60 dB reduction of

fluctuations is achieved at 60 Hz, 120 Hz, and 180 Hz. Using this compensator design, the outer

loop compensator GCo(z) will now be designed. The following subsection presents the outer loop

compensator design using the inner loop compensator design from this subsection.

6.2.2 Outer Loop Design

This subsection shows the outer loop compensator designed to meet control objective (3) of

reducing field fluctuations by 40 dB from 0 to 1 Hz. An analytical model of the NMR console

and field estimator is determined first followed by the outer loop compensator GCo(z) design.

The compensators GCi(z) and GCo(z) are placed in the cascade feedback control system and its

performance is evaluated using computer simulations.
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Figure 6.5. Magnitude of the transfer function B/Bf with and without inner loop compensation for
Keck powered magnet.

The timing diagram in Figure 6.6 can be used to determine a model of the NMR console

and field estimator. This diagram shows the operation of the NMR console and field estimator

over the time duration of a single pulse period TS . Suppose a lower frequency fluctuation,

denoted as BLow(nTS) in Figure 6.6, is present just before the RF pulse at time nTS where n

is an integer. The NMR estimator samples the NMR signal in response to the RF pulse and

estimates field fluctuations from these sampled-data measurements. At the time instant nTS+∆t,

Best(nTS + ∆t) represents the estimate of BLow(nTS) provided by the NMR estimator. The

estimate Best(nTS + ∆t) is held until just before the next RF pulse, and so Best(nTS + ∆t) is

equivalent to Best((n + 1)TS).
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Figure 6.6. Timing diagram of the NMR estimator.

If the NMR estimator appropriately senses the lower frequency fluctuations, then the estimate

Best((n+1)TS) is equivalent to the fluctuation BLow(nTS). Thus the NMR console and estimator

can be modeled with the discrete-time expression

Best((n + 1)TS) = Best(nTS + ∆t) = BLow(nTS). (6.9)

By taking the z-transform of both sides of equation 6.9, the discrete-time transfer function of the

NMR estimator is

Best(z)z = BLow(z) (6.10)

Best(z) = BLow(z)z−1. (6.11)

Equation 6.11 implies that the NMR console and field estimator can be modeled by a sampler

with period TS followed by a unit delay.

The block diagram of cascade feedback control system, revised to show this model of the NMR

console and estimator, is illustrated in Figure 6.7. The NMR console and estimator has been

replaced with a sampler at period TS and a unit delay, which is modeled by the discrete-time
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transfer function 1/z. The DAC has also been replaced by a zero-order hold digital to analog

converter (ZOH DAC) because the dSPACE controller boards use zero-order hold DACs.

Figure 6.7. Cascade feedback control block diagram with analytical models for Keck powered magnet.

The cascade feedback control system non-trivial to analyze because it is a multi-rate multi-

loop system. A review of analytical approaches for multi-rate control systems is provided by

Glasson [71]. An analytical approach for this system was found to be difficult and time consuming.

As an alternative, it was found that the outer loop compensator for the cascade feedback control

system could be designed using a computer simulation in the Matlab Simulink environment. For

the cascade feedback control system, TF is 20 µs and TS is 25 ms, which is an integer multiple of

TF . In this case, the discrete-time solver in Simulink can simulate the time domain response of

the cascade feedback control system. Thus the procedure for the outer loop compensator design

was to propose a design with gain at the desired frequency components, then use a Simulink

model of the cascade feedback control system in Figure 6.7 to evaluate closed-loop stability and

the magnitude response of B/Bf .
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As with the inner loop compensator design, the design for the outer loop compensator began

with a continuous-time approximation GCo(s) where it was assumed that the gain of the com-

pensator was inversely proportional to the magnitude of B/Bf . Control objective (3) specified

a 40 dB reduction in fluctuations in the frequency range 0 Hz to 1 Hz. Therefore the outer

loop compensator was designed to provide 40 dB gain in the frequency range 0 Hz to 1 Hz, and

reduce the gain for frequencies above 1 Hz. This can be achieved by a the following phase-lag

compensator

GCo(s) = 100
s

2π10 + 1
s

2π1 + 1
, (6.12)

which has a DC gain of 40 dB, a pole at 1 Hz, and a zero at 10 Hz. A compensator with this

structure will have 40 dB gain from 0 Hz until the pole at 1 Hz, then the gain will decrease by

20 dB per decade until the zero at 10 Hz. The discrete-time compensator is determined as the

zero-order hold discrete-time equivalent of equation 6.12

GCo(z) =
10z + 4.536

z − 0.8546
. (6.13)

The gain margin of the cascade control system was determined from the time domain sim-

ulation of the Simulink model representing cascade feedback control system in Figure 6.7. A

gain was appended to GCo(z), and the simulation generated the field output B(t) in response to

a unit step change in Bf (t). By incrementing the appended compensator gain, the closed-loop

step response becomes more under damped, and the system eventually becomes unstable when

the output B(t) increases without bound. The minimum appended gain at which this occurs

is the gain margin. For the outer loop compensator in equation 6.13, this method was used to

determine that the gain margin was 15 dB.

As a comparison, the same computation was done for a proportional outer loop compensator

with P gain set to 1. The gain margin for the proportional outer loop compensator was computed

as 40 dB. It may seem convenient to simply use a proportional compensator and increase the
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gain as there is a 40 dB gain margin. However, if the proportional gain was increased by a large

amount, then the outer loop compensator gain is also increased for frequencies above 1 Hz where

there is appreciable inner loop gain. The large gain for frequencies above 1 Hz results in an

under damped transient response of the inner loop to step changes from the outer loop, which

is undesirable for the cascade feedback system. The phase-lag compensator does not have this

issues as it reduces gain for frequencies above 1 Hz.

The magnitude response of B/Bf for the cascade control system was determined using the

Simulink time domain simulation to generate the field output B(t) in response to a sinusoidal

Bf (t) for a series of frequencies. The magnitude of B/Bf at a given frequency was determined

by simulating the field output B(t) in response to sinusoidal Bf (t) with fixed frequency. The rms

value of Bf (t) and B(t) was computed, and the ratio of these rms values represent an estimate

of B/Bf at the sinusoidal frequency. This was repeated for multiple sinusoidal frequencies to

obtain the magnitude response of B/Bf .

Figure 6.8 shows the magnitude response of B/Bf for three cases of compensation. The

vertical axis shows the magnitude of B/Bf in dB and the horizontal axis shows frequency in

Hz. It is desirable for the B/Bf magnitude to be as close to zero as possible, or equivalently

have a more negative number in dB. The case with inner loop compensation only is indicated

by the dotted line, and is identical to that shown in Figure 6.5. The case with inner and outer

loop proportional compensation is indicated by the dashed line. The case inner and outer loop

phase-lag compensation is indicated by the solid line.

In comparison to the inner loop only case, the proportional outer loop reduces field fluctu-

ations by approximately 6 dB for frequencies below 0.1 Hz. For frequencies above 0.1 Hz, the

proportional outer loop has no affect on the inner loop, allowing for the same field fluctuation

reduction from the inner loop. The phase-lag compensator provides as much as 40 dB field fluc-

tuation reduction for frequencies below 1 Hz. This is expected because the gain of the phase-lag

compensator is large from 0 Hz to 1 Hz. This compensator achieves as much as 40 dB reduction
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of fluctuations between 0 and 1 Hz, which meets control objective (3). In this case, the field

fluctuation reduction below 1 Hz accomplished by the outer loop compensator does not affect

the ability of the inner loop to reduce field fluctuations above 1 Hz. Therefore this design meets

control objective (4) as lower and higher frequency fluctuations are simultaneously reduced per

control objectives (1) thru (3). Also, the transient response of the inner loop to step changes

from the outer loop was significantly better for the phase-lag compensator than the proportional

compensator.
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Figure 6.8. Magnitude of the transfer function B/Bf for the cases of inner loop compensation only,
inner loop and proportional outer loop compensation, inner loop and phase-lag outer loop compensation
for Keck powered magnet.

This subsection presented a outer loop compensator design GCo(z) which is inserted in the

cascade feedback control system with the inner loop compensator design GCo(z). Simulation

results of the cascade feedback control system in this subsection predict that control objectives

(3) and (4) are met. The inner loop and outer loop designs predict that the first four control

objectives have been met. Given these predicted results, the cascade feedback control system
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was ready to be evaluated experimentally. In the following section, experimental data will be

used to derive the performance metrics discussed in subsection 6.1.1. The performance metrics

will be used to determine if the control objectives (5) and (6) are achieved experimentally.

6.3 Cascade Control Experimental Results

This section shows experimental results to determine if the control objectives (5) thru (6) are

achieved using cascade feedback control. Experimental results are shown using the 7.1 T su-

perconducting magnet and the Keck powered magnet operating at 25 T. Subsection 6.3.1 shows

the first performance metric, frequency response of B/Bf , derived from experimental data us-

ing cascade feedback control on the 7.1 T superconducting magnet. These preliminary results

indicate that the cascade feedback control system can meet control objectives (5) and (6) on the

Keck powered magnet. Subsection 6.3.2 shows the two NMR performance metrics derived from

experimental data using cascade feedback control on the Keck powered magnet to demonstrate

control objectives (5) and (6) in a powered magnet.

The experimental realization of the cascade feedback control system requires several instru-

mentation devices mentioned in this dissertation. The purpose of the following discussion is

to illustrate the challenges when implementing the cascade feedback control system using the

available instrumentation, and provide information necessary for duplicating these experiments.

Many of the limiting factors in this experimental system are imposed by this antiquated in-

strumentation. These limiting factors will be removed when the instrumentation is upgraded.

Therefore only a brief discussion of the instrumentation is provided here.

The configuration of the devices for the cascade feedback system is different for the 7.1 T

superconducting magnet and the Keck powered magnet. However, there are many common

devices and parameters used for both magnets. The sample used was 90 % deuterium and 10 %

water with 50 mM copper sulfate doping. The instrumentation for the inner loop, or inductive
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feedback system, was described in Chapter 2. The correction and disturbance coils were mounted

from the top of both magnets. The instrumentation used to acquire NMR signals was described in

Section 3.4. These devices are used for the NMR estimator as well as derivation of the linewidth

and peak frequency shift metrics. These configurations will be described in subsections 6.3.1

and 6.3.2. The PLL-IMP inner loop compensator GCi(z) from subsection 6.2.1 was implemented

using a dSPACE controller board. A second dSPACE implements the pulse sequence, NMR

estimator, and phase-lag outer loop compensator GCo(z) from subsection 6.2.2.

6.3.1 Superconducting Magnet

This subsection shows closed-loop experimental measurements of the cascade feedback control

system in the 7.1 T superconducting magnet. Experimental measurements of the magnitude of

B/Bf for several frequency components are shown and compared to the predicted results from

Section 6.2. If the experimental results of B/Bf match the predicted results well, then this

justifies implementing the cascade feedback control system on the Keck powered magnet.

The following experiment was designed to obtain measurements of the magnitude of B/Bf

for several frequency components. The Bruker probe was used in conjunction with the NMRkitII

to acquire the FID signals from the reference deuterium nuclei dissolved in this liquid. The

pickup coil from the HR-MAS probe was mounted from the top of the magnet for inductive

measurements. The correction and disturbance coils were also mounted from the top of the

magnet. Two dSPACE controller boards were used as described in the introduction to this

section.

In order to evaluate the magnitude of B/Bf provided by the cascade feedback control system,

sinusoidal disturbance field fluctuations were superimposed onto the magnetic field using a cur-

rent amplifier and disturbance coil. The reduction in the disturbance field fluctuation at these

frequency components was measured using the NMR estimator. The amplitude of the sinusoidal

disturbance field was chosen as 2 Gauss meaning the peak to peak change of the disturbance was
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4 Gauss. This was chosen to remain within the limit of a 7 Gauss change in field required by the

current amplifier and disturbance coil. The sinusoidal disturbance field was superimposed on the

magnetic field for the frequencies of 0.01, 0.1, 1, and 10 Hz. The frequencies were chosen within

the 20 Hz bandwidth of the NMR estimator so reduction of fluctuations could be measured with

this estimator. The resulting field fluctuation estimate from the NMR estimator was measured

for open loop, inner loop compensation only, and inner and outer loop compensation. The mag-

nitude of B/Bf at these disturbance frequencies was determined by finding the ratio of closed

loop rms field to open loop rms field.

Figure 6.9 shows the results of this experiment and compares them to predicted field fluctua-

tion reduction from Section 6.2. The predicted magnitude of B/Bf for inner loop compensation

only, and inner and outer loop compensation is indicated by the dotted and solid curves respec-

tively. The circles and x’s indicate calculations of B/Bf using experimental measurements for

each disturbance frequency.

The experimental NMR estimator noise floor is defined as the minimum possible magnitude

of B/Bf that can be measured using the NMR estimator while implementing cascade feedback

control. The NMR estimator noise floor was determined by measuring the inner and outer

loop compensated field estimate with no disturbance field, and comparing this to the open loop

measurements with a disturbance field. The ratio of the inner with outer loop compensated rms

field estimate and the open loop rms field estimate with disturbance gives the NMR estimator

noise floor. Using this computation, the NMR estimator noise floor, or minimum value the inner

and outer loop compensators can reduce field fluctuations is measured as -32 dB for a 2 Gauss

amplitude disturbance field. The inductive measurement noise floor was determined in the same

way using inductive estimates of the field fluctuations. The NMR estimator noise floor and

inductive estimate noise floor are indicated by the dashed and dash-dot lines in Figure 6.9.

There are several observations to make from the results in Figure 6.9. For the case with inner

loop compensation only, the field fluctuation reduction for the disturbance frequencies 0.01 and
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0.1 Hz are very close to the predicted B/Bf . At the disturbance frequencies 1 Hz and 10 Hz,

the inner loop has reduced the field fluctuations to the NMR estimator noise floor. Adding the

outer loop also reduces the field fluctuations at 0.1 Hz and 0.01 Hz to the NMR estimator noise

floor. When using inner and outer loop compensation, the field fluctuations are reduced to the

noise floor for all the disturbance frequencies. The inner and outer loop compensators reduce

field fluctuations at these frequencies by as many as 32 dB.
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Figure 6.9. Predicted and experimental magnitude of B/Bf for inner loop compensation only, inner
and phase-lag outer loop compensation on the 7.1 T superconducting magnet.
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The experimental reduction of Bf provided by the cascade feedback control system on the

7.1 T superconducting magnet is promising. The disturbance field fluctuations were reduced to

the NMR estimator noise floor. As operating costs of the Keck powered magnet are significant,

this demonstration was necessary to justify attempting the cascade feedback control system on

the Keck powered magnet. The following subsection shows experimental results of the cascade

feedback control system using the Keck powered magnet operating at 25 T. The performance

metrics are derived to determine if the control objectives (5) and (6) were achieved.

6.3.2 Keck Powered Magnet

The following set of experiments were designed to determine the performance metrics of the

cascade feedback system on the Keck powered magnet. The HR-MAS probe in conjunction with

the NMRkitII was used to acquire deuterium FID signals. The HR-MAS probe also spins the

sample at a frequency greater than 1 kHz to reduce the effect of field inhomogeneities. The

pickup coil from the HR-MAS probe was mounted from the bottom of the magnet for inductive

measurements. As in the previous subsection, the correction and disturbance coils were mounted

from the top of the magnet and two dSPACE controller boards were used as described in the

introduction to this section. The Tecmag spectrometer, which was not used in the previous

subsection, was used here to acquire FID signals from the main hydrogen nuclei of the sample.

These FID signals are used to derive the linewidth and peak frequency shift performance metrics.

In order to assess the magnitude response of B/Bf , this performance metric was derived from

experimental data measured while implementing cascade feedback control. These results where

then compared to that predicted in simulations. For these experiments, a 4 Gauss peak to peak

sinusoidal disturbance field fluctuation with frequencies 0.1, 1, and 10 Hz was superimposed on the

field using the amplifier and disturbance coil. The NMR estimator output for each disturbance

frequency was recorded using the dSPACE for the cases with inner loop compensation only

and inner and outer loop compensation. The spectra of the NMR estimator output was then
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determined off-line and the magnitude of B/Bf was calculated from the ratio of closed-loop and

open-loop spectra magnitude at the disturbance frequencies.

Figure 6.10 shows the measured magnitude of B/Bf using the NMR estimator and compares

this to that predicted. The predicted magnitude of B/Bf is shown for the cases with inner loop

compensation only and inner and outer loop compensation, represented by the dashed and solid

lines respectively. The open circles indicate the experimental magnitude of B/Bf when only the

inner loop compensator is engaged, and the x’s indicate this metric when both inner and outer

loop compensators are engaged. The magnitude of B/Bf measured with the NMR estimator

matches the predicted within a few dB for the disturbance frequencies 0.1, 1, and 10 Hz. The

measured reduction in field fluctuation for these disturbance fields is close to 40 dB, which meets

control objectives (1) and (3).
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Figure 6.10. Predicted and experimental magnitude of B/Bf for inner loop compensation and inner
and outer loop compensation, measured using the NMR estimator, Keck powered magnet operating at
25 Tesla.
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The overall goal of this project was to reduce field fluctuations to improve NMR spectroscopy.

This can be shown by linewidth and peak frequency shift performance metrics discussed in

subsection 6.1.1. The following set of NMR spectroscopy experiments where performed using

the Keck powered magnet operating at 25 T. The Tecmag spectrometer, separate from the

NMRkitII, was used to acquire 128 consecutive hydrogen nuclei FID signals in response to RF

pulses separated by 2 seconds. The 2 second delay allows for the magnetization vector to return

to thermal equilibrium in between pulses. The low pass filter cutoff frequency of the receiver

was set to 100 kHz and the sample was spun at a frequency greater than 1 kHz. The 128 FID

signals were measured for the cases with no compensation, inner loop compensation, and inner

and outer loop compensation. The spectra of the consecutive FID signals was computed off-line.

The following set of figures will show the 128 FID magnitude spectra of hydrogen nuclei for

each case of control. These spectra should reveal three separate peaks with a central peak due to

the Larmor frequency of the hydrogen nuclei. The other two peaks are sideband peaks located

on both sides of the hydrogen spectra peak, and result from spinning the sample. These spectra

will be used to derive the linewidth and peak frequency shift performance metrics. These metrics

can then be evaluated to determine whether the control objectives (5) and (6) where achieved

for the cascade feedback control system.

Figure 6.11 shows the consecutive FID spectra with no compensation. The first horizontal

axis displays frequency in kHz, and the second horizontal axis displays the index of the 128 FID

signals acquired. The vertical axis shows the magnitude of the FID spectra for the 128 FIDs.

For the case with no compensation, the field fluctuations present in the Keck powered magnet

broadens the linewidth of an individual spectra making it difficult to observe the three spectra

peaks. In addition, the peak frequencies of the spectra change by more than 30 kHz over the

duration of the experiment. These broad linewidths and peak frequency shifts are undesirable

for NMR spectroscopy.
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Figure 6.11. FID spectra acquired using Keck powered magnet operating at 25 Tesla with no compen-
sation.

Figure 6.12 shows results for the same NMR experiment with inner loop only compensation.

In comparison to Figure 6.11, the FID spectra have sharper peaks illustrating a reduced linewidth.

The three spectra peaks are now observed because of the linewidth reduction. In addition, the

peak frequencies of the spectra shift by about 25 kHz over the duration of the experiment, which

is less than the open-loop case. The inner loop compensation has reduced the higher frequency

field fluctuations appreciably, showing significant improvement in the linewidth and moderate

improvement in the peak frequency shifts of the FID spectra.
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Figure 6.12. FID spectra acquired using Keck powered magnet operating at 25 Tesla with inner loop
compensation.

Figure 6.13 shows results for the same NMR experiment with inner and outer loop compen-

sation. In comparison to Figure 6.12, the sharpness of FID spectra peaks remains approximately

the same and the three spectra peaks are still visible. This indicates that linewidth is the same

when outer loop compensation is added to inner loop compensation. In stark contrast to the

previous two cases, the FID spectra are aligned and have no visible shift in peak frequencies. The

frequency shift This is two orders of magnitude less than the 25 kHz peak frequency shifts exhib-

ited in Figure 6.12 with inner loop only compensation. The outer loop compensation has reduced

the lower frequency fluctuations, providing significant improvement in the peak frequency shifts

of the FID spectra.
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Figure 6.13. FID spectra acquired using Keck powered magnet operating at 25 Tesla with inner and
outer loop compensation.

The results in Figures 6.11 thru 6.13 were used to derive the linewidth and peak frequency

shift performance metrics of the cascade feedback control system. These performance metrics

will be compared for the cases of open loop, inner loop compensation, and inner and outer loop

compensation. The linewidth metric is discussed first followed by peak frequency shift.

The second performance metric is the linewidth of FID magnitude spectra discussed in Section

6.1.1. There are three sets of 128 FID magnitude spectra shown in Figures 6.11 thru 6.13. Each

set of 128 FID magnitude spectra were aligned in frequency and coherently averaged. This results

in three average magnitude spectra, one for each set of 128 FID magnitude spectra. The squared

magnitude of each of these three average spectra was then determined. The linewidth was then

computed as the frequency bandwidth occurring at the half the maximum peak of the squared

average spectra.
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Figure 6.14 shows these squared magnitude spectra for the cases on no compensation, inner

loop compensation, and inner and outer loop compensation. These spectra are normalized in

magnitude for convenience. The case with no compensation is indicated by the solid line while

the dashed and dotted lines indicate the cases with inner loop compensation and inner and outer

loop compensation.

When there is no compensation, the linewidth is 290 Hz. When inner loop compensation is

applied, the linewidth is reduced to 185 Hz. When compared to the inner loop only case, the

linewidth for the inner and outer loop compensation remains approximately the same. This is not

surprising because higher frequency field fluctuations affect the linewidth. Thus the reduction

in lower frequency fluctuations provided by the outer loop does not improve linewidth. The

linewidth is reduced from 290 Hz to 185 Hz using the cascade feedback control system, which

meets control objective (5). Recommendations for improvements to cascade feedback control

system to further reduce linewidth will be discussed in Chapter 7.
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Figure 6.14. Squared magnitude spectra of FID using Keck powered magnet operating at 25 Tesla with
no compensation, inner loop compensation, and both inner and outer loop compensation.
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The third performance metric is the shift in peak frequencies of consecutive FID magnitude

spectra discussed in Section 6.1.1. For a given set of 128 FID magnitude spectra, the frequency

at which the peak of the magnitude spectra occurs was determined. This results in 128 peak

frequencies for each set of FID magnitude spectra. These peak frequencies where compared for

the each case of compensation.

Figure 6.15 shows the FID spectra peak frequencies computed from the FID magnitude spec-

tra. The horizontal axis displays time in seconds, and the vertical axis displays the peak frequency

of the FID magnitude spectra in Gauss for each FID. In addition, the legend shows the standard

deviation, or rms value, of the peak frequencies for each case of compensation.

When there is no compensation, the peak frequencies change as much more than 9 G (36

ppm) with a standard deviation of 2.96 G. With inner loop compensation, the peak frequencies

change by about 5 G (20 ppm) and the standard deviation is 1.64 G. The best performance is

shown when the inner and outer loop compensators are engaged. In this case, the peak frequency

shifts by less than 0.07 G (0.28 ppm) with a standard deviation of 0.02 G. These results show

that control objective (6) is achieved, and are consistent with Figures 6.11 thru 6.13 showing

reduction of peak spectra shifts when each control loop is added.
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Figure 6.15. Peak frequency shifts of FID spectra acquired using Keck powered magnet operating at
25 Tesla with no compensation, inner loop compensation, and both inner and outer loop compensation.

The experimental results shown in this section demonstrate that the cascade feedback control

design has met all the control objectives using the Keck powered magnet. The magnitude of

B/Bf was shown to meet control objective (1) thru (4) in simulation in the previous section.

Experimental results were consistent with these simulations. Additionally, NMR experimental

results showed that the linewidth was reduced from 290 Hz to 185 Hz, which meets the control

objective (5). Furthermore, the standard deviation of peak frequency shifts in FID magnitude

spectra was shown to be reduced from 2.96 G to 0.02 G, which meets control objective (6).

The less than 0.07 G (0.28 ppm) peak frequency shift with standard deviation 0.02 G corre-

sponds to approximately 298 Hz peak frequency shift with standard deviation 85 Hz. These peak

frequency shifts may still be inadequate for some NMR spectroscopy experiments. Improvements

can be made to the cascade feedback control system to provide better NMR spectroscopy results.
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The results illustrated in this dissertation are discussed and summarized in Chapter 7. Addi-

tionally, some suggestions for future work is provided including recommendations for improving

the reduction in linewidth and the peak frequency shifts of the FID spectra.



Chapter 7

Discussion and Future Work

7.1 Summary

Large magnetic fields provided by powered magnets can significantly improve NMR spectroscopy.

These large fields have the potential to dramatically expand opportunities in the areas of material

science, chemistry, and biology. However, powered magnets suffer from temporal field fluctua-

tions of the magnetic field which is undesirable for NMR spectroscopy. Reducing temporal field

fluctuations in powered magnets can allow for high field improvements in NMR spectroscopy

without the undesirable effects of field fluctuations. The work in this dissertation focused on

developing a method for significantly reducing temporal field fluctuations in powered magnets to

improve NMR spectroscopy.

Recent studies have shown that field fluctuations resulting from power supple ripple in pow-

ered magnets can be significantly reduced with feedback control using inductive measurements.

While this method shows improvement in NMR spectroscopy, 1/f noise and lower cutoff fre-

quency limitations of the inductive measurement makes this approach unsuitable for reducing

lower frequency fluctuations in powered magnets. Further improvements in NMR spectroscopy

using powered magnets can be obtained by using NMR measurements to estimate and reduce
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lower frequency fluctuations resulting from variations in cooling water temperature and flow rate.

Previous attempts to reduce lower frequency field fluctuations in powered magnets with feedback

control using NMR measurements, often referred to as Field-Frequency Locks (FFLs), have not

yielded significant reductions in lower frequency fluctuations.

Chapter 4 presented a literature survey of FFLs along with analysis of a dispersion lock

design widely used in superconducting magnets. Although dispersion locks are adequate for

superconducting magnets, it was shown through experimental results and analysis that dispersion

locks have limited ability to reduce lower frequency fluctuations in powered magnets. This is

because dispersion locks cannot regulate field fluctuations that change quickly with respect to

the NMR time constant T1. These results will be included in a publication by Samra et al [57].

Chapter 5 presented alternative methods for estimating lower frequency fluctuations using

NMR measurements. Here the lower frequency fluctuations are directly estimated from NMR

measurements, which is better suited for powered magnets than using indirect estimates. Three

direct estimation methods were proposed, and their performance was evaluated using experimen-

tal data. When comparing these methods, the phase least-squares (LS) fit method provided the

smallest error metrics. For this reason, the phase LS fit method was chosen as the NMR estimator

for feedback control. An assessment of the NMR estimator in terms of the pulse sequence, FID

signal measurement, and aliasing was then provided in this chapter. It was shown that higher

frequency fluctuations alias into the NMR estimator bandwidth, and that an inductive feedback

control design provides anti-aliasing as it reduces higher frequency fluctuations.

Chapter 6 presents a cascade feedback control system which simultaneously reduces lower

and higher frequency field fluctuations. The higher frequency fluctuations are estimated from

inductive measurements and reduced using an inner loop compensator. The lower frequency

fluctuations are estimated from NMR measurements using the NMR estimator from Chapter 5.

These estimates of lower frequency fluctuations are then reduced using an outer loop compensator.

The cascade combination of the inner and outer loops form a cascade feedback control system.
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The reduction of field fluctuations in the Keck powered magnet provided by the cascade feedback

control system is shown experimentally using the performance metrics introduced in Chapter 1.

The linewidth of the FID magnitude spectra was reduced from 290 Hz to 185 Hz and the standard

deviation of peak frequency shifts was reduced from 2.96 G to 0.02 G, or equivalently from 12.6

kHz to 85 Hz.

In summary, the work shown in this dissertation:

• Demonstrated that dispersion locks are limited in powered magnets because they use indi-

rect measurements of fluctuations [57].

• Developed a NMR estimator using a direct estimation method to overcome the limitations

of dispersion locks in powered magnets [62].

• Demonstrated NMR estimator aliasing of higher frequency fluctuations and anti-aliasing

provided by inductive feedback control [62].

• Designed, synthesized, and verified a cascade feedback control system to simultaneously

reduce lower and higher frequency fluctuations in powered magnets [62].

7.2 Recommendations for Future Work

While the work presented in this dissertation shows significant improvement in NMR spec-

troscopy, the 185 Hz linewidth and 85 Hz standard deviation of FID spectra peak shifts are

still inadequate for some NMR spectroscopy experiments. It is desirable to reduce the 185 Hz

linewidth to less than 100 Hz and the 85 Hz standard deviation by another order of magnitude so

that it is less than 10 Hz. In this section, the limitations of the cascade feedback control system

are discussed along with some recommendations for future work to overcome these limitations.

These improvements in the cascade feedback control system may provide the less than 10 Hz

peak shifts in FID spectra desirable for some NMR experiments.



174

The first limitation of the cascade feedback control system arises from using dSPACE dig-

ital signal processors to provide real–time implementation of the NMR estimator, inner loop

compensator, and outer loop compensator. A single dSPACE controller board lacks the compu-

tational capacity to perform all these functions, which made it necessary to use two dSPACE

boards. An effort is currently underway to replace the multiple dSPACE controller boards with

a stand-alone embedded micro-controller system equipped with a field programmable gate array

(FPGA), which have significantly more computational capability than the dSPACE boards. Us-

ing this system, the NMR estimator and both loops of the cascade feedback control system can

be implemented with a single FPGA, providing time coherence of all real–time operations of the

cascade feedback control system.

Another limitation of the cascade feedback control system is the high frequency gain of the

transfer function H(s) representing the integrating preamplifier in series with the pickup coil.

For frequencies much greater than the time constant, the gain of H(s) is constant. This gain is

approximately -27 dB, implying that the voltage at the integrating preamplifier output is 27 dB

less than the field fluctuation at the pickup coil. The minimum voltage that can be sensed by

the inner loop compensator is determined by the 16 bit ADC of the dSPACE, and is fixed at 0.3

mV. Attenuating the pickup coil field by 27 dB reduces the dynamic range of field fluctuations

that can be sensed by the inner loop. It is preferable to have a larger high frequency gain of

H(s) to provide large dynamic range for the inner loop compensator. Research work is currently

underway to modify the integrating preamplifier electrical components to provide more high

frequency gain of this transfer function.

An additional limitation to the cascade feedback control system is the that the correction

field is limited to 7 Gauss as mentioned in Section 2.2. This implies that the cascade feedback

control system cannot regulate field fluctuations close to zero if the field fluctuations change by

much more than 7 Gauss. It is recommended to use a current amplifier that can drive larger

currents to the correction coil in order to achieve a larger correction field for the compensators.
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Research is currently underway to replace the current amplifier with another current amplifier

that has more current driving capability.

The limitations discussed up to this point arise from hardware used to implement the cas-

cade feedback control system. In addition to improving the hardware of the cascade feedback

control system, there are design modifications that may significantly improve the performance

and applications of the cascade feedback control system.

The first design modification is to implement the cascade feedback control system in the

presence of field gradients. Certain NMR experiments such as gradient enhanced spectroscopy

and two-dimensional NMR are improved in the presence of field gradients. Additionally, magnetic

resonance imaging (MRI) experiments require field gradients. Up to this point, these experiments

have been limited on powered magnets due to field fluctuations. If the cascade feedback control

system was designed to reduce field fluctuations in the presence of field gradients, then these

experiments can take advantage of the high field strengths afforded by powered magnets without

being limited by field fluctuations.

The second design modification is to improve the NMR estimator. Recall from Section 5.3

that the most significant factor limiting the NMR estimator was signal-to-noise (SNR) ratio

of the measured FID signals, and if the SNR was close to 70 V/V then NMR estimator was

accurate within 20 Hz or 31 mG. Modifications to the NMR estimator, for example increasing

the acquisition time of the FID signals, could improve the 20 Hz performance limit of the NMR

estimator. Also recall from Section 5.3 that the FID sample frequency was set to 25 kHz due to

computational limitations. If this sample frequency was increased, then the bandwidth and hence

baseband frequency of the FID signal can be increased. This allows estimation of larger shifts in

FID frequency and consequently larger changes in field. The net result is larger changes in field

can be estimated and reduced when the FID sample frequency is increased. The improvements

in hardware will allow for a much larger FID sample frequency than 25 kHz.
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The third design modification is to implement cascade feedback control with field shimming.

The results shown in this dissertation were obtained with no field shimming. Recall from Section

1.1 that field shimming significantly improves spatial field homogeneity, which will improve NMR

spectroscopy. Thus it is expected that linewidth of the FID magnitude spectra and standard

deviation of the peak frequency shifts will be improved if cascade feedback control is implemented

with field shimming. The results obtained from implementing the cascade feedback control system

with field shimming will be published [62].

Lastly, the temporal field fluctuations can also be mitigated by improving the feedback control

systems that regulate power supply ripple and cooling water temperature variations. Recall from

Section 1.2 that 60 Hz harmonics of the power supply ripple are likely introduced by the feedback

loop consisting of an active filter, holec current transformer, and digital controller. It may be

possible to redesign this feedback loop so that 60 Hz harmonics are reduced in the power supply

ripple. Additionally, it may be possible to improve the feedback control system which regulates

cooling water temperature variations. By improving these designs the temporal field fluctuations

can be eliminated at the source, which may be preferable to the active feedback control system

presented in this dissertation.
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