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ABSTRACT 
 

Hydrogen (H2) as one of promising clean energy carriers is mainly produced by steam reforming 

reactions. A steam reformer can be combined with fuel cells for an on-board or on-site hydrogen 

production and fuel cell conversion to electricity. These fuel cell systems may preferentially use liquid 

hydrocarbon fuels such as jet or diesel fuel as feedstocks due to the high gravimetric and volumetric 

energy density of liquid fuels. A major challenge of these systems is to overcome sulfur poisoning of 

reforming catalysts caused by sulfur compounds inherently present in liquid fuels. There are two ways to 

resolve the sulfur poisoning problem, the use of a desulfurization processor and the development of sulfur 

tolerant reforming catalysts. This dissertation focuses on sulfur tolerant catalysts. Sulfur tolerant catalysts 

either facilitate a compact reforming system by removing a desulfurization unit or further improve the 

sulfur tolerance of reforming reactions with a desulfurization unit.  

Recent experimental results demonstrate that addition of Ni to Rh catalysts provides a higher 

sulfur tolerance than pure Rh catalysts. Characterizations using TPD and XPS prove that the sulfur 

tolerant Rh-Ni catalysts exist as a bimetallic form, however it necessitates a further study of the sulfur 

tolerance mechanism. This dissertation examines the mechanistic source of sulfur tolerance for bimetallic 

Rh-Ni catalysts using the density functional theory (DFT) methods, ab initio thermodynamics, and 

microkinetic modeling. This dissertation considers four metal surfaces including pure Rh, pure Ni, and 

binary Rh1Ni2, Rh2N1i with (111) and (221) facets for flat and stepped surfaces, respectively. As methane 

formation during steam reforming is most sensitive to sulfur poisoning, the kinetics of CO dissociation is 

analyzed on four metal surfaces by comparing sulfur-free and sulfur-poisoned conditions. Various sulfur 

poisoning species are also examined to find the thermodynamically favorable poisoning path using ab 

initio thermodynamics. The steam reforming of liquid hydrocarbon is modeled using propane steam 

reforming reactions. The potential energy surface along elementary steps of propane reforming is 

constructed using Brønsted-Evans-Polanyi (BEP) relations. Rh-Ni bimetallic surfaces enhance sulfur 

tolerance by retarding increases of activation barriers due to sulfur poisoning and lowering S coverage. 
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Chapter 1                                                                                                                  

Introduction:                                                                                                                      

Enhanced sulfur tolerance in steam reforming by Rh-Ni catalyst 

 

1.1 Background 

 

Hydrogen (H2) is considered as one of major carriers of clean energy in the future due to 

the possibility of efficient and environmentally friendly energy conversion of hydrogen gas.
1
 

Hydrogen is produced from hydrocarbon energy sources, primarily through steam reforming, 

autothermal reforming, and partial oxidation (POX).
2,3

 Table 1-1 summarizes the advantages and 

disadvantages of these processes. Among them, the steam reforming of natural gas accounts for 

most of industrial hydrogen production
4
 because it offers higher selectivity to hydrogen at a 

lower operating temperature and from a compact system due to no need for an air compressor.
5
 

With such advantages of steam reforming, it can be combined with a fuel cell system for on-

board and on-site fuel cell applications as shown in Figure 1-1.
6
 Hydrogen gas can be used to 

generate electricity for fuel cells (e.g., proton exchange fuel cells (PEMFC) and solid oxide fuel 

cells (SOFC)).
7
 This integrated reformer-fuel cell system catalyzes various feedstock including 

natural gas, liquid hydrocarbons or alcohols.
8-10

 Especially, liquid hydrocarbon fuels such as jet 

fuels and diesel fuels are suitable for on-board/site electricity supply because of the high energy 

density of the liquid fuels with the advantages of safety, handling, and established infrastructures. 



 
 

2 
 

Our study was funded by the U.S. Department of Energy (DOE) for research and development of 

an integrated reformer (diesel or biogas feed) and SOFC system. 

Table 1-1. Comparison of reforming technologies.
5
 

Technology Advantages Disadvantages 

Steam reforming  Most extensive industrial experience 

 Oxygen not required 

 Lowest process temperature 

 Best H2/CO ratio for H2 production 

 High CO2 emissions 

Autothermal reforming  Lower process temperature than POX 

 Low methane slip 

 Limited commercial experience 

 Requires air or oxygen 

Partial oxidation 

(POX) 

 Decreased desulfurization requirement 

 No catalyst required 

 Low methane slip 

 Low H2/CO ratio 

 Very high processing temperatures 

 Soot formation/handling adds 

process complexity 

 

 

 

 

Figure 1-1. Schematic diagram of a fuel cell system combined with an on-site or on-board external 

reformer which converts jet fuel (JP-8) into hydrogen gas.
6
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Steam reforming catalysts encounter four challenges including limited catalytic activity, 

sulfur poisoning, carbon deposits, and catalyst particle sintering.
11

 Among them, sulfur poisoning 

is a major challenge in the steam reforming of liquid hydrocarbon fuels as jet fuel and diesel fuel 

inherently contain a certain amount of sulfur compounds which mainly consist of 

benzothiophene derivatives.
12

 During reforming catalysis, sulfur poisoning species arise from the 

sulfur compounds and accumulate on catalyst surfaces due to strong sulfur adsorption.
13,14

 As a 

result, the reforming catalysts lose their catalytic activity for the reforming reaction, whereas 

activity for carbon deposit formation continues and eventually catalytic sites are blocked.
15

 The 

sulfur content in fuels can be reduced to a few hundred ppm level using desulfurization processes 

such as hydrodesulfurization, selective alkylation of organo-sulfur molecules, and adsorptive 

approaches, however they increase the complexity of a total process to limit an industrial scale-

up, and cannot completely remove sulfur contents in fuels.
12,16,17

 Another approach to resolve the 

sulfur poisoning problem is to develop sulfur tolerant catalysts, which allows for either a simpler 

system by eliminating a desulfurization process or a better sulfur-resistant system with a 

desulfurization process.  

Sulfur tolerance of catalysts can be enhanced by bimetallic structures that alter properties 

of pure metals by various compositional and morphological configurations.
18-20

 Recently, several 

experimental studies have reported the combination effect of Rh and Ni
21-23

 where non-noble Ni, 

as a catalyst widely used in the industrial steam reforming, provides low-cost with high activity 

and noble Rh reduces the carbon deposit formation problem prevalent on pure Ni catalysts 

during liquid hydrocarbon reforming. With these advantages, Strohm et al. demonstrated that 

addition of Ni to a Rh catalyst supported on CeO2-modfied Al2O3 enhances the sulfur tolerance 

of reforming catalysts.
24

 When a Rh catalyst only is used, the fuel conversion reached over 97% 
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under sulfur-free conditions, but rapidly dropped in the sulfur content over 15 ppmS, indicating 

the weak resistance of Rh to sulfur poisoning. Such deactivation was prevented by adding Ni to 

Rh with the best performance of 2 wt%Rh-10 wt% Ni (Rh/Ni atomic ratio of 0.1) as shown in 

Figure 1-2. With such strong sulfur resistance, the Rh-Ni catalysts also minimize carbon 

formation, unlike Ni catalysts showing a drastic pressure drop across a reactor due to extensive 

carbon formation on the catalyst surface. The Rh-Ni catalysts are present as a bimetallic structure 

which is verified by various experimental analysis tools such as temperature-programmed 

reduction (TPR) and X-ray photoelectron spectroscopy (XPR), however the mechanism of their 

high sulfur tolerance is still unclear. In this study, we use density functional theory (DFT) 

methods to elucidate the elementary mechanism of the high sulfur tolerance over Rh-Ni catalysts. 

DFT methods enable us to investigate elementary steps and key intermediates during steam 

reforming which are difficult to identify experimentally. 

 

 

Figure 1-2. Catalytic fuel conversion for steam reforming of 100 ppmS NORPAR-13 (NORPAR-13 is a 

normal paraffin with an average carbon number of 13) and the effect of Ni loading level on the sulfur 

tolerance of 2 % Rh–X% Ni/CeO2–Al2O3 catalyst. X = 0, 2, 5, 10 and 20 wt%. For additional comparison, 

a catalyst with 2% Rh loaded on calcined 10% Ni/CeO2–Al2O3 is also presented (2% Rh on 10% Ni).
24
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1.2 Research Objectives 

 

Interestingly, during the reforming of sulfur-doped fuels, methane selectivity declines 

before a drop in fuel conversion, suggesting that methane formation is most sensitive to sulfur 

poisoning.
24

 This is also found in the analysis of Sfuel/Rhsurf ratio (Sfuel and Rhsurf represent the 

amount of sulfur in the fuel and surface Rh, respectively) where the methane formation is 

deactivated at a 0.15 ratio as opposed to a 0.28-0.30 ratio for the overall reforming reaction. 

Strohm et al. suggested two possible routes for methane formation, hydrogenation of CO and C-

C cleavage of hydrocarbons to C1(CHx) fragments followed by hydrogenation. The 

hydrogenation of CO is selected as our first study due to its simplicity as compared to the 

cleavage of hydrocarbons producing other short-chain hydrocarbons. CO dissociation is known 

to be a rate determining step for the hydrogenation of CO,
25

 so we examine the impact of a co-

adsorbed sulfur atom on CO adsorption and dissociation over Rh-Ni bimetallic surfaces using 

DFT methods. 

A surface sulfur atom is used as the poisoning species in our CO dissociation study
26

, but 

we also examine whether there are other possible sulfur poisoning species present under steam 

reforming conditions. The sulfur compounds in liquid hydrocarbon fuels are converted into H2S 

gas in a reducing environment,
15

 from which a variety of sulfur poisoning species may be formed 

on catalyst surfaces. One possible sulfur poisoning path is through the formation of sulfur oxides 

(i.e., SOx (x=1~4)) as sulfur compounds are known to be converted into SO2 in an oxidizing 

environment.
27

 Another path is through metal sulfide formation. Previous reports show that Ni 

catalysts turn into Ni3S2 at lower temperatures and higher H2S pressures than the conditions 

leading to S adsorption on the Ni surface.
28-30

 The binary phase diagram
31

 indicates the formation 
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of Ni3S2 and Rh17S15 at a sulfur/metal atomic ratio of 0.3 at 500 ºC corresponding to the 

experimental conditions where sulfur poisoning begins to influence fuel conversion.
24

 Thus, we 

consider S*, SOx* (x=1~4), and metal sulfides (Ni3S2 and Rh17S15) to determine the 

thermodynamically preferred sulfur poisoning species and their surface coverage differences 

among pure metals (Rh, Ni) and binary metals (Rh1Ni2, Rh2Ni1) under steam reforming 

conditions. The ab initio thermodynamics approach, based on DFT results and statistical 

mechanics formulas, is used to examine the stability of the various sulfur poisoning species. 

The CO dissociation step, as particularly relevant for methane production, is examined 

first, however it is essential to ultimately examine all elementary steps of steam reforming to 

understand the impact of S poisoning and bimetallic formulation. The reforming of long-chain 

liquid hydrocarbon fuels such as jet or diesel fuel
32

 involves numerous elementary steps which 

require enormous computational cost for analysis. Thus, we choose propane (C3H8) as a model 

fuel instead of longer chain liquid hydrocarbons for the energetic analysis of reforming reactions. 

Propane is the smallest alkane allowing us to probe C-C cleavage and C-H dissociation for both 

primary and secondary carbon atoms. Previous computational studies of steam reforming 

focused on C1, C2 hydrocarbons or alcohols.
33-35

 Thus, our work for propane can offer insight 

into sulfur tolerance of other catalytic reactions such as biomass reforming and Fischer-Tropsch 

synthesis because these processes also include the cleavage and formation of C-H, C-O, and C-C 

bonds in long-chain hydrocarbons. 

Though propane is considered herein for simplicity, propane reforming also entails 

numerous elementary steps. A previous report listed 36 elementary steps for steam reforming of 

methane, and propane reforming adds considerably beyond this number.
36

 It takes tremendous 

efforts to calculate the energetics of all elementary steps in the propane reforming on all 
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interesting metal surfaces. Thus, we use scaling and Brønsted-Evans-Polanyi (BEP) relations as 

estimation methods to map out the potential energy surfaces of all elementary steps. Scaling 

relations correlate atomic binding energies with molecular binding energies, thereby predicting 

all the minima of potential energy surfaces.
37-41

 All the maxima can be predicted by BEP 

relations which linearly relate reaction energies to activation barriers or initial (or final) state 

energies to transition state energies.
37,42-44

 The entire energetics of propane reforming thus can be 

estimated by the combination of scaling and BEP relations simply using atomic binding energies 

on a metal surface of interest. It is, however, inevitable that these methods involve estimation 

errors. For this reason, most previous computational studies applied these methods for a wide 

range of pure transition metals where errors scattered over 1 eV throughout data points are 

acceptable.
45-48

 Thus, we examine whether the combination of these estimation methods can be 

applicable over similar metal surfaces such as our system ranging from pure Rh, to binary 

Rh1Ni2, Rh2Ni1, to pure Ni. In this study, this issue is discussed by comparing the combined use 

of scaling and BEP relations with the use of BEP relations only.  

Finally, using the optimal estimation method, we construct the potential energy surface of 

propane steam reforming where we can identify kinetically significant reaction steps. By 

comparing the energetic data in the key elementary steps between pure metals and Rh-Ni binary 

metals, we elucidate the sulfur tolerance mechanism of Rh-Ni binary metals. 

 

In this dissertation, the following questions are addressed; 

1) Why do Rh-Ni binary catalysts maintain the catalytic activity for methane formation under 

sulfur poisoning condition while the methane selectivity is rapidly dropped on the Rh catalyst? 



 
 

8 
 

2) Why is the sulfur poisoning impact of co-adsorbed sulfur atom reduced on Rh-Ni binary 

metals compared to pure Rh? 

3) Is there any difference in sulfur poisoning species and their surface coverage between pure 

metals and Rh-Ni binary metals under reforming conditions? 

4) Which elementary steps and surface intermediates are critical in the propane steam reforming 

reaction? 

5) Do Rh-Ni binary metals provide higher sulfur tolerance for the energetics of either critical 

steps or the overall reforming reactions? 

6) What are important factors to design a new sulfur tolerant catalyst? 

 

1.3 Summary of Chapters 

 

This dissertation examines the mechanism of sulfur tolerant Rh-Ni binary metals for the 

CO dissociation step (Chapter 2), sulfur poisoning species (Chapter 3), and the propane steam 

reforming reaction (Chapter 4) by comparing pure Rh, Ni metals and binary Rh1Ni2, Rh2Ni1 

metals. Two surface facets of (111) and (221) are used to model flat and stepped surfaces, 

respectively. In Chapter 2, we search preferred adsorption sites for sulfur adsorption on each 

metal and compare sulfur binding energies. Sulfur binding energy differences represent sulfur 

coverage differences on catalyst surfaces which are a key factor to determine sulfur poisoning 

levels. With a 1/9 ML S coverage, the adsorption energies and dissociation barriers of CO are 

compared between sulfur-free and sulfur-present conditions on both flat and stepped surfaces. 

These two energy parameters are substituted to a rate equation for CO dissociation, thus one can 
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see whether Rh-Ni binary metals provide the fastest CO dissociation rate in the presence of 

sulfur. Chapter 2 also illustrates electronic interactions between adsorbed CO and co-adsorbed S 

using partial charge density images based on the projected density of state (PDOS) analysis to 

clarify the mechanistic reason of the high sulfur tolerance of Rh-Ni binary metals. 

Chapter 3 considers the thermodynamic stability of possible sulfur poisoning species 

such as S, SOx (x=1~4), and metal sulfides (Ni3S2 and Rh17S15) on each metal. We consider a 

broad range of experimental conditions by varying the range of computational H2S pressure from 

1.0 × 10
-9

 to 6.0 × 10
-1

 atm and temperature from 400 to 1800 K. Gibb free energies of formation 

for each sulfur poisoning species were calculated using DFT energy values and statistical 

formulas to construct phase diagrams at various pressure and temperature conditions. In these 

phase diagrams, we reveal whether binary metals have different sulfur poisoning species from 

pure metals at specific experimental conditions of interest as a different poisoning species is 

likely to have a different sulfur poisoning impact on catalytic reactions. Additionally, since there 

are controversial experimental reports whether the preferred sulfur poisoning species on Rh is S 

or SO4,
49-53

 the preference for SO4 formation on Rh are probed in various ways by constructing 

phase diagrams at high O2 pressures and calculating the binding energies of SO4 at either the Rh 

stepped surface or a Rh cluster supported on the CeO2 (111) surface. 

The energetics of propane steam reforming is discussed in Chapter 4 and the entire 

potential energy surfaces are constructed using BEP relations. To find linear BEP relations, 

transition state searches were carried out for representative reactions of each reaction type such 

as C-H, C-O, O-H, and C-C dissociation. Chapter 4 also evaluates two estimation approaches, 

the BEP relation only and the combined use of BEP relations with scaling relations, to determine 

which approach is appropriate for our system. Mapping of the entire potential energy surfaces of 
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propane steam reforming is done for the important reaction paths chosen by referring to previous 

computation studies. Using the completed energetics of propane reforming, the sulfur tolerance 

mechanism of binary Rh-Ni metals is analyzed in terms of the impact of sulfur poisoning on both 

significant elementary steps and overall reactions. The results of this dissertation guide us to the 

important factors (i.e., key intermediates and elementary steps) to design new sulfur tolerant 

reforming catalysts. Chapter 5 summarizes all the conclusion of Chapter 2-4 and discusses 

recommendations for future work. 
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Chapter 2                                                                                                                         

Density Functional Theory Study of Sulfur Tolerance of CO Adsorption and 

Dissociation on Rh-Ni Binary Metals 

 

This chapter is published as: Kyungtae Lee, Chunshan Song, Michael J. Janik. Applied Catalysis A: 

General, 389 (2010), 122-130 

 

ABSTRACT: The effect of Ni addition to improve the sulfur tolerance of a Rh catalyst for CO 

dissociation was studied using density functional theory (DFT) methods. Adsorption and dissociation 

were considered over the (111) surfaces of binary Rh1Ni2 and Rh2Ni1 metals with comparison to pure Rh 

and Ni surfaces. Sulfur adsorption on the Rh1Ni2(111) surface is 0.21 eV more endothermic than on the 

Rh(111) surface, suggesting that a Rh1Ni2 bimetallic catalyst has a higher sulfur tolerance than pure Rh 

catalysts due to a lower surface coverage of the sulfur poison. To compare catalytic activity in the 

presence of adsorbed sulfur, the CO dissociation rates over the binary and pure metals were calculated 

with 1/9 sulfur coverage. CO dissociation is fastest on the pure Rh surface under sulfur-free conditions, 

whereas among sulfur poisoned surfaces, the Rh1Ni2 surface shows the fastest CO dissociation rate. The 

CO dissociation barrier on Rh1Ni2 is destabilized less by a S coadsorbate than for the other metals. The 

addition of Ni atoms to a Rh catalyst improves the sulfur tolerance of the catalyst for CO dissociation by 

minimizing the repulsion between the adsorbed S atom and the CO dissociation transition state, as 

evidenced through a projected density of states analysis. The Rh1Ni2(221) stepped surface also shows a 

lower activation barrier and higher CO dissociation rate in the presence of sulfur than the Rh(221) stepped 

surface.  
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2.1 Introduction 

 

Hydrocarbon reforming processes are used industrially to produce hydrogen gas, which may 

become an important alternative energy carrier.
1
 In the reforming process for fuel cell applications, 

hydrogen is produced from natural gas, liquid hydrocarbons (CmHn), or alcohols.
2-4

 These fuels contain a 

ppm level of sulfur containing species, or a ppb level following a desulfurization process.
5,6

 For reforming 

of most liquid hydrocarbon fuels, catalysts are continuously exposed to the sulfur compounds, which 

accumulate on the catalyst’s surface due to strong sulfur surface adsorption.
7,8

 Reforming catalysts lose 

their activity for converting liquid hydrocarbon fuels due to sulfur poisoning, which can further increase 

the formation of carbon deposits on the surface.
9,10

 To overcome such deactivation, Strohm et al. 

introduced Rh-Ni catalysts with high sulfur tolerance for steam reforming of liquid hydrocarbon fuels.
11

 

The mechanism accounting for such an improvement is not clear, which motivates our study. The 

reforming process involves a complex reaction network at temperatures over 500 ºC, making 

experimental elucidation of the elementary mechanistic impact of S adsorption over the binary metal 

catalysts difficult.  

Density functional theory (DFT) methods allow us to analyze individual elementary reactions and 

examine their mechanistic impact within the overall reforming reaction. Herein, we use DFT methods to 

examine the sulfur tolerance of bimetallic Rh-Ni catalysts by analyzing CO adsorption and dissociation in 

the presence of sulfur. Carbon monoxide (CO) dissociation is an important step in determining activity 

and selectivity.
12,13

 Carbon monoxide (CO) dissociation is also a critical step in other catalytic processes 

such as Fischer-Tropsch synthesis and methanation,
14,15

 and our results provide insight into evaluating 

sulfur tolerance in these processes. 

Sulfur compounds in hydrocarbon fuels are converted into hydrogen sulfide (H2S) during the 

reforming process, which dissociatively adsorbs leaving sulfur atoms on the catalyst surface.
5
 Once sulfur 
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poisoning occurs on the catalyst surface, the catalyst loses its reforming activity and pyrolysis of the 

hydrocarbon fuel mainly occurs.
16

 This pyrolysis leads to carbon deposits on the catalyst and prevents the 

catalyst from reforming the hydrocarbon fuel.
10

 Sulfur tolerance may be enhanced in binary metal 

catalysts. Non-noble Ni catalysts have been mainly used in industry for low-cost reforming processes.
17

 

Noble metals such as Rh and Ru are expensive, but advantageous to minimizing carbon formation.
11

 

Recently, several studies have reported that Rh addition to Ni catalysts combines benefits of a low-cost 

process with high activity, high selectivity, and lower formation of carbon deposits.
18-20

 In addition to the 

advantages mentioned above, Strohm et al. showed that the addition of Ni to a Rh reforming catalyst 

supported on CeO2-Al2O3 enhances sulfur tolerance with the highest performance of 2 wt% Rh-10 wt% 

Ni (Ni: Rh atomic ratio of 1:0.1).
11

 TPR and XPS analysis indicated a close interaction between Rh and 

Ni, implying that Rh-Ni is present as a bimetallic form during the reforming process.  

Interestingly, the methane selectivity during reforming over Rh and Ni-Rh catalysts declines in 

advance of the fuel conversion decrease, implying that methane formation is most sensitive to sulfur 

poisoning.
11

 There are two possible routes for methane formation, hydrogenation of CO and cleavage of 

C-C bonds followed by hydrogenation of C1 (CH3) fragments. Whereas the cleavage of hydrocarbons also 

produces other short-chain hydrocarbons, the hydrogenation of CO leads to only methane as the final 

product. The rate-determining step of hydrogenation of CO is the CO dissociation step,
12

 therefore we 

initially examine the sulfur tolerance mechanism by analyzing CO adsorption and dissociation on Rh-Ni 

surfaces in the presence of adsorbed sulfur. 

The impact of S presence on CO adsorption has been previously considered using DFT methods. 

Zhang et al. reported the influence of a sulfur atom on the adsorption energy of CO on the Rh(111) 

surface.
21

 The CO adsorption energy is destabilized by 0.2 eV for a S coverage of 1/4 monolayer (ML) 

and by 0.05 ~ 0.1 eV for 1/9 ML. The effect of S on the CO dissociation step was examined over the 

Fe(100) surface.
22

 This DFT study found that the presence of S increases the activation barrier of CO 
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dissociation by 0.15 eV and makes the reaction energy endothermic, indicating that an adsorbed S atom 

slows the CO dissociation step. 

The adsorption and dissociation of CO on a sulfur-free surface has been extensively investigated 

using DFT methods. On Rh(111), CO initially adsorbs on top of a Rh atom and then C and O atoms 

dissociate into hollow sites with an intrinsic activation energy based on the energy of CO gas of 1.2 to 1.3 

eV.
23-25

 On Ni(111), CO initially adsorbs at a fcc hollow site and dissociation moves the O atom into 

another hollow site with an intrinsic activation energy of 1.1 to 1.4 eV.
15,26,27

 The activation energy values 

of CO dissociation are similar on Rh and Ni surfaces. However, Stroppa et al. revealed that Ni decoration 

of a Rh stepped surface lowers the activation barrier of CO dissociation by 0.09 eV under a sulfur-free 

condition.
28

 This study did not consider the impact of S coadsorption, however they suggest that Rh-Ni 

binary surfaces may show lower CO dissociation barriers than the pure metal surfaces. Previous studies 

also have clearly demonstrated the importance of stepped surfaces in catalyzing CO dissociation. The 

activation barrier for CO dissociation on the Rh(211) stepped surface is 0.87 eV lower than on the flat 

(111) surface.
24,25

 Therefore, we analyze the effect of binary Rh-Ni on sulfur tolerance for CO 

dissociation by varying the ratio of Rh to Ni on both the flat (111) and stepped (221) surfaces. 

We examine CO adsorption and dissociation on Rh-Ni (111) and (221) surfaces. The adsorption 

of S on these surfaces and its impact on CO adsorption and dissociation is considered. Comparison is 

made with the pure Ni and Rh surfaces. Our results show that Rh1Ni2 surfaces maintain the greatest 

activity for CO dissociation in the presence of sulfur.  

 

2.2 Methods 

 

Calculations were carried out using the Vienna Ab-initio Simulation Program (VASP), an ab 

initio total-energy and molecular dynamics program developed at the Institute for Material Physics at the 
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University of Vienna.
29-31

 The Perdew-Wang (PW91) version of the generalized gradient approximation 

(GGA) is used for exchange and correlation energies.
32,33

 The electron-ion interactions are described by 

the projector augmented wave (PAW) method by Blöchl.
34

 The cut-off energy of the plane-waves basis 

set used to represent valence electrons was 400 eV. The reciprocal space has been sampled with a (5  5  

1) gamma centered grid for 3  3 metal surfaces, a (7  7  1) grid for 2  2 metal surfaces, and the 

gamma point only for isolated molecules. The carbon monoxide molecule was optimized in a 10  10  

10 Å cubic unit cell. Spin-polarized calculations were applied for pure Ni structures, Rh-Ni binary 

structures and the isolated S atom. The isolated S atom had two unpaired electrons. Structural 

optimization was stopped when the forces on all atoms were minimized to less than 0.05 eV·Å
-1

.  

 

 
Figure 2-1. Perspective view (left) and top view (right) of the Rh-Ni (111) surfaces (dark small sphere: Rh, 

light large sphere: Ni); (a) Rh2Ni1, (b) Rh1Ni2. There are six possible adsorption sites for an adsorbate, as 

shown in (a): N and R in parenthesis indicate a site located over a Ni metal atom and a Rh metal atom, 

respectively.  
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The optimized lattice parameters for Rh and Ni are 3.800 Å (3.803 Å experimentally,
35

 0.08 % 

difference) and 3.520 Å (3.524 Å experimentally,
35

 0.11%), respectively. The Rh-Ni binary metal model 

evenly distributes Ni and Rh atoms in the structure shown in Figure 2-1. The optimized lattice parameters 

are 3.758 Å for Rh2Ni1 and 3.658 Å for Rh1Ni2. DFT calculations indicate that the formation of these two 

bimetallic phases from the constituent pure metals is thermodynamically favorable over 100 °C.
36

 To 

model flat surfaces, the (111) surface was used with a five metal layer slab (top three layers relaxed). 

Each slab was separated by 10 Å of vacuum normal to the surface. For the stepped surfaces of Rh and 

Rh1Ni2, we used the (221) surface which has a similar geometry with the (553) surface examined by 

others,
28,37

 the difference being that (221) has one less row in the (111) terrace than the (553) surface. The 

Rh1Ni2 stepped surface was made by cleaving the Rh1Ni2 bulk metal. The stepped surfaces consist of a 

total of six metal layers with the top three layers relaxed and periodic slab repetitions are separated by 10 

Å of vacuum. 

 The climbing image nudged elastic band (CI-NEB) method was used to locate the transition 

states and calculate the activation barriers for CO dissociation on flat surfaces. To apply the CI-NEB, the 

interpolated four images between the initial and final states were optimized along the reaction coordinate. 

The image with a maximum energy value and an absolute tangential force below 0.05 eV·Å
-1

 is the 

transition state. The transition states on the Rh and Rh1Ni2 stepped surfaces were first approximated with 

the CI-NEB method based on the previously reported configurations of CO dissociation on Rh stepped 

surface
24,28

 and the isolated highest energy image was used as input to a dimer transition state search 

calculation
38

. All transition states were confirmed to have a single imaginary vibrational frequency. 
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2.3 Results and Discussion 

 

2.3.1 Adsorption energy of S and CO on (111) surfaces of Rh, Ni pure and binary metals 

 

The configurations for CO dissociation on pure and binary metal surfaces can be constructed 

based on the preferred adsorption sites for S and CO on those surfaces. The various high-symmetry 

adsorption sites on the binary metal surface that were considered for adsorption are illustrated in Figure 2-

1a. Atop, hollow (hcp and fcc), and bridge sites were considered on the single metal (111) surface. The 

adsorption energies of CO and S on each site are listed in Table 2-1 along with bond lengths of C-O, C-M, 

and S-M. The adsorption of CO on both Rh and Ni is stronger at the hcp and fcc hollow sites than the 

atop and bridge sites. Strong adsorption at the hollow site includes electron back-donation to the C-O 

antibonding orbital, lengthening the C-O distance from 1.14 Å in gas phase to 1.19 Å on the surface. The 

energy differences between the hollow sites and the other sites are greater for S than for CO adsorption. 

For example, on Rh(111), S atoms prefer hollow sites by ~0.5 eV whereas the preference for CO is 

0.05~0.1 eV. This suggests that with S coadsorbed, CO dissociation configurations on pure metals should 

retain S at its preferred adsorption site.  

Hollow sites are assumed to be preferred for CO and S adsorption to the Rh2Ni1 and Rh1Ni2 

bimetallic surfaces. We considered four types of hollow sites, indicated as hcp(R), fcc(R), hcp(N), and 

fcc(N). The adsorption energies and distances between the atoms on the binary metals are also listed in 

Table 2-1. Based on the preferred adsorption sites and strong S preference, we placed the S atom in the 

fcc(N) site on both Rh2Ni1 and Rh1Ni2 surfaces while examining CO coadsorption sites. 

The differences in S adsorption energies among Ni, Rh, and Ni-Rh bimetallics provide insight 

into the S tolerance of the bimetallic catalysts. The adsorption energy of S at the preferred fcc site on pure 

Ni(111) surface is 0.31 eV more endothermic than that on the pure Rh(111) surface, indicating that the  
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Table 2-1. Adsorption energies (ΔEads, eV) and bond distances (Å) for S and CO adsorbed to high 

symmetry sites on Ni, Rh monometallic and Ni-Rh bimetallic (111) surfaces. 

pure metals 

Rh Ni 

CO S CO S 

ΔEads dC-O dC-M
a
 ΔEads dS-M

a
 ΔEads dC-O dC-M

a
 ΔEads dS-M

a
 

atop -1.90 1.16 1.84 -3.55 2.13 -1.59 1.16 1.74 -3.60 2.01 

hcp -2.01 1.20 2.09 -5.47 2.26 -1.92 1.19 1.95 -5.09 2.14 

fcc -1.96 1.19 2.10 -5.48 2.27 -1.91 1.19 1.95 -5.17 2.14 

bridge -1.91 1.19 2.02 -5.00 2.22 -1.80 1.19 1.88 -4.91 2.10 

alloy metals 

Rh2Ni1 Rh1Ni2 

CO S CO S 

ΔEads dC-O dC-M
b
 ΔEads dS-M

b
 ΔEads dC-O dC-M

b
  ΔEads dS-M

b
 

hcp(R) -1.99 1.20 
2.07 

(2.00) 
-5.36 

2.26 

(2.15) 
-1.92 1.19 

2.06 

(1.97) 
-5.15 

2.29 

(2.14) 

fcc(R) -1.94 1.19 
2.07 

(2.04) 
-5.35 

2.26 

(2.14) 
-1.91 1.19 

2.06 

(1.98) 
-5.21 

2.28 

(2.14) 

hcp(N) -1.93 1.20 
2.08 

(1.97) 
-5.37 

2.26 

(2.14) 
-1.93 1.19 

2.07 

(1.96) 
-5.22 

2.27 

(2.13) 

fcc(N) -1.98 1.19 
2.07 

(2.02) 
-5.45 

2.27 

(2.15) 
-1.92 1.19 

2.05 

(1.98) 
-5.27 

2.28 

(2.14) 
a
 dC-M and dS-M are the distances of surface metal atom from C atom and S atom, respectively. Hollow 

sites are represented with the average value of distances from three metal atoms to C or S atom.  
b
 Since each hollow site is surrounded by both Rh and Ni metal atoms, the first value is an average 

distance of S or C to Rh metal atoms and the value in parenthesis is an average distance to Ni atoms.   

 

equilibrium adsorption S coverage will be less on Ni than Rh catalysts. The Rh1Ni2 metal containing a 

high ratio of Ni also has a 0.21 eV weaker adsorption energy of S at the preferred fcc(N) site than at the 

fcc site of pure Rh, suggesting that the coverage of S on Rh-Ni metals will be less than on pure Rh. 

However, the Rh2Ni1 metal containing a high ratio of Rh has a similar adsorption energy of S to that on 

pure Rh. Experimental deactivation studies of jet fuel reforming showed that the sulfur tolerance of a 2 wt% 

Rh catalyst was improved by increasing the amount of Ni up to 10 wt% (Ni:Rh atomic ratio of 1:0.1).
11

 

We conclude that one reason a Rh-Ni binary metal has a high sulfur tolerance compared to pure Rh is due 

to the weaker S binding on Rh-Ni compared to pure Rh. 
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2.3.2 Influence of sulfur coadsorption on CO, C, and O adsorption energies to Rh(111) 

 

Sulfur has a short-range influence on CO molecules adsorbed to the catalyst surface.
21,22

 Thus, we 

need to identify a feasible sulfur coverage at which CO may adsorb and dissociate in the presence of 

adsorbed sulfur. We considered the effect of Rh(111) S coverage on CO adsorption as well as on the 

dissociation products of adsorbed C and O atoms. Figure 2-2 illustrates the coadsorption structures 

considered, which are equivalent to those used by Zhang et al.
21

 The adsorption energies at the initial and 

final states of CO dissociation are summarized in Table 2-2. The trends of adsorption energies at the 

initial state are consistent with the result of Zhang et al., but there are absolute differences in adsorption 

energies. These small differences are accounted for by method variations; Zhang et al. used three layer 

slabs with 2x2 and 3x3 surface cells and 2, 8 k-points for structure optimization, whereas we used five 

layers with the top three layers relaxed and 13, 25 k-points for 2x2 and 3x3 cells.  

In the presence of sulfur, adsorption energies at the initial and final states are destabilized. The 

extent of destabilization is described by the difference in adsorption energy with and without S present 

(∆Eads
w/ S

 − ∆Eads
w/o S

). While the extent of destabilization at the final state on the 1/9 S coverage is 0.29 eV, 

the extent on the 1/4 S coverage is as high as 1.29 eV. This implies that CO dissociation will not occur to 

a significant extent with 1/4 ML S coverage. The change of the dissociation reaction energies (ΔEdiss) in 

the presence of S atoms on surface is given by (∆Eads
w/ S

 − ∆Eads
w/o S

 at the final state) – (∆Eads
w/ S

 − ∆Eads
w/o S

 

at the initial state). The change of ΔEdiss due to the presence of S coadsorbed is 0.86 eV for the 1/4 ML S 

coverage and 0.19 eV for the 1/9 ML S coverage. Therefore, the high endothermic dissociation energy 

and extremely unstable condition for the dissociated C and O atoms on the 1/4 ML S coverage lead us to 

exclude the 1/4 S coverage and apply the 1/9 S coverage to modeling CO dissociation in the presence of 

coadsorbed sulfur. 
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Figure 2-2. Adsorption of a CO molecule (left) and dissociated C and O (right) in (a) 1/4 ML S coverage 

and (b) 1/9 ML S coverage on the Rh (111) surface. S atoms are represented with light color, C atoms 

with grey color, and O atoms with dark color. Arrows indicate the movement of O atom during CO 

dissociation.  

 

 

Table 2-2. Adsorption energies of CO and C + O on the Rh (111) surface in the presence of S. Adsorption 

energies calculated by Zhang et al. are shown in parenthesis 
21

. The reference states for the calculation of 

∆Eads
w/o S

 and ∆Eads
w/ S

 use the energy of an isolated CO molecule for the initial state and the energies of 

isolated C and O atoms for the final state.  

 
CO (initial state) C + O (final state) 

1/4 ML 1/9 ML 1/4 ML 1/9 ML 

∆Eads
w/o S

 (eV) -1.91 (-1.80) -1.90 (-1.88) -10.29 -10.45 

∆Eads
w/ S

 (eV) -1.48 (-1.60) -1.79 (-1.83) -9.00 -10.16 

∆Eads
w/ S

 − ∆Eads
w/o S

 (eV) 0.43 0.10 1.29 0.29 
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2.3.3 Expression for the apparent CO dissociation rate used to compare among metals 

 

The extent of sulfur tolerance for CO dissociation can be compared across surface compositions 

by analyzing variations of the CO dissociation rate. Carbon monoxide dissociation occurs through the 

following two steps, 

 

CO (g) + * ↔ CO*      (equilibrium constant: 
[*]

*][
1

COP

CO
K  )                                                                    (1) 

CO* ↔ C* + O*         (forward rate: *][2 COkr OC   )                                                                            (2)                                            

 

PCO is the partial pressure of CO gas, (CO*) is the concentration of adsorbed CO molecules, and 

k2 is the rate constant of CO dissociation. For simplicity, we assume that the CO dissociation step is 

irreversible and examine the forward CO dissociation rate. Using the K1 equation, the CO dissociation 

rate in Eq. (2) is expressed as 

 

[*]12 COOC PKkr                                                                                                                                       (3) 

 

The rate constant (k2) and equilibrium constant (K1) are related to thermodynamic parameters 

such as reaction Gibbs energy and entropy as described by the following equations. 

 

 RTSTHRTGK /)(exp)/exp( 1111                                                                                (4) 

)/exp( 2,2 RTAk act                                                                                                                            (5) 
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where ∆G1, ∆H1, and ∆S1 are the changes of Gibbs energy, enthalpy, and entropy of CO adsorption in Eq. 

(1), A is a pre-exponential factor, and act,2 is the activation energy of CO dissociation step in Eq. (2). 

From these relationships, Eq (3) is written as 

 

[*])/exp()/exp()/exp( 112, COactOC PRSRTHRTAr    

         [*]/)(exp' 2,1 COact PRTHA                                                                                                (6) 

  

where A' represents A exp(∆S1/R) in which ∆S1 is regarded as a constant because the entropy change of 

CO adsorption is not meaningfully dependent on the identity of the metal substrate. We also assume 

negligible metal to metal difference in pre-exponential factor, A, allowing us to consider A' as a metal 

independent constant. The final rate equation used replaces the DFT energy difference (∆E1) for ∆H1 and 

presumes low sulfur coverage of CO, C, O such that (*) may also be considered metal independent: 

 

  COactOC PRTEAr /)(exp'' 2,1                                                                                                     (7) 

 

where rC-O' = rC-O/(*) 

Using Eq. (7), the relative rate equation for metal substrate I and II is expressed as 

 

 
 RTIIIIE

RTIIE

IIr

Ir

act

act

OC

OC

/))()((exp

/))()((exp

)('

)('

2,1

2,1








                                                                                (8) 
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2.3.4 CO dissociation configurations 

 

The configurations for CO dissociation on each metal were constructed based on the stable 

adsorption sites of CO and S in Table 2-1 and the preferred dissociation path for CO dissociation reported 

by Morikawa et al.
26

 According to the preferred dissociation path, the O atom moves in the (110) 

direction and finally arrives at another hollow site via the bridge site as shown in Figure 2-3. For each 

metal, we considered an additional configuration, configuration B, by placing the CO molecule at a 

hollow site close to the S atom in order to observe the results with stronger influence of S on adsorbed 

CO. As we have to consider both the preferred sites and preferred path, we used the second or third 

preferred adsorption sites for CO due to its minor site-dependence in order to place the S atom in the most 

preferred adsorption site and apply the identical CO dissociation path for each metal. We used the fcc 

hollow site for CO adsorption on Ni and the fcc(N) hollow site for CO adsorption on Rh1Ni2, both of 

which have a difference of 0.01 eV in energy from the most stable adsorption site. In the case of Rh2Ni1, 

we used the fcc(N) hollow site for CO adsorption in configuration A and the fcc(R) hollow site for CO 

adsorption in configuration B with differences of 0.01 and 0.05 eV from the most stable site. The CO 

dissociation configurations under the sulfur-free condition were equivalent to the CO adsorption 

configurations used under the sulfur-poisoned condition. The initial, transition, and final states on each 

metal are illustrated in Figure S1. 

 

2.3.5 Energetics of CO dissociation 

 

The activation energy (act,2) and adsorption energy of CO (∆E1) were obtained using the models 

shown in Figure 2-3, which enable us to calculate the CO dissociation rates relative to sulfur-free Rh(111)  
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Figure 2-3. CO dissociation configurations on each metal surface. In configuration B, S atoms are located 

to have a closer interaction with adsorbed CO molecules than configuration A. Arrows indicate the path 

taken by the O atom during dissociation with the point residing on the final O adsorption site. (Rh and Ni: 

dark and light spheres in the substrate, respectively. C, O, S: grey, dark, and light spheres in the adsorbate 

layer, respectively.)  

 

 
using Eq. (8), as summarized in Table 2-3. Figure 2-4 plots the activation barrier for CO dissociation 

versus the adsorption energy of CO, the two values that collectively determine the CO dissociation rate 

according to Eq. (8). A strong correlation between dissociation barrier and adsorption energy is not 

observed in Figure 2-4. The cause of a decreased CO dissociation rate in the presence of sulfur varies 

across surfaces and configurations, including weaker CO adsorption (ex. Ni (conf. B)), increased 
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dissociation barrier (ex. Rh2Ni1 (conf. A)), or both weaker CO adsorption and an increased barrier (ex. 

Rh2Ni1 (conf. B)). As a stronger adsorption energy of CO and a lower activation barrier lead to a higher 

CO dissociation rate, the bottom left area in Figure 2-4 represents the catalysts with a highest CO 

dissociation rate. The pure and binary metals under sulfur-free conditions appear in this area. Among 

them, the pure Rh surface has the highest dissociation rate under sulfur-free conditions. This is consistent 

with reactivity studies which showed that a fuel conversion of 98 % was maintained on the pure Rh 

catalyst for 83 hours under a sulfur-free condition.
11

 

 

Table 2-3. Relative CO dissociation rate, activation energy of CO dissociation and adsorption energies of 

CO on each metal surface. CO dissociation rates were calculated at the reaction temperature of 773.15 K. 

surface metal relative rate 

adsorption 

energy of CO 

(eV) 

activation 

energy of CO 

(eV) 

clean  

surface 

Rh 1 -2.01 2.97 

Rh1Ni2 8.09 × 10
-1

 -1.92 2.90 

Ni 5.93 × 10
-1

 -1.91 2.91 

Rh2Ni1 2.95 × 10
-1

 -1.98 3.02 

sulfur 

poisoned 

surface 

Rh1Ni2 (conf. A) 4.96 × 10
-2

 -1.80 2.96 

Rh (conf. A) 2.16 × 10
-2

 -1.94 3.16 

Rh2Ni1 (conf. A) 1.94 × 10
-2

 -1.97 3.20 

Rh1Ni2 (conf. B) 1.10 × 10
-2

 -1.66 2.92 

Ni (conf. A) 7.18 × 10
-3

 -1.93 3.22 

Ni (conf. B) 6.72 × 10
-3

 -1.62 2.91 

Rh (conf. B) 2.90 × 10
-3

 -1.72 3.07 

Rh2Ni1 (conf. B) 4.36 × 10
-4

 -1.69 3.17 
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Figure 2-4. Plot of the CO dissociation activation energy versus the CO adsorption energy for the various 

Ni, Rh, and Ni-Rh surfaces considered. The dotted circle line indicates the catalysts under sulfur-free 

conditions and the other points outside the dotted circle are for the catalysts in the presence of sulfur. 

 

The most notable result in Table 2-3 is that among all the pure and binary surfaces, the Rh1Ni2 

metal exhibits the best performance in the presence of sulfur for both configuration A and B, consistent 

with the experimental result that addition of Ni improves sulfur tolerance of Rh catalysts.
11

 For 

configuration A, all metals experience an increase of activation barrier by 0.06 ~ 0.31 eV due to sulfur 

poisoning. Rh1Ni2 is least affected by the presence of sulfur, implying that the transition state is not as 

destabilized by sulfur poisoning. For configuration B with S near to the CO adsorbate, the activation 

barriers are decreased due to the relatively larger S destabilization of the initial states compared to that of 

the transition states. In configuration B, the Rh1Ni2 metal also shows a relatively low activation barrier 

compared to other metals, leading to the catalyst with the highest CO dissociation rate in configuration B. 

Whereas the Rh1Ni2 surface has the highest sulfur tolerance in both configuration A and B, the Rh2Ni1 

surface, containing a smaller ratio of Ni, is not sulfur tolerant. This is also consistent with experimental 

results, which suggested that a high sulfur tolerance is accomplished by adding a 9:1 Ni to Rh atomic 

ratio at 33 ppm sulfur level.
11

 Figure 2-4 illustrates that the Rh2Ni1 metal containing a small ratio of Ni is 

not able to prevent a significant change in the activation barrier for CO dissociation by sulfur poisoning. 
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2.3.6 Projected Density of State (PDOS) analysis 

 

The difference in CO dissociation energetics between the pure Rh and bimetallic Rh1Ni2 surfaces 

was analyzed using the projected density of states (PDOS) of 2p orbitals of C and O atoms. An electronic 

explanation of the reduced S poisoning observed for the Rh1Ni2 surface is sought as a simple geometric 

argument does not explain this observation. The adsorbed S atom shows a lessened effect on the CO 

dissociation rate on Rh1Ni2 surfaces with comparison to Rh despite the adsorbed S atom being slightly 

closer to the CO and C+O adsorbates in the binary metal system. Figure 2-5 (a) and (c) show the initial 

state and transition state PDOS’s of the O 2p orbital (left figures) on each metal surface with and without 

a coadsorbed S atom. The shift of the PDOS graph between sulfur free and sulfur coadsorbed conditions 

on Rh is more pronounced than on Rh1Ni2, especially in the initial state. The peak shift on Rh is due to 

peak broadening which occurs when the interaction between adsorbates increases.
39,40

 Thus, the PDOS 

data indicates that the interaction between CO and S on Rh1Ni2 is weaker than that on Rh, in agreement 

with the greater sulfur tolerance of Rh1Ni2. At the transition state, it is not easy to perceive the difference 

in the PDOS between Rh and Rh1Ni2 after S adsorption because the PDOS is more disperse than in initial 

state.  

For a further explanation of the PDOS shift in the initial states, we visualized the partial charge 

density associated with specific peaks in the C and O PDOS. The partial charge densities on pure Rh with 

S are visualized in Figure 2-6 for states at energies of -11.6 and -11.8 eV, where major peak shifts of 

initial states occur (Figure 2-5a). According to Figure 2-6, the peak at -11.6 eV, a reduced peak in the 

presence of S, does not exhibit any interaction between CO and S. The peak at -11.8 eV, a peak 

strengthened in the presence of S, shows the interaction of S and CO that makes the adsorbed CO 

molecule unstable. Although there is an increase at -11.8 eV and decrease at -11.6 eV, the net effect is to 

increase the energy as given in next paragraph. The partial charge density on Rh1Ni2 is not shown here, as  
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Figure 2-5. Projected density of states of the O 2p orbital in the initial (CO adsorbed) and transition (CO 

dissociation) states on a) the Rh and c) Rh1Ni2 surfaces (solid line: with sulfur, dotted line: without sulfur). 

The energy-weighted differences of (PDOS of O 2p × energy) values between the presence and absence 

of sulfur on b) the Rh and d) Rh1Ni2 surfaces are plotted versus energy relative to vacuum.  

 

 

 

 
Figure 2-6. Partial charge density images on pure Rh at (a) -11.8 eV and (b) -11.6 eV in the presence of S. 

The values above 1.0×10
-5

 in charge density were visualized for these images. (Rh is dark spheres in the 

substrate. C, O, and S: grey, dark, and light spheres in the adsorbates, respectively.)  
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we could not find any direct interaction between S and CO. Therefore, the high sulfur tolerance on Rh1Ni2 

is explained by the fact that the influence of sulfur on the adsorbed CO is limited on the Rh1Ni2 surface.  

We measured the electronic energy associated with occupation of these states by the integral 

energy (Eint) of the O projected orbital described as the following equation 

                                                                 





F

dPDOSEint                                                              (9) 

where εF is the Fermi energy of a system. Comparison of sulfur induced shifts in this value between 

surfaces can be used to track the energetic impact of S poisoning. The energy weighted PDOS differences 

between with and without S are depicted in Figure 2-5 (b) and (d) and the Eint values are listed in Table 2-

4. The C 2p orbital could equally have been used for this analysis and provides the same qualitative 

results as the major shift affected by S binding is the C-O π or π* orbital. Most integral values in Table 2-

4 are positive, indicating that S coadsorption destabilizes occupation of the O 2p orbital states. The 

integral values for the Rh1Ni2 surface are smaller than for the pure Rh surface, implying that the C and O 

orbital energies become relatively less unstable on Rh1Ni2 following S adsorption than on Rh. This trend 

is more conspicuous in the transition state. The integral values in C 2p orbital on Rh1Ni2 is negative, and 

the sum of two integrals in C 2p and O 2p is equal to zero. This trend shows qualitative agreement with  

 

 

Table 2-4. Differences in the integrated energy-weighted PDOS (Eint, equation (9)) between the sulfur free 

and sulfur coadsorbed conditions on Rh and Rh1Ni2. 

surface  

(projected orbital) 

CO adsorbed  

(eV) 

CO dissociation TS 

(eV) 
dissociation product (eV) 

Rh(111) (C 2p) 0.77 0.25 0.26 

Rh(111) (O 2p) 0.61 0.41 0.02 

Rh1Ni2(111) (C 2p) 0.11 -0.08 0.37 

Rh1Ni2(111) (O 2p) 0.36 0.08 0.04 
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the minimal changes in activation energy on Rh1Ni2 after S adsorption in Figure 2-4. However, 

quantitative comparisons between these energy changes and the calculated CO dissociation energetics are 

not possible because the PDOS magnitude is affected by the choice of atom radii used in projecting the 

plane-wave states onto atomic orbitals.  

 

2.3.7 CO dissociation on stepped surfaces 

 

Carbon monoxide (CO) dissociation was also considered on stepped surfaces, as step sites are 

known to be more active for this reaction than flat surfaces.
41

 The Rh and Rh1Ni2 (221) surfaces were 

used to examine the impact of S coadsorption on CO dissociation energetics. The isolated transition state 

structures on the (221) surfaces are similar to those previously reported over the Rh(211) or (553) 

surfaces.
24,28

 The adsorption site of S was chosen to give a similar distance between S and C atoms as 

configuration B of Figure 2-3, with S placed at the step-bottom site where the adsorption energy is most 

exothermic. For the Rh1Ni2 surface, the adsorption energy difference of CO on each atop site is more 

pronounced than that of S on each step-bottom fcc site, thus we modeled the CO dissociation 

configuration based on the most preferred site for CO. For this reason, the adsorption energy of S at the 

most preferred site on the Rh1Ni2 stepped surface is given separately in Table 2-5. The initial and 

transition states of CO dissociation on the (221) surfaces are displayed in Figure 2-7 and Figure S2 

(supporting information). The calculated energetics and relative dissociation rates are listed in Table 2-5.  

One of the advantages of the Rh1Ni2(111) surface is less exothermic adsorption of sulfur than on 

the other Rh-containing (111) surfaces. This is not apparent for the (221) stepped surfaces. The Rh 

stepped surface has a similar S adsorption energy to its flat surface whereas Rh1Ni2(221) has more 

exothermic S adsorption energy at the most preferred site for S (Table 2-5), leading to similar adsorption  
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Table 2-5. Adsorption energies of S and CO, activation energies of CO dissociation, and CO dissociation 

rates on Rh and Rh1Ni2 (221) stepped surfaces. CO dissociation rates were calculated at the reaction 

temperature of 773.15 K, and are given as relative values to the CO dissociation rate on the Rh(111) 

surface .  

metal 

surface 

adsorption energy  

(eV) 

activation energy  

(eV) 

relative  

dissociation rate 

S 
CO  

(w/o S) 

CO  

(w/ S) 
w/o S w/ S w/o S w/ S 

Rh(111) -5.48 -2.01 -1.72 2.97 3.07 1 2.90 × 10
-3

 

Rh(221) -5.47 -1.92 -1.92 2.11 2.34 1.22 × 10
5
 3.05 × 10

3
 

Rh1Ni2(111) -5.27 -1.92 -1.66 2.90 2.92 8.09 × 10
-1

 1.10 × 10
-2

 

Rh1Ni2(221) 
-5.12 

(-5.52)
a -1.94 -1.96 2.08 2.27 2.52 × 10

5
 1.67 × 10

4
 

a - The first value of S adsorption energy on the Rh1Ni2(221) surface is calculated at the site that was 

used for the CO dissociation calculation and the value in parenthesis is calculated at the most preferred 

site (the other step bottom fcc site) for S.  

 

 

 
 

Figure 2-7. Initial (left) and transition (right) states on (a) the Rh (221) and (b) Rh1Ni2 (221) stepped 

surfaces. (Rh and Ni: dark and light spheres in the substrate, respectively. C, O, S: grey, dark, and white 

spheres in the adsorbate layer, respectively.)  
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energies of S between Rh and Rh1Ni2 stepped surfaces. A single metal atom is closely involved in S 

adsorption on the Rh(221) surface whereas four metal atoms are involved on the Rh1Ni2(221) surface. 

The difference of CO adsorption energy between the Rh and Rh1Ni2 flat surfaces also does not appear on 

their stepped surfaces, indicating that the critical factor to determine CO dissociation rates on stepped 

surfaces is not the CO adsorption energy or the S adsorption energy but the CO activation barrier. 

According to Table 2-5, the Rh1Ni2(221) surface has the smallest barrier in the presence of S, as observed 

for the (111) surface of the same composition (Table 2-3). This results in a faster CO dissociation rate on 

the Rh1Ni2 stepped surface compared to that on the Rh stepped surface. The sulfur tolerance of Rh1Ni2 is 

not isolated to the (111) flat surfaces, and it is also significant on more active step sites.  

 

2.4 Conclusions 

 

Carbon monoxide (CO) dissociation energetics on bimetallic Rh-Ni surfaces were compared with 

pure Rh and Ni using DFT methods. Our results help explain experimental phenomena where the addition 

of Ni to a Rh catalyst improves its sulfur tolerance for steam reforming of S-containing liquid fuels. The 

adsorption energy of S is more endothermic on the Rh1Ni2(111) surface compared to the Rh(111) surface, 

suggesting that the sulfur poisoning of Rh catalysts can be reduced by the addition of Ni. The adsorption 

of S on metal surfaces radically increases the activation barrier for CO dissociation, but only the Rh1Ni2 

surfaces retarded such an increase of activation barrier. The analysis of the O 2p projected density of state 

shows that the repulsion between S and CO is weaker on Rh1Ni2 that on Rh, minimizing the sulfur 

poisoning effects. A similar reduction in S poisoning of CO dissociation on the stepped Rh1Ni2 surface is 

observed. 

The conclusions noted above are based on the specific S coverage, alloy composition, and CO 

dissociation path chosen for study. Although the basis for each of these choices was discussed and 
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comparisons are made across a constant set of parameters, it is plausible that another configuration could 

allow for qualitatively different behavior. The results from these models provide results consistent with 

the reported experimental trend for bimetallic Rh-Ni catalysts,
11

 suggesting that the sulfur tolerance for 

the CO dissociation reaction is improved by bimetallic catalysts that can weaken sulfur adsorption and be 

less affected in the elevation of CO dissociation barrier by sulfur poisoning. As C-O dissociation rates 

have been shown to correlate with C-H and C-C dissociation rates,
13

 these results help explain the 

observed enhancement of S tolerance of Rh-Ni binary metal catalysts for hydrocarbon reforming 

reactions.  
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2.6 Supporting Information 
 

 

 

  
 

Figure S1. Initial (left), transition (middle), and final (right) states of CO dissociation on each metal for 

configuration A (a, c, and e) and configuration B (b, d, and f). (Rh and Ni: dark and light spheres in the 

substrate, respectively. C, O, S: grey, dark, and light adsorbate spheres, respectively.)  
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Figure S2. Initial, final, the highest energy image isolated by NEB method, and the transition state 

obtained by Dimer method (from left to right, respectively) on (a) Rh, (b) Rh with S, (c) Rh1Ni2, (d) 

Rh1Ni2 with S. The dashed box indicates the higher level step on the surface. 
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Chapter 3                                                                                                                                  

An ab initio thermodynamics examination of sulfur species present on 

Rh, Ni, and binary Rh-Ni surfaces under steam reforming reaction 

conditions 

 
This chapter is published as: Kyungtae Lee, Chunshan Song, and Michael J. Janik, Langmuir 2012, 28, 

5660-5668 

 

ABSTRACT: The stable form of adsorbed sulfur species and their coverage were investigated on Rh, Ni 

and Rh-Ni binary metal surfaces using density functional theory calculations and the ab initio 

thermodynamics framework. S adsorption, SOx (x=1~4) adsorption, and metal sulfide formation were 

examined on Rh(111) and Ni(111) pure metals. Both Rh and Ni metals showed a preference for S surface 

adsorption rather than SOx adsorption under steam reforming conditions. The transition temperature from 

a clean surface (<1/9 ML) to S adsorption was identified on Rh(111), Ni(111), Rh1Ni2(111), and 

Rh2Ni1(111) metals at various P(H2)/P(H2S) ratios. Bimetallic Rh-Ni metals transition to a clean surface 

at lower temperatures than the pure Rh metal. Whereas Rh is covered with 1/3 ML sulfur under the 

reforming conditions of 4 ~100 ppmS and 800 °C, Rh1Ni2 is covered with 1/9 ML sulfur in the lower end 

of this range (4~33 ppmS). The possibility of sulfate formation on Rh catalysts was examined by 

considering higher oxygen pressures, a Rh(221) stepped surface, and the interface between a Rh4 cluster 

and CeO2(111) surface. SOx surface species are stable only at high oxygen pressure or low temperatures 

outside those relevant to steam reforming of hydrocarbons. 
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3.1 Introduction 

 

Hydrogen is a promising energy carrier for efficient, environmentally friendly energy 

conversions.
1
 Hydrogen is produced industrially by the steam reforming of natural gas.

2
 In addition to 

natural gas, liquid hydrocarbons and alcohols may be used as the feed in the reforming reaction for on-

board and on-site fuel cell applications.
3-6

 A more efficient steam reforming process can be achieved by 

overcoming four catalytic challenges: sulfur poisoning, intrinsic surface activity, carbon formation, and 

sintering.
7
 Among them, sulfur poisoning is a critical issue since sulfur-poisoned catalysts lose activity 

and eventually catalyze carbon deposition.
8
 Liquid hydrocarbon fuels such as jet fuel and diesel fuel 

inherently contain a certain amount of sulfur species. The sulfur content can be reduced to less than a few 

hundred ppm by desulfurization processes (i.e. hydrodesulfurization (HDS), selective alkylation of 

organo-sulfur molecules, and adsorptive approaches).
9-11

 These processes increase the complexity of the 

system, have limitations in being industrially scaled-up, and cannot provide a completely sulfur-free 

fuel.
12

 The development of sulfur tolerant catalysts can simplify the process and reduce the energy input 

associated with desulfurization. Rh-Ni catalysts have demonstrated higher sulfur tolerance than pure Rh.
13

 

We have previously corroborated this result using density functional theory (DFT) methods by showing 

that the CO dissociation rate, as a key reaction step sensing the sulfur poisoning level in the reforming 

reaction, is fastest on a binary Rh-Ni metal surface in the presence of sulfur.
14

 Here, we report further 

DFT analysis examining the extent of surface sulfidation of Rh, Ni, and Rh-Ni binary metals under steam 

reforming conditions. Our results illustrate that sulfur tolerant Rh-Ni surfaces have lower S coverage 

under reaction conditions. In addition, it is challenging to experimentally identify the extent of oxidation 

of the sulfur poisoning species.
15

 We examine the extent of S oxidation on Rh-Ni binary metal surfaces at 

varying gas compositions and temperatures. 

The main sulfur compounds of liquid fuels such as jet fuel or diesel fuel are benzothiophene 

derivatives.
11,13

 These derivatives are known to be decomposed to H2S in a reducing atmosphere and H2S 
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then poisons catalytic surfaces.
16

 If sulfur compounds are exposed to an oxidizing atmosphere, SO2 is 

formed.
17

 Thus, the conversion of H2S gas to S and SOx (x=1, 2, 3, 4) adsorbed species may occur on the 

catalyst surface, depending on reaction conditions. Another possible sulfur poisoning path is through the 

conversion of metal particles to metal sulfides. The formation of Ni3S2 has been reported at lower 

temperature and higher H2S pressure than conditions causing sulfur adsorption on the Ni surface.
18-20

 In 

this study, we consider Ni3S2 and Rh17S15 as metal sulfide phases of Rh and Ni. These are stable phases 

according to the binary alloy phase diagram
21

 for a sulfur:metal atomic ratio of 0.3 at 500 °C. Strohm et al. 

reported that sulfur poisoning starts to impact fuel conversion when the atomic ratio of sulfur in the fuel 

to surface Rh reaches 0.3 during reforming, regardless of the H2S content in the feedstock.
13

 

The sulfur poisoning of reforming catalysts was reported to be diminished using bimetallic 

catalysts by Strohm et al.
13

 They showed that a Rh catalyst supported on CeO2-Al2O3 showed an over 97% 

fuel conversion for sulfur-free jet fuel, whereas it is rapidly deactivated in the liquid fuel with the sulfur 

content over 10 ppm. This weak sulfur tolerance of Rh was overcome by adding 2 ~ 20 wt% Ni to 2 wt% 

Rh. The addition of Ni to Rh formed a bimetallic catalyst with a close interaction, which is confirmed by 

temperature-programmed reduction (TPR),
13

 X-ray photoelectron spectroscopy (XPS),
13

 and extended X-

ray absorption fine structure (EXAFS)
22

 analyses. The methane formation reaction was found by Strohm 

et al. to be more sensitive to sulfur poisoning, deactivating at a 0.15 Sfuel:Rhsurf ratio as opposed to a 0.28-

0.30 ratio for the overall reforming reaction. Thus, we previously examined the CO dissociation rate, a 

rate-determining step of methanation, on binary Rh1Ni2 and Rh2Ni1 surfaces using DFT calculations.
14

 

Our results showed that the CO dissociation rate is fastest on the pure sulfur free Rh surface, whereas, in 

the presence of co-adsorbed sulfur, the rate is fastest on the Rh1Ni2 binary surface. We observed two 

phenomena responsible for this behavior. First, the CO dissociation rate in the presence of co-adsorbed S 

atoms is fastest on the binary metal surface, indicating that adding Ni to Rh lessens the repulsive 

interactions of S with adsorbates. Second, the binding energy of S on Rh-Ni surfaces is less exothermic 
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than on the pure Rh surface. The impact of this weaker binding energy on the adsorbed sulfur coverage 

under operating conditions is examined herein. 

Many studies have suggested that sulfur poisoning on catalysts occurs through atomic sulfur 

adsorption.
16,23-25

 Recently, X-ray adsorption near edge structure (XANES) studies suggested that 

reforming catalyst poisoning is due to atomic sulfur adsorption for a Ni catalyst, whereas sulfate 

adsorption occurs on a Rh catalyst.
15,26

 However, there are also several reports indicating a preference of 

Rh catalysts toward atomic S adsorption. XPS analysis indicated that atomic S adsorption is preferred 

under H2O environments, whereas S is removed as SO2 under O2 environments.
27

 XPS and Near-Edge X-

ray Absorption Fine Structure (NEXAFS) analysis indicated that dimethyl sulfide is dissociated into S 

atoms on the Rh surface, but is not on the Ni surface.
28,29

 The experimental conditions differ among these 

studies. Ab initio thermodynamics may be used to determine the stable adsorbed SOx species as a 

function of operating conditions. We compared SOx (x=1~4) and S adsorption preferences on the Rh(111) 

surface, a Rh(221) stepped surface, and a Rh4 cluster supported on a CeO2(111) surface. We report the 

thermodynamically preferred sulfur poisoning species under steam reforming conditions, compare the 

stable species and coverage among binary metals (Rh1Ni2 and Rh2Ni1) and pure metals (Rh, Ni), and 

examine stepped and supported Rh surfaces. 

 

3.2 Methods 
 

3.2.1 Electronic structure methods.  

 

Calculations were carried out using the Vienna Ab–Initio Simulation Program (VASP), an ab 

initio total-energy and molecular dynamics program developed at the Institute for Material Physics at the 

University of Vienna.
30-32

 The electron-ion interactions are described by the projector augmented wave 
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method.
33

 The Perdew–Wang (PW91) version of the generalized gradient approximation (GGA) was used 

to incorporate exchange and correlation energies.
34,35

 The cut-off energy of the plane-wave basis set 

applied to represent valence electrons was 400 eV for Rh, Ni, and Ni3S2, 450 eV for Rh supported on 

CeO2, and 500 eV for Rh17S15. These cut-off energies were determined to produce a change in the total 

energy less than 0.03 eV with respect to the total energy obtained with a substantially higher cutoff 

energy. The gamma point only was used for k-point sampling of isolated molecules. All calculations for 

Ni, CeO2, the isolated S atom, and isolated SOx molecules were spin-polarized. Structural optimization 

was carried out by minimizing the forces on all atoms to less than 0.05 eV Å
-1

. Zero-point vibrational 

energy (ZPVE) was determined by calculating harmonic vibrational modes. For surface systems with 

adsorbates, their harmonic vibrations for ZPVE were calculated by relaxing only adsorbates. The DFT+U 

method was adopted to represent an on-site Coulombic interaction in the f states of ceria as DFT has a 

limitation in describing the nature of 4f states in ceria.
36-38

 The U term enables localization of electrons in 

the f states for reduced ceria structures such as CeO2-x. We performed the ceria calculation using a U 

value of 5 eV, which was previously recommended.
39-41 

 

3.2.2 Model construction. 

 

All isolated molecules were optimized in a 10Å × 10Å × 10Å unit cell. Flat surfaces of Rh, Ni, 

Rh1Ni2, Rh2Ni1 and a stepped surface of Rh were terminated by (111) and (221) facets, respectively, and 

each slab was separated by a vacuum region of 10 Å normal to the surface. The (111) surfaces consist of a 

total of five metal layers with the top three layers relaxed. The Rh (221) stepped surface has six layers 

with the top three relaxed, and its detailed description is given in ref 
14

. All 3 × 3 surface cells, the Rh1Ni2 

and Rh2Ni1 √  × √  cells, and the Rh(221) surface used (5 × 5 × 1) gamma centered k-point meshes. Rh 

and Ni 2 × 2 and √   × √  surface cells used (7 × 7 × 1) and (6 × 6 × 1) gamma centered grids. The 
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optimized lattice parameters for bulk Rh and Ni are 3.800 and 3.520 Å which are within 0.08 and 0.11 % 

differences from the experimental values.
42

 The Rh-Ni binary metals were modeled by regularly 

distributing Ni and Rh atoms as shown in Figure 3-1 a, b.  

Ni3S2 and Rh17S15 bulk structures were based on D3
7
(R32) and Oh

1
(Pm3m) atomic arrangements, 

respectively,
43

 as shown in Figure 3-1 c and d, which are consistent with previous reports to model and 

calculate those structures.
44,45

 The Brillouin zone was sampled using (4 × 4 × 4) and (3 × 3 × 3) 

Monkhorst-Pack (MP)
46

 grids for Ni3S2 and Rh17S15, respectively. Bulk Ni and Rh metals used as the 

reference state for the formation energy calculation of Ni3S2 and Rh17S15 were modeled using the (7 × 7 × 

7) and (8 × 8 × 8) MP grids, respectively. 

The ceria surface slab is modeled with six layers with a (111) termination from cubic fluorite 

CeO2 and each slab is separated by 15 Å of vacuum. The CeO2(111) surface is a representative facet 

constituting a large proportion of a polycrystalline CeO2 surface.
40,47

 The Brillouin zone was sampled with 

a (1 × 1 × 1) MP grid. We use a 4 × 4 surface unit cell, which has sixteen oxygen atoms on the top layer 

and sixteen Ce atoms in the layer below. To simulate a Rh particle on a ceria surface, we placed and 

optimized a Rh4 cluster on the CeO2(111) surface (Figure. 3-1e) at the three-folded site of the CeO2(111) 

surface, as shown to be preferable by Lu et al.
48

  

The 0 K binding energies of adsorbates are calculated as the DFT energy difference with zero-

point vibrational energy corrections between the adsorbed state and the isolated gas molecule and surface, 

with negative values indicating an exothermic adsorption. 
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3.2.3 Gibbs free energy determination.  

 

Gas pressures used for Gibbs free energy calculations were chosen based on Strohm et al.’s 

experimental reforming conditions.
13

 Strohm et al. used normal paraffins with an average carbon number 

of 13 as a feed along with steam where the steam-to-carbon molar ratio is 3:1. Their selectivity in the 

 

 
Figure 3-1. Structural images of (a) Rh1Ni2 surface, (b) Rh2Ni1 surface, (c) bulk Ni3S2, (d) bulk Rh17S15, 

and (e) Rh4 cluster on CeO2(111) surface. ((a-d) dark gray sphere (green): Rh, light gray sphere (blue): Ni, 

white sphere (yellow): S. (e) large gray sphere (red): O, small gray sphere (green): Rh, white sphere 

(white): Ce.) 
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product stream was 15: 4: 5: 1 of H2: CH4: CO2: CO. This molar ratio is expressed as the following 

stoichiometric ratio, 

 

                                                                         (1) 

 

Balancing the left and right sides gives x=10/13 and y=159/13 and the excessive steam after the chemical 

reaction of Eq. 1 was considered in the product stream. Strohm et al. used 4, 33, and 100 ppm of 3-

methylbenzothiophene to induce sulfur poisoning (x ppm denotes the sulfur content of the liquid fuel). 

We consider H2S gas instead of 3-methylbenzothiophene as a sulfur poisoning compound because sulfur 

compounds are converted into H2S under steam reforming condition.
16

 If we use 33 ppmS, the molar ratio 

of H2S: C13H28 is 0.00018 (    = 3.24×10
-6

 atm based on Eq. 2). For a wide scan, we varied the range of 

H2S pressure from 1.0 × 10
-9

 to 6.0 × 10
-1

 atm. The reforming reaction was conducted at a total pressure 

of 1 atm: 

 

 (  )   (   )   (   )   (  )   (   )   (   )                              (2) 

 

If a pressure change of H2S or H2O is applied, the other gas pressures are changed proportionately 

according to Eq. 2. The gas pressure is used to calculate the chemical potentials of each gas by 

 

                   ( )     (                )                            (3) 

 

where EDFT is the 0 K energy obtained from DFT methods, ZPVE is the zero-point vibration energy 

correction, ΔU(T) is the internal energy change relative to 0 K, and the fourth term is a summation of 

vibrational, translational, and rotational entropies. All of the terms except EDFT are calculated based on 

statistical thermodynamic equations in the ideal gas limit
49

 using harmonic vibrational frequencies 
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obtained from DFT methods. The formation free energies of SO, SO2, SO3, and H2SO4 gases from H2S 

and H2O gases by Eq. 3 are in good agreement to those calculated from experimental thermodynamic 

tables, as given in Table S1. Contribution of solid phonon modes are neglected, presuming these will 

cancel when considering adsorption or surface reaction. For surface adsorbed species, the chemical 

potential was calculated as 

 

                        ( )  (          )                                   (4) 

 

where configurational entropy (Sconf) is given as R×ln[(1-θ)/θ] (R: gas constant, θ: fractional coverage of 

the surface).
50

 

SOx (x=0~4) formation on surfaces occurs from H2S gas with H2O as the O source through the 

reaction 

 

               
  (   )                                                    (5) 

 

where * denotes the bare surface and A* denotes an adsorbed species. The free energy change of SOx 

adsorption is given by 

 

            (   )                                                        (6) 

 

The chemical reaction of metal sulfide formation and the corresponding free energy change are given as: 

 

                                                                               (7) 

                                                                               (8) 
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                                                                            (9) 

                                                                           (10) 

 

We considered three different coverage models of θ =1/9, 1/4, and 1/3, which were carried out by 

placing an adsorbate in unit cells of 3 × 3, 2 × 2, and √   × √  . To evaluate the free energy changes 

associated with varying surface coverage, the free energy differences associated with the following 

transformations were considered: 

 

  (                           )           

  (                           )                  (11) 

(                           )           

  (                           )                  (12) 

  (                           )          

  (                           )                 (13) 

 

where the stoichiometric coefficients properly balance the number of metal atoms used to construct the 

various coverages as listed in Table S2. 
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3.3 Results and Discussion 
 

3.3.1 SOx (x=0~4) adsorption on Rh and Ni surfaces at 1/9 coverage.  

 

Favorable adsorption sites were investigated in order to calculate free energies of SOx adsorption 

on Rh(111) and Ni(111) surfaces. For S adsorption, atop, fcc hollow, and hcp hollow sites were examined 

at a 1/9 coverage. The fcc site is preferred on both metals. For SO adsorption, fourteen configurations 

were considered by placing vertically and horizontally the SO molecule on the surfaces at various sites. 

The preferred adsorption mode has the SO molecule vertically adsorbed with S at the hcp site on Rh and 

S at the fcc site on Ni (Figure 3-2). Eighteen configurations were tested for a SO2 molecule and nineteen 

configurations for SO3 and SO4 molecules. The higher the number of x in a SOx molecule, the more 

adsorption contact points of the oxygen atom on a surface. The most favorable sites for each molecule are 

illustrated in Figure 3-2 and adsorption energies and bond lengths are specified in Table 3-1. Adsorption 

energy data shows that all adsorbates bind more strongly to Rh(111) than Ni(111), implying that Rh 

surface may be more covered by sulfur under reforming conditions. 

 

 
 

Figure 3-2. The most preferred adsorption configurations of S, SO, SO2, SO3, and SO4 (from left to right) 

on Rh (top) and Ni (bottom) at 1/9 ML coverage.  
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Figure 3-3 illustrates the free energy of SOx* and O* adsorption as a function of H2S partial 

pressure at 500 K and 1000 K. The free energy change of SOx adsorption was calculated based on the 

preferred adsorbate configuration using Eq. 6. The energy change of O atom adsorption was calculated at 

the preferred fcc hollow site. The calculation of the bulk metal sulfide formation was performed with Eq. 

8 & 10, and Figure 3-3 a & c are shaded in the region of H2S pressures for which bulk sulfide formation is 

favorable (ΔGsulfide < 0). Outside the shaded region, a surface adsorbate layer is stable if any        , 

and the most stable adsorbate has the lowest ΔG value. Low temperatures and high H2S pressures lead to 

bulk metal sulfide formation. Intermediate values produce a surface S* layer, whereas high temperatures 

and low H2S pressures lead to a clean surface. Under the reforming gas pressures considered, bulk sulfide 

formation is unfavorable and S* adsorption is preferred over SOx* (x=1~4) or O* adsorption. 

 

 

Table 3-1. Adsorption energies and bond lengths of SOx adsorption at the most preferred sites on the 

Rh(111) and Ni(111) surfaces. 

 

Rh(111) Ni(111) 

ΔEads 

(eV) 
dS-M

a
 (site), Å dO-M

b
 dS-O

c
 

ΔEads  

(eV) 
dS-M

a
 (site) dO-M

b
 dS-O

c
 

S -5.43 2.27 (fcc) - - -5.13 2.14 (fcc) - - 

SO -3.28 2.24 (hcp) - 1.48 -2.77 2.10 (fcc) - 1.48 

SO2 -1.49 2.27(bridge) 2.18 1.46 (1.54) -1.26 
2.18 

(off atop) 
1.98 1.55 

SO3 -1.98 
2.28 

(off atop) 
2.10 1.45 (1.56) -1.73 

2.13  

(off atop) 
1.97 1.45 (1.56) 

SO4 -4.71 - 2.08 1.43 (1.54) -4.66 - 1.93 1.43 (1.54) 
a
Multiple bonds at bridge and hollow sites are averaged. 

b
When more than two oxygen atoms interact with the surface, the bond lengths are similar and their 

average values are listed here. 
c
There are two groups of S-O bond differing by whether the O atom is directly interacting with the 

surface. The first value listed is for S-Osurface and the parenthetical refers to the other S-O bonds. The 

former is listed first and the latter is in parenthesis. If there are multiple S-O bonds of the same type, their 

average value is listed.   
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Figure 3-3. Free energy changes for adsorption of S, O, SOx (x=1, 2, 3, 4) are calculated via Eq. 6 and 

plotted versus pressure of H2S gas on Rh(111) at (a) 500 and (b)1000 K, and Ni(111) at (c) 500 and (d) 

1000 K. The shaded regions represent H2S pressures over which the bulk metal sulfides (Rh17S15 or Ni3S2) 

are determined to be stable. Gas pressures used for this graphs were calculated to satisfy Eq. 2 at varying 

H2S pressures: P(H2O)=0.411~0.415 atm, P(H2)=0.347~351 atm, P(CH4)=0.0925~0.0935 atm, 

P(CO2)=0.1157~0.1169 atm, P(CO)=0.0231~0.0234 atm, and P(H2S)=1.07×10
-2 

~1.80×10
-11

 atm. 

 

3.3.2 Sulfidation phase diagram of pure Rh and Ni metals.  

 

The calculation performed at the specific temperatures and gas pressures of Figure 3-3 can be 

extended to a wide temperature and pressure range. The experimental conditions for the steam reforming 

process considered here range from 500 °C to 800 °C and from 10
-6

 to 10
-7

 atm in P(H2S), as mentioned in 

the section 3.2.3. We considered the temperature range from 400 K to 1800 K and the P(H2S) range from 

10
-2

 to 10
-11

 atm, well beyond the experimental reforming ranges in order to observe more extensive phase 

behavior. The stable phases are identified over these ranges in Figure 3-4 a, b where the abscissa is the 

ratio of P(H2)/P(H2S). Figure 3-4a exhibits that the adsorbed S* phase is stable on Rh(111) at higher 
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temperatures and lower H2S pressures than Ni(111), which results from the stronger adsorption of S 

atoms. Metal sulfide formation for both Rh and Ni occurs at nearly identical conditions. Our Ni(111) 

phase diagram is compared in Figure 3-4b with experimental data and Wang et al.’s calculated phase 

diagram,
18

 determined using enthalpy values in thermodynamic tables and DFT calculations. Our phase 

boundary from S adsorption to a clean surface is similar to Wang’s et al.’s curve, but the inclusion of 

configurational entropy in our calculations provides a better match to the experimental data.
51

 Our Ni3S2 

formation region differs from Wang’s et al. and experimental data. This discrepancy likely arises from 

our neglect of Ni and Ni3S2 phonon corrections. This values amounts to a 40~200 kJ·mole
-1

 correction at 

the temperatures between 750 and 1500 K in several metal oxides or carbonates.
52,53

 The bulk sulfide 

formation region is well outside that of interest for the reforming reaction, and is not given further 

consideration.  

The effect of steam pressure on the phase diagram was examined by changing the range of P(H2O) 

from 0.2 to 0.9 atm. The varied H2O pressure did not alter the stable phase (i.e., did not lead to an 

SOx(x=1~4) or O species becoming the stable phases), suggesting that though H2O is an oxygen-

containing species, it cannot provide an oxygen source to convert from sulfur to sulfur oxides at H2O 

pressures up to 0.9 atm. We further examined the range of P(H2)/P(H2O) ratio to induce sulfur oxide 

formation as shown in Figure S2. The logarithm pressure ratios for sulfur oxide formation are less than -

5.5, which is far less than normal reforming conditions (e.g. the experimental condition considered herein 

corresponds to a log ratio of 0.8). This implies that, thermodynamically, there is no driving force for Ni or 

Rh (111) catalytic surfaces to form adsorbed sulfur oxides under steam reforming conditions. This issue 

will be addressed in more detail in section 3.3.4. 
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Figure 3-4. Sulfidation phase diagrams of (a) Rh (thick solid and short-dashed lines, red) and Ni (thin 

solid and short-dashed lines, blue), (b) comparison of our calculated Ni(111) phase diagram (thick solid 

and short-dashed lines, blue) with literature data: experimental data for the S*-clean surface transition (▲) 

and bulk sulfide formation (thick long-dashed line, red)
19, 20, 25

 and Wang et al.’s calculation for the S*-

clean surface transition (thin solid line, green) and bulk sulfide formation (thin short-dashed line, green).
18

 

 

3.3.3 Rh-Ni binary metal surfaces at varying S* coverage.  

 

The phase boundaries of sulfur adsorption on Rh1Ni2(111) and Rh2Ni1(111) are added to the 

phase diagram of Rh(111) and Ni(111) in Figure 3-5. Only atomic S adsorption was considered on the 

binary metal surfaces, as SOx species were not found to be favorable on either of the pure metals. Sulfur 

adsorption energies on both binary metals are calculated at a fcc hollow site, which was reported as the 

most preferred site in our previous study 
14

. The sulfur adsorption energies on Rh1Ni2 and Rh2Ni1 are -

5.27 and -5.45 eV, respectively. The phase diagram in Figure 3-5a reflects the adsorption energy trend; 

Rh1Ni2(111) has an appreciably larger clean surface region than pure Rh(111). The S*/clean boundary is 

drawn based on 1/9 ML S coverage, for which all surfaces are found to be in the S* region under relevant 

reforming conditions. For this reason, we further delineate the boundaries to higher coverages of 1/4 and 

1/3 ML.  
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Though the increase in equilibrium S* coverage with higher H2S pressure may be continuous, we 

have discretized this into regions of 1/3, 1/4, and 1/9 coverage for comparison among surface 

compositions. The discrete “phase boundaries” considered between these coverages are therefore an 

approximation of what would truly be a continuous transition, and the term “phase diagram” is liberally 

applied in this case. The boundaries of the various coverage regions are exhibited for all surfaces in 

Figure S1. The phase diagram has four different regions for each surface: sulfur coverage of 0 ML (i.e. 

clean surface), 1/9 ML, 1/4 ML, and 1/3 ML. In the reforming region, the equilibrium coverage varies 

considerably between Ni and Rh. To provide a direct analysis of alloying effects, we compare Rh(111) 

and Rh1Ni2(111) in Figure 3-5b. Experimental conditions of 4, 33, and 100 ppmS at 500 and 800 °C are 

denoted in Figure 3-5b. According to the calculated phase diagram, both Rh and Rh1Ni2 will have a 

coverage of at least 1/3 ML at 500 °C, but the sulfur coverage of Rh1Ni2(111) will be less than Rh(111) in 

the range from 4 to 33 ppmS at 800 °C. Strohm et al.’s experimental results, suggesting higher S tolerance 

of Rh-Ni binary catalysts at 500 °C, cannot be exactly explained by this phase diagram. If the transition 

from 1/4 to 1/3 ML is considered, the boundary toward 1/3 ML on Rh1Ni2(111) would be lowered as 

shown on pure Rh or Ni metals in Figure S1, however, this transition cannot be modeled on Rh1Ni2(111) 

because 1/4 ML coverage cannot be designed with the Rh:Ni ratio of 1:2. Thus, a sulfur coverage 

difference between Rh and Rh1Ni2 at 500 °C may be more subtle or reflect differences attributed to 

surface facets other than (111). Despite limitations in modeling the complex experimental system, our 

results show that a Rh-Ni binary catalyst has a lower equilibrium sulfur coverage than a Rh catalyst at 

various temperatures and H2S pressures.   
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Figure 3-5. (a) Phase diagram of 1/9 ML to “clean surface” transition of Rh (solid line, red), Ni (long-

dashed line, blue), Rh1Ni2 (short-dashed line, green), and Rh2Ni1(dotted line, black) (111) surfaces. (b) 

Phase diagram of Rh (thick solid and short-dashed lines, red) and Rh1Ni2 (thin solid and short-dashed 

lines, green) at various sulfur coverages with an indication of the experimental conditions studied by 

Strohm et al [6]. (clean to 1/9 ML S coverage: solid line, 1/9 to 1/3 ML S coverage: dashed line). 

 

3.3.4 Rh(221) stepped surfaces and Rh4/CeO2(111).  

 

The phase diagrams discussed in the preceding sections demonstrate S* adsorption is more stable 

than SOx* on the Rh(111) surface under reforming conditions. As previous XANES results suggest SO4 

formation on Rh catalysts following reforming, we further considered the role of surface steps and 
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support interactions to explain this discrepancy. We also examined whether exposure to higher oxygen 

pressures could motivate sulfate formation, as XANES experiments were performed ex-situ, likely with 

brief atmospheric exposure. To include the influence of high oxygen pressure, we made an extreme 

assumption that all H2O present would be converted into O2, and therefore used an equilibrium O2 gas 

pressure of 0.17 atm to consider production of SOx
*
 and H2 by reacting with H2S gas. Figure 3-6 shows 

that the SO4 species becomes the most stable adsorbate on the Rh(111) and Ni(111) surfaces upon 

exposure to a P(O2) of 0.17 atm at 500 K or 1000K. This is in a good agreement with Nomoto et al.’s 

results
27

 which demonstrated that adsorbed S atoms on Rh(100) desorb as SOx species by reacting with an 

O2 environment, though S atoms stay on the surface under a H2O environment. Though exposure of 

surfaces to atmospheric oxygen could explain sulfate formation, it does not explain the observed 

difference in XANES studies that sulfate formation occurs on a Rh catalyst but not on a Ni catalyst. Our 

calculations indicate that both metals have a preference to SO4 adsorption under atmospheric O2 pressure.  

One possible cause of the experimental difference in sulfide formation is differences in Rh and Ni 

particle size. The Rh particle size may be expected to be smaller than Ni because Rh, as a noble metal, is 

more resistant to sintering.
16

 A smaller catalyst particle has a higher fraction of stepped surfaces than a 

larger one, so Gibbs free energy changes of S and SO4 adsorption on the Rh and Ni stepped surfaces 

(modeled as (221) surfaces) have been compared at 1000 K using Eq. 6. The most stable configurations of 

S and SO4 adsorption were determined by comparing step-bottom and step-top sites. A sulfur atom 

preferentially adsorbs at the step-bottom site for Ni and at the step-top site for Rh, though the difference 

in energy in either case is minimal. A sulfate molecule optimally adsorbs at the step-top site for both Rh 

and Ni, as presented in Figure 3-7. The adsorbate formation energies, calculated via Eq. 6 under the 

condition of P(H2S)=3.24×10
-6

 atm and 1000 K, on the flat and stepped surfaces are listed in Table 3-2. 

Even though SO4
*
 adsorption on the Rh(221) surface is stronger than on Rh(111), its formation is 

endothermic as opposed to exothermic S formation on the Rh(221) surface. Ni also shows the same 
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tendency as Rh. Thus, the different fraction of surface step sites between Rh and Ni does not explain the 

different preference, observed in experimental XANES studies for sulfate formation. 

 

 

 

 
 

Figure 3-6. Phase diagrams of considering S*, O*, and SOx* adsorption on (a) Rh(111) and (b) Ni(111) 

surfaces at various temperatures under a high O2 pressure (P(O2) = 0.17 atm). Other gas pressures used 

here were calculated based on Eq. 2: P(H2)=0.629~0.634 atm, P(CH4)=0.0768~0.0774 atm, 

P(CO2)=0.0959~0.0968 atm, P(CO)=0.0192~0.0194 atm, P(H2S)=8.86×10
-3

~1.49×10
-11

 atm.  

 

 

 

 
 

Figure 3-7. DFT optimized structures of SO4 adsorbed at the step-top site of the Rh(221) surface. 
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Table 3-2. Gibbs free energy changes (eV) of S and SO4 adsorption from H2S and H2O gases on Rh and 

Ni (111) and (221) surfaces as well as a Rh cluster on the ceria surface. All free energies were calculated 

at 1000 K and gas pressures of P(H2O)=0.42 atm, P(H2)=0.35 atm, P(CH4)=0.09 atm, P(CO2)=0.12 atm, 

P(CO)=0.02 atm, and P(H2S)=3.24×10
-6

 atm. 

 Rh (111) Rh (221) Ni (111) Ni (221) Rh4 on CeO2 
Rh4 on CeO2 

with an O vacancy 

S -0.61 -0.67 -0.33 -0.70 -0.99 -1.49 

SO4 5.11 4.76 4.97 4.53 4.38 2.51 

 

 

Interaction of Rh clusters with the support may motivate SO4 formation, possibly through support 

induced modification of Rh chemical behavior or formation of SOx species at the metal-support boundary. 

The interaction between ceria and supported Rh particles has been modeled by computing the S and SO4 

adsorption energies on a Rh4 cluster on the CeO2(111) surface (denoted as Rh4/ceria). We examined two 

sulfur adsorption sites including sulfur interacting with the Rh4 cluster and binding at the interface 

between the Rh4 cluster and ceria surface. The sulfur atom prefers adsorption to the hollow site exposed 

by the Rh4 cluster as shown in Figure 3-8a. The favorable site for SO4 adsorption is presented in Figure 3-

8b. The comparison in adsorption free energy change between S and SO4 is added to Table 3-2 and the 

result also indicates a preference for S* formation rather than SO4
*
 formation for supported Rh4 clusters.  

We also considered if O vacancies over the metal-support interface could motivate SO4 

formation.
47,54

 The preferred adsorption configuration (Figure 3-8c) was determined by forming an O 

vacancy at two different locations near to the Rh4 cluster. The SO4 molecule is adsorbed with one O atom 

filling the oxygen vacancy site and the other two interacting with the Rh4 cluster. The free energy of SO4 

formation at the Rh4/vacancy site is calculated considering the reaction energy for 

 

                       ⁄     
                                                   (14) 
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The free energy for this reaction is compared with other surface models in Table 3-2 and Figure 3-9. The 

formation of SO4 at the Rh4/vacancy site is favorable compared with SO4 formation directly on the 

Rh4/CeO2(111) supported cluster. The adsorption free energy, however, is endergonic and less favorable 

than S* formation on the Rh4/ceria surface or the Rh(111) surface. The most stable adsorption occurs 

through the S adsorption to the Rh4/vacancy surface. The optimal adsorption site has S bound to the Rh4 

cluster, with the O vacancy nearby causing an electronic effect that strengthens the S-Rh4 interaction. 

We also note that the bulk phase diagram of ceria, experimentally constructed by Ferrizz et al.,
55

 

also suggests that reduced ceria is stable relative to a ceria oxysulfide or ceria sulfate under reforming 

conditions. Because the bulk phase diagram of ceria is plotted based on P(O2) and P(S2), we calculated 

those pressures from the reforming P(H2O) and P(H2S) at 900 K and 1000 K using Gibbs free reaction 

energies of the following reaction equations from thermodynamic tables
54

  

 

  ( )       ( )       ( )                                                     (15) 

  ( )       ( )       ( )                                                      (16) 

 

With this analysis, reforming conditions are firmly located in the CeO2-x phase of the Ce-O-S phase 

diagram, indicating that there is no transition to formation for the ceria oxysulfide under reforming 

conditions. 

In summary, DFT calculations and ab initio thermodynamics considerations indicate that only S* 

or bulk metal sulfide formation is favorable under a reforming atmosphere. The S* coverage or formation 

of bulk sulfide is determined by the H2S pressure and temperature. Exposure to a more oxidizing 

atmosphere is necessary for formation of SOx(x=1~4) species, with SO4* formation favorable under 

atmospheric oxygen pressures. The discrepancy with experimental results
15,26

 may be due to unanticipated 

oxygen exposure in the experimental studies or factors not considered in our DFT analysis. We did not 

consider co-adsorption of SOx species with hydrocarbon fragments, the formation of S-containing 
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hydrocarbons, or allow for more extensive surface reconstruction. Additionally, the DFT results presented 

consider only the thermodynamically stable species and not the kinetics of processes that would generate 

these species. Despite these limitations, the reported results are useful in demonstrating that if SOx surface 

species are formed under reforming conditions, the mechanistic cause is more complex than a simple 

thermodynamic driving force for their formation on the surface models we considered. 

 

 

 
 

Figure 3-8. DFT optimized structures for adsorption of (a) S and (b) SO4 on a Rh4 cluster on the CeO2 

(111) surface and (c) adsorption of SO4 on a Rh4 cluster on the CeO2(111) surface with an O vacancy 
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Figure 3-9. Phase diagrams of Rh flat surface and a Rh4 cluster on ceria surface with an oxygen vacancy 

at (a) 500 K and (b) 1000 K. S adsorption on the Rh flat surface included various sulfur coverages such as 

1/3, 1/4, and 1/9 ML. The gas pressures used here are the same with those of Figure 3-3. 

 

3.4 Conclusions 

 

Sulfur poisoning under the reforming conditions was studied using density functional theory and 

ab initio thermodynamics to construct surface phase diagrams. S or SOx adsorption, O adsorption, and 

metal sulfide formation were considered on the (111) surfaces of Rh, Ni, Rh1Ni2, Rh2Ni1, the (221) 

surfaces of Rh and Ni, and a Rh4 particle on the CeO2(111) surface. Under the steam reforming 

environment, atomic S* adsorption is preferred, with bulk metal sulfide formation favorable at 

temperatures below 500 K. This trend is not altered by introducing high H2O pressures and is more 

sensitive to the change of P(H2S) than P(H2O) due to the lower equilibrium constant for conversion of 

H2O to O2. The lower binding energy of S on Ni leads to a S-free surface area at lower temperatures and 

higher H2S pressures than for the Rh surface. This is consistent with the greater sensitivity to S poisoning 

observed experimentally for Rh catalysts. Predicted S* coverages indicate that Rh1Ni2 shows higher 

sulfur tolerance than pure Rh or Rh2Ni1. Rh1Ni2 experiences a phase transition from a 1/3 ML coverage to 

a 1/9 coverage at 800 °C and less than 33 ppmS, whereas Rh remains at a 1/3 ML sulfur coverage. Binary 



 
 

64 
 

Rh-Ni metals may exhibit a greater sulfur tolerance due to a lower equilibrium coverage of S* under 

reforming conditions. 

The preference of Rh for SO4* or S* formation were investigated with stepped surfaces and a Rh 

cluster on the CeO2(111) surface. The phase diagrams under the reforming conditions show that there is 

no preference for SO4* formation on all the surfaces considered in this study. With a high P(O2), SO4* is 

preferred over S* on both Rh and Ni.   
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3.6 Supporting Information 

 

  

Figure S1. Phase diagram of Rh (red), Ni (blue), Rh1Ni2 (green), and Rh2Ni1(black) at various sulfur 

coverages (clean to 1/9 ML S coverage: solid line, 1/9 to 1/4 ML S coverage: long-dashed line, 1/9 to 1/3 

ML S coverage: short-dashed line, 1/4 to 1/3 ML S coverage: long-dashed line together with dots) 

 

 

Figure S2. Phase diagrams of considering S*, O*, and SOx* adsorption on (a) Rh(111) and (b) Ni(111) 

surfaces at various temperatures as a function of P(H2)/P(H2O) ratio. Gas pressures used here were 

calculated based on Eq. 2 by changing the P(H2O) from 0.11 atm to almost 1 atm.  
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Table S1. The formation Gibbs free energies (unit: eV) of SO, SO2, SO3, and H2SO4 from H2S and H2O 

gases calculated using Eq. 3 and experimental thermodynamic tables provided by NIST (National 

Institute of Standards and Technology) 

 
ΔG by Eq. 3 ΔG by NIST data 

SO 2.50 2.35 

SO2 1.97 1.79 

SO3 3.61 3.40 

H2SO4 3.05 3.10 

 

 

 

 

 

Table S2. The number of surface metal atoms and adsorbed sulfur atoms for each sulfur coverage in Eq. 

11, 12, and 13. (LHS and RHS indicate the left-hand side and the right-hand side of an equation, 

respectively.) 

coverage 

θ=1/9 θ=1/4 θ=1/3 

unit 

cell 

LHS of 

Eq. 11 

LHS of 

Eq. 12 

unit 

cell 

RHS of 

Eq. 11 

LHS of 

Eq. 13 

unit 

cell 

RHS of 

Eq. 12 

RHS of 

Eq. 13 

the number of  

surface metal  

atoms 

9 
4×9 

=36 

1×9 

=9 
4 

9×4 

=36 

3×4 

=12 
3 

3×3 

=9 

4×3 

=12 

the number of  

adsorbed sulfur  

atoms 

1 
4×1 

=4 

1×1 

=1 
1 

9×1 

=9 

3×1 

=3 
1 

3×1 

=3 

4×1 

=4 
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Chapter 4                                                                                                                             

Density functional theory study of propane steam reforming on Rh-Ni binary 

metals: Sulfur tolerance and scaling/ Brønsted-Evans-Polanyi relations 

 

 

ABSTRACT: Enhanced sulfur tolerance on binary Rh-Ni metals is examined for the propane steam 

reforming process on close packed metal surfaces of Rh, Ni, Rh1Ni2, and Rh2Ni1 with and without co-

adsorbed S atoms. To reduce computational cost, scaling and Brønsted-Evans-Polanyi (BEP) correlations 

are constructed from density functional theory (DFT) methods. The combined use of these methods 

produces significant errors among these similar metal surfaces, however, BEP relationships applied 

within reaction types are reliable across Rh, Ni, and binary Rh-Ni surfaces with and without co-adsorbed 

S atoms. The potential energy surface of propane steam reforming, estimated using the BEP correlations, 

shows that the C-C cleavages of CHC*, CH3CC* and CH2C* along with the O addition to CH* are 

kinetically significant elementary steps. Three of these steps show only slight barrier increases with co-

adsorbed S on the Rh2Ni1 surface, suggesting an energetic explanation for enhanced S tolerance. The 

average poisoning effect by the presence of co-adsorbed sulfur for bond breaking was minimized on 

binary Rh-Ni metals, suggesting a high sulfur resistance can be induced using a bimetallic formulation of 

Rh and Ni. 
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4.1 Introduction 

 

With the increasing demand to increase energy efficiency, hydrogen has drawn interest as an 

efficient and environmentally friendly energy carrier. The principal methods for hydrogen production are 

water electrolysis, partial oxidation of heavy oil or coal, and steam reforming of hydrocarbons.
1
 Currently, 

methane steam reforming is used for most industrial hydrogen production.
2
 One of the major potential 

applications of hydrogen is as a fuel for proton membrane exchange fuel cells (PEMFC) and solid oxide 

fuel cells (SOFC).
3
 A steam reforming unit can be combined with fuel cells for on-board and on-site 

electricity supply where liquid hydrocarbon fuels such as diesel or jet fuels are practical due to high 

energy density, safety, handling, and established infrastructures. There are four major challenges to 

efficient hydrocarbon reforming: insufficient catalytic activity, sulfur poisoning, carbon deposition, and 

catalyst particle sintering.
4
 Sulfur poisoning is a critical issue because liquid hydrocarbon fuels inherently 

contain a ppm level of sulfur species and a ppb level after a desulfurization process.
4,5

 The catalysts 

poisoned by sulfur species in fuels lose activity and form carbon deposits blocking the catalyst surface.
6
 

Herein, we examine the reforming mechanism, using propane as a model fuel, in the presence of co-

adsorbed sulfur with density functional theory (DFT). Rh-Ni bimetallic catalysts are determined to 

minimize the S-poisoning effects compared to their monometallic components. 

The weak resistance of catalysts to sulfur poisoning can be enhanced by using a binary metal 

structure. The combination of Rh and Ni for the steam reforming process has been shown to exhibit lower 

formation of carbon deposits than the pure metal catalysts and a low-cost process by mixing noble Rh 

with non-noble Ni.
7-9

 The addition of Ni to Rh catalysts supported on CeO2-Al2O3 enhanced sulfur 

resistance with the best longevity from a 2wt% Rh-10wt% Ni (Ni:Rh atomic ratio of 1:0.1) catalyst.
10

 CO 

dissociation is a sensitive reaction step in perceiving the sulfur poisoning level in the reforming reaction. 

Using density functional theory (DFT), the Rh-Ni bimetallic system was shown to better maintain activity 

for CO dissociation in the presence of co-adsorbed S atoms.
11

 The binary Rh-Ni (111) surfaces showed 
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weaker sulfur binding and the highest CO dissociation rate with sulfur co-adsorbed compared to pure 

metals. Charge density analysis identified a reduced interaction between S and CO on the Rh-Ni binary 

metal. 

The main sulfur containing compounds in jet or diesel fuels are benzothiophene derivatives
12

 

which are decomposed to H2S in a reducing atmosphere such as in the steam reforming process.
13

 The 

H2S gas may be converted into a variety of sulfur species on a catalyst surface to become an actual sulfur 

poisoning species. We previously examined possible sulfur poisoning surface species such as metal 

sulfides, adsorbed S atoms, and adsorbed SOx (x=1~4) species using ab initio thermodynamic calculations 

and concluded that adsorbed S atoms are the sulfur poisoning species under actual steam reforming 

temperatures and pressures.
14

 This result justifies our consideration of S* as the poisoning species herein. 

Collectively, our previous work suggests that the Rh-Ni binary metals can reduce sulfur coverage and 

make elementary reactions more sulfur resistant due to the reduced interaction between S* and adsorbates. 

Though the effect of S* on CO dissociation energetics was established, the steam reforming 

process of long-chain hydrocarbons contains numerous elementary steps
15

 and CO dissociation is unlikely 

to be rate determining. In this study, we examine the impact of S* on the full reaction path of propane 

steam reforming over Rh, Ni, Rh2Ni1, and Rh1Ni2 (111) surfaces. Choosing propane as a model fuel 

enables us to both save computational cost and include a secondary carbon atom, thereby including the 

relevant C-C, C-H, and C-O bond breaking and forming reactions. Previous computational studies of 

steam reforming have been limited to C1, C2 hydrocarbons or alcohols.
16-18

 Our results can provide 

insight into S tolerance within other catalytic reactions such as biomass reforming and the reverse 

reaction of reforming, Fischer-Tropsch synthesis, because these processes also involve C-H, C-O, and C-

C bond breaking and formation. 

Though consideration of propane reforming rather than longer chain hydrocarbons reduces the 

reaction complexity, propane reforming contains an enormous number of possible elementary steps. We 

can reduce computational cost by using Brønsted-Evans-Polanyi (BEP) and scaling relationships. BEP 
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relationships allow for facile estimation of the maxima of potential energy surfaces along a reaction path 

by linearly correlating the activation barrier with the reaction energy (traditional BEP) or the transition 

state energy with the initial or final state energy (non-traditional BEP).
19-22

 Applying BEP relationships 

across similar reactions (C-H dissociation) or across catalyst materials limits the number of activation 

barriers to calculate with DFT methods. The minima of potential energy surfaces can be estimated by 

scaling relations that correlate molecular binding energies with atomic binding energies.
22-26

 The entire 

potential energy surface of propane reforming can be mapped out by combining BEP and scaling relations. 

Most previous studies using scaling and BEP relationships have constructed these relations across a wide 

range of pure transition metals and estimated reaction energetics with data points scattered over 1 eV 

from a linear line.
27-30

 Thus, the reliability of the combined use of BEP and scaling relationships across a 

series of similar metal surfaces, such as our system ranging from pure Rh and Ni to binary Rh1Ni2 and 

Rh2Ni1, is not established. In this study, we address this issue by comparing the combined use of scaling 

and BEP relations with the use of BEP relations only. 

The preferred reaction path of propane reforming is investigated with the aid of previous 

literature. A general picture of significant bond forming and breaking steps in the steam reforming 

process together with the preferred reaction path of C1 intermediates is obtained by referring to Blaylock 

et al.’s DFT study of methane steam reforming on Ni(111).
31

 The preferred reaction path of C2 

intermediates is selected based on a previous study of dehydrogenation and hydrogenolysis of ethane on 

Pt(111).
32

 The reaction path and adsorption configurations of C3 intermediates ranging from propane 

adsorption to C-C breaking is based on the preferred path of propane dehydrogenation on Pt(111).
33,34

 

These previous studies allow us to limit the set of elementary reactions considered. 

Herein, we evaluate the scaling and BEP relations in terms of prediction accuracy for the similar 

Rh, Ni, Rh1Ni2, and Rh2Ni1 (111) surfaces and apply them for the construction of the reaction energy 

profile of propane steam reforming. From the estimated reaction energetics of propane reforming, we 

identify key elementary steps and examine the impact of co-adsorbed S on these steps by comparing pure 
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Rh and Ni metals with binary Rh-Ni metals to determine the elementary mechanism through which binary 

Rh-Ni metals provide higher sulfur resistance. 

 

4.2 Methods 

 

4.2.1 Computational methods 

 
Calculations were carried out using the Vienna Ab-Initio Simulation Program (VASP), an ab 

initio total-energy and molecular dynamics program developed at the Institute for Material Physics at the 

University of Vienna.
35-37

 Exchange and correlation energies were incorporated by the Perdew-Wang 

(PW91) version of the generalized gradient approximation (GGA).
38,39

 The electron-ion interactions are 

described by the projector augmented wave (PAW) method by Blöchl.
40

 The cutoff energy of the plane-

wave basis set applied to represent valence electrons was 400 eV. Isolated molecules were optimized in a 

15 × 15 × 15 Å unit cell where only the gamma point was used for k-point sampling. All calculations 

including Ni atoms and an isolated sulfur atom were spin polarized. Structural optimization was 

conducted by minimizing the forces on all atoms to less than 0.05 eV∙Å
-1

, with testing versus a criterion 

of 0.02 eV∙Å
-1

 showing no significant difference in energy or structure. 

The optimized lattice parameters for bulk Rh and Ni are 3.80 and 3.52 Å, which only deviate by 

0.08 % and 0.11 % from the experimental values.
41

 The Rh-Ni binary metal was modeled by evenly 

distributing Rh and Ni atoms in the structure, where the optimized lattice parameters are 3.66 Å for 

Rh1Ni2 and 3.76 Å for Rh2Ni1. Our previous DFT study showed that the formation of these two bimetallic 

phases from the constituent pure metals is thermodynamically favorable over 100 °C.
42

 The bimetallic 

structural formation of Rh-Ni catalysts was experimentally verified by temperature-programmed 

reduction (TPR) and X-ray photoelectron spectroscopy (XPS) analyses.
10

 The surfaces of Rh, Ni, Rh1Ni2, 

and Rh2Ni1 were terminated by the (111) facet with 3×3 cell size and a vacuum region of 15 Å normal to 
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the surface. All the surfaces are composed of a total of five layers with the top three layers relaxed, and 

reciprocal space was sampled with a 5×5×1 gamma centered k-point grid. Transition states were 

determined using the climbing image nudged elastic band (CI-NEB) method.
43-45

 For the application of 

the CI-NEB, four images are interpolated between the initial and final states and optimized along the 

reaction coordinate. The transition state was confirmed as the image with the maximum energy value, an 

imaginary vibrational frequency, and an absolute force tangential to the reaction coordinate below 0.05 

eVÅ
-1

. 

 

4.2.2 Scaling and BEP relations 

 

Equilibrium state energies can be estimated using scaling relations which relate atomic binding 

energies with molecular binding energies. We classify two types of molecular adsorbates along the path 

of propane reforming, mono-dentate adsorbates and bi-dentate adsorbates; different scaling relations are 

used for each type. The scaling relation for a mono-dentate adsorbate is expressed as 
24

 

 

  (   )   ( )  ( )                                                           (1) 

where  

 ( )  
      

    
                                                                    (2) 

 

ΔE(AHx) represents the binding energy of species AHx to the surface, ΔE(A) represents the atomic binding 

energy of species A (i.e., C, O) to the surface, and xmax represents the maximum H coordination of 

heteroatom A. The Eq (1) and (2) are also applied for the case where the hydrogen atoms of AHx are 

replaced by saturated alkyl fragments (R) (e.g., AHx-1R).  

For a bi-dentate adsorbate, the scaling relation is
25

 



 
 

76 
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where  

 ( )  
         

    
                                                                  (4) 

  

 ( )  
         

    
                                                                  (5) 

 

 ( )   ( )    (   )                                                          (6) 

 

zA and zB are the total number of internal single bonds between atom A and other non-H atoms of the 

molecule and between atom B and other non-H atoms of the molecule, respectively. n is the number of 

surface-bonded atoms, and M is the total number of internal single bonds including A-H bonds of the 

surface-bonded atoms where the bond between two surface-bonded atoms is counted twice. The detailed 

derivation for this equation can be found in ref 25.
25

 The ξ values in Eq (1) and (3) are fit constants which 

we determined using molecular binding energies on the Rh surface and the same ξ value for a given 

adsorbate is applied for all other metals. For the molecular binding energies on a sulfur-poisoned surface, 

atomic binding energies destabilized by a co-adsorbed S atom were substituted into the scaling relation 

with the use of the ξ value determined on a sulfur-free surface. 

Atomic binding energies without S (or with S) are the relative energies based on the energy sum 

of atomic gas and the corresponding metal surface without S (or with S). Molecular binding energies 

without S (or with S) are the relative energy based on the energy sum of propane gas, steam, and the Rh 

surface without S (or with S) as follows,
33

 

 

C3H8 (g) + H2O (g) + * + (14-x-y-z)*Rh  CxHyOz* + (3 - x)C* + (10 - y)H* + (1 - z)O* 
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where * represents a bare or S adsorbed surface. 

With Eq. 7, the molecular binding energy is defined relative to propane gas, steam, and the bare surface 

where the reference state for removed C, H, or O species uses Rh-based values for all surfaces such that 

variations in binding energies depend only on the CxHyOz binding interaction.  

Activation barriers can be estimated using BEP relations. A traditional BEP relation represents 

the correlation between reaction energy and activation barrier, written as 

 

                                                                              (8) 

 

where Ea is activation barrier, ΔErxn is reaction energy, and α and β are constants related to the specific 

class of reaction. For the case where the traditional BEP does not fit well, the following BEP relation was 

used 

 

      (          )                                                                (9) 

 

where ETS is a transition state energy, EIS or EFS are an initial state energy or a final state energy, 

respectively. All the energies (EIS, EFS, and ETS) without S (or with S) are relative energies (Eq. 7) on the 

basis of the energy sum of propane gas, steam, and the corresponding surface without S (or with S).  
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4.3 Results and Discussion 

 

4.3.1 Propane reforming reaction path 

 

A previous DFT analysis of methane steam reforming on the Ni(111) surface informed the set of 

elementary steps we include in our propane reforming analysis.
31

 The first important finding is that CHx 

intermediates prefer C-H dissociation over O or OH addition before reaching the CH* species. The 

reported activation barriers for O* or OH* addition to CH3* are 152 and 125 kJ∙mol
-1

, respectively, 

whereas that for C-H breaking of CH3* is 66 kJ∙mole
-1

. We do not include C-O bond forming steps for 

CHx where x > 1 in our analysis. The addition reactions of O or OH to CH* are key elementary steps with 

high activation barriers, shown to be rate determining for H2 production from methane. Thus we consider 

O or OH addition only to the CH* and C* adsorbates, and C-H reactions only for other CHx species.  

Previous DFT studies of propane dehydrogenation/decomposition further inform our choice of 

elementary steps to include.
33,34

 As a propane molecule adsorbs to the surface, several C-H breaking steps 

precede a C-C breaking step. There are two possible points within the dehydrogenation sequence at which 

C-C breaking potentially occurs. The C-C breaking is highly likely to take place at propyne (CH3CCH*) 

or propynyl(CH3CC*) intermediates, as shown in Figure 4-1, due to high exothermicity of these bond 

breaking steps. We refer to two reaction paths as the propyne path and the propynyl path. The propyne 

path has the sequence of propane (CH3CH2CH3*), 1-propyl (CH3CH2CH2*), propylene (CH3CHCH2*), 2-

propenyl (CH3CCH2*), propyne (CH3CCH*), and CH3C*/CH*. The propynyl path has the sequence of 

propane, 1-propyl, 1-propylidene (CH3CH2CH*), propylidyne (CH3CH2C*), propenylidene (CH3CHC*), 

propynyl (CH3CC*), and CH3C*/C*. The adsorption configurations of each intermediate used herein are 

similar to ref 33.
33
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Figure 4-1 Initial and final states of C-C dissociation of propyne (a, b), propynyl (c, d), CH2C* (e, f), and 

CHC* (g, h) on the Rh1Ni2(111) surface. Dark-gray spheres (green), Rh; large light-gray sphere (blue), Ni; 

small light-gray spheres (gray), C; white spheres (white), H. 

 

 

Both the propyne and propynyl adsorbates produce CH3C* after C-C breaking. Previous work of 

Y. Chen et al.
32

 suggests that CH3C* preferentially dissociates to CH2C*. CH2C* can then follow either of 

two paths, the sequence of CH2C*, C*+CH2*, C*+CH* and the sequence of CH2C*, CHC*, C*+CH*. 

The initial and final states for the C-C breaking steps for each path are illustrated in Figure 4-1. CH2C* 

has the same activation barrier for both C-C and C-H breakings on Pt(111), so the preferred path can be 

speculated based on the product stability (C*+CH2* or CHC*+H*) after C-C or C-H dissociation. The 



 
 

80 
 

path going through CH2* is preferred as the activation barrier of C-H dissociation of CH2* is lower than 

that of C-C breaking of CHC*. For example, the difference in activation barrier on Pt(111) between those 

two steps amounts to 0.73 eV. Thus, we can expect CH3C* intermediates to prefer the sequence of CH3C*, 

CH2C*, C*+CH2*, C*+CH* where the initial and final states of the C-C dissociation reaction of CH2C* 

are shown in Figure 4-1 e,f, however, the less preferred path is also considered herein.  

Conclusions of previous studies have thus allowed us to limit the number of elementary steps we 

consider for propane reforming. Within the preferred paths, 28 intermediates and 31 elementary steps 

remain to be considered. Of these elementary steps, 17 are C-H dissociation/formation, 4 are C-C 

dissociation, 4 are C-O formation, 5 are O-H dissociation, and one is H2 formation. 

 

4.3.2 Transition states 

 

To establish a BEP relation, DFT is used to locate several transition states to make a linear plot of 

activation barriers against reaction energies or transition state energies against initial/final state energies. 

We selected representative reactions within each reaction type such as C-H, O-H, C-C, C-O, and C-OH 

dissociation as shown in Table 4-1. Figure 4-2 illustrates initial, transition, and final states for a subset of 

reaction steps over the Rh(111) surface (All states are illustrated in Figure S1.). Figure 4-2 also shows the 

coadsorption configuration of initial states with S atoms for consideration of S-coadsorption effects on 

reaction energetics. The optimal adsorption configurations of the intermediates having a functional group 

of O or OH were chosen based on previous examination of methanol dehydrogenation on the Pd(111) 

surface,
46

 and CH4 reforming reactions on the Ni(111) surface.
47

 The adsorption configurations for C-H 

dissociation of propane and C-C dissociation of propyne and propynyl were referred to the literature of 

propane dehydrogenation.
33

 The activation barrier for H2 formation was determined with DFT and is not 

included in any BEP relationship. Transition states were located for the representative reactions over each 

of the four surfaces with and without co-adsorbed S atoms. The sulfur atom for each sulfur-poisoned  
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Figure 4-2. Initial (top), transition (middle top), final (middle bottom) states, and initial states with co-

adsorbed sulfur (bottom) on the Rh(111) surface of C-H dissociation of (a) propane and (b) CHOH; C-O 

dissociation of (c) CHO and (d) CO; O-H dissociation of (e) COH and (f) OH; C-C dissociation of (g) 

propyne and (h) propynyl. Large gray sphere (green), Rh; small gray spheres (gray), C; white spheres 

(white), H; dark sphere (red), O; light gray sphere (yellow), S. 
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Table 4-1. DFT calculated activation energies (Ea, eV) and reaction energies (Erxn, eV) on each metal 

surface classified according to reaction type. 

 

    C-H dissociation C-C dissociation H2  

  
  

  
  

CH3CH2CH3  

CH3CH2CH2  
+ H 

CHOH  

COH + H 

CHO   

CO + H 

CH3CCH  

CH + CH3C 

CH3CC  

C + CH3C 
H + H H2 

    Ea Erxn Ea Erxn Ea Erxn Ea Erxn Ea Erxn Ea Erxn 

Rh 

clean 

surface 

0.61 0.23 0.05 -0.83 0.33 -1.09 0.81 -0.38 2.13 -0.45 0.56 0.55 

Ni 0.84 0.52 0.07 -0.81 0.19 -1.28 0.89 0.12 1.78 0.17 0.93 0.83 

Rh1Ni2 0.63 0.30 0.25 -0.68 0.28 -1.10 0.87 0.12 2.50 -0.03 0.87 0.86 

Rh2Ni1 0.60 0.22 0.36 -0.57 0.32 -1.07 0.92 -0.16 1.72 -0.16 0.52 0.48 

Rh 
sulfur 

poisoned 

surface 

0.76 0.41 0.15 -0.69 0.30 -1.10 0.97 -0.20 2.22 -0.31 0.55 0.54 

Ni 0.99 0.63 0.18 -0.67 0.15 -1.27 1.06 0.17 1.86 0.21 0.93 0.83 

Rh1Ni2 0.75 0.42 0.38 -0.54 0.30 -1.07 0.95 0.21 2.47
a
 0.01 0.88 0.84 

Rh2Ni1 0.73 0.38 0.47 -0.44 0.30 -1.06 1.04 -0.08 1.80 -0.06 0.49 0.46 

    O-H dissociation C-OH dissociation C-O dissociation 

  
  

  
  

COH   
CO + H 

OH  O + H 
CHOH  
CH + OH 

CHOH  
CH + OH 

CHO   
CH + O 

CO  C + O 

    Ea Erxn Ea Erxn Ea Erxn Ea Erxn Ea Erxn Ea Erxn 

Rh 

clean 

surface 

0.97 -0.71 0.99 -0.21 0.66 -0.39 1.84 1.01 2.11 -0.13 2.97 1.60 

Ni 0.95 -0.96 1.10 -0.08 0.50 -0.78 1.90 0.69 1.91 -0.27 2.91 1.64 

Rh1Ni2 0.89 -0.88 1.15 -0.08 0.59 -0.53 1.91 0.67 1.88 -0.21 2.90 1.64 

Rh2Ni1 0.95 -0.82 1.01 -0.22 0.65 -0.42 1.83 0.73 1.85 -0.14 3.02 1.57 

Rh 
sulfur 

poisoned 

surface 

0.97 -0.68 1.04 -0.13 0.65 -0.26 1.92 1.15 2.23 0.06 3.16 2.08 

Ni 1.03 -0.93 1.08 0.05 0.56 -0.66 1.96 0.76 2.33 -0.08 3.22 2.08 

Rh1Ni2 0.91 -0.82 1.13 -0.01 0.65 -0.41 1.95 0.72 2.34 0.00 2.96 1.81 

Rh2Ni1 0.97 -0.76 1.04 -0.13 0.71 -0.28 1.88 0.87 1.95 -0.01 3.20 2.10 
 

a
This Ea is based on an incomplete transition state which satisfies all the criteria to be a transition state 

except for the one where the forces on all atoms are less than 0.05 eVÅ
-1

. Even though this is an 

incomplete data, it is used in a BEP plot because the forces were seldom optimized and the use of this 

data point improves the BEP prediction. 

 

 

surface was placed at the site as far from molecular adsorbates as possible, within the 3×3 cell, after the 

molecular adsorbate was placed at its preferred adsorption site. The sulfur atom is 3~5 Å away from 

reactant species, depending on the molecular size of the adsorbate. Table 4-1 reports the DFT determined 

activation energies and reaction energies. 
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4.3.3 Application of scaling and BEP relations 

 

Using the energetics in Table 4-1, three different types of BEP relations, activation barrier versus 

reaction energy and transition state energy versus initial or final energy, were examined for each metal 

according to reaction types. Figure 4-3 shows the comparison on Rh(111) where the BEP relationships 

based on initial or final energies fits well for C-H, O-H, and C-C breaking and the BEP based on reaction 

energy fits well for C-O and C-OH dissociation. These trends are also found in other metals, as shown by 

the best fit BEP lines given in Table 4-2. We highlight that the data used in the BEP plots include 

energetics on both the S-free and S-coadsorbed surfaces. The established BEP plots (Table 4-2) were 

applied to estimate activation barriers as shown in Figure 4-4 a,c,e where the input parameters (i.e., 

initial/final state energies or reaction energies) were predicted by scaling relations of Eq. 3. This approach 

turns out to produce significant deviations from actual Ea values (i.e., DFT-calculated Ea values by the 

NEB method) with the maximum deviations for both HOC-H and OC-H dissociation barriers at 0.3 eV. A 

small range of metal change such as our system ranging from pure Rh, Ni to binary Rh-Ni metals have 

about only 0.1 eV difference between minimum and maximum values in the actual activation barrier of  

 

Table 4-2. Representative BEP relations on each metal according to reaction types where a and b indicate 

slope and intercept in a BEP plot, respectively. 

Reaction 

type 
Metal 

BEP 

type 
a b R

2
 

Reaction 

type 
Metal 

BEP 

type 
a b R

2
 

C-H 

Rh 
ETS 

vs 

EFS 

0.405 0.166 0.95 

C-O 

Rh 
Ea 

vs 

Erxn 

0.474 2.187 1.00 

Rh2Ni1 0.398 0.185 0.98 Rh2Ni1 0.623 1.957 0.99 

Rh1Ni2 0.338 0.174 0.89 Rh1Ni2 0.459 2.149 0.92 

Ni 0.432 0.324 0.99 Ni 0.476 2.192 0.94 

C-C 

Rh 
ETS 

vs 

EIS 

3.402 4.283 0.96 

C-OH 

Rh 
Ea 

vs 

Erxn 

0.863 0.946 0.99 

Rh2Ni1 2.932 3.563 0.99 Rh2Ni1 1.011 1.043 0.99 

Rh1Ni2 4.003 4.662 0.95 Rh1Ni2 1.123 1.151 1.00 

Ni 3.698 3.707 0.97 Ni 0.967 1.225 1.00 

O-H 

Rh ETS 

vs 

EIS 

1.066 1.056 1.00 
      

Rh2Ni1 1.134 1.124 1.00 
      

Rh1Ni2 1.684 1.658 0.98 
      

Ni * 0.105 1.090 0.74 
      

 

* The O-H dissociation on Ni fits better the BEP type of Ea vs Erxn than that of ETS vs EIS. 
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Figure 4-3. Comparison of three different BEP plots according to reaction types (C-H dissociation, a; O-H 

dissociation, b; C-C dissociation, c; C-O dissociation, d; C-OH dissociation, e) on Rh(111); Left plots are 

Ea (activation barrier) versus Erxn (reaction energy), middle plots are ETS (relative transition state energy) 

versus EIS (relative initial state energy), and right plots are ETS versus EFS (relative final state energy). 

Relative energies are based on the reference state of propane gas, steam, and a corresponding metal 

surface. 
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Figure 4-4. Comparison between the Ea estimates (blue solid bar) (by scaling and BEP relations, a and c; 

by BEP relations only, b and d) and DFT Ea values (red diagonal striped bar) for two C-H dissociation 

reactions of CHOH (a, b) and CHO (c, d). The difference between the two values is indicated by a green 

horizontal striped bar with a number indicating the size of the bar. Estimation accuracy is compared in e, f 

by plotting activation barrier estimates (by scaling and BEP relations, e; by BEP relations only, f) versus 

DFT-calculated barriers for the C-H dissociation reactions of both CHOH and COH. 
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CHO dehydrogenation (Figure 4-4 c,d), so the error levels in Figure 4-4 a,c are not acceptable for 

mechanistic comparison among surfaces. For example, in the CHOH dehydrogenation reaction (Figure 4-

4a), actual Ea values are higher on Rh-Ni binary metals than pure metals, whereas the estimated values 

are similar between binary and pure metals. In the CHO dehydrogenation reaction (Figure 4-4c), the 

actual Ea values decrease as the ratio of Ni in binary metals increases and reaches a minimum in pure Ni, 

but the estimated values in Figure 4-4c show an opposite trend. 

By comparing the error bars of activation barrier prediction and those of scaling prediction for 

initial and final energies, we found that the metal surface with a large error in scaling prediction also has a 

large error in activation barrier prediction. Figure 4-5 shows the error distribution of the estimation of 

scaling relationships over each metal in initial state and final state energies for seven elementary steps. 

The maximum errors for both the initial and final states are about 0.4 eV. If the errors of both initial and 

final states are accumulated, the maximum error can be compounded leading to significant prediction 

errors between similar metals. Therefore, these analyses suggest that the combined use of scaling and 

BEP relationships be avoided across this range of similar metals. 

 

 

Figure 4-5. Deviation levels of initial (a) and final (b) state energies estimated by scaling relationships 

from DFT-calculated values on each metal surface for seven elementary steps; CHOH*  COH*+H*, 

CHO*  CO*+H*, CHOH*  CH*+OH*, CHO*  CH*+O*, CO*  C*+O*, COH*  CO*+H*, 

and OH*  O*+H*. The boxes represent the middle 50 % of the data points (i.e. the bottom and top 

boundaries of a box indicate a lower quartile and an upper quartile, respectively) and the line in the box 

indicates the median. The minimum and maximum values among a given data set are indicated by 

whiskers. 
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4.3.4 Application of BEP relation without using scaling relation 

 

The DFT-calculated initial and final energies for dehydrogenation of CHOH and COH without 

using a scaling relation are used in BEP relations to calculate activation barriers and plotted in Figure 4-4 

b and d. The use of only BEP provides reliable trends in estimated activation barriers across metals and 

reduced errors relative to the DFT values. For example, in Figure 4-4 a and c, the estimated Ea value on 

Ni is similar to those on binary metals in contrast to the trend of DFT values, whereas using a BEP 

relationship only (Figure 4-4 b, d), the estimated barriers on Ni are properly lower than Rh-Ni binary 

metals. The agreement level between estimated and DFT-calculated barriers is examined in Figure 4-4 e, f 

which verifies that the estimation accuracy is more enhanced by using BEP relations only rather than 

using combined scaling and BEP relations.  

A box plot analysis in Figure 4-6 elucidates differences in estimation accuracy among the four 

approaches. Merging the data points from all metals for a given reaction type into a single BEP plot, 

which is shown in Table S1, is also examined in this analysis and denoted as BEP(I). BEP(II) represents 

the BEP relations listed in Table 4-2. The same box plot analysis for other reactions can be found in 

Figure S2. The plots in Figure 4-6 exhibit that the combined use of scaling and BEP relations produce 

significant errors for both SR&BEP(I) and SR&BEP(II). These errors are decreased by using BEP only 

(i.e., BEP(I) or BEP(II)) as one can find a further decrease in all the indices of box plot. As the errors 

from SR&BEP(I)/(II) are qualitatively unacceptable, we suggest that the application of only BEP is 

suitable for the energetic prediction over similar metals. This approach is also supported by a recent 

statistical study suggesting that the combined use of the two estimation methods produces a critical error 

and has to be restrained.
48

 There is not much difference between the results of BEP(I) and (II), but BEP(II) 

enhances estimation accuracy for a couple of reactions as shown in Figure 4-6c, thus we estimate the 

energetics of propane steam reforming based on BEP(II) (i.e., Table 4-2). 
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Figure 4-6. Deviation of activation barriers estimated by various estimation methods from DFT Ea values 

calculated by the NEB method on each metal for the C-H dissociation reactions of CHOH (a) and CHO 

(b), the C-OH dissociation reaction of CHOH (c), and seven elementary steps (d) which are CHOH*  

COH*+H*, CHO*  CO*+H*, CHOH*  CH*+OH*, CHO*  CH*+O*, CO*  C*+O*, COH*  

CO*+H*, and OH*  O*+H*. SR, scaling relations; BEP(I), use of an identical BEP relation for all 

metals for a given reaction type; BEP(II), use of a different BEP relation for each metal for a given 

reaction type. 

 

 

4.3.5 Energy profile of propane steam reforming 

 

The potential energy surface for all elementary steps along the considered reaction paths is 

illustrated in Figure 4-7 for the four metal surfaces. DFT methods were used to calculate the initial and 

final state energies for all species over all four surfaces with and without co-adsorbed S atoms (structures 

in Figure S3). The BEP relationships given in Table 4-2 were used to calculate all activation barriers. 

Dashed vertical lines in Figure 4-7 specify reaction sections, and consideration of the full path is done by 

moving species between sections. For example, the subsequent reactions of C* and CH3C* products from 

the C3 intermediates (propynyl path) section are examined in the C2 intermediates, CH4 formation, and 
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CO formation (III) sections. There are two different reaction paths for C2 and C3 intermediates and three 

reaction paths for CO formation, which are named as C2 intermediates I/II, propyne/propynyl paths and 

CO formation I/II/III, respectively. For C3 intermediates, the propyne path is clearly preferred to the 

propynyl path because the energetics of propyne path are downhill with lower activation barriers, whereas 

the propynyl path consists of a couple of endothermic reactions with the C-C breaking step having a 

higher activation barrier. The preference for the propyne path is in line with propane dehydrogenation 

energetics on the Pt(111) surface based on DFT-calculated values.
34

 For C2 intermediates, path II 

involving the C-H cleavage of CH2C* contains an elementary step with the largest activation barrier over 

the entire elementary steps of propane steam reforming, confirming the path preference expected based on 

the Pt(111) literature 
32

 which appears more clearly for the Rh and Ni metals.. 

For CO formation, the path of OH addition to C* or CH* (i.e., CO formation II/III) is favored 

over the path of O addition (i.e., CO formation I) due to the OH addition reaction having a lower 

activation barrier and more exothermic reaction energies in the elementary steps. This is also consistent 

with the previous energetic analysis of methane steam reforming on the Ni(111) surface, but this study 

additionally suggests that the reaction flux is more involved in the O addition path (i.e., CO formation I) 

than the OH addition path (i.e., CO formation II/III) because of the high concentration of O* based on a 

microkinetic analysis.
31

 Thus, we consider both paths for the analysis in the following section. 
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Figure 4-7. Energy profile of propane steam reforming reaction estimated by the BEP relation on four 

metal surfaces under sulfur free condition (a) and under sulfur poisoned condition (b). The relative energy 

of each intermediate is defined by Eq. 7. 
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4.3.6 Sulfur tolerance of Rh-Ni binary metals 

 

The energetics of propane steam reforming are analyzed by comparing average activation barriers 

on sulfur-poisoned surfaces to identify critical elementary reactions in Figure 4-8. The elementary steps 

with the highest activation barrier, averaged across the four metals, are the C-C cleavage of CHC* 

followed by the cleavage of propynyl (CH3CC*), the O addition to CH*, the C-C cleavage of CH2C*, and 

then several steps with similar barriers including dehydrogenation steps of C2/C3 intermediates, the 

propyne C-C breaking, OH addition reactions, and H2O dissociation reactions. Figure 4-9 shows the 

comparisons of the activation barriers for both the sulfur free and poisoned surfaces in these critical 

reaction steps. For the C-C breaking steps of both CH3CC* and CHC*, the activation energy on Rh2Ni1 is 

lower than Rh for both the sulfur free and poisoned surfaces. In particular, the difference between Rh and 

Rh2Ni1 becomes larger in the presence of sulfur, implying the high sulfur tolerance of binary Rh-Ni 

metals. For the O addition to CH*, which has the third highest activation barrier, Rh2Ni1 is also the best 

catalyst in the presence of sulfur. It may be possible for both the C-C breaking steps of CH3CC* and 

CHC* to be excluded as they are less preferred to other competitive paths, as mentioned in the previous 

section. In this case, the O* addition step to C* is the elementary step having the highest activation barrier 

where Rh2Ni1 is the best catalyst. Thus, Rh2Ni1 is the most sulfur tolerant catalyst for the most critical 

step for both the cases of inclusion and exclusion of the less preferred paths. In the C-C breaking of 

CH2C*, the binary metals provide similar sulfur resistance to Rh, but in the dehydrogenation step of 

CCH3*, which has a significant barrier, Rh2Ni1 is more sulfur tolerant. The majority of steps have the 

lowest activation barrier on Rh2Ni1 in the presence of sulfur.  
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Figure 4-8. Average activation barriers of elementary steps along the preferred reaction paths of propane 

steam reforming reaction on sulfur-poisoned four metal surfaces 

 

 

 

 

 
 

Figure 4-9. Comparison of activation barriers across metals for four elementary reactions with high 

activation barriers along the reaction path of propane steam reforming 
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Without more detailed kinetic modeling, we cannot be conclusive as to which steps determine the 

rate of propane reforming. To broadly consider the impact of sulfur poisoning, we averaged the barrier 

changes by co-adsorbed S* over all the elementary steps according to reaction types in Figure 4-10 a,b. 

For bond breaking steps (Figure 4-10a), the C-C breaking steps are affected most by sulfur poisoning, and 

Rh2Ni1 presents the highest sulfur tolerance. This is reflected in the comparison of overall deactivation 

levels averaging all bond breaking steps. Bond formation steps (Figure 4-10b) are promoted by the 

presence of sulfur, as reflected by decreased activation barriers. The promotion effect of sulfur presence is 

larger on pure metals than on both Rh1Ni2 and Rh2Ni1, but the difference is less than 0.05 eV which is 

negligible. Finally, the overall S effect on all reaction steps (Figure 4-10c) are minimized most on Rh2Ni1 

where the sulfur tolerance effect on Rh2Ni1 arises from C-C bond breaking steps. 

 

 

Figure 4-10. Average activation barrier changes on each metal due to co-adsorbed S* according to 

reaction types including (a) dissociation of O-H, C-H, C-C bonds and (b) association of C-H, C-O bonds. 

(c) Average destabilization levels of all elementary reactions on each metal. 

 

 

Analysis of elementary reforming energetics suggests that Rh-Ni binary metal surfaces will 

demonstrate an enhanced S tolerance during steam reforming. Though the experimental studies of Strohm 

et al. indicated a 10% Ni-2% Rh sample as optimal, our reaction energetics results suggest a Rh2Ni1 ratio 

shows greater sulfur tolerance. These results should be combined with our previous conclusion that the 

coverage of S* under reforming conditions will be lower over higher concentration Ni binary metals in 
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explaining the experimental indication of Rh-Ni sulfur tolerance.
10

 Our previous electronic structure 

analysis of CO dissociation suggests that the Rh-Ni binary metal surface lessens the repulsive interaction 

between S* and other adsorbates, thereby reducing the local poisoning effect.
11

 Kinetic modeling is 

necessary to definitively connect the calculated energetics to the experimentally observed behavior.  

 

4.4 Conclusions 

 
We have examined scaling and BEP relations to predict the energetics of propane steam 

reforming on the Rh, Ni, Rh1Ni2, and Rh2Ni1 (111) surfaces. The estimation of activation barriers by the 

combination of these two methods is too rough to discriminate the energetic trends on such a similar set 

of metals. The first refinement of estimation can be made by using a different BEP relation for each metal. 

The combined use of scaling and individual BEP relationships remains unreliable, in agreement with the 

recent suggestion of Sutton et al. that their combined use be avoided.
48

 More effective refinement has 

been achieved by utilizing BEP relations based on DFT-calculated initial and final energies. For a rational 

design of catalysts for complex multi-step reactions using estimation methods, a scan for a wide range of 

transition metals may be a reasonable first step with the combined use of scaling and BEP relations, but a 

following narrow scan across metals near optimal performance is better restricted to using BEP 

relationships only.  

BEP correlations were used to analyze the propane steam reforming mechanism. To simplify the 

complex reaction networks, the possible reaction paths of propane steam reforming were selected by 

referring to several previous reports and the potential energy surface of the elementary steps along those 

reaction paths was constructed. Four elementary steps with high activation barriers are the C-C cleavages 

of CHC* and CH3CC*, O addition to CH*, and the C-C cleavage of CH2C*. For all the four reactions, the 

activation barrier on Rh2Ni1 is the lowest in the presence of sulfur, implying that high sulfur tolerance can 

be induced by binary Rh-Ni metals. The average S impact on activation barriers was compared for each 



 
 

95 
 

reaction type, and Rh2Ni1 exhibits the lowest destabilization and corroborates the trend found in the most 

critical elementary reactions. Our previous study showed that the sulfur binding strength on Rh-Ni binary 

metals is weaker than on pure Rh.
11,14

 Therefore, our analyses suggest that Rh-Ni binary metals provide 

relatively high sulfur tolerance compared to pure Rh as they can reduce both the S coverage and its 

impact on activation barrier increases. A microkinetic model is needed to further connect these energetics 

with realistic reaction conditions. 
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Figure S1. Initial (top), transition (middle), and final (bottom) states on the Rh (left), Ni (middle left), 

Rh1Ni2 (middle right), and Rh2Ni1 (right) surfaces for the reactions titled at each set of figures. Dark-gray 

spheres (green), Rh; large light-gray sphere (blue), Ni; small light-gray spheres (gray), C; dark sphere 

(red), O; white spheres (white), H. 
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Figure S2. Deviation of activation barriers estimated by various estimation methods from DFT Ea values 

calculated by the NEB method on each metal. SR, scaling relations; BEP(I), use of an identical BEP 

relation for all metals for a given reaction type; BEP(II), use of a different BEP relation for each metal for 

a given reaction type.  
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Figure S3. Initial (left) and final (right) states of the elementary steps listed in Figure 4-7. Dark-gray 

spheres (green), Rh; large light-gray sphere (blue), Ni; small light-gray spheres (gray), C; dark sphere 

(red), O; white spheres (white), H. 

 

 

 

Table S1. BEP relations based on a single BEP over all metals for a given reaction type where a and b 

indicate slope and intercept in a BEP plot, respectively.  

Reaction type elementary steps used BEP type a b R2 

C-H 

CH3CH2CH3* = CH3CH2CH2*+H* 

CHO*=CO*+H* 

CHOH*=COH*+H* 

ETS vs EFS 0.406 0.227 0.93 

C-C C-C dissociation of propyne and propynyl ETS vs EIS 2.972 3.533 0.82 

O-H COH*=CO*+H* and OH*=O*+H* ETS vs EIS 1.159 1.163 0.95 

C-O 
CHO*=CH*+O* 

CO*=C*+O* 
Ea vs Erxn 0.509 2.122 0.94 

C-OH 
CHOH*=CH*+OH* 

COH*=C*+OH* 
Ea vs Erxn 0.939 1.093 0.95 
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Chapter 5                                                                                                          

Summary, Conclusions, and Recommendations for Future Study 

 

5.1 Sulfur poisoning species and sulfur tolerance on Rh-Ni binary catalysts 

 

In Chapter 1, a series of research questions was presented. The work presented in 

Chapters 2-4 is summarized here, where the conclusions reached are connected directly to the list 

of research questions and the answers for each question are listed in section 5.3. Density 

functional theory (DFT) was used in this dissertation to investigate the sulfur tolerance 

mechanism of Rh-Ni binary metals by considering four metal surfaces including Rh, Ni, Rh1Ni2, 

and Rh2Ni1. Chapter 3 examines various sulfur poisoning species such as atomic sulfur 

adsorption, sulfur oxide (SOx, x=1~4) formation, and metal sulfide formation by combining DFT 

energy values and statistical thermodynamic formulas. Sulfidation phase diagrams as a function 

of temperature and P(H2S)/P(H2) pressure ratio on the (111) surfaces show that sulfur adsorption 

is a thermodynamically preferred sulfur poisoning species under steam reforming conditions. 

The metal sulfides (i.e., Ni3S2 and Rh17S15) form at temperatures below 500 K and sulfur oxide 

formation is not thermodynamically preferred at any temperatures and H2S pressures considered. 

The possibility of sulfur oxide formation is also probed by considering a wide range of H2O 

pressures and different structures such as the Rh(221) stepped surface and the interface between 

a Rh cluster and ceria support, however the preference for S adsorption is not altered. Thus, the 

ab initio thermodynamic analysis suggests that the sulfur poisoning species during steam 

reforming is surface adsorbed S atoms, and their co-adsorption may then affect the reactivity of 

other adsorbates. The analysis of O 2p projected density of state in Chapter 2 reveals that the 
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electronic repulsion between co-adsorbed S and reactant CO is reduced on the Rh1Ni2(111) 

surface compared to the Rh(111) surface, indicating that the sulfur poisoning effect through S 

adsorption is minimized on binary Rh-Ni surfaces. As a result, the activation barrier increase of 

CO dissociation by co-adsorbed S is retarded on the Rh1Ni2(111) surface in contrast to the 

Rh(111) surface showing a dramatic increase.  

Chapter 2 compares the binding energies of sulfur among metals. Rh1Ni2(111) has 

weaker sulfur binding energy than Rh(111), suggesting a lower sulfur coverage on binary Rh-Ni 

metals. Chapter 3 details sulfur coverages of each metal by constructing sulfur coverage phase 

diagrams as a function of operating conditions. The Rh1Ni2 (111) surface experiences a phase 

transition from a clean surface (< 1/9 ML) to S adsorption at lower temperatures and higher H2S 

pressures than the Rh (111) surface, indicating a higher sulfur tolerance on Rh1Ni2(111) with 

respect to sulfur coverage. The specific experimental conditions (4, 33, 100 ppm S at 500 or 800 

ºC) are examined in a sulfur coverage phase diagram including various sulfur coverage 

transitions. The sulfur coverage of Rh1Ni2(111) is 1/9 ML at higher than 800 ºC and less than 33 

ppm S, whereas Rh(111) remains at 1/3 ML sulfur coverage. The results presented in Chapter 2 

and 3 suggest that Rh-Ni binary catalysts provide a sulfur tolerance by lowering sulfur coverage 

on catalyst surfaces and reducing electronic interactions between co-adsorbed sulfur atoms and 

reactants as comparison with a pure Rh catalyst. 

 

 

 



 
 

105 
 

5.2 Propane steam reforming on sulfur tolerant Rh-Ni binary catalysts 

 

The sulfur tolerance on Rh-Ni binary surfaces is examined in Chapter 2 with the CO 

dissociation step by comparing sulfur-free and sulfur-present conditions. The CO dissociation 

rate is fastest on pure Rh(111) under a sulfur-free condition, but fastest on Rh1Ni2(111) under a 

sulfur-poisoned condition. The dissociation rate of CO is determined by two factors, the 

adsorption energy of CO and the activation barrier of CO dissociation. The fastest CO 

dissociation rate on Rh1Ni2(111) in the presence of sulfur correlates with its low activation 

barrier rather than CO binding strength. This is also found in a comparison between the 

Rh1Ni2(221) and the Rh(221) stepped surfaces. The kinetic aspect of the sulfur tolerant CO 

dissociation is in line with Chapter 4 which examines the elementary steps of propane steam 

reforming. In Chapter 4, the significant reaction paths of propane steam reforming are selected 

from the complex reforming reaction network using previous computational studies and all the 

potential energy surfaces of the selected elementary steps are estimated by BEP relations using 

DFT-calculated binding energies of each intermediate. The error analysis of estimation methods 

indicates that the combined use of scaling and BEP relations is not acceptable over similar metal 

surfaces from pure Rh, Ni to binary Rh-Ni metals, thus BEP relations only are used for the 

energetic prediction of propane reforming. 

All the potential energy surfaces predicted by BEP relations isolates four elementary 

steps with relatively high activation barriers which are the C-C cleavages of CHC* and CH3CC*, 

O addition to CH*, and C-C cleavage of CH2C*. For all the four elementary steps, the 

Rh2Ni1(111) surface has the lowest activation barrier under a sulfur-poisoned condition. The 

analysis of average sulfur poisoning impact on activation barriers of all the elementary steps of 
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propane reforming shows that the destabilization of activation barriers is minimized on the 

Rh2Ni1(111) surface. This trend is also found in the most critical two elementary steps, the C-C 

cleavages of CHC* and CH3CC*. This is consistent with the result of Chapter 2 where the 

destabilization in the activation barrier of CO dissociation under sulfur-poisoned conditions is 

retarded on Rh1Ni2(111), leading to the lowest activation barrier among surfaces considered. In 

summary, the results of Chapter 2-4 show that the Rh1Ni2 binary surface lowers sulfur coverage 

and the Rh2Ni1 binary surface retards the deactivation in the activation barriers of reforming 

reactions due to sulfur poisoning. Therefore, the studies in this dissertation suggest that sulfur 

compounds in liquid fuels are less likely to form co-adsorbed sulfur atoms on Rh-Ni binary 

catalysts and the kinetics of steam reforming reactions is faster on Rh-Ni binary catalysts than 

pure Rh catalysts under sulfur poisoning conditions. 

 

5.3 Answers for Research Questions 

 

1) Why do Rh-Ni binary catalysts maintain the catalytic activity for methane formation under 

sulfur poisoning condition while the methane selectivity is rapidly dropped on the Rh catalyst? 

Answer) Rh-Ni binary surfaces are less covered by S atoms and retard an increase in the 

activation barriers for methane formation by sulfur poisoning. 

2) Why is the sulfur poisoning impact of co-adsorbed sulfur atom reduced on Rh-Ni binary 

metals compared to pure Rh? 

Answer) Rh-Ni binary surfaces reduce electronic interactions between reactants and co-adsorbed 

sulfur atoms as compared to a Rh surface. 
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3) Is there any difference in sulfur poisoning species and their surface coverage between pure 

metals and Rh-Ni binary metals under reforming conditions? 

Answer) There is no difference in sulfur poisoning species among surfaces. Sulfur adsorption is 

the thermodynamically favorable sulfur poisoning path on four surfaces under steam reforming 

conditions. The surface sulfur coverage on bimetallic Rh-Ni is less than on pure Rh. For example, 

Rh1Ni2(111) is covered with 1/9 ML of sulfur at 800 °C and less than 33 ppm S, whereas Rh(111) 

is covered with 1/3 ML of sulfur at the identical conditions. 

4) Which elementary steps and surface intermediates are critical in the propane steam reforming 

reaction? 

Answer) There are four critical elementary steps with relatively high activation barriers; the C-C 

cleavages of CHC* and CH3CC*, O addition to CH*, and C-C cleavage of CH2C*. Two of them, 

O addition to CH* and C-C cleavage of CH2C*, pertain to the energetically most preferred 

reaction paths of propane steam reforming. A future microkinetic analysis will identify critical 

surface intermediates. 

5) Do Rh-Ni binary metals provide higher sulfur tolerance for the energetics of either critical 

steps or the overall reforming reactions? 

Answer) All the four critical elementary steps mentioned above have the lowest activation 

barriers on the Rh2Ni1(111) surface. In overall reforming reactions, the Rh2Ni1(111) surface 

offers the lowest destabilization with respect to the average sulfur poisoning impact on activation 

barriers.  

6) What are important factors to design a new sulfur tolerant catalyst? 
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Answer) There are two important factors, sulfur coverage and activation barrier. New sulfur 

tolerant catalysts are expected to offer either a lower sulfur binding energy or a lower activation 

barrier in critical elementary steps than binary Rh-Ni surfaces. 

 

5.4 Perspective and Suggestions for Future Study 

 

This dissertation provides an effective tool for catalyst design by the following stepwise 

approach: first, the reaction paths of a given chemical process need to be categorized into 

important and unimportant paths. Second, the potential energy surfaces of reaction paths are 

predicted by different estimation methods as discussed in Chapter 4 according to the importance 

of reaction paths. Third, the energetics of the potential energy surfaces is used for microkinetic 

analysis, thereby identifying key intermediates and elementary steps. Finally, a variety of 

possible metals for better catalytic performance are investigated based on those intermediates 

and elementary steps. The selected metals through the whole procedure are finally evaluated by 

both a microkinetic modeling and an experimental examination. 

The microkinetic analysis as a future work prepares a guideline for sulfur tolerant catalyst 

design. The microkinetic modeling calculates sulfur coverage on each metal surface and 

identifies significant elementary steps (e.g., the addition of O* to CH* and C-C breaking of 

CH2C are expected to be significant according to Chapter 4, but other reactions may more 

important after the microkinetic analysis) for propane steam reforming to affect fuel conversion 

and products selectivity. From these results, the sulfur tolerance of Rh-Ni binary metals can be 
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defined as a function of activation barriers of key elementary steps and surface sulfur coverage, 

where we can give a weighting for two factors. 

This benchmark can be used to initially examine all possible transition metals for a new 

sulfur tolerant catalyst. For example, one can start with 11 transitional metals examined in a 

previous computational study of methane steam reforming.
1
 If the microkinetic modeling places 

more weight on the kinetics of key elementary steps than surface sulfur coverage in improving 

sulfur tolerance, we can decrease the number of interesting transition metals by comparing the 

activation barriers of the key elementary steps. For this work, the combination of scaling and 

BEP relations serve as an effective estimation tool. The errors arising from this estimation 

approach are acceptable for such a wide scan of transition metals. For example, Jones et al. 

predicted the potential energy surfaces of methane steam reforming on various transition metals 

using the combination of scaling and BEP relations.
1
 If the microkinetic modeling emphasizes 

sulfur coverage more than the kinetics of key elementary steps, we need to compare sulfur 

binding energies on the transitional metals considered, some of which can be referred to previous 

date calculated on 7 transition metals by Alfonso et al.
2
  

After using one of two filtering approaches above, we can choose promising transition 

metals to be expected to derive a stronger sulfur resistance with similar or greater catalytic 

activity as compared to the Rh, Ni, and Rh-Ni binary metals. Using the transition metals, we can 

formulate possible bimetallic combinations to have potential in high sulfur tolerance and activity. 

The energetics of key elementary steps on these binary metals with the pure metals filtered 

initially are estimated by the use of BEP relations only to increase accuracy as addressed in 

Chapter 4, thereby adding one more filtering to find promising metals. The screened metals are 

finally evaluated by microkinetic modeling and compared with the results of Rh-Ni binary 
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metals. If there is a metal showing a better performance in fuel conversion and products 

selectivity under sulfur poisoning conditions through the microkinetic analysis than Rh-Ni binary 

metals, those metals can be tested experimentally in a steam reforming reactor with the feedstock 

of either propane or jet fuel. 

This dissertation discusses the sulfur tolerance mechanism of Rh-Ni binary metals in 

various aspects and presents a stepwise approach for catalyst development using DFT methods. 

Future studies will find new sulfur tolerance catalysts and simultaneously offer their sulfur 

tolerance mechanism based on the computational data with respect to reaction energetics on the 

metals. 
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