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ABSTRACT

Automatic age estimation in human facial images is importeetc aus e peopl e’ s
patterns, lifestyles and preferences vakyng with their age, and preferred modes of human
computer interactioare different for peoplef different age groups. An approach &rtomatic

age estimation from facial images therefore has the potefaiala number of practical
applications. Human beings develop the abilityaccurately estimate age early in life, but
automatic age estimati isvery sensitive to factors su@srace, gender, facial attachments such
as glasses, beards, facial piercings, and other visually peecégpttors like attractivenesthus
makingit one of the challenging problems in computer vision. In this tivesidevelop computer
vision and machine learning based approachesxinacting visual features from a human facial
image and mapping those &m output label estimating the approximate age (in years) or age
group fange of years) of the individual.

We develop an automatic eye localizatialgorithm which finds the coordinates of both the eye
centers. Theseo-ordinates are used to registt the facial imags into a common framef
reference. Such a localization algorithm is very useful in real wagglications where
information about eyeenter is usually not availablgve then extract feature descriptors that
represent the facial image in@v dimensional space. In this thesis we have experimented with
threedifferent kinds of age relevant featutescriptors in order to captutlee shape and texture
information of facial images: Discrete Cosifiansform (DCT), Local Binary Pattern (LBP) and
Gradient Orientatio®yramids (GOP).

We then propose twanachine learning pipelines for age estimatidiirst, we develop a
hierarchical approach to estimate the agéheftest image using two steps. In the first step we
perform softclassification by separatj the training data intage groups and using a kiNg§Y/M
classifier tocompute theprobability of a newtest image belonging to each of the dtpeee
groups.We thenuse GaussiaRrocess(GP) regression for théinal ageestimation. Gaussian
process regression isBayesian approach that computes the posterior density for the agesof a
image given both the training and test d@&®&.producesonfidencentervals for the age, thereby
providing the user withmore information. Second we developexpectatiormaximization (EM)
framework to jointly address the issues of categorizingriiaing data points into groups and
learning thehyper parametersf the Gaussian Process regression model corresponding to each
group. Unlike the earlier approaches whewe manually categorizéhe training data into three
groupsbased on age, this amaichautomatically groupthe data.

We test our methods on the publicly asbhle FGNET aging database, a very popular and
challenging database for testing facial aging badgadrithms. We eaduate our algorithms using

the Leave One Person OWPO) evaluation schemén LOPO we train the regressor on images

of all the persons in the database except one, and test it on the images of that one person which
have not been used in the training. We repeat this for all the people in our daradbasepute

the error by averagingcross errors from the individual testing rounds. This metric is known as
the Mean Absolute ErrorMAE) and has been used as the performance metric to evaluate
performance of various features and our estimation algorithms.
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Chapter 1

Introduction

Human beings possess an innate abilitpab only recognize faces, but also to distinguish one
face from another, whereas machines have only recently started displaying these skills. Scientists
first began working towar ds deWack ecpghitioghas uch s
comed ong way since then. Today’'s facial recogni
and are being used for a variety of commercial and government applicationsasuaky
enforcement, votingjser authentication and securityrposes at various veeslike airports and
banks.

The latest models of facial recognition systems have been extended to mwlutitens
to other relevant and challenging problems such as face verification, identity remaggénder
detection, gender based classificatiod arpression recognitiofdne such extension to the face
recognition problem isautomatic age estimation from facial dataCompared to the above
mentioned problems, automatic age estimation from faces is a topic thatdmeelatively less
explored despie being a very interesting and a challenging-feeld in facial recognition

[Hanl13].

1.1 Automatic Age Estimation

Automatic age estimation in human facial images is important for many reagsoospR e ' s
behavioral patterns, lifestyles and preferencey atong wth their ageAlso preferred modes of
humancomputer interaction ardifferent for people of different age groupShus a good

understanding of age can lead to more smooth and sudoemsfmunication between people and
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machinesmakingautomatc age estimtion from facial recognitioan area with a lot of potential

for a number of practical applicatiofseng07, SteinerlQ related to law enforcement, muttiie
identification, age specific access control and age specific Hliman beings devep the

ability to estimate age early in life and can be fairly accurate in their estimation. Human age
estimation is however very sensitive to factors like race, gender, facial attachments such as
glasses, beards, facial piercings, and other visually pévedactors like attractiveness. Hence it
would be very useful to have an automated Age Estimation System that takes a human facial
image as its input and assigns an output label to the image, where this label is the exact age (in

years) or the age grpyyear range) of the individual face as shown betofig 1. [Geng07.

Facial Age ~
‘ Estimation ‘ Age = 3 (years)

Figure 1: Example of an Automatic Age Estimation System.

Additionally, an ideal automatic age estimation system must also be capable ofAdming
Synthesis which means that given an input facial image and a target older age, the system should
be capable of producing a synthesized image of the individual at the target agesbgering

the face image aesthetically with natural aging and rejuvenatingsef@&eng07.

1.1.1Challenges in Automatic Age Estimation

There are a number of challenges associated with building automated age estimation systems

some of which are listed belo@gng07].
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Aging Patterns are incomplete Aging is a slow, irreversible areh uncontrollable process

and is something that cannot happen at will and this makes the collection of training data for
the process of age estimation extremely laborious process. The available datasets today
contain a very limited number of age sepadiaimages for each person and the images at
higher ages are rare.

Aging patterns are personal Different people age differently depending on their genes,
gender, lifestyles, working environment, weather conditions, and health factors such as
drinking and soking. Thus it is not easy to find a unique mapping from facial images
(features) to ages (class labels).

Aging patterns are temporal The face status at a particular age will affect all the older
faces but not the affect the younger ones, which meanhsathy particular change to a face at

a certain age will affect the subsequent training and teptiagesFor example consider a

case where an individual develops a scar across his forehead at a particaarshgevn

below in Fig 2 For this case, thecar appears on all the images taken after the age f 35.

we train the aging model generically, the estimation error for this individual case will be very
high whereas if we train the model to incorporate the scarring after a particular age, the model

will be too specific.

Figure 2: An example of a facial image with scarringFor this case, the scar appears on all the images
taken after the age of 35.



1.2 Problem Statement

This thesis has the following objectives
1 Provide a detailed survey in the area of age estimation using facial images.
1 Propose new techniques based on the ideas already explored and to come up with our
own solution to solve the age estimation problem that leveragent advances in

machine leaming.

1.3Literature Review

Recent years have seemamber of researchers investigatimgw to accurately estimate
ages from facial image#. good starting point to exploregge estimation from facial imagissthe
survey paper on age progression in human faces by Narayanan Ramanatfidarayahan09.
In this paper the authors give an in depth understanding regarding the babibuwhan aging
process by helping us understand the morphological cheaagpeiated witthuman growth.
They then try to analyze answers to questions like how humans perceive aging, which part of the
human face constitutes an age invatrisignature, and how does agingpactfacial recognition
perfor mance. D’ Ady enymorphogemegiaccy0?] svas she first step in this
area and played a crucial role in understanding the morphological changes associated with growth
in human face Many subsequent research wosksmmed from this study. Shaw et[&haw74
observedhat cardiordial strain plays an important part in the way humangipedcaging and
came up with amffine shear transform to describe facial growth. Kwon ¢Kalon94] used 47
high resolution images of a face to classify the images into one of tleeg@gps: babies, young
adults or seniorsT heir approach was based geometric ratios of key facitdatures and wrinkle

analysis. Fu et alHu10] have provided a comprehensive review of the many existing methods
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for age estimation till 2010 and moreceatly Han et alflan13] have provided a comparison of

the of all the published methods for automatic age estimation.

In generalmost AgeEstimation systems are designed to have two sagebown below ifig

3.

1 Feature Extraction: Extraction of the agg features

1 Feature ClassificationRegression:Classification/Association of these features to-age

groups orspecificages.

Feature Extraction

FeatureVector

Input Image

Figure 3: Stages in Age Estimation

Feature
Classification

[40 ¢ 60] Years
OR

51 Years

Most age estimation methods are classified based on the feature extraction and the feature

classification techniques themploy A review of someprior studies on both of these stagges

givenin the subsectionselow

1.3.1 Feature Extraction

The facial features used in previous works can be divided into three categories: global features,

local features and hybrid features.

Global Features Global features contain the overall individual characteristics of a person such

as identity, expression, gender and ethnicity along @agimg characteristics. They thus offer
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better information about individual characteristics such as the appearante ashadpe of a face
than features like skin and wrinklesGlobal features are generally used to do detailed age
estimation Most approacheshat use global featuresy to generate face aging models and build
aging functions to simulate or compensatetfa aging process he global feature extraction

methods that have been usedhaliterature along with their descriptisrardisted in Table 1.

Method Name Description Used In

Represents faces with statistishbpe and appearance | First proposed by

models using PCA Lanitis et al.
[Lantis02].
AAM parameters are extracted from face landmark
Active Appearance points. Geng et al.
Models (AAM) [GengO6]
Optimal regressors (aging functions) are built on these
parameters. Lanitis et al.
[LantisO4].
Geng et al.
[GengO07].

Yan et al[YanQ7].

Takes a sequence of individual aging facial images as| First proposed by
input and constructs a subspace representation of the| Geng et al.
aging patters for these images using PCA. [GengO07].

Aging Pattern Uses AAM to construdhe feature vector. Guo et al[Guo08].
Subspaces (AGES

When an unseen face comes, it is projected onto a Fu et al[Yun08].

subspace which reconstructs the face with minimum e
Fukai et al.

[FukaiO7]

Table 1. Existing Global Feature Extraction Methods



Local Features Local features consist of features such as wrinkles, skin, hair, and geometric
features likedistance ratios ofarious facial components. Local features encagefeaturesaind

are often more specific to an ageup rather than an individual. They are thus used to classify
people into age groups. Local features are also more robust to factors like illuminatiortrde to
suffici ency of | o ctlekhorpcanigs df gessitivityotalliominationovariations

and image occlusiongNarayanan09. Kwon and Lobo[Kwon94] classified images into three
groups: babies, young adults and senior adults based on wrinkles and distance ratiisstThe
extracted the distanceti@s using facial anthropometry and used these distances to distinguish
babies from adults. They then used snakelets irdpsignated facial regions to extract wrinkles
which they then subsequently used to differentiate between young and senior adufigettdl
[Horng01] used geometric features and wrinkles to classify the facial images into four groups.
They used the Sobel Filter to compute the depth and degree of the wrinkle. Hayashi et al.
[HayashiOl] used skin and wrinkle features to addresise ae estination problem. They
extracted skin using skin color and theextracted the wrinklegsinga Digital Template Hough
Transform (DTHT). Takimoto et a[Takimoto08] used a combination &obel filtels andGabor

jets to distinguish a deep wrinkle from a fine one. -m Xia and Chung.in Huang[Txia09]
proposed to use wrinkle and hair features for age classification.al$mysed the Sobel filter to
extract wrinkles and combined them with the hair color featuretie Tregions for feature
extraction were based dacial landmarks detected by AAM.

Hybrid Features Hybrid features are a combination of global and local featdresy were

proposed by Suo et dlSuo08] who constructed a set of sparse features dimgisf AAM,
wrinkle, skin, hair ad face configuration featuresing a hierarchical face model. For each facial
component four kinds of features are extracted: photometric, geometric, topological, and

configuration features. The feature extraction dbgctihere is computationally very elaborate
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compared to other methods. Matthew Steilgeiperl(] in his study on facial age estimation
used a combination of age relevant shape (AAM) and texture (DCT)dsatulearn anodel of

the human aging procesShoi et al. Choill] proposed a hierarchical age estimation scheme
using a hybrid of AAM, wrinkle and skin features. They extract the wrinkle features using a set of

region specific Gabor filters and the skin feature is extracted using a Local Binamp.Patte

1.3.2 Feature Classification

Age estimation techniques can be classified into three categories from the point of view of feature
classification: aggroup classification, single level age estimation and hierarchical age
estimation. Age group classifition is used to classify the imagiedo one of multiple age
groups. In the past, classification algorithms such as [6G#A009], Support Vector Machine
(SVM) [Lian05], distance measuf&unay08], and neural networksiorng01] have been used.
Single level age estimation and hierarchical age estimation are both used to estimate the detailed
age of the individual image. Regression techniques such as quadratic regilessi=02],
Support Vector RBgression(SVR) [Guo08], the MLP algorithm - Multi-Layer Perceptron
[LantisO4, Suo08] and the RUN algorithnfYan07] have been used for single stage age
estimation.

Hierarchical age estimation was implemented by Lanitis dlLahtis04] who showed
that hierarchical age estimation fmems better than single level age estimation. Thisds
because, since facial aging is perceived differently for differentgemeps, and thusage
estimation for a specific age group gives a more accurate result. GudGuaiad9] proposed a
classificaion scheme based on smgltboups divided by gender and ageher than on all ages.

Luu et al.[Luu09] proposedhierarchical classification based on SVM for age group classification
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followed by SVR for specific age estimatiohhe best reported hierarclat classifier was a

combination of an age specific and an appearance specific classifi¢&timill, Lanitis04].

1.4 Overview and Contributions of the Thesis

In this section we first give an overview of our proposed method. We briefly mention the
algorithms that we have used along with a flow chart which describes the architecture of our
proposed age estimation system. The detailed descriptions of each of these algorithms and

techniques are given in the subsequent chapters.

1.4.1 Overview

The goal of thisthesis as stated in section 1.2 is to construct our own unique solution to the
problem of age estimation by building upon the already existing ones. We use images from the

FG-NET databasefor this work which is described in further detail in Chaptefltae proposed

age estimation method consists of global and local feature extractions Tdllewed by feature

fusion and hierarchical age estimation including a hybrid age + appearance based group
classification and a specific age estimation algorithmhasve in Figured. In the global feature
extraction step, we use the Gradient Orientation Pyramid (AG#)10] algorithm to extract the

shape parameters. In the local feature extraction step, the texture and skin features are extracted
using Discrete Corse Transform (DCT) and the Local Binary Patterns (LBP) algorithms
respectively. We then perform a feature level fusion to combine the global and the local features
into a feature vector. For the agstimation stepwe propose a hierarchical approach wheee

first use a supporector machine to classify thw test image into one of the three age groups.

We then proposereExpectatiornr Maximization (EM) algorithm based method to automatically



10

categorize thdraining data into different groupbased on aging and appearanEmally the
detailed age is estimatedthin eachselected group using Gaussian process regression. We learn

the hyperparameters of the GP for each group within the EM framework.

Faciallmage

Preprocessing + Registratior

u_—-_—-_— e -—-—e—e—e—e— === - — - - - - - - _— = = = -
G|0b4) Features | j/ Local Features j/ I

F=— == = —-—— o =

Group Classification (Automatic
+ Age Basell

Hierarchical Age
Estimation

Specific Age Estimation

Figure 4: Flow chart of the proposed age estimation method
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1.4.2 Contributions

The primary contributions of this thesis are

1 Automatic Extraction of Eye Center Coordinates. An automatic eye localization
algorithm for facial imagesas been implementexhdits performance has been evaluated
We find eye ceters by using a Hough transforfor detecting circle hypothesesd then
performing a series of geometrical tests exploiting the symmetrical properties of facial
images in order to remove the false positivdtese ceordinatesare then used to register all
facial images into a common frame of reference. Such a localization algorithm is very useful
in real world applications where information about -egater or facial landmark points is
usually not available.

9 Hierarchical Age Estimation using Soft Labeling We develop aierarchical approach to
estimate the age of the test image using a soft classifieaipassion algorithm. In the first
step we perform soft classification by manually separating the training data into age groups
and using a SVM classifier to compubtetprobability of the test image belonging to each of
these groups. In the sewb step we use we use GaussiancBss regressiofor the
estimation. Gaussiarrétess regression is a Bayesian approach that computes the posterior
density for the age of &4t image given both the training and test data. Gaussian process can
generate confidence intervals for the age, thereby providing the user with more information.
Additionall vy, i n Ga us s-pacameter rlangtbeades roise lavedh, e k er |
€tc.) can be learnt via evidence maximization. The estimated age of the individual is then
found by taking a weighted average of the ages computed from the regressors of each group.
Such a soft classification technique is advantageous over the tradhembdlassification
since theageis computed taking all thgroups intcaccount whichmitigates the effects of a

wrong classification thereby reducing the overall error.
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1 Automatic Data Grouping for Soft Labeling: Finally we develop an expectation
maximization (EM) framework to jointly address the issues of categorizing the training data
points into groups and learning the hyparameters of the Gaussian Process regression
model corresponding to each groupUnlike the earlier approaciwhere we manually
categorized the training datato groupsbased on age, the EM method vélitomatically
group the databased on appearance. This automatic grouping will result in a better

performance for the system.

1.5 Organization of the Thesis

The rest of the thesis iorganized as follows Chapter 2 gives a detailed description of the
various preprocessing techniques that have been implemented. We then develop an automatic
eye localization algorithm to compute eye coordinates used for facial image registration. We
also describe the various feature extraction algorithms that we have implemented in order to
generate our image descriptors. In Chapter 3 we first provide a mathematical model for
regression, covering Linear Bayesian, Support Vector Machines (SVM) and &wuaussi
Process (GP) regression techniques. We provide detailed insights into how SVM and GP
regressions work. We then combine the above methods with a classifier to propose our
hierarchical algorithm for age estimation. In Chapter 4 we propose an Expectation
Maximization (EM) based framework to group the data automatically and also learn the
hyper parameters of the Gaussian process regressor corresponding to each group. Chapter 5
presents the experiments performed and discusses the results obtained. Chaputierdésc

the thesis.
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Chapter 2

Preprocessing and Feature Extraction

In this chapterwe describe the preprocessing techniqueswieeadpplied on the images in the
FGNET database. The goal of these preprocessing methods is to extract just the facial regions and
remove the background from every image, while making sure that the illumination and pose are
consistent across all the imageBirst we describe the eye localization method that we use to

register and scale all the images in the data base.

2.1Eye localization

Eye localization is a very important first step towards pose invariance in image
preprocessing for facial imagdslost of the eye localization algorithms found in literatwse
some sort of training to localize the eye coordinates. Our melbesl not use any training data,
which makes our system more ubiquitoirsce in many real life scenariadhe availability of
training data is almost limited to non&@ur database consists of images that have already been
passed through a face detection system that extracts the facial region. Thus the eye localization
system developed here assumes that the face has been roughly |cadizeldeady cropped
using face detection algorithm.

We first localize the eye region in an image by caging a bounding box around the eyes. In
order to do thiswe first threshold the image and convert it into a binary image. The idea is to
choose a low threshold, so that the puedion turns dark and tHacial skin region turns bright.
Choosing a universahteshold that works for almages in the data bads hard in practice.
Hence, we used aadaptive threshold approach where we start with a low threshold, and

iteratively keep increasinthe threshold ithe eyes (pupilsare not detecte@the tests used for
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pupil detection are described subsequently) original image and its thresholdechary image

are shown in Fidp.

Figure 5: Original and the Binary Thresholded Image

Next, we find thehorizontal and verticajradients of thdinary thresholdednagefor all
images in tk database, as shown in [BigFinding the horizontal gradient helps us to get an idea
of the exact position of the facial region in the image. This is because, in the horizontal gradient
image of the face, since gradient values ang/ \egh at the boundary of the face and the
background, the two vertical lines between which the face is contained are preséfedihd
the two vertical lines of the face between which the face region is containeatder to find
these two verticalihes, for each column of the image we find a cumulative sum of gradient
magnitudes over all the rows. The two columns which have the largest cumulative sums are
considered to be the estimates of the two columns (vertical lines) between which the fate regio
is contained.

Similarly, using the vertical gradient image of the face and the cumulative sum of
gradient magnitude over all columns for each row, we find the two horizontal lines between

which the face region is contained. Here, for most of the cteeséirst line corresponds to the
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transition between the hair and forehead, and the second line can correspond to either the
transition from nose to lips or chin to the background.

To find the two vertical boundary lines, we search for the two columtis maximum
cumulative sum separately in the left half and the right half of the image. Similarly, to find the
two vertical horizontal boundary lines, we search for the two rows with maximum cumulative

sum separately in the top half and the bottom half ohe t image.

[ ‘ ."l"
/ ﬂ'.‘l“,ev“*"«Wn‘L "l

1]
] oL Ay, R
0 0 100 150 20 20 300 0 «0 0 =0 M0 150 200 250 W0 B 0 & [

Figure 6: 6 (a) Example Image from the data base (b) Magnitude of -xGradient (c) Magnitude of y
Gradient (d) Cumulative columns sum for each column of the horizontal gradient image (e) Cumulative row
sum for each ow of the vertical gradient image (f) Imag with bounding box

Once thdace region isnore finelylocalized wewant to find the candidate pupil locations. To
do this, weapply a circle detection algorithm on the image to findhalpgossible circles ithe

faceregion. In this work, we used the cirdetection algorithm given ifPeng10] using the
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aut hor ' s "Bhis methoccusah®Hbegh Transform to detect circles. The transform is
applied to the gradient magnitude image and regulisver&circles being detected. So in order
to the find the potential candidates that correspond to the eyes we performed the following
geometric tests:

1. The circle pair should be within the bounding box.

2. The ycoordinates corresponding to the centers of theghawld be almost the same (we
have allowed a maximum leeway of around 40 pixels).

3. The xcoordinates corresponding to the centers of the pair should be af legisels
apart.

4. The ycoordinates of the pair should be at least at lBagixels from they-coordinate
corresponding to the top bounding box line and at ldagtixels from the ycoordinate
corresponding to the bottom bounding box line.

5. The xcoordinate of the left eye is at ledstpixels from the xcoordinate corresponding
to the left boxine. Similarly, xcoordinate of the right eye is at ledstpixels from the x

coordinate corresponding to the right bounding box line.

In this work we chose: "H FH hH, h'H HT "H
Note that this choice of the parameters depends on the scale of image. In our work, we scaled all
the images to be of size 400 x 500 before we start any of the preprocessingchilethefthe
images changethe values have to be changed appropriataffer performing all the geometric
tests, if only one pair remains, we declare it as the eye pair location. If there is more than one pair,
we consider a small square region of side 8 pixels around each circle and choose the circle pair
which has the lowa& mean intensity inside the square regidine idea is that if the pair actually

corresponds to the eyes, then it should have the darkest intensity since the pupil region is dark. If

we can’t find any pair that Ioaetwegsepdatetse wholee geo
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process by increasing the threshold used for converting the original image into a binary image,
and repeat the process. If there is no pair detected after the threshold reaches a value of 255 (the
highest intensity possible), weillwnot consider the image for processirtgg 7 shows some

results obtained using the eye localization athor described. We also includesme cases

corresponding to wrong tetions.

Figure 7: Examples of Eye Localization

2.2 Registration based on Eye locations

In this section, we describe the image registration techniques that we used in this work. The goal
of the image registration is three fold:
1 Rotate the image so that thegordinates oftte eyes are on the same line.

1 Scale the image so that the distance between the eyes is same for all the images
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1 Translate the image so that the line connecting the centers of the eyibe saate
position in all the images.
Below, we describe how we amoplish each of these tasks.
Let @@ and U{J denote the xand the y coordinates of the left and the right eye of the

image, respectively. The angle corresponding to the rotation WhenU is given as

HH{LY 2.1)

o Oy

Similarly whenU U the equation is obtained as

HH{S 2.2)
O Oy

The rotationmatrix about the origin is thevbtained as

, B = [ TR T
n N o on (2.3)

In addition to the rotation, we want to perform a scaling so that the distance hb¢hsesyes is
the samein all the images. Lef denote the desired distance between the eyqgsix@ats) We
then want to scale all the images at a sCallefined as

IOy Oy (2.4)
With the scaling incorporated, the rotation matrix can be modified as

: NES = T I A oo
L R R TR~ |

Note that this definition of the rotation matrix considers that the rotation is about the origin, if we
want to rotate about a poin@ HU this transformation will be modified to first move the

center to the origin and then transldtéack after the rotation. The transformation that defines

this operation is obtained as

()Ni "H""| nl z “HT ul nl z nl i "i‘ é éHHT (')HH_I_ L
Oi, "H7| l\l Z !\l i i nl Z “Hi “l o O‘HUHT OHH"HT ( . )
In the &ove equation,@ U represent the coordinates after transforming the image.

Using this operation we can transform the image such that-tieerginates of the transformed
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image are on the same line and the distance between the #yesameacross all the images.
While applying this transformation, we us@earest neighbor interpolation to map the -non
integer pixel locations.In order to further translate the image so that the line connecting the
centers is at a fixed location in all the iges, we used the following method. With the centers of
the eye as atarting point, we only keep fraction of the image inllahe directions We have
chosen coefficientsE i FE FE  to cropthe facial region. In the-glirection we select a region
from U E zA(pixels)to U E z A (pixels) whereU denotes the-ycoordinate of the left

eye in the transformed image (note that the right eye has the sammerdinate after
transformation). In a similar manner we select the regiesn— E zAto —— E zZA

where @3 are the xcoordinates of the left and the right eye in the transformed image
respectivelyln this manner, werop the facial regions from all the imageSiter performing all
the above preprocessing stee remaining facial iageis scaled to a sizE00 x 100. kstogram
equaliation is applied to this image prior to extracting features described bé&lmwblock

diagramof our preprocessing pipeline is shown below in&ig

Find a set of all
> ) Remove False
potential pupil

Dilate the Image 1 box using x -and y- — - positives using

locations using ;
Hough transform geometric tests

Converttoa Create a bounding
*  binaryimage
using a threshold gradients

¥

Eye
coordinates
Found

Increase the No
Threshold

Threshold >
255

| Yes Yes
Crop the Facial :
Pre- Register the
Imabge c:nnot d Histogram |_ region and Ima ge using the
SIS d [AEEsS Equalization scale to a 100 x g . 8
processe Image 100 image eye coordinates

Figure 8: Block Diagram for Image Preprocessing
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2.3 Feature Extraction Methods and Techniques

A key issue in facial analysis is finding efficient descriptors to represent the facial
images. Feature extraction is the procesgfesenting igh dimensional image data witH@av
dimensional feature vectdinat retains useful information from that imadé&e performance of an
age estimatiomlgorithmis highly dependent on this step and hence it is very important to select
good featuresldeally facial imagefeaturedescriptos must have the following characteristics
[Ahonen0g

1) They must have high intelass variance.
2) They must have low intralass variance
3) They must be easy to compute
In this work we use3 kinds of features
1 LBP(Local Binary Pattern) Features
1 DCT (Discrete Cosine Transform) Features

1 GOP(Gradient Orientation Pyramids) Features

2.3.1Local Binary Patterns

The Local Binary Pattern (LBP) operator is a teutescriptor thahas been used in a wide
variety of facial recognition applications. The lwaslea of the LBP is that for every pixel in an
image, the LBP operatoeturns a discrete value ttdtaracterizes the local texture information in
such a way that it is robust to luminance changés. basic LBP operator follows the following

steps to asign a label to each pixel in the image
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a) Centered at a pixel in the image, the operatonpares h a t ipténsitetb thesintensities
of its surrounding 8 neighboring pixels, assigning a O or a 1 to each neighbor depending on
whether they are lessah or greater than the center valRgincel?.

b) These binary values are then concatenated in a predetermined order to folyit Bima&y
pattern, as showhelowin Fig 8 This binary pattern is then converted to a single decimal
value. This decimal valugerves as the labef thecenter pixel.

A histogram of these labetscross all pixelgan then be used as a texture descriptor for the

image.

8599 ElTl hold 1110
wresho Binary: 11001011
=| 54/ 52 ettty .
4194 86 ! L Decimal: 203
5711213 ||_ 1100 -:
N 4

Figure 9: Basic LBP Operation

The LBP operator can be exteddm many ways. Wédave used threextensions of the LBP

operator for our feature extraction namdlfgP with Uniform PatternsRotation Invariant LBP

andSpatially Ehhanced listogramsall of which are described below.

Uniform Patterns: An LBP is called uniform if the bing pattern contains at most two bitwise
transitions from 0 to 1 or vice versa when the bit pattern is considered cipghlzmen]. For
example the patterns 01110000 and 11001111 are uniform whereas the patterns 11001001 and
01010011 are nofor an 8 bitbinary pattern, there are total of 256 possible labels, out of which
only 58 labels arrespond to uniform patternis.has leen noted by Ojala et fDjala02] in their
experiments with texture images that when using a neighborhood of 8, piRésEm patterns

account foralmost90% of all patternsThus in the computation of the LBRalbbels, uniform

patterns are preferrezb that there is a separate label for each uniform pattern and all the non

uniform patterns are labeled with a single laia®. use LBP with uniform patterns in our work
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because it has been notedChoi et al. [Choi 17]] that for a facial image uniform patterns describe
various texture information such as bright spots, flat areas , dark spots and edges whereas non
uniform patterns do not contain enough information to these textures.

Spatially Enhanced Histograms: The baic LBP histogram— which is the histogram
representation of all the labels in an image, can be extended to a spatially enhanced histogram in
order to encode appearance as well as spatial relationships of face regions. A facial image can be
broken down ito m facial regions as shown in the image below. After the m redarés é ..

Rm.1 are determined, we compute a histogram independently for each of these m facial regions.
The resulting m histogramseathen concatenated to fornspdially enhanced histogram sfze

m*n, wheren is the length of a single LBP histograifihis enhanced histogram represents a
feature vector describirtpe image.

Rotation Invariant LBP: We also generate rotationally invariant LBP codes by circularly
rotaing the original LBP code until its minimum value is reached. An example of a rotation
invariant code is given below in Fighe motivation for using rotation invariant LBP codes is

that rotation invariance makes the code more robust to order we start from

0 1 0 _ . .

Circular Right Shift
0 1 ——» 01011000 » 00001011
0 0 1

LBP Feature Extraction: We computed the local binapattern (LBP) histograms on 10®n

overlapping patiees of the image, each of size 10 x 10. For each patch, we getimdrisional
feature vectorThis is because there are 9 unique labels that correspond to the uniform and

rotationally invariant LBPs and 1 label that corresponds teumiiorm patterns.Thus the LBP
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featurevectorfor an imageas obtained by concatenag the feature vector®uesponding to each

of the 100patches and has a dimension of 1000 patches * 10 features per paich

2.3.2Discrete Cosine Transform

We also developed a feature set based on the discrete cosine transform of the imageefthe top
corner entry of the transformed image will have a large magnitude. This is the DC or the low
frequency coefficient. The DC coefficient represents the average intensity of the image. The
remaining 63 coefficients are called the AC coefficients, arely tborrespond to higher
frequencies.

In this work, we applied 2D DCT to nonoverlapping patches of size 10 x 10, resulting Iiba

x 10 matrix. Within each block of the image, the pixels differ from a low variatian hgh
variation in a zigzag patern [Wang1Q, as shown below in Fid.0.

Note that the block shown here is 8 x 8, vetaer waused a block size df0 x 10 inour work.
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Figure 10: The zigzag ordering of the DCT coefficients (source: Wikipedia).
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We have retained 10 DCT coefficients in each block, following the order above. Since each
image is ofsize 100*100, there will b&00 such notverlapping blocks, leading ta 1000

dimensional feature vector to represent the image.

2.3.3 GradientOrientation Pyramids

Gradient Q@ientation Pyramid¢GOP)is a feature extraction technique fibposed byLi et al

in [Li1]]. Image Gradient based descriptors haveen used to represent image information
extensively in the pasOne such gradiefitased descriptor that has been used a lot in the context
of facial recognition is the famous Histogram of Oriented Gradients (HOG) des¢bjaiaf05].

The HOG descriptod es cri bes a | ocal object’'s appogarance
unsignel intensity gradients or edgeientations. lis easy to understand and implememtdit is
computationallyefficient. However,the one disadvantage suchgradient based techniques is
that intensity gradienimagnitudeinformation is very sensitive t@hanges in illumination.
Unfortunately, in most histogrampproaches, the gradieatientationsare weighted bythese
gradientmagnitudes.

GOP is an extension of the popular HOG algorithm. GOPuwase gradierinformation
as a feature descriptor. Hovegyin contrastto the traditional gradient based methods, GOP
discaré magnitude information and useonly unit signed orientations (directions) while
computing the feature sets. Thiemonstratta s i g n i ifaigroyement in the performance.
Furthermore,the gradient directions at different scales are combined to make a hierarchical

representation.

Given animage'On , wherefy  ofto indicates the pixel locations, the pyramid@$

definedas0 'O 'Oy} ' _ as

w T

o O
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Here %01 is a Gaussian kernel. We use a 3*3 Gaussian kernel with standard deviatior¥ of 0.5.
denotes half size dowsampling and is the number of pyramid layers. We haveisett in our
experiments, thus building a 5 layered image pyramid for each input image.
Thesignedgradient orientatioffdirection)at each scalg is then definedby its normalized

gradient vector at each pixel.

g'fa

| t=p P (2.8)
The Gradient Orientation Pyramid (GOP)@$ then defined as
1 ] b=k G' (2.9)

Fig.11 illustrates GOP computation from an input image.

L° * ddx2

(a) Image I (b) Pyramid P(7) (c) GOP (d) G(I)

Figure 11: Computation from an Input Image (Source: Ling et. al)

The advantagef using GOPfeaturesis hat whi l e computing a GOP fe
entire image are computed at various scales unlike the previous two algorithms where the LBP
and DCT features are extracted patch wiBleus GOP features retain sufficient spatial and
appearance basatformation to reflect the individual aging characteristics for an image. Another
advantage of using GOBR that GOP featureare more efficient compared to other commonly

usedglobal features such as AAM, AGES etc.
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GOP Feature Extraction: In our work, weused 5pyramidscales resulting in images of sizes

100x100, 50x50, 25x25, 13x13and 7x7respectively.Every image produces both x and y
gradients for every pixel. Therefore the overall feature vector Wwél of the size
2(10000+2500+625+169+49) = 26686nce we obtain the feature vector for all the images, we

run a PCA on the resulting 10026686matrix and retain the first 150 columns.

2.4 Feature Fusion

Once the global and local features are extracted, we perform a feature level fusion to combine
them. Given a facial imageye have three sets of feature descripttre;shape featuresQ

"Q8 8Q extracted using GOP, the skin featur&® & 8 &  extracted using LBP and the
texture features’Q 'Q 8 &  extracted using DCT. In featurennaalization each feature set

is normalized usingi o & riorfhalization defined below.

. Qo
Q ——— 0 phfo

Here™Qis the'Q feature vector and and, are the corresponding mean and standard deviations
of the feature vecto™Q is the normalizedQ feature vector andls the feature index. The fused
feature is created by concatenating the normalized features as given below.

Q "QRQRQ
Concatenation results in an increase in the dimension of ésawich in increases the
computation time. We thus do a dimension reduction using the Principal Component Analysis
(PCA) algorithm.

Q M o Qa ¢

"Q isthenused for age estimation.
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Chapter 3

Hierarchical Age Estimation usingManual Age Grouping

In this chapterywe describe the proposeéso-stagehierarchical approach towards age estimation.
In the first stage, we developctassifier that divide the images into differemgroups based on
their ages. We call this methodSaft Classifier/Soft Labeling. We then train regression models
on each of these image groups to perfatetailed age estimatioVe use supervised Machine
Learning methods to accomplish these taskspervised learning (machine learning) takes a
known set of mput data(training/train data) and known responses to the détaining/train
labels), and seeks to build a predictmodel that generates reasonable predictimsputs/test

labels) for the response to new ddtast datg. Fig. 12 illustrateshe supervisedpproach.

Ki Dat
1 nown Data — Model
_—r

Known Responses

2 Model —
7

Predicted Responses
New Data

Figure 12: Supervised Machine Learning Approaches

Supervised learning is applicable to both classification and regression algoritfengirst
provide a background amachine learninglassification andegression algorithmghatwe have
used in this workWe then describe how we apply these algorithmsotstuct our hierarchical

systemo address the issue of age estimation.
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3.1 Classification Algorithms

In this section wejive a detiled description of the two of the classification algorithms that have
been used in our workamely
1) Support Vector Machines (SVM)

2) K Nearest Neighbor Classification (KNN)

3.11 Support Vector Machines

A Support Vector Machine (SVM) is aigervisediearning method thaises supportectors to
build a model for classification or regression. The basic algorithm is describedpnik63]. In
a sinple two class lineaclassification proble, the goal of SVM is to findraoptimal hyper

plane to separatavo classess shown below in Fig.3.
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Figure 13: Example of an Optimal Hyper-plane

In addition toseparating the two classes, the hypleme should have largest margin (in the sense
that it should have a greatest distance fritv® closest point on either sideSupport vector
machines with large margin are preferred since they provide the best generalixatiexample,

in Fig. 13, the line H separates the two classes with no error but the margin between the data



29

points andhe hyperplane is very small. Conversely, ih addition to separating the two classes
with no error also providedest (maximum) possible margin thereby giving the best
generalizationAn SVM finds theoptimal hypefplane by constreting an optimizatiorproblem

from the data such that the margin betwedye two classes is maximized without any
misclassification in the two classes.

In general, for practical applications sthard to find a hypeplane thatan classify the data with

full accuracy (i.e. having no misclassifications). There&lagk variablesare introducednto the

SVM model. These slack variables quantify the misclassification error. In addition, another
parameterd called thecost parameer is also introduced tdets us control the degree of
misclassification we can tolerate.

The basic version of SVMnly allows linear classification. Thisan begeneralizedy applying

the kernel trick. The kernel trick states that data which is notdily separable in a lower
dimensional space can be made to be linearly separable in a suitable higher dimension. To
achieve this we usa mappingunction to transform the lower dimensional datip the higher

dimensionas shown in Fig.1fSteinerl(].
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Figure 14: Transformation to a Higher Dimensional Spacdsource: Steiner10)



30

In Fig. 14 separation of the data points in th® Zpace (on the left ) is quite hard and is made
linearly separable only after projecting the datants to a higher dimensional space.
Because the new points can\my highdimensional, the calculatioof their coefficients andf
thar scalar products can expensiveT h eKerriel trick is based on the observation that the
transformed vectors only apein the form of inner productand can thus be p&ced by a
function Qawhd which behaves like a scalgroduct betweery and ¢ in the higher
dimensional space while keepitftge computational costs lowBuch a functioriQd8 is called a
kernel function There are four basic kernel functions that are popularly usgums:
f Linear:Qohd & ®
f  Polynomial \Qcfw Fow 1 hr T
{ Radial Basis Futtion : Qoo Qonrsw os hf m
f Sigmoid: ‘" Qo 0 B3 o i
For the above mentioned kerngld FQare the parameters to be estimateat. many real world
applications RBF kernels have provembe a easonable choice and are often ug¢su03. The
reasons why the RBF is popular is because
a) It is a nonlinear kernel, i.e. it maps data points into a higher dimensional spaee non
linearly. Thus it can be effectively suited for most real world data wiheredationship
between the data and its labslsionlinear.
b) The number of hypeparameters to be selected deteres the complexity of an SVM.
TheRBF kernel has relatively fewer hyper parameters to be determined.
¢) RBF has fewer numerical difficultiesompared to the other kernels.
Generally, for most datasets the RE&fnel is a reasonabtioice, however for datasetsth an

abnormally large number of featurégpically linear kernels are used.
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CrossValidation: There are two parameters for an Rig#nel which are not known beforehand

and need to be selected by the user: the cost parameter C and thpangpestef . It is not
known beforehand which C andarebest suited for a given dataset. Thus some kind of model
selection (parameter searcimust be done. The purpose of such a parameter selection is to
identify a good 6 i pair so that the classifier accurately preditis label of theest data. We
want to avoid model over fitting, thus the focus here is on achieving high test dat@cgcetiner

than a very high traing data accuracyWe achieve this goal of parameter selection using cross
validation. Ink fold cross validation the training data is first divided intosets of equal size.

The classification algorithm is iterativelym for k rounds where, in each round, one set is tested
using the model built on the remainikd sets. In each of therounds wedo agrid searchon 6

and' . Various pairs of 6 [i values are tried and the one with the best evatigation accurac

is picked.

3.1.2K-Nearest NeighborClassification

The K-Nearest Neighbor(k-NN) algorithm is anonparametrianethod forclassifyingobjects
based ortheclosest training examples feature spaceThek-nearest aighbor algorithm is one
of thesimplest ofmachine learninglgorithms wheren object is classified by a majority vote of
its neighbors, with the objectemg assigned to the clagbat is most common amongst
its k nearest neighborsvherek is typically asmallpositiveinteger

Algorithm Description: The training phase fdNN consists oftoring all known training data

pointsandtheir class labels. If we want to tune the valuekodhdor perform feature selection,
the crossvalidationtechnique described aboean be used on the training dataset. The testing
phase for a newstance, yen the training date as follows

f Give a test point, find theQtraining samplea i p8 Qclosest in distance &


http://en.wikipedia.org/wiki/Non-parametric_statistics
http://en.wikipedia.org/wiki/Statistical_classification
http://en.wikipedia.org/wiki/Feature_space
http://en.wikipedia.org/wiki/Machine_learning
http://en.wikipedia.org/wiki/Integer
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f Classifyc by computing and assigning the label of the most frequent class am(Qyg its
nearest neighbors to the test point.

The best choice dfdepends upon the dataerally, larger values &freduce the effect of

noise on the classificatiobut make boundaries between classes less didtinotir work we

havechosen the value cQto be 50.

3.2Regression Algorithms

The above section described the classification algorithms that have been used in our age
estimation approach. The objective of these classifiers is to first divide the training images into
different groups based dheir ages and then classify a test image into one of the diffgreups.
The next step is to performegression wheregiven the age group of the test data, we use a
regressor corresponding to that graaperformdetailed age estimation. We now takkak at
the regression algorithms we have used

3) Support Vector RegressigBVR)

4) Gaussian Process RegresgiGi?)

3.2.1 Support Vector Regression

Support Vector Regression (SVR) was introduced by V. Vapnik eVapnik63] shortly after

they introducedhe notion of slack variables in SVMs. The objective of SVR is similar to SVM.
In SVM, we need to find a hypglane that provides the best separation between data points of
various classes while providing the most optimal margin for generalization. $uypctor

Regression has a similar objective. The only difference is that since the goal of regression of to fit
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a model to the gen data points as opposed to separating them.this reasgnin SVR all

training sampl es wit ledthkerebyeeducgithe size ofshe trainingpset. € ar e

3.2.2 Gaussian Processes Regression

We start this section by first discussing the standard multivariate Gaussian distribution. We then
discuss Bayesian linear regression. We then introduce Gaussian Fso(@8e and then
describe how GP can be used in the context of Bayesian regressimnfiorear models in the

sub section oaussian Process Regression.

3.2.2.1The Multivariate Gaussian Distribution

The standard multivariate Gauss{ghown in Fg 15(1) distribution is defined as follows
—esH 4 HR zTsus "HO+ o HIw e H 3.1)

whereh i s the mean vector and X is the covarianc
has the following properties
a) Marginalization Property: The marginal pobability densities of a multariate Gaussian

follow a Gaussian distribution.

nNew _Nohdsh Qo andfQ® ol s h Qb are Gaussian
b) Conditioning Property: The conditional probability densities of a multivariate Gaussian

alsofollow a Gaussian distribution.
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Figure 15 (a) Univariate and (b) Multivariate Gaussian Distribution

3.2.2.2Bayesian Linear Regression
Consider the training datdyY  cwho W NY Nw VY wherew is a Ddimensional
input vector of the form € @©¢ ’G)d's the corresponding observed target value/labighe

standard linear regression model is of the form

Be oonc Be

Here 0 corresponds to the vector of weights (parameters) of the linear modéRandhe

(34)

function value. We assume thine observed values differ from the function valife® by an
additive noise which follows an independent identically distributed Gaussian distribution with a
zero mean and variange

fx 0 mh,
We first use the training dat¥ to find the weight vector. In a ndBayesian approachy is

computed using the maximum likelihood estimate approach. Then these weights are used to find
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the labelc corresponding to a new test inpiat using the equation. el . Standard linear
regression gives a point estimate for the new test label.

In our thesis, we use a Bayesian framework in which we find a probability distribution for the
new test label averaged over all the possible weights. This distribution is of the form
N @ fY and is known as predictive distribution In Bayesian linear regression we first
compute the posterior probability distribution for the model parameters (the weights vector) using
Bayes theorem. We then average the data model of the new test poititeosisstribution of the
weights to find the predictive distribution.

Step |

Compute the posterior distribution of weightsing the formula

N
= = (3.5)
d _7||'|'
wheref Y | YQ 270 QQ is the margal likelihood , n 0 is the prior and

n “Y is the likelihood. This is a direct application of Bayes theorem. The likelihood can be

computed using the data model irg.;Y 0 N o .

w E o
Since ®O 7 , where® e E @& ando § , weget
w E w
mmeSof; A Lof, (3.6)
wheret ., OWe assign a Gaussian prigr0 O it  on the weights. In practice we

don’ tt lamdmeed to estimate it from the training data. Thigs afibstitution we compute

the posterior as

where 0 T A 1

Step
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Now we can compute the predictive probability distributip 2 FY of a new test label by
averaging the data model for the new test point over all possible valueasofollows
- R mmt:Se N 0 Zemo gy Mo (3.9)
Upon simplification and substitution, we get
-t S, FFJ|| r 4 ol= L (hel= o) (3.9)

The regression model described above is a linear model. Linear models are intuitively
easy to understand and implement, however not all data can be modeled using linear models. If
the relationship between the input data and its output cannot be approximated by a linear
function, these models give a poor prediction performance and thus linear models have a very
limited flexibility.

One way to overcome this issue is by using the principle that separation of data is easier in higher
dimensions. This is similar to the kernel trick that we explained earlier. The data points are
transformed into a new higher dimensional space and thetothgroducts are replaced with a
kernel functionQow o 8 Applying this methd to Bayesian regressiois very involved
However,Gaussian Processes (GRasmussen04provide an alternative way to approach this
issue. Gaussian processes provide &iggframework to work with nonlinear models. Using GP,

we can arrive at the exact same solution as we would get uSiageaian linear regression with

the kernel trickout in a much more elegant way. It should be noted that unlike Bayesian Linear
Regresion, Gaussian Process Regression is apayametric regression and hence can model

any arbitrary of the input points.
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3.2.2.3Gaussian Processes

We first discuss the concept of a probability distribution over functions using the following
example. Using this concept, we then explain what a Gaussian Process is and how it is
represented. We then use the Gaussian Process to address the regression prob

Example:Consider a bag)of U random vectorgd 8 80 where each vector is a-@imensional
vector of random variables of the formb € . Assume thatd follows a multivariate

Gaussian distribution with a mean vectprand a covdra n c e matri X >, The
distribution ofccan therefore be giveas

-t AL —Ziw{-— (3.10)
In the above sceamio, each random vector has the same dimension which nhglossible for us
to model the probability distribution ab using a multivariate Gaussian. We now extend the
above bag of vectors framework to the case where each random wedas a different
(possibly even infinite) dimension. In such cassi#ce we cannot model the probability
distribution of & using the above framework, we make use of Gaussian Processes to solve the
problem.
A Gaussian Process is a collection of random variables such that any finite sub collection of
random variables has ajnt Gaussian distributiorfRasmussen04]
It is characterized by a mean functianw and a covariance functio®cita . This is also
known as thecovariance kernel Using these two functions we can compute the probability
distribution.
We now gaback to the example of drawing a vector from a bag of vectors. Note that functions

with a finite domain can be interpreted as vectors, where the vector represents the functional
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value of the various points in the domain. In this manner, the bag of veatots extended to a
bag of functions,Owhere™Ois a set of all possible mappings from a finite domaio set of real
numbersY. Assuming thatv takes the form @ 8 @ , we can represenOas a set of all
possible mapping®8 , and'Q8 will be and dimensional vector of the forf@ Qo h
Qw 888Qw . Now if we specify that® 0 { N, O , we can compute a probability

distribution for"Osuch that its probability density function is given by

| °
— B a
I i M_Z! (3' ll)

Similar to the bag of functions of finite domain, we can consider an example of a bag of functions
with infinite domains. For such cases, a Gaussian Process can be used to specify the distribution
over functiors. The mean and the variance of the Gaussian Process can be computed by using the
mean functiond 8 and Q&8 respectively. Thus for a given a finite subset of the domain
who 88w T & the associated finite set of random variables (which repréSerfunctional

values for the input pointd o 8 8 ¢ | &) have the distribution

B o e E
IO‘éJJ < ] ij E ) (3.1
E

This is denoted using the notatié¥8 x "O0a 8 hQ&B . We now apply the concept of
probability distribution over functions in a Bayesian Regression framework to define the
Gaussian Process Regression (GPR) model.

Gaussian Process Regression ModéDnce again, weonsider the training datay

who @ N'Y N N'Y wherew is a Ddimensional input vector of the formé

We ’G)d's the corresponding observed target value/ldbéhis casethe training data can be
either the LBP feature set, the DCT featseg the GOP feature set or the fusion feature set. The

target value/labeb is the age of the image. The regression model is of the form
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wheref are"'Q"Qiise wariables with independent 1, . Analogous to Bayesian Linear

Regression, here too, we assume a prior distribution over funé@i@ndn particular, we assume

that "Q8 has a zero mean Gaussian Process ffjs: 1 | 8h8 for same valid
covariance functio8h 8. We also defingé as the label corresponding to a new test iGput
Therefore, similar to the Bayesian Linear Regression scenario, given the trairiivig thet prior
n "Q, and the new input poimd , the problem here is to compute the predictive distribution for
the new test label @ S RY . I n Bayesian Linear Regression
order to compute the parameter postenjas Y which we then use to compute the predietiv
distribution for a new test point. The procedure to compute the predictive distributen in
GaussiarProcesss simplerthanthe Bayesian Linear Regression process.

The Marginalization property for Multivariate Gaussian in section 3.2.1 statesothat f
any function"Q8 drawn from a zero mean Gaussian Process prior with a covariance function

"08h8 the marginal distribution over any set of input points must have a joint multivariate

Gaussian distribution. Applying this to the training and tesitppwe get

L LRl L LpL

. Séﬁj—_zx 4 h Eézﬁj—‘ IL ézﬁj—_z (3.19

|
where
QY suchthat™Q "Qo HQw M 8 Qw
f " Yrsuchthat'@ "Q . iQ®. B8 Qw .
T 0T Y? suchthat O GO Qo ho

T 0 T'Y? : suchthat U MY Qo ho. andsoon.

Now from Equation 3.B and the property that the sums of independent Gaussian Random

variables is also a Gaussian, we have
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« Lipl g b L LpL
Bt I A @9

Now using the Conditioning property for multivariate Gaussians, we get

e, SRS 4 HA, (3.16)

where
H @ LLpt kLRt ak (3.17)
. LLp ab LLpt LLpt gk LLps (3.18)

Thus, in this way we can compute the predictive distribution of the new test image. If we want to
compute a point estimate for the age from this distribution, the meserves as the best

estimate.

3.2.2.4Kernel Selection and HyperParameter Estimation for Gaussian Process Regression

From the above sections it is clearly shown that Gaussian Process regression [im@matric
regression method. Unlike the Linear Bayesian regression model, wharaist first compute a
posterior distribution for its parametér in order to find the predictive distribution for the test
label, in Gaussian Process regression we compute the predictive distribution by directly
evaluating the mean and covariancé. of the Gaussian distribution . In order to compute these

it is important to select the correct covariance kernel. The correct covariance kernel is a
function/kernel which gives rise to a valid Gaussian Process.

In general any real valued function 8 is acceptable but foQd8 the rule is that for

Qo E Qo
any set of element® o 8 8 @ 7 &, the resulting matrix 5 é’v I; . é’v
Qw w E Qo ho

must be a valid covariance matrix corresponding to some multivariate Gadissidoution.
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According to probability theory this property holds trué ifs positive semiefinite.
We have chosen the kernel functi@@8 to be theSquaredExponential kernelwhich is of the

form

L o e, QgHO 1 — se .S (3.19)

This is a very commonly used kernel in many applications. Heh& are known as the hyper
parameters of the Gaussian Process since in order to evaluate the covariance kernel, we need to
determine these valige It is very important to interpréte meaning of these hyper parameters in

order to understantiow the data behaves. Hefe is the maximum allowable covariance.
Intuitively this parameter is high for functions whose observed labels show a high amount of
variation. The hypeparameterd is the bandwidth parameter and determines the amount of
correlation between two input poidfsa. Input points thaare farther apart from each other will

have a higher correlation for higher valuesitifanfor lower values of8

The set of hypeparameters whose values need to be determined in order to solve the Gaussian

Process regression problem are

In order to make inferences about all the hyper parameters, we compute the probability of the

data given the hypgrarametrs.

0 1 TnQeh—
Due to our assumption that the data follows a Gaussian distribution, we can simplify the above
eguation to
d - st -7 7 @H H1 « H 11 H (3.20)
In our case€ mandt O &, 'O This quantity is calledog marginal likelihood

[Rasmussen04]. Now, the hypeparametr values are those values thattimize the log
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marginal likelihood based on its partial derivatives. This process is known as evidence

maximization.

3.3 Hierarchical Estimation

We now describe the proposed hierarchical age estimation algorithm for age estimation using the
classification and regression techniques we described in the above sddimpsinciple behind
our age estimation algorithm is to partition th@ning data into several groups, and build one
regressor for each group. The motivation for this approach is that the aging pattern in humans is
different during different ages. In younger years, shape is a crucial fgetonetric features such
as disance ratios between facial features change noticeably during childhood than adulthood)
whereas in older years, texture becomes impoftaribkles are found in adulthood rather than
childhood) Therefore if facial features are trained on the whole dataset, these characteristics are
not incorporated into the training model when estimating the age of a new ikeagéng these
points in mind, thedesigned hierarchicalge estimatiorsystem usea two stagecoarseto-fine
estimationtechnique.
We first divide the training into different groups based on agés.our work, we experimented
with two types of age group partitions:
1) Partition the data into three groups:
a. Group A={lmage | |age () <= 10years}
b. Group B ={Ilmage | | 11 years < = age (I) <= 20 years}
c. Group C ={lmage | | age (I) > 20 years}
2) Partition the data into four groups.
a. Group A={lmage | | age (I) <= 10years}

b. Group B ={Ilmage | | 11 years < = age (I) <= 20 years}
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c. Group C ={Ilmage I | 20 years <= age (I) <= 40 years}

d. Group C ={Ilmage | |age (I) > 40 years }
Once we partition the imag@#o groups, we build a regression model for each gusipg only
the images in that groupNow, when a new test image comies the hiearchical age estimator
uses the following steps to compute its estimated age
9 Use the classification algorithm (SVMRMN) to classify the test image into one of the
age groups.
1 Apply the regressoSVR/GPR corresponding to the group of the test image to
determine its actual age.
Typically such a classification system is known Hard Classification. Although the
hierarchical harglassification— regression system can improve the performance compared
to single stage age estimation system, it has the ndagawbackthat errors occurring in the
age group classification step are propagated in the regressiornBigpneans that if an
input test image is misclassified during the age group classification, \likrdge a large
increase in the estimation error. Such misclassifications are especially possible for boundary
images, e.g. an image of a 19 year old person is likely to be classified into age gefup 21
instead of the 1:20. Thus to reduce the effectsafch a misclassification, we propose a new
classification method callefloft Classification/ Soft Label Assignment. In this method we
assign soft labels to each test image andh testimate the age by applying all three
regression models on the imaged combining them together accordito the soft labels

produced. The Soft Classificati@pproachs described in detail in theectionbelow.

3.3.1Soft Label Assignment
We saw in the above section that in hard classification, the test imfiggt &ssgned to one of

the age groups and once its age group has been determined , its age is computed using the
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regressor for only that specific group. Soft Classification, in contrast, computes the
likelihood/probability of the test image belonging to a partéicgiroup, for all the age groups. We

call this thegroup probability . Next it computes the ages of the test image as computed by each
age group. The estimated age of the image is computed by taking a weighted average over all of
the computed ages, wheretgroup probabilities serve as the weights. Soft classification can be

mathematically represented as

0 "QQYO “z207Q YO

where "Y'O'est Image ;Q group number ¥ : probability of the test image belonging to the

"Q group ad © "Q "Y'@Age of the test image computed by e group.

We show an example of computing the group probabilities for the kNN algoNthman a new

test image is considered, we compute the distances between the test image and all the training
images. We then select k nearest neighbors corresponding to the test image. We compute the soft

labels for this image as follows

MOa & "@EXL & £ & 6QQE 8@

Q

Similar computations can be done withlre SVM frameworktoo to obtain the soft probabilities
for each group. Thtow chart for our Hierarchical age estimation system with soft classification

is shown below in Fid.6.
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Figure 16: A Flow Chart of our proposed Hierarchical Age Estimator

To summarize thischapter, we first discussed at length the classification and regression
algorithms that were implemented. We then built a two stage age estimation system consisting of
age group determination followed by a group specific regression. dadate drawbacks of a
hard classification system we proposed a soft labeling apptoadmputingthe estimated age.
The important things that we would like to highlight here are

1) The regression hyper paramet can be learndéd a more systematic wayrfGP

regression (evidence maximization) than for SVR (cross validation)
2) The classification step in our hierarchical system gsdhe trainhg images solely based

on their ages and does not take their appearance into account.

As mentioned in the previowhapters, studies have shown that similarity in appearance plays
an important role in the aging process. Thus taking into consideration thepoitwg we

alsohave developed a hybrid age + appearance based grouping,sybtemwe describe in

the nextchapter.
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Chapter 4

Hierarchical Age Estimation via Automatic Grouping using an Expectation
Maximization based Approach

In the previous chapter, we described a hierarchical soft labeling approach for age estimation
where we fist used a suitable clafsation algorithmto computehe group probabilities for each
test image for a set of predefinegegroups We then usedegression t@aompuk the ages of the
test image inside each group and estim#tedoverall age for the test image by combining these
ages with the groupoft probabilities obtained in previous step. Wil show in Chapter 5 that
such a soft labeling approach outperforms the traditional hard classification that has been used in
theliterature so farWe can hink of this approach as an apased grouping, where we group the
training data according to their ages and develop models for eaghage

Studies have shown that people who look similar will tend to age in a similar way
[Lanitis02]. The agegroup based grouping described ahowvhile doing an overall good job
does not take this observation irmocount. Thereforeone idea to incorporate this into our
system is to do anppearance based grouping to grdrgining imageshat look similar orthat
tend to exhibit similar aging patternand train individual classifiers for these different image
clusters. We developed an ExpectatMaximization (EM) algorithm based framework to
address this issue of grouping based on appeardVe would like to highlight the fact this EM
based approaclkutomatically groupsthe training data by learning thenderlying image
similarities, unlike the previous approach wherehage togroup the training data maally into
groups based on theljact ages.Another point to note is thahe hyper-parameters used in

Gaussian Process Regressian be learned fazach group within thproposedEM framework.



47

We now provide a description of the general EM algorithm and then show how we use it to

address our problem of age estimation.

4.1 The Expectation Maximization Algorithm

The Expectation Maximization (EM) algorithm is a popular algorithm in maclgaeing,
computervision and statisticaused formaximum likelihoodparameter estimatiowhen sone of
the random vales involved are not observedhe EM algorithm formalizes an intuitive idea for
obtaining the estimates of the parameters when some of the data igrbigsierating through
the followingsteps:
1 Replace missing values witstimated values
1 Estimate the parameteis maximize a likelihood function.
1 Repeat until convergence is obtained
0 Step (a) using the estimated parameter values as the true values.
o Step (b) using estimated values as the
Thus in thecontext of findng the maximum likelihood parameter estimate, the way EM works is

as follows

E-Step: In this step, given the observed variables and the current parameter set, compute the
expectation of the letikelihood function of missing valueswith respect to theconditional

distributionof the hiddervariables giverthe observed variables and current parameter set.

M-Step: Given the expected lelikelihood, this step computes a new set of parameters that will
maximize this likelihood.

To provide a mathematical description the algorithm, consider a set of obsiatad missing

(hidden)valuesi: and the unknown parametealuesP. The likelihood function is given by

4 PRLAL Rl (4.1)
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The maximum likelihood estima{®ILE) of the unknow parameters is then given by

EEA HlgHHG T ahte (4.2)
Finding the MLE is hard bec ad Bhereforeewe dse the EM k n o w
algorithm to iteratively maximize the log likelihood function through a step of Expectation (E)
and Maximization (M) steps.

First the algorithm starts with an initial assumption of parameter vaiies —8

Expectation sep (E-step) The EStep is performed to calculatiee expected value of the log

likelihood functionunder the conditional distribution ahe hidden variableso given the

observationsd andthe current set gfarameters— as shown below in equation

PP mieLpeme [RRERL (4.3)
Maximization step (M-step). Find thenew set ofparametewvalues(—  that maximize the
quantityd —S—

P*Y  HITHHO} P (4.4)

It has been showthat usingthis algorithm guarantees amcrease of the likelihood function of

the observed data with eashccessivéeration. The algorithm is typically run until convergence

4.2 EM Algorithm based Framework for Hierarchical Age Estimation

As we havestated in our introductignour goal is to categorize the training data into different
groupsbased on their appeararaxed learn the hypgvarameters for each group. Assuinattve

want to divide the data intd groups,whereM is known Here ourtraining data { FE

p&) along with thetraining labels {® FE  p&d) correspond to th&nown observations:
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and thehyper parametersthat have to be learnegte ourunknown parameter valuesP8In this
case, the training data can be eitherltBE feature set, the DCT feature set, the GOP feature set
or the fusion feature set. The training values/labelare the ages of the images The hyper
parameters are the hypgarameters corresponding to the GP regressor for each group.

We introduce a new variable that is defined as

© Qi an
®e QEan

Q
33

The variablex indicates whether or not tlke®@point belonggo groupd . For example, if

a p andd p, it means that the firgtaining point belongs to group one, and the second
training pointbelongs to group 2, respectivelere the indicator variables. 5 correspond to
the missing valuesidthat we defined while describing the Bkmework,since for every point

inthet ai ni ng dat a whiah grdupitrbéldng. k now t o

Sinceeach training point can belong to only one grdatipan be seen that

If we know the variable§@ then we can find the hyper parameters oftth#group using the
evidence maximization approach we described in Chapter 3. Since the variabt® not
known we use EM iterations:

E Step

In the EStep,in order to compute the expected value of the log likelihood functienshould
first compué the conditional distribution of the hidden variables given the training data and

the current parameter setry S—hd . Let — , h, ha be the set of hyper parameters for

thed group, and let— —h—B h— be the set of all the parameters. If we represent the

current parameter sasing—, then the desired conditional distribution is given as
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Using Bayes theorem the condition distributiorequation 4.£anbere-written as

-, S O FPD‘FO A

), o M. P e
=0 2 = B! -t S BT Ne, Zumr. o B

(4.6)

Let i & P N) h— be denoted by . Here 0 for allé pfB I O¢ @

pltrB 0 , is knownasa membership weightsmatrix and each poinb  denotes the probability

of thee¢ ®data point belonging to thee dQgroup Given the membship weightsusing equation

4.3the Qfunction (expectation of the log likelihood functiof) —s— hcan be evaluated as
FPsPY e« | [mkdfsP 4.7)

Since the training variable® £  plgiB A are not independent of each ottéye number of

terms in thesummation of the expectation is exponential and thereforesvaluatingthe

expectatiorbecomes computationalixery complex andhard for this case. Therefore we used a

approximationapproach proposed ifivangll]. In the EStep, after obtainingnemberships

weights for all thetraining points, we assign each training point to the group with the largest

membership weight. In the ¥8tep only the assigned points are used for finding the parameters

correspondingo each group

M Step
In theM-step,using the evidence maximization method for finding the hyaeameters of a GP,

we evaluatehe likelihoodfunction for eactof the M groups as follows

4, STTsHs iTH H T o H ST H (4.10)
Wherew denotes the set of all the training labels belongindped  group’ is Oand is
the covariance function evaluated using only the points fronméithegroup. After finding the
hyperparameters we feompute the membership weights. The overall algorithm is summarized

below.



51

Initialization
Parameter initialization plays a very important role in the EM algorithm. In our work we initialize
the priorf) & to be a uniform distributioh & . In orderto initialize the hypeparameters, we
first group the training datainto groups based on their ages described in chapter 3. We then
compute the hypgparameter set for each group which we input to the EM algorithm as the initial
set of hypeiparametersSuch an initialization of the training data helps us ensure that the model

performs both age based and appearance based grouping

Algorithm
1) Initialize — and the group priors §i(
2) Repeat until convergence
a. Computed ¢ p8a& M p8&
b. Findthegroups by assigning the poigtto the group which has the highest
membership weight

c. Find the current parameter setfor each of the groups.

Thusuponconvergence, the training data have bgerupedinto clusters. These are @utedin
such a wayhatthey take into account both the age as well as the appearfahecimageWhen
a new test point comessiage is calculated usinthe SVM based softlassificationinto one of
the clustersfollowed by Gaussian Process regressiwr described in the previous chaptéro
recap, the hypeparameters of the regressors for each clusteraleadylearned in the EM

framework.



The block diagram of our EM framework is shown below in Fig 17.
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Chapter 5

Experiments

In this chapter we describe our experiments and tfesults obtained using various
machine learning approaches described earfsr mentioned earlier, face registratiosing
automatically extracted eye locatiodsiring the preprocessing is an important step for the
estimation task. In order tevaluate his step, we have also provided results obtained using
manually annotated eye locatiomsrst, we provide a description of the database we used for the

analysis.

5.1FGNET aging Database

The FGNET Aging Database (Face and Gesture Recognition Networkh iaging
database that has 1002 images corresponding to 82 different perd@sri@ges peperson) in
the age range of-69. The database also provides 68 landmark features, which are manually
identified, for each image. Of these landmark points ax&ehused theye ceordinate locations
to quantify the performance obur automatic eye coordinate detectialgorithm for face
alignment.Other metanformation that has been provided for each image include: image size,
age, gender, spectacles, hatjstache, beard, horizontal pose and vertical pose. In our work we
use only the age information. The FGNET database has a lot of variations in head pose,
illumination and facial expression since the images are taken frosifeealbums of different

peope. The data distributions of the IEET database according to age are shown below.
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Figure 18 Data distribution according to age

5.2 Results

5.2.1 Eye Localization Performance

In this section we compare the results obtained usingeypel localization method with
the ground truth provided along with the FGNET data base. Overall, our localization method was
able to locate the eyes for 996 images (out of 1002) in the data base. We consider that the
algorithm has localized eye locatioifsit can find at least one pair that satisfies all the
geometrical conditions that we described in Chapter 2. For some images, the resolution was very
poor and hence the algorithm could not locate the eyes. An example of one such image is shown

below.
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Figure 19 Example of an image where the localization algorithm could not detect the eyes

For the images in which our algorithm found the eye locations, we used the Euclidean distance
between the actual and the estimated eyerdimate locations for both the eyes, and we used the
average of these two values as an error metric. Here we naeth#tlie distance measures with

respect to the image sizes.
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Using the error metric defined above, we plot the histogram of normalized mean error-for eye

coordinate extraction using our automatic eye locatiothatkbelow.
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Figure 20 Histogram of normalized error of eye localization

As it can be seen, our algorithm could find the eye locations within an average error of 10% for

70% of the images and within an average error of Z0r80% of the images.

5.2.2 Age Estimation Performance

Weused ‘Leave one person out'’ (LOPO) testing
the persons but one, and test the model on that one person. This process is repeated for all the
persons irthe database and the absolute error in theoatgined for each persas averaged.
This metric is called as thdean Absolute Error (MAE) .
Below we report thtMAE for several scenario¥Ve consider two kinds of preprocessed images:

1) Manually pre-processed Face registration is done using the -egerdinate locations

given in the landmark points.
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2) Automatically preprocessng: Face registration is done by using the eye coordinates
detected by our algorithm.
We first manually preprocess the images in the databases to test all our algorithms. We
then apply automatic preprocessing to the images and run the algorithms that performed the best
on the manually preprocessed images.

In Table 2 we provide the MAE oltined usinginglestage estimation for different feature sets.

The results are provided for both SVM and GP regression.

DCT 6.56 6.34
LBP 783 7.74
GOP 592 5.85

Table 2: MAE for single level ageestimation using GP regression

In Table 3 we report the MAE obtained usingjierarchical age estimation with manual
classification, which means that he test point is first manually classified into one of the groups.
We have reported the MAE's for two cases: a)
ages 010, 1120, 21 ad above and b) when the training data is split into 4 groups of atygs 0

11-20, 2140 as explained in Chapter 3. For each of these two cases, we fist develop the
regressors for each group using GP regression. Once the group of the test point isatktdrenin

age is estimated using corresponding within group regressor.
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CT 3.59 3.16

D
LBP 3.68 2.92
GOP 3.53 2.75

Table 3 MAE for hierarchical age estimation with manual tassification and GP regression

From the above results it is clearly seen that hierarchical age estimation outperforms single level
age estimation. This is because of its ability to consider the difference in age features for different
age groups, which is lacking insingle level estimation. Thus if we have a powerful classifier to

classify the test images into one of the groups accurately, hierarchical age estimation will give a

very good performance.

Another important point to note is that, for our data set, génopmance of GP regression almost
matched SVR. Apart from giving an almost similar MAE, GP is superior to SVR for the
following reasons.

1) With GP regression, the kernel hygmrameters (lengtbcale, noise levektc) can be
learned via evidence maximization which is a more systematic approach than the cross
validation technique used for SVMs. Also cross validation is extremely laborious and
computationally intensive whereas the optimized evidence maximization is

computationally more efficient than cross validation.
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2) Unlike SVM, GP provides a full probabilistic prediction (predictive distribution) for the

age by providing the standard deviation along with the mean estimate of the age, thereby
giving an estimate of uectainty in the prediction.

3) In addition, GPs can be easily extended and incorporatedarterarchical Bayesian
model This property of GP is particularly useful to us and lets us nicely integrate hyper
parameter learning into the EM framework for auatimtraining.

For these reasons, we choose GP regression as our regressmmedarth evaluate our

further set of experiments using only GP for regression.

Next we provide the results for hierarchical age estimation using SVM andlasbilfiers to
classify test cases intd_age groups followed by GP regression fosubsequent age
estimation. We provide the MAE using different feature sets. We also provide the MAE

obtained for both hard and soft classification.

In Table 4 the MAE ohiained using a kNN classifier and a GP regoess tabulated, and in

Table 5 the MAE obtained using SViMassifierand a GP regressor is tabulated.

DCT 8.03 8.25
LBP 8.65 7.36
GOP 6.79 7.24

Table 4 MAE of hierarchical age estimation using kNN classification and GP regression
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DCT 6.26 6.62
LBP 6.56 6.81
GOP 5.63 6.05

Table 5: MAE of hierarchical age estimation using SVM classification and GPegression

It can be seen from Tables 4 anthat SVM provides a better performance compared to that of
kNN. Though kNN is a relatively simple algorith to understand implement, it is unable to
accurately classify the images in the-NGT database based solely on the Euclidean distance
between featureslue to lack of lack of sufficient training datshereby leading tdower

classification accuracy as compared to that of SVM.

We tabulated the clagication accuracies in Table &rom now on we use SVM classifier to

classify the test point.
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52.8 62.7

DCT
LBP 57.9 62.6
GOP 56.7 65.2

Table 6 Classification accuracies for kNN and SVM classifiers using different feature sets

It can also be seen from the above reghlis GOP features give the best performance among the
three feature sets. Thus local features by themselves are not robust enough to discriminate among
individual ages and need to be combined with global features to estimate age at an individual
level.

Next, in Table 7 we show the MAE obtained using hierarchical age estimation with various

feature combinations.

Feature Set MAE
Classification Regression Soft Hard
LBP GOP 6.32 6.56
DCT GOP 6.16 6.23
LBP + DCT GOP 5.59 5.90
LBP + DCT+GOP LBP + DCT+GOP 5.35 5.76

Table 7 MAE for hierarchical estimation using feature fusion



62

It can be seen from the table above fleature fusionimproved the performance compared to
using just a single featur&hus the most robust feature sets are a combination of both local and

global features.

In Table 8 we tabulate MAE obtained usir8)groups for both GOP feature set and also the

combined feature sets.

Feature Set MAE
Classification(SVM)  Regression(GP) Soft Hard
GOP GOP 5.42 5.92
LBP + DCT+GOP LBP + DCT+GOP 5.30 5.77

Table 8 MAE for 3 groups using GOP and combined features

It can be seen that using 3 groups produced a lower MAE compared to the MAE obtained using 4
groups.This is because when we are using 4 groups, there was not enough training data for the
classifier to accurately classify a test point between thid #rid the fourth group. Thidfects

the performance of the classifier and hence the MAE increased whased four groups.

In Table 9 we provide MAE obtained using the proposed EM algorithm for automatically
grouping the training data, followed by SVM classification and GP regression for the test data.

We tabulated the MAE obtained using GOP featuregtadombined features for 3 groups.
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GOP 5.25 5.70

LBP + DCT + GOP 5.09 5.38

Table 9 MAE obtained using the proposed EM pproach with 3 Groups

It can be seen that the proposed EM algorithm performed better than the hierarchical approach.

This is because in EM we are grouping the data based on both age and appearance, and thus the

performance improved.

Finally, in Table 10we provide the MAE latained for both the hierarchical method and the EM

with 3 groups for the automatically preprocessed images using combined features.

8.42

Hierarchical Approach ~ 7.69

EM - Framework 7.51 8.18

Table 10 MAE obtained for the hierarchical and the EM methods with automatically preprocessed images
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It can be seen that using Automatic Eyetétion deteriorated the performarutehe estimation

algorithm This degradation is understandable since the eyedatah we used was not perfect

In Table 11 we provide the MAE per each group for both the hierarchical and the EM based
estimation algorithm using manually and auatically preprocessed images. Theatures set

used here is the fusion feature set LB DCT + GOPJs used, and the classification and the

regression are performed using SVM and GP, respectively.

3.08 2.67 4.06 5.40

Hierarchical 10.08 10.88
(Manual)
EM 2.45 2.60 4.53 5.85 9.72 9.03
(Manual)
Hierarchical 6.4 4.99 4.61 7.93 12.84 13.8

(Automatic)

EM 6.08 5.78 4.54 6.52 13.06 13.8

(Automatic)

Table 11 MAE per group for various algorithms

It can be seen that the performance of the estimation algorithm was worse for the third group

which consists of images of people with age greater than 20. One way to improve the estimation
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performance in this group is to tamit more images of people belonging to this group and use

them for training.

100
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Figure 21: Cumulative scores for thehierarchical and EM based approaches

In Fig. 21, we plot the cumulative scores of the proposed EM and the hierarchical
approaches for age estimation for 3 three groups for fusion feafiungmilative score at a level
represents the number of images in the data base for which the MAE ihdeghexpessed as a

percentage of the total number of images in the database. It is defined by the following equation:

5 g 2,-[6
0 mit———
P 0
We plot the graphs for both manually preprocessed and automatically preprocessed ltmages.
can be seerhait automatic grouping of training data using EM framework outperformed the other

methods.
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Chapter 6

Conclusions and Future Work

In this thesis, we developed algorithms for automatic age estimation from facial images.
Following are the major contributisand the summargf the thesis.

1 We developed a simple eye localization algorithm that can be useful for finding the eye
coordinates in facial images. The eye localization algorithm can be used to scale and
rotate all the images. We have shown later @i ¢lye coordinate location is an important
step in the preprocessing since the performance of the estimation methods depend on the
accuracy of the localization

1 We proposed the use of both local and global features for the estimation by combining
the featues after zscore normalization. For the local features, we used the DCT and the
LBP. For global features, we used GOP. The best performance was achieved when a
combination of these features were used together.

1 We proposed a hierarchical age estimatiorraggh in which we first obtain an estimate
of the age group of a new test image, and then estimate the accurate age by using only the
training images belonging to the estimated age group. Further, we showed that instead of
hard classifying the test imagetd one of the groups, the performance of the estimation
can be improved by first computing the probability that a test image belongs to one of
groups, and then combining the estimates obtained using images from individual groups
according to these probdibies. In this work, we used Gaussian Process regression

algorithm.
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1 We then proposednaExpectation Maximization framework to categorize the data into
groups based on both age and appearance, and to learn the hyper parameters of the
Gaussian Processes b@ used on these groups. This approach, when used with the
combination of local and global features provided the best mean absolute error in age

estimation.

Future Work : Thework in this thesiscan be extended in several ways. First, as we showed, the
performance of the age estimation algorithms is very sensitive to the preproc€&bsisigthere is

a need to build betterye localization system to implement the image preprocesSeupnd, the

MAE obtained was significantly higher in the group with irea@f older people. This is because

the number of images for training the classifier and the regressor for this group are low.
Therefore, there is a need to collect training data of such images. Third, the performance of the
age estimation for older peoptan potentiallyimproveby considering a different set of features

such as Gabor wavelet coefficients that can represent texture information for wrinkles.
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