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Abstract

This thesis investigates the solution of Lambert’s Problem for targets in elliptical orbits. Preliminary
efforts are made in developing a mission design software tool to determine the optimal interplanetary
trajectory and final capture orbit based on mission constraints and requirements between a departure and
arrival body. Integration of the Applied Research Laboratory Trade Space Visualizer software permits a
mission designer to visually inspect the multi-dimensional trade space and investigate regions of feasible
trajectories. The software requires a calculation engine to perform the simulation, such as Matlab. This
approach is in contrast to highly numerical methods that require significant computation power. Sample
results for representative Earth-to-Mars 2005 and 2007 missions as well as an Earth-to-Venus 2011
mission are presented using the software’s numerous plotting options. The Applied Research Laboratory
Trade Space Visualizer is still considered a preliminary mission design tool where the ideal optimal
solutions found using the software could be used as starting points in a higher-fidelity program to account
for the assumptions made in this work. The application of this software can eventually be applied to more
complex interplanetary transfers outside of a simplified two-burn impulsive transfer. There is potential to

integrate evolutionary algorithm as part of the solution process.
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Chapter 1: Introduction
The design of interplanetary missions is typically constrained by the requirements of a mission,
availability of resources, and limitations of technology. A mission designer relies on various software
tools to objectively evaluate these constraints to determine the optimal flight path for the mission’s
success. The solution of Lambert’s Problem is vital in the calculation of the interplanetary spacecraft’s
trajectory between a departure and arrival point. For an interplanetary mission, the departure body could
be Earth while the arrival body may be another planet, asteroid, or other celestial body. Currently, pork
chop plots provide a mission designer with a graphical representation of the solution to Lambert’s

Problem.

Pork chop plots are a contour plot of launch dates versus arrival dates for specific body-to-body transfers
and the shape of many of these contours is where the pork chop plot gets its name. The solution is
calculated for every possible combination of departure and arrival dates in a range chosen by the designer.
This plot provides a mission designer with a tool to identify launch window opportunities when certain
features of the launch vehicle, such a total propulsion capacity, are known. Typically, the contours
plotted include twice the magnitude of the specific orbital energy, C3, the incoming velocity at the arrival
planet, v, the total propulsion needed for the mission, AV, or an overlay of any combination of these
parameters. The pork chop plot dates are usually centered about a mathematically ideal transfer based on
the synodic period of the two bodies of interest, with an offset of days to provide additional windows of
opportunity. At present, the software which generates the pork chop plots assumes that the initial parking
orbit around the departure body and the final capture orbit about the arrival body are both circular. The
goal of this thesis, however, is to develop software which permits the capture orbit to be elliptical, as is

often required in scientific missions.

Elliptical capture orbits are desirable in many interplanetary missions. The elliptical orbit is desired for

aerobraking for atmospheric entry along with scientific missions to achieve certain ground coverage or



satellite network requirements. The destination body is not limited to planets but can also include
asteroids, comets, and planetary satellites. The work performed in this thesis looks for a Lambert solver

to account for this wide field of potential transfers that could occur within the solar system.

In the recent Planetary Science Decadal Study conducted by the National Research Council®, several
missions and destinations in the solar system were identified for future interplanetary missions. These
locations include Venus, Mars, Trojan asteroids, Jupiter, Saturn and Uranus. Trajectory designers for
such missions require fast, accurate and easy to use software tools to sift through a subset of the infinite
number of possible trajectories. For example, suppose a requirement for a planetary orbiter is for the
spacecraft to spend a substantial amount of its orbit over the northern hemisphere, an elliptical “frozen”
orbit where the orbit periapsis remains in the southern hemisphere (similar to a Molniya orbit around the
Earth). Having an analysis tool that can quickly provide families of trajectories to the science team offers
them with a whole new set of options. Thus, combining science requirements that drive the orbits needed
for these missions supplies scientists with quick and realistic trajectory profiles that can accomplish the

mission.

Aside from extending pork chop plots to account for elliptical orbits, a second objective is to develop a
method for a mission designer to determine the optimal transfer orbit. Traditionally, the use of pork chop
plots is seen as a preliminary orbit determination tool to find the general orbit that satisfies the lowest
energy requirement along with an allowable flight window. Some missions that utilized these plots in the
initial mission design phase include the Mars Science Laboratory? and the Phoenix Mars Scout Mission.®
From here, mission designers would use the preliminary orbit in more advanced orbit design software to
further refine the ideal transfer trajectory. The work in this thesis seeks to add to the capability of the
preliminary orbit design software by extending pork chop plots to include detailed analysis of these
parameters that are typically calculated in an advanced software package. This involves incorporating

visualization techniques in order to appropriately study this higher dimensional problem.



The primary issue with optimizing the departure and capture orbit parameters in a preliminary stage is
that the trade space is too large to directly apply an analytic optimization algorithm. To avoid the
difficulty to analytically determine the optimal transfer parameters, this thesis turns to the work done in
the area of multi-dimensional data visualization. This method utilizes the current advancements in
computing power to generate thousands of possible solutions for the desired interplanetary transfer while
varying the different parameters of interest. This “Design by Shopping” paradigm as coined by Balling*
avoids the traditional optimization techniques that require advanced differential equations or complex

algorithms. Instead, the mission analyst may explore the trade space containing all of the desired

parameters and utilize past experience and intuition to determine the optimal transfer.

This interactive approach falls within the field of computational steering where the designer can work
with a live simulation as the optimizer runs to direct the search process towards a desirable solution.”> As
the optimization progresses to the ideal solution, additional trends or observations may be noted by the
designer that was not intuitive. This visualization-based search method could uncover meaningful
relationships not originally considered in previous design methods. Messac and Chen® mention that when
correctly used, “visualizing the optimization process in real time can greatly increase the effectiveness of
practical engineering optimization.” Ng’ promotes data visualization and interaction as a way to support
the analysts in making informed decisions and tradeoffs during multi-objective optimization. Lastly,
Eddy and Mockus® argue that visualization should be thought of as a solution tool instead of way that
purely display results. Although others use these visualization methods for optimization, this thesis

makes use of this method more for an efficient search of the trade space.

Utilizing this visualization technique for determining optimal solutions is seen as the ideal route in this
thesis for providing a new preliminary tool for a mission designer in finding the ideal two-burn
interplanetary transfer. The Applied Research Laboratory Trade Space Visualizer (ATSV) developed at
The Pennsylvania State University provides the foundation for evaluating the trade space of parameters

required for this orbital mechanics problem.



This thesis is organized by several chapters. Chapter 2 investigates the theory behind the Lambert
Solution as well as looks at the background of ATSV. Chapter 3 discusses the approach to utilizing the
ATSV software with a Matlab code that performs the calculations. Chapter 4 looks at the results
generates from the ATSV for three different theoretical missions. Finally, Chapter 5 discusses

conclusions of the thesis along with proposed future work.



Chapter 2: Theory

2.1 Lambert Solution

The simplest method of determining the energy needed to achieve a transfer between two planets given a

specified time of flight is with use of the Lambert Problem. The solution of the Lambert Problem is fairly

straightforward for cases that involve circular departure and capture orbits but require additional

derivation when elliptical orbits are considered. The general geometry of Lambert’s Problem is seen in

Figure 2.1.
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Figure 2.1. Geometry of Lambert’s Problem.’

The first key assumption when applying the Lambert solution to an interplanetary problem is that the

solution accounts only for the heliocentric transfer orbit between the departure and arrival planets. Thus,

the general Lambert Problem assumes knowledge of the position vectors of the departure planet at

departure and arrival planet at arrival. The position vectors are determined based on the desired time of



flight and departure date. The complete derivation of the Lambert Problem is straightforward and can be

found in a text such as the one utilized for this thesis written by Curtis.’

Solving the Lambert Problem allows one to determine the orbital elements of the heliocentric transfer and
the required vector velocities at departure and arrival to achieve the transfer in the heliocentric frame.
These velocities are assumed to be the velocities relative to the sun required at the sphere of influence of
each planet and not from the surface of the planet as calculated from the Lambert Problem. This
assumption is reasonable since the length scale of the transfer orbit is magnitudes larger than the radius of
the sphere of influence. The velocities of the planets at departure and arrival are also calculated in this

process.

When the spacecraft is within the sphere of influence of the departure or arrival body, a separate method
of patched conics is used where the spacecraft's trajectory is typically a hyperbolic orbit. This orbit is
necessary to leave the initial parking orbit or to arrive at the final capture orbit. The required hyperbolic
excess velocity when leaving or arriving at the sphere of influence is taken to be the difference in the
required spacecraft velocity determined by the Lambert solution and the planet’s velocity. Once the
hyperbolic excess velocity is calculated at each sphere of influence, one can investigate the change in
velocity required to depart a parking orbit and inject into a capture orbit satisfying the heliocentric

trajectory.

The general solution to Lambert’s Problem is as follows. First, the position vectors of the departure body
at departure, 77, and the capture body at arrival, 7, in the heliocentric frame are calculated based on
varying the time of flight. To find a body’s position and velocity, its orbital elements and their centennial

rates are needed and are provided in Table 2.1 by Standish et al.*



Table 2.1. Planetary Orbital Elements and Centennial Rates.™

a, AU e i, deg Q, deg (7) deg L, deg

a, AU/Cy e, 1/Cy i,"ICy Q,"ICy ®,"ICy L, "ICy
Mercur 0.38709893| 0.20563069 7.00487 48.33167| 77.45645 252.25084
y 0.00000066| 0.00002527 -23.51 -446.30 573.57| 538101628.29
Venus 0.72333199| 0.00677323 3.39471 76.68069 | 131.53298 181.97973
0.00000092| -0.00004938 -2.86 -996.89 -108.80| 210664136.06
Earth 1.00000011| 0.01671022 0.00005| -11.26064| 102.94719 100.46435
-0.00000005| -0.00003804 -46.94| -18228.25 1198.28| 129597740.63
Mars 1.52366231| 0.09341233 1.85061 49.57854 | 336.04084 355.45332
-0.00007221| 0.00011902 —-25.47 -1020.19 1560.78| 68905103.78
Jupiter 5.20336301| 0.04839266 1.30530| 100.55615| 14.75386 34.40438
P 0.00060737| —0.00012880 -4.15 1217.17 839.93| 10925078.35
Saturn 9.53707032 0.05415060 2.48466| 113.71504| 92.43194 49.94432
-0.00301530| -0.00036762 6.11 -1591.05| -1948.89 4401052.95
Uranus 19.19126396 0.04716771 0.76986 74.22988| 170.96424 313.23218
0.00152025| -0.00019150 -2.09 -1681.4 1312.56 1542547.79
Neptune 30.06896348 0.00858587 1.76917| 131.72169| 44.97135 304.88003
P —0.00125196 0.00002514 -3.64 -151.25 -844.43 786449.21
Pluto 39.48168677| 0.24880766| 17.14175| 110.30347| 224.06676 238.92881
-0.00076912| 0.00006465 11.07 -37.33 -132.25 522747.90

Also, the number of Julian centuries between J2000 and the date based on the desired body’s location, Ty,
is calculated with the following The number of Julian centuries between J2000 and the date based on the
desired body’s location, Ty, is calculated with the following

_JD — 2451545
o~ 36525

1)
To find any of the orbital elements for the desired /D value, use the following general equation where Q
represents any of the elements, Q, is the value at J2000, and Q is the tabulated rate

Q = Qo + QT @)

Several key orbital parameters are determined as follows

h =+ ua(l —e?) (3)
w=o-% 4)



M=L-®

©)

The eccentric anomaly, E, is calculated for the body’s orbit by solving Kepler’s equation utilizing a root

solver.
M =FE —esinFE

With the eccentric anomaly, find the true anomaly of the body, 6, by the following equation

X E_ 1—et 0
M= T¥e "2

Next solve for the position vector 7,,, in the perifocal coordinate system

. h2 1 cos 8
Tper = 1 1+ecosf 5139

Continue by determining the velocity vector #,,,. in the perifocal frame

—sin@
R U
VUper = ﬁ{e + cos 9}

0

The position and velocity vectors relative to the perifocal frame are illustrated in Figure 2.1.

0 »

— |

Periapsis

Figure 2.2. Perifocal Coordinate Frame.’

(6)

()

(8)
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Next convert the position and velocity vectors to the heliocentric frame, as denoted by the subscript X,

with the matrix Q

coslcosw —sinQsinwcosi —cosQsinw —sinflcosicosw sin{sini
[Q] = |sinQcosw + cosQcosisinw —sinQsinw + cosQcosicosw —cosQsini (10)
sini sinw sini cos w cosi
x = [Q]rper (11)
Ux = [Q]vper (12)

Here Q is based on a 3-1-3 rotation such that
[Q] = [Rz3()][R1 (D][R3 (V)] (13)
The next step is to determine the velocity vectors needed for the spacecraft at departure and arrival to
satisfy the heliocentric transfer, ¥; and v, respectively, as calculated through Lambert’s Problem. Recall
the assumption that the position of the spacecraft is approximately the location of the departure or arrival
body at departure or capture respectively, such that
= 7){,1 (14)
7 = FX,z (15)

Use Lagrange coefficients to find the required heliocentric velocities such that

b= Gy~ ) (16)
U, = %(g'?z — 1) (17)
f=1-% ff) (18)
g=14 ? (19)
- y(2) 20)

T2

. ’ T
— i 21
A = sin A8 1 cos ( )



zS(z) -1

JC(2)

where S(z) and C(z) are Stumpff functions. z is solved using a root finding method as the following

y@z)=r+nr+A (22)

goes to zero

3
F(z) = %]2 S(2) + AJy(@) — [t - 0 (23)

To find the transfer angle between 7; and 7,, assume a prograde trajectory where cosi > 0, like in Figure

2.1, such that

( 7T .~ .
Icos‘1< L 2) if (7, Xx7,)7 =0
nr;
AB = I (24)
| o (' ihpm o=
360° — cos if (7 X73)7 <0
t nr;
Next calculate the inclination of the heliocentric transfer orbit
h
ixfer = COS™? (—Z) (29)
h
where
H - Fl X EX,l (26)
The inclination of the capture orbit with respect to the capture body’s equator is given by
icapt =& — (ieclip - ixfer) (27)

where &, is the tilt of the capture body with respect to its orbital plane and i, is the angle between the

body’s orbital plane with respect to the departure body’s ecliptic.

To solve for the right hand ascension of the ascending node (RAAN) of capture orbit, we need to use a
coordinate transformation, [M], between the body’s geocentric frame and the heliocentric frame. [M] is
composed of a 3-1-3 rotation utilizing the body’s declination, §, and right ascension, a, of its north pole
with respect to the invariable plane of the solar system. These values are given for all of the planets and

Ill

various moon’s of the solar system in Seidelmann et al.™ Table 2.2 provides a list of the declinations and

right ascensions for the planets and sun.
10



(M1 = [R; @1 [R, (5 8)] [Rs (5 + )] (28)
ﬁbody = [M]EX,Z (29)

v
Q =180° — 6, — tan™? <M> (30)
17body,x

where 0, is the capture orbit’s true anomaly.

Table 2.2. Values for Direction of the North Pole of the Sun and Planets.™*

Body Declination (deg) Right Ascension (deg)
Sun 63.87 268.13
Mercury 61.45— 0.005T 281.1-0.033T
Venus 67.16 272.76
Earth 90.0 - 0.557T 0.0 -0.641T
Mars 52.88650 — 0.0609T 317.68143 - 0.1061T
Jupiter” 64.495303 + 0.002413T 268.056595 — 0.006499T
Saturn 83.537 — 0.004T 40.589 — 0.036T
Uranus -15.175 257.311
Neptune' 43.46 — 0.51cosN 299.36 + 0.70sinN
Pluto 6.163 312.993

In order to solve for the total change in velocity needed, AV;,:q:, recall the vis-viva equation in the

following form, where € is the specific energy per unit mass of the orbit, u is the standard gravitational

parameter of the primary gravitational source, and v is the velocity at a given radius, r

2
€=——
2

RERS

(31)

Next, calculate two key parameters for interplanetary trajectories, C3, which is twice the specific energy

at departure

* Approximated, see Seidelmann®! for full equation

"N =357.85+ 52.316T
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N

17rel,1 = ﬁx,1 -V (33)

and v,,, which is the characteristic velocity at the sphere of influence (SOI) of the capture planet

2
Vo = Jz <M _ ﬁ) (34)
2 Tso1,2

where the relative velocity of the spacecraft with respect to the sun is given by

73rel,2 = 17}(,2 - 172 (35)

The total AV of the mission is determined by the change of velocity needed to leave the departure body,
AVy, and to insert into the capture orbit about the arrival body, AV,, as follows

AViotar = AV + AV, (36)

To calculate the distance from the planet to its sphere of influence, rgo;, One must investigate the three-

body system of the sun, satellite and planet of interest. The sphere of influence is considered the distance

where the primary gravitational source, here the sun, has a greater gravitational influence versus the

planet. Figure 2.3 illustrates the general geometry of the three-body system along with the gravitational

forces acting on all three bodies. Here, the subscripts s, v, and p represent the sun, vehicle, and planet

respectively.

Figure 2.3. Three-Body System with Relative Positions and Gravitational Forces.’
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For a sun-centered inertial system, the motion of the spacecraft described by
m,R, = E® + E® (37)
where F® denotes the gravitational forces acting on the spacecraft by the two bodies. After substituting

in the gravitational forces by both bodies, and assuming that the spacecraft’s mass is negligible, the

(38)

-

vehicle’s motion in the sun-centered system can be described as

=]
I

=
+
)

where A; is the primary gravitational acceleration due to the sun and P is the secondary acceleration due

to the planet. One can then investigate the ratio of the two accelerations as follows
(39)

Gm,,
b _ 72 :ﬂ(ﬁ)z
T

A_S N Gms mg
R2

Alternatively, one can examine the vehicle in a planet-centered system with the same approach to find the

ratio of a,, the primary gravitational acceleration on the vehicle due to the planet and p;, the secondary

acceleration due to the sun as
ps Gms% ms T 3
o= G, " m, &) (“0)
ap p my, ‘R
7'2
When the perturbing effect of the sun is less than that of the planet, given as
B B (41)

a, As

then the vehicle is considered to be in the sphere of influence of the planet. Thus, the approximated

sphere of influence, when substituting in the ratios in the previous equation is
(42)

T = —
501 mg

[S211 ]

2.1.1 Circular Solution
Calculating the required change in velocity at the departure and capture orbit is very straightforward. For

the departure orbit, the radius of the orbit, 7,44, is the only parameter of interest. The departure
13



inclination for simplicity is assumed to match the required inclination for the heliocentric portion of the
trajectory. Thus, the impulsive maneuver to depart the initial parking orbit will occur at the periapsis of
the departure hyperbolic orbit, 7, »,,,. The change in velocity required is simply the difference in the

parking orbit velocity, v,, and the hyperbolic periapsis velocity, v, ., such that

v = |- (43)
T,
park
2p
Vinyp = [C3+ (44)
Tp,hyp
AV, = V1,nyp — V1,0 (45)

A similar process can be derived to find the change in velocity required,

AV,, at the capture planet with use of C3 instead of v, as follows

2u

Tp,hyp

Vohyp = Vo + (46)

2.1.2 Extension to Elliptical
The extension to permitting an elliptical departure and capture orbit requires the inclusion of several

additional orbit parameters. These parameters include the periapsis radius, r,, eccentricity, e, true
anomaly, 6, inclination, i, and the right ascension of the ascending node (RAAN), Q. Two assumptions
are made: (1) the inclination of the departure and capture elliptical orbits match that of the inclination of
the heliocentric transfer orbit such that an inclination change is not required and (2) the impulsive velocity
maneuver to transfer onto or from the hyperbolic trajectory within the sphere of influence will occur at
the periapsis of the hyperbolic orbit. This permits the spacecraft to perform a AV maneuver at any
location on the elliptical parking orbit or to arrive at any location on the elliptical capture orbit. Such
flexibility on the location of the spacecraft will allow a greater analysis in determining what parameters
correlate to the lowest energy transfer for a given mission. Figure 2.4 shows an arbitrary geometry for a

potential elliptical capture orbit. Several additional parameters are noted in the figure, including the turn

14



angle at the impulsive maneuver, y,, the required velocity vectors of the hyperbolic and elliptical capture

orbits, v, and v, respectively, along with 8 and § which define the hyperbolic trajectory.

© Asymptote

Figure 2.4. Sample Geometry for an Elliptical Capture Orbit.

The following steps through calculating the change in velocity needed at the capture insertion point,
although a very similar process is needed to find the change in velocity at departure. The subsequent

equation uses a cosine law to find the change in velocity needed at insertion where the incoming
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hyperbolic velocity, v, ,,, and required elliptical orbit velocity, ¥, ¢y, are separated by a flight path

angle of y

— 2 2
AV, = \/vZ,hyp + V3 ettip — 2V2,hypV2ellip COSY 47

The velocity on the hyperbolic incoming trajectory at the departure point on the initial parking orbit as

well as the at the insertion point at the capture body are represented respectively as follows

2u

Vinyp = |C3+ "o hyp (48)
2u
Uzrhyp = Vgo + rp . (49)

Recall the previous assumption that the insertion point will occur at the periapsis of the hyperbolic orbit
such that

Tp,hyp = Tellip (50)
Now calculate the velocity on elliptical orbit at the insertion point when given 7, ¢y, 6, and e (all

defining the capture orbit at insertion)

1+e
Tellip = Tp,ellip m (51)
P = Teuip(1 + ecos 6) (52)

h=up (53)

Since only the magnitude of the elliptic velocity is needed, we can use its radial and parallel components

as follows
v = %e sin 6 (54)
=" (55)
Veuip = |VF + 1 (56)
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Finally calculate the flight path angle utilizing the components of the required elliptical velocity at

insertion with

y =tan™! (Z—:) (57)

In order to calculate the required AV at departure or arrival, a mission designer must supply values for the
periapsis radius, eccentricity, and true anomaly of the spacecraft at the impulsive maneuver point. The
periapsis radius of the elliptical orbit was favored over using the semi-major axis to ensure that the orbit
was valid in that it would not intercept with the planet’s surface. The required velocity and turn angle at
the insertion point can be calculated from these parameters in a perifocal coordinate system. There are
numerous resources that step through this derivation such as ones written by Curtis® and Vallado.”> The
Interplanetary Mission Design Handbook by Sergeyevsky*® goes into greater detail in the derivations as it

investigates the Earth-to-Mars transfer.
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2.2 ATSV and Multi-Dimensional Optimization
Prior work at The Pennsylvania State University's Applied Research Laboratory (ARL) has employed a

strategy for supporting early stage conceptual design based on the principals of the Design by Shopping
paradigm and have applied it to the conceptual design of systems ranging from undersea vehicles to

111617118 Ag previously observed by Jordan et al.'*?, Figure 2.5 illustrates the

manned spacecraft.>
process of assembling a model, implementing it over a wide range of parameters, and then investigating

the multi-dimensional trade space using the ATSV.

Build Model Run Experiments Explore

ATSV

o] k|

Figure 2.5. Three Step Approach to Trade Space Exploration.?

The ATSV has been developed to support the exploration phase of the design process by offering the
following functionality?:

1. Visualize complex datasets using multi-dimensional visualization techniques

2. Assign variables to glyph, histogram, and parallel coordinates plots

3. Specify upper and lower bounds of an n-dimensional design space

18



4. Implement dynamic brushing within glyph, parallel coordinates, scatter matrices, and histogram
plots (Figure 2.6) to uncover relationships in the dataset (linked views)

5. Visualize different regions of interest, using preference shading and corresponding Pareto frontier
identification

6. Create multiple views of glyph, histogram, and parallel coordinates plots of the same trade space

7. Select a design from the glyph plot to display quantitative information, 3D geometries, and other

files such as images and documents

3D Glyph Plots

Scatter Matrices

Figure 2.6. Three Views of Data in the ATSV.?

The following steps through the general theory behind the ATSV. Initially, assume there exists a model,
M, that transforms a multi-dimensional input, X, into a multi-dimensional output, Y = M(X). Bounds are
placed on the range of X that results in bounds on the output, Y. This general form of the model M is
stochastic such that Y is a random variable, Y(w®). Now assume that any two outputs Yi(w) and Y,(w) are
correlated with the amount of correlation inversely proportional to their “distance” from each other, i.e.,
the space of possible outputs Y is spatially correlated. The composite variable Z=[X:Y]" forms what is

call the trade space. Also assume that, if the decision-makers had perfect knowledge of the trade space to
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include the statistics of Y(w) for each possible input X, that there exists a point Z" in the trade space that

they would prefer.?

Beginning from the least informative starting point where the decision-makers have no knowledge of their
own group preference on Z or the relationship M, the goal is to have the decision-makers choose a point
Z" as close as possible to Z" while minimizing the time to arrive at the choice of Z*. To do so, ARL
developed a set of tools and methods that enable the decision-makers to simultaneously form their
preference while exploring the trade space (i.e., “shop”), continuously focusing in on regions of interest

as the preference sharpens.?

Significant documentation on the ATSV software exists including a user’s guide written by Stump, et al.’
and reports that investigate the underlying algorithms of the software by Yukisk and Simpson.**** ATSV
has been applied to a handful of engineering problems including optimal spacecraft trajectories and wing
design. Jordan, et al."® looked at employing the ATSV for optimal two-burn impulsive maneuvers

relating to plane changes and utilizing multi-objective optimization. Simpson, et al.?

investigated the
wing design problem to find the optimal wing geometry satisfying range, buffet altitude and takeoff field

length requirements.

Solving the Lambert problem for the heliocentric transfer will involve several parameters that are
correlated through the multi-dimensional trade space. Also, the formulation of Lambert’s problem will
provide a number of parameters that would be of interest in determining the ideal heliocentric transfer
between two bodies. For the purposes of this thesis, the solution of Lambert’s problem will effectively
generate the trade space from which one can explore. Using the ATSV with the results of Lambert’s
problem will assist a mission designer in identifying trends in the multi-dimensional trade space as well
as finding a balance when considering several parameters to optimize. Hence, one can effectively “shop”
for the ideal transfer as opposed to finding it through a rigorous numerical method. The following chapter

will investigate in detail how solving the Lambert problem will be incorporated with the ATSV.
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Chapter 3: Approach
The following chapter looks at integrating the ATSV software with solving the Lambert problem. Here,
solving Lambert’s problem over a large range of values for several parameters will generate an effective
multi-dimensional trade space. From this trade space, a mission designer can visually analyze any
correlations and findings through the ATSV. The trade space can be generated separately from the ATSV
and uploaded all at once or dynamically produced to utilize the various tools within ATSV to shape the

direction the Lambert problem is solved.

At first, a Matlab script was written to program the necessary calculations of the problem defined
previously in this thesis. This initial program generates a pork chop movie and plots displaying
information pertaining to the lowest energy transfer for given departure/arrival date combinations.
Following the completion of this code, it was adapted for use with the ATSV utilizing Microsoft Excel as

a link between the two programs

3.1 Matlab Script

Matlab was utilized to create the code to perform all of the required calculations in solving the
heliocentric Lambert Problem for targets in elliptical orbits. This solution is solved in canonical form
although the output is in SI units. A graphical user interface (GUI) was developed to permit efficient
parameter definition (Figure 3.1). In the GUI, the user defines the departure and arrival body along with
the range of dates to permit an appropriate transfer. The departure and arrival orbits are defined by three
parameters: periapsis radius, eccentricity and true anomaly. Additionally, the user defines the maximum
allowable transfer parameter values for C3, v, and AV. To date, default values for three theoretical
missions have been tested and are being used to evaluate the software, but plans call for modifying this
GUI to specify a particular orbit plane for the arrival orbit or a specific ellipse orientation (i.e. argument

of periapse).
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Figure 3.1. Graphical User Interface for Lambert Solution Program.

An optimization option allows for one of the capture orbit parameters to vary over the user-defined range
while holding the other two parameters constant. The script generates a movie with key information for a
mission designer (Figure 3.2). The movie provides four sections of information useful for preliminary
analysis as the parameter selected to vary runs through the user-defined range. A pork chop plot is
presented in the upper plot demonstrating the AV required for pairs of departure/arrival dates. Along the
right side of this plot is a list of the capture and transfer orbit parameters based on the minimum AV
scenario as indicated by a white “X” marker in the pork chop plot. Supplementing these results are two
additional plots in the lower portion of the movie. The bottom left plot shows the capture and transfer
trajectories while the bottom right plot is an illustration of the velocity triangle at the insertion point from

the transfer to capture orbits. Both of these plots are also for the minimum AV case.

22



'S1INsay UoIIN|oS Buieaisn||| aIAOIA JO 10Ysuaslds Z's ainbiq

0L X [uy] Bauessig

I 7

[spus] Knaojap

o)

o
-—m
ey
=

i =]

o~

LRty AEL XL L LI T L)

[spur] Anaojap

Ana0ja eljaq 1
Auaojap andy|3 ——
Apoosp dloqradiy ———

H 1 n

~ O w = ™

9p 1 :[Bap] iy

pooe :[wql %=

gvos  [wq] x

09 :[Bsp] g

SE'0 @

852 ‘[s,wqf] A dIT1d
1€ ¥ :[somq] j xadig
£€8°s [s,nf] AV uty

vor

9002/91/C :TRIATIIY
5002/22/8 ‘sanjedsq

A ®318q UIR
e sarjxadoxg
asdriTrg =2Injde)

._

S002/9/9 8oulg sheq

-

[ (nwnl Aeiea o) oS |

|

50— .=
Apauusaog Buikiea ajium jol¢ doyaniod AV

o
[ury] aauejsig

8

8

8

23



After work was completed in generating several movie files through use of the Matlab script, a new
direction was employed in order to interpret the results. While the movie aided in studying the complex
design space of the Lambert problem, use of the ATSV software was taken into consideration due to its
direct applicability to visual design analysis. The Matlab movie in essence was a three-dimensional trade
space but prohibited the use of any tools to relate trends between any two slides of the movie. The ATSV
would not only replace the movie in generating the three-dimension trade space but also correlate

additional parameters to look at a larger multi-dimensional dataset with several analysis tools.

3.2 ATSV Integration

Use of the ATSV software is straightforward due to its compact and easy-to-navigate GUI as seen in
Figure 3.3. This main panel is where the user can open existing data files, create or open an existing

simulation configuration engine, or select different plotting and analysis options.

G e & o

Figure 3.3. ATSV Main GUI.

3.2.1 Setting up a Simulation
Providing data to the ATSV can be done primarily in two ways: statically or dynamically. Static datasets

implies that a user simply uploads all of the data from an existing, standalone simulator and uses the
ATSV to interpret the data with its various tools. Dynamic datasets permits the user to setup a link with
the simulator where the ATSV will directly sample design inputs for the simulator to run. This latter
method is much more insightful from a mission design perspective since one can stop the simulation at
any moment to investigate a particular region of the trade space in more detail. Hence, a more fluid
design process can take place, whereas static data analysis would require rerunning the simulation after
adjusting outside of the ATSV which regions of the trade space to focus on. Figure 3.4 shows all of the

options available for setting up an analysis session with the ATSV.
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(®) Link to existing engine configuratioré

() Create configuration for Excel analysis

(") Create configuration for command line problem

() Connect to existing database

() Create new database using existing configuration

Figure 3.4. ATSV Data Selection/Generation Options.

Setting up the dynamic dataset requires the user to establish a configuration engine as seen in Figure 3.5.
In this window, the user defines which simulation parameters are considered inputs or outputs. With
inputs, the user also selects whether the values are continuous or discrete, where continuous inputs can be
defined with a constant, normal, or triangular distribution. For the work done here, it was established that
the periapsis radius, true anomaly at insertion, and eccentricity of the capture elliptical orbit are known
ahead of time, along with the range of departure and arrival dates. Hence, these are the inputs for the
simulation. Also, these inputs are assumed as continuous with a constant distribution since a random
sampler will be used. It is desired that the following are calculated: time of flight, total AV, C3, v, turn

angle, transfer and capture inclinations, and capture right ascension of the ascending node.
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Figure 3.5. ATSV Configuration File Wizard Window.

Using dynamics datasets opens options for a user to generate new data through random, manual, attractor-
based, preference-based, and Pareto sampling.®> This thesis focuses on random sampling. Here, random,
or basic, sampling allows the ATSV to generate at random values for selected input parameters over a
user defined range (Figure 3.6). This helps to populate the trade space with data to let the user identify

any initial trends between different parameters.
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Figure 3.6. ATSV Random Sampler Interface.

Establishing a link between the ATSV and the Matlab script made use of a Microsoft Excel spreadsheet.
This spreadsheet acts as a wrapper for the Matlab script which accepts new parameters to simulate from
the ATSV, feeds it to the Matlab script, takes the simulation results from Matlab and returns them back to
the ATSV. A general flow diagram summarizes the interaction between these three software programs in
Figure 3.7. A screenshot of the Excel wrapper is provided in Figure 3.8. This illustrates the values passed
in from the ATSV, the yellow cells in the left column, for use by the Matlab script and the resulting
output from the Matlab simulation to be retrieved by the ATSV, the grey cells in the right hand column.
The constant values found in the grey cells below the input cells need to be updated for running dissimilar

missions to account for different mission start date and the departure and arrival bodies.
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Figure 3.7. Flow Diagram Describing Interactions between ATSV, Excel and Matlab.
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Figure 3.8. Excel Spreadsheet Wrapper for ATSV Link to Matlab Script.
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3.2.2 Simulation Analysis
The dynamic dataset can be analyzed in 2D scatter matrices, 2D scatter and 3D glyph plots, 2D and 3D

histograms, and parallel coordinates. Also, a data brush (Figure 3.9) can be used to hide data points that
are not of interest. Any of the input or output parameters can be brushed as desired. For the purposes of
the work presented here, all simulated data points with a total AV greater than 20 km/s were omitted
through use of the data brush. Current spacecraft propulsion technology is generally incapable of

missions requiring more than this amount of AV.

B b S22 & 2fa L 9

Add Controls for a Variable é:)elta V [km/s] v | Visible count=42983 Pref. Type | Normalized

Variable Brush Controls Preference Controls

Delta V [km/s] g ¥ G A |Minimize Maximize

Figure 3.9. ATSV Data Brush Interface.

Another feature of the data brush interface is the ability to animate over a user-defined interval for a given
parameter. For example, Figure 3.10 shows use of the data brush for the parameter eccentricity with an
interval set as approximately 0.25. When one has any of the ATSV plots open, here a 2D scatter plot of
true anomaly vs. periapsis vs. eccentricity in Figure 3.11, one can select the “A” button to produce a quick
animation of the chosen variable over the range by the define increment. This is particularly useful if one
wanted to determine any trends between more than two variables that may not be evident by simply
looking at the plot. It is noted in this example in Figure 3.11 that the white noise appearance for all
values of eccentricity indicates that there is no correlation between eccentricity, radius of periapse, and
true anomaly. This was anticipated since these three parameters are independent of one another as they

constitute different “degrees-of-freedom” that define an orbit.
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Figure 3.11. Screen Captures of Animation for Example 2D Scatter Plot.

ATSV provides several mapping options within its 2D scatter plots and 3D glyph plots. The interface for
the 2D scatter plot is shown in Figure 3.12 with a pork chop plot illustrated in the example. 2D scatter
plots provides the user with the ability to map up to four different parameters at one time, with the two

dimension axes, color gradient and text annotation. The interface also provides the option to select the
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size of each data point while a more detailed interface (Figure 3.13) gives the user greater control over the
plot’s appearance. 2D scatter plots are utilized extensively in this thesis for analyzing in detail three
different parameters at one time in the results section. Additional features present in the 2D scatter plot
but not utilized for this thesis are data trend fitting, Pareto front sampling, preferential sampling, and

attractor sampling.

2. @ & ” oo
Mapping Options
R Arr Date [days] vs. Dep Date [days]

'Dep Date [days] o

Y-Axis

| Arr Date [days]

Color

Delta V [km/s]

Text

Arr Date [days]

199.988
Delta V [km/s]

B s

Figure 3.12. 2D Scatter Plot with Mapping Options.
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Axes | Settings
Plot Title Arr Date [days] vs. Dep Date [days

X-Axis Y-Axis Shading
Axis Label \Dep Date [days] Axis Label |Arr Date [days] Axis Label Delta V [km/s]
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Max Value 199.98831 Max Value 648.98975 Max Value 19,996851

-

No. Grids 42| No. Grids af]

-

Rescale plot if new designs are added to the data

Tick Predcision

Label Size

Figure 3.13. 2D Scatter Plot Settings Window.

The 3D glyph plot mapping interface can be seen in Figure 3.14. This example illustrates a 3D pork chop
plot where the third axis and color are both illustrated by total AV. Extending on the 2D scatter plot, the
glyph plots allows up to seven parameters to be mapped at one time. A more detailed interface, similar to
that of the 2D scatter plot in Figure 3.13, allows the user to change the various aspects of the 3D glyph
plot. Additional features include grid visibility, black or white background color, and three different
default views. Also similar to the 2D scatter plot, other features not utilized in this thesis include Pareto
front sampling, attractor sampling, and isosurfaces. These isosurfaces can be used to fit any of the

parameters and also to clip data bounded by them.
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Figure 3.14. 3D Glyph Plot Mapping Options.

With the various plotting tools and dataset generation methods, the ATSV provides a mission designer a
number of means to analyze the multi-dimensional trade space of Lambert’s problem. These plots will be
carefully investigated in the following chapter to help locate trends, or lack thereof, between various
parameters defining the heliocentric transfer problem. The 2D scatter matrix will allow trends to be
initially identified while the 2D scatter plot and 3D glyph plots will be the primary sources in locating
trends between two or more parameters. Histogram and parallel coordinate plots will also be introduced

as additional tools in understanding characteristics of the trade space.
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Chapter 4: Results and Discussion
This chapter focuses on the results generated by the ATSV and investigates the usefulness for a mission
designer. Three different scenarios were simulated with the use of the three predefined missions: Earth-
to-Mars 2005, Earth-to-Mars 2007, and Earth-to-Venus 2011. These missions were selected due to their
alignment in terms of their synodic periods. All three cases were simulated through the use of the ATSV,
although all three scenarios generated very similar plots in spite of the differing dates and whether the

destination planet was inside or outside of the departure planet's orbit.

As mentioned previously, the ATSV has numerous plotting options to illustrate the design space for a
given simulation. Here the focus is on 2D scatter matrices, parallel coordinates and 2D scatter and 3D
glyph plots. Table 4.1 provides a summary of the input ranges for each parameter for the ATSV while
Table 4.2 summarizes the departure and arrival dates for each of the three missions. The departure and
arrival dates are in terms of the number of days from the earliest allowable departure date for the mission.
For simplicity, the departure orbit is assumed to be circular with a parking radius at 7,000 km. The
outputs generated by the ATSV include the time of flight, total required AV, C3, v, turn angle,
heliocentric transfer inclination, capture orbit inclination, and RAAN. It is reiterated that the departure,
heliocentric transfer, and capture orbits all lie in the same plane, where the inclination is determined by

solving Lambert’s problem.

Table 4.1. Summary of ATSV Input Parameters for All Missions.

Minimum Value Maximum Value
Periapsis Radius (km) 4,000.0 12,000.0
True Anomaly (deg) 0.0 180.0
Eccentricity 0.0 0.99
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Table 4.2. Summary of Departure and Arrival Mission Dates.

Earth-Mars Earth-Mars Earth-Venus
2005 2007 2011
Earliest Departure
Date (days since 0.0 0.0 0.0
departure)
Earliest Departure
Date (calendar date) 06/06/05 06/14/07 10/01/11
Latest Departure Date 154.0 200.0 244.0
(days since departure) ' ' '
Latest Departure Date | 15705 12/31/07 06/01/12
(calendar date)
Earliest Arrival Date
(days since departure) 178.0 2200 244.0
Earliest Arrival Date 12/01/05 01/20/08 06/01/12
(calendar date)
Latest Arrival Date
(days since departure) 628.0 649.0 397.0
Latest Arrival Date 02/24/07 03/24/09 11/01/12
(calendar date)

4.1 Scatter Matrix

Figure 4.1 illustrates the scatter matrix plot for the Earth-to-Mars 2005 scenario. This scatter matrix is a
key tool for a mission designer to identify preliminary trends between all of the input and output
parameters. However, the parameters C3 and v, (related to total AV), transfer inclination (related to
capture inclination), and departure and arrival dates (related to time of flight) were omitted to improve
readability. Furthermore, the data brush tool was utilized to omit data points where the total AV was
impractical for current launch vehicle and spacecraft propulsion technology (greater than 20 km/s). The
color scale here is in terms of total AV since this is a key parameter of interest. However, any of the input

and output parameters could be used as the basis of the color scale to identify additional trends.

One key observation from the scatter matrix is that several parameters of the capture orbit are
uncorrelated: periapsis radius, true anomaly, eccentricity, inclination, and RAAN. This is expected since

these parameters are essentially degrees-of-freedom that define a given orbit. Also, the white space
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within the scatter matrix illustrates regions that are not included within the design space for the given
input parameters. The same general trends can be identified for Earth-to-Mars 2007 (Figure 4.2) and
Earth-to-Venus 2011 (Figure 4.3) missions. An in-depth investigation between any combinations of

parameters is better viewed in the 2D scatter matrices as presented in the following section.
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Figure 4.3. Scatter Matrix Plot, Earth-Venus 2011.




4.2 2D Scatter Plots
While the scatter matrix is a good first step in investigating trends in the multidimensional design space, a

careful look between various parameters is well suited for the 2D scatter plots. The 2D scatter plot can
relate up to four different parameters at one time utilizing the two axes along with a color gradient and
data point annotations. For visual clarity, only three parameters are investigated for trends at a time to
forgo the text annotations. This section focuses on a number of different scatter plots and the correlations

found in each of them.

4.2.1 Arrival Date vs. Departure Date vs. AV

The plot presented in Figure 4.4 illustrates a classic pork chop plot. Here, we can see which combinations
of departure and arrival dates produces the minimum required total AV for the Earth-to-Mars 2005
mission. The upper portion of the pork chop plot indicates a Type |l trajectory where the heliocentric
transfer angles are greater than 180 degrees. On the other hand, Type I trajectories found in the lower
segment of the plot denote heliocentric trajectories with transfer angles less than 180 degrees. The region
between these two transfer types indicates a transfer of approximately 180 degrees, which is an
asymptotic region for the Lambert problem. Figure 4.5 and Figure 4.6 also demonstrate the pork chop

plot for the Earth-to-Mars 2007 and Earth-to-Venus 2011 missions respectively.
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Arr Date [days]

827.99

Figure 4.4. Arrival Date vs.

102.867 128.223 153.999
Delta V [km/s]

e oo I 19599
Departure Date vs. AV Scatter Plot, Earth-Mars 2005.
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Figure 4.5. Arrival Date vs. Departure Date vs. AV Scatter Plot, Earth-Mars 2007.
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Figure 4.6. Arrival Date vs. Departure Date vs. AV Scatter Plot, Earth-Venus 2011.

4.2.2 True Anomaly vs. Turn Angle vs. Eccentricity

A second correlation between three different capture orbit parameters is presented in Figure 4.7 through
Figure 4.9. The first trend noted is the relationship between the true anomaly on the capture orbit and the
turn angle at the point of insertion at the periapsis of the incoming hyperbolic trajectory. As the true
anomaly increases, the maximum required turn angle increases in a linear fashion. This makes sense
when visually inspecting the geometry of the capture orbit and the hyperbolic orbit as seen back in Figure
2.4. When the true anomaly is at O degrees, the velocity vectors on the capture and hyperbolic orbits are
parallel and thus the required turn angle is zero. However, as the capture orbit approaches a hyperbolic

trajectory, the required turn angle is at its greatest.
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The second trend observed is between the true anomaly and eccentricity when the turn angle is zero
degrees. Again, when the turn angle is zero degrees, this implies that the velocity vectors of the
hyperbolic and capture orbits are parallel. This agrees with the fact that for zero eccentricity, the velocity

vectors will always be parallel since the capture orbit is circular.

The first and second trends act as the limiting cases for these three particular parameters. The design
space that falls between these two cases provides the region where the eccentricity can vary between a
circular to nearly hyperbolic capture orbit. This provides to a mission designer a better sense of the

design space for these three parameters that may not have been intuitive at first.

179.99,.

.’. I;ﬁ.s b7

True Anomaly [deg]

7.844E-5 12.042 26.084 39.127 52.169 85.211 78.253
Eccentricity

TurnAngle [deal 5 oce.s I W05

Figure 4.7. True Anomaly vs. Turn Angle vs. Eccentricity Scatter Plot, Earth-Mars 2005.
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Figure 4.8. True Anomaly vs. Turn Angle vs. Eccentricity Scatter Plot, Earth-Mars 2007.
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Figure 4.9. True Anomaly vs. Turn Angle vs. Eccentricity Scatter Plot, Earth-Venus 2011.

4.2.3 Capture Inclination vs. Time of Flight vs. AV
The third correlation between three different mission parameters investigated here is shown in Figure 4.10

through Figure 4.12. It is useful to recall that the departure and capture orbits lie in the same plane of the
heliocentric transfer, which is determined by the Lambert solution. This assumption is applied for
simplicity and hence there is a direct relationship between the transfer and capture inclinations. The first
notable trend is between the inclination and the total AV required. In general, as the heliocentric transfer
becomes more out of plane with respect to the ecliptic plane, the required change in velocity increases to

achieve the higher inclination trajectory. A further correlation occurs when the time of flight is also
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observed. As the time of flight deviates more from the ideal synodic period alignment, here about 330

days in Figure 4.10 for example, the required total AV increases for a fixed inclination.

The significant amount of whitespace in the plot is a result of two things. First, the data was brushed to
exclude points where the total AV exceeded 20 km/s. Second, the solution to the Lambert problem
limited the range of the capture inclination based on the time of flight due to the allowable transfer
trajectory between the departure and capture bodies. All three of these plots are further analyzed in the
3D glyph plots in Section 4.5.2 since the three cases presented here appear to have their own separate

trends difficult to evaluate in a 2D plot.

This 2D scatter plot allows the mission designer to identify the time of flight and total AV required to
achieve a certain capture inclination. However, due to the assumption that the capture inclination is
within the same plane of the heliocentric transfer, additional propulsion would be required if a plane
change maneuver was performed at the insertion point of the capture orbit. This feature is currently not

included in the present code.
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Figure 4.10. Capture Inclination vs. Time of Flight vs. AV Scatter Plot, Earth-Mars 2005.
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Figure 4.11. Capture Inclination vs. Time of Flight vs. AV Scatter Plot, Earth-Mars 2007.
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Figure 4.12. Capture Inclination vs. Time of Flight vs. AV Scatter Plot, Earth-Venus 2011.
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4.2.4 Arrival Date vs. Departure Date vs. Capture Inclination
A final set of set of parameters investigated with the 2D scatter plot is arrival date, departure date, and

inclination. Figure 4.13 and Figure 4.14 for the two Earth-to-Mars cases shows similar results while the
Earth-to-Venus plot in Figure 4.15 illustrates additional trends. All three cases exhibit that a greater
inclination is required as the combined arrival date and departure date approach the central ridge. It was
previously noted that this ridge is a result of a heliocentric transfer that exists increasingly more out of
plane from the ecliptic due to the geometry required. Several of the previous examples already
highlighted the correlation with more total AV needed as a greater inclination is necessary. The larger
proportion of blue shades indicates that there are a large number of transfer opportunities to accomplish as

heliocentric transfer with an inclination near the ecliptic.

Arr Date [days]

77.001 . 152.999

Capture i [d
Dep Date [days] 23,34-?P r]elq[eg]sa.‘;sz

Figure 4.13. Arrival Date vs. Departure Date vs. Capture Inclination Scatter Plot, Earth-Mars
2005.
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Figure 4.14. Arrival Date vs. Departure Date vs. Capture Inclination Scatter Plot, Earth-Mars
2007.

The 2011 Earth-to-Venus mission in Figure 4.15 displays a more prominent trend in the inclination. One
can clearly see that slightly higher inclinations are needed further away from the connecting nodes of the
central ridge. These nodes imply that a highly inclined transfer is not required for these particular transfer
dates, hence a favorable alignment of the planets. However, the majority of the plot still shows that there

are a large number of date combinations with reasonable inclinations even away from the nodes.

When looking back at the two Earth-to-Mars plots, one can see the same pattern, though more difficult to
identify due to the shading. The reason that the additional trend is more easily found in the Earth-to-
Venus plot is that the range of inclinations, shown by the color gradient scale, is smaller for the Venus
arrival case, hence a better resolution in different inclinations.
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Figure 4.15. Arrival Date vs. Departure Date vs. Capture Inclination Scatter Plot, Earth-Venus
2011.

4.3 Parallel Coordinates Plot

An additional tool available for a designer provided by the ATSV is the parallel coordinates plot as shown
in Figure 4.16 through Figure 4.18. This plot shows all of the data points that resulted from the
simulation along with the values of each parameter that makes up any particular data point. This aids the
mission designer in identifying additional trends, especially when the color gradient is utilized, as in this
case with total AV. This feature is best utilized with data brushing to parse the design space for allowable
transfers while restraining the transfer parameters of interest. As a result, a greater understanding is
gained for how particular parameters influence one another and how there are numerous ways to obtain a

transfer for a given maximum total AV.
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4.4 Histograms
The histogram plot provides insight into the distribution of points for each input and output parameter.

Figure 4.19 through Figure 4.21 show the histogram for each of the three test cases. As expected the
input parameters of periapsis, true anomaly, and eccentricity are nearly evenly distributed. This is due to
the fact that a random sampler with a constant distribution was used to sample the defined parameter
ranges. The departure and arrival date distributions for both Earth-to-Mars simulations show a slight bell
curve. This resulted from the data brush omitting transfers requiring greater than 20 km/s of total AV.
As the departure and arrival dates deviate more from the optimal synodic period, more propulsion is
required. The same reasoning can be applied to the Earth-to-Venus 2011 case although a skew is present.
The skew is consequence of the departure and arrival date range definition being offset from the ideal

synodic period.

Lastly, it is noted in the histograms that there is a significant positive skew for the total AV, C3, v, turn
angle, and transfer and capture inclinations. Recall that all of these parameters are correlated to some
degree as previously mentioned in the various 2D scatter plots. Again, the transfer and capture
inclinations simply differ by the planet’s tilt since the transfer and capture trajectories lie in the same
plane. Also, total AV is directly dependent on C3 and v,. Also, a turn angle that deviates from zero
degrees requires a change in velocity perpendicular to the hyperbolic velocity vector at insertion. Finally,
the more out-of-plane that the heliocentric trajectory is relative to the ecliptic, the more propulsion is

required, hence the correlation between inclination and total AV.
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Figure 4.19. Histogram for Earth-Mars 2005 Data Set.
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Figure 4.20. Histogram for Earth-Mars 2007 Data Set.
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Figure 4.21. Histogram for Earth-Venus 2011 Data Set.

4.5 3D Glyph Plots

Three-dimensional scatter plots allow for up to seven parameters to be plotted at once through the
following: three axes, color, and data point size, annotation, and direction. In this thesis, only three
parameters are plotted at once, utilizing the z-dimension and color gradient to supplement each other in
order to better visualize the data in this higher dimensional space. Inspecting the multi-dimensional trade
space did not result in a need for comparing more than three parameters at once given the constraints of
the problem. However, it is expected that adding more complexity to the general problem at hand, or

even relaxing some of the assumptions made throughout this thesis would require intense use of the 3D

glyph plot.
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Two sets of parameters are revisited from the 2D scatter plot section. A key usefulness of the 3D glyph

plot falls in the fact that complex relationships may be hidden within a 2D scatter plot, as is the case with

the second of the two sets presented here.

45.1 True Anomaly vs. Turn Angle vs. Eccentricity
The first of two sets of parameters revisited with the use of the 3D glyph plot looks at true anomaly vs.

turn angle vs. eccentricity. Unsurprisingly, no unexpected relationships were hidden in the original 2D
scatter plots when investigating Figure 4.22 through Figure 4.24. All three plots show the data points
residing on a contour surface, dictated by the geometry of the elliptic and hyperbolic orbits at insertion.
The apparent “random” noise data points found for the Earth-to-Venus case in Figure 4.24 is attributed to

the portion of a previous synodic period’s pork chop plot appearing in the solution (refer to Figure 4.6).

0.9 —

Eccentricity __—""_—————__________J'

Figure 4.22. 3D Glyph Plot, True Anomaly vs. Turn Angle vs. Eccentricity, Earth-Mars 2005.
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Figure 4.23. 3D Glyph Plot, True Anomaly vs. Turn Angle vs. Eccentricity, Earth-Mars 2007.
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Figure 4.24. 3D Glyph Plot, True Anomaly vs. Turn Angle vs. Eccentricity, Earth-Venus 2011.

62



4.5.2 Capture Inclination vs. Time of Flight vs. Total AV
The analysis of the correlation between the capture inclination, time of flight and total AV

parameters is also revisited due to the complexity of their relationship as previous noted in
Section 4.2.3. A notable difference was found between the two Earth-to-Mars missions in Figure
4.25 and Figure 4.26 when compared to the Earth-to-Venus 2011 mission in Figure 4.27 when

extended to the 3D glyph plot. The two Earth-to-Mars missions have all of the data points along

a complex contoured surface. However, the Venus mission has data points that lie within a

contour of data points, forming a continuous volume trade space. The reason for this occurrence

is not fully understood but will require additional analysis in the future.

30.88)

12.24
Delta V (km/s)

16.12

Figure 4.25. 3D Glyph Plot, Capture Inclination vs. Time of Flight vs. Total AV, Earth-Mars 2005.
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Figure 4.26. 3D Glyph Plot, Capture Inclination vs. Time of Flight vs. Total AV, Earth-Mars 2007.
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Figure 4.27. 3D Glyph Plot, Capture Inclination vs. Time of Flight vs. Total AV, Earth-Venus 2011.
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Chapter 5: Conclusions and Future Work

5.1 Conclusions
In general, pork chop plots provide designers with a way to find optimal launch windows. For instance,

the designers of Voyager used pork chop plots to locate optimal opportunities for the multiple
gravitational assists—optimal in this context meaning low propellant requirements and avoiding planetary
encounters during Christmas and Thanksgiving holidays.”® Since the days of VVoyager, pork chop plots
have proven to be an invaluable tool to designers on many of the interplanetary missions including the
Mars Reconnaissance Orbiter (MRO), Cassini, the Martian Rovers, and a host of others. The work

presented here would act as a new valuable tool applicable to these type of missions.

The results generated by the ATSV through investigating the multidimensional trade space of the three
different sample missions demonstrated a number of relationships between various parameters. A number
of these correlations result from the fact that several assumptions about the problem geometry were made.
Alleviating some of these assumptions would complicate some of the correlations, but utilizing the 3D
glyph plots beyond looking at just three parameters would showcase more of the ATSV’s capabilities. At
the same time, some correlations were difficult to explain to due to the complex relationship between
certain parameters. While the ATSV is a powerful visualization tool, it is critical to recognize that a user
can quickly become overwhelmed with the results if they are trying to make correlations just for the sake

of it.

While the research presented here acts as a critical tool in interplanetary mission design, it is still an
approximation tool to get a feel for which transfers will satisfy the mission. One would select a few
possible trajectories as determined through the use of the ATSV and pass the parameters into an existing
interplanetary mission software tool to determine the higher-order optimized transfer. Hence, the ATSV
acts as a new tool for designers beyond the simple pork chop plot generators to create a more accurate
ballpark solution for the desired interplanetary trajectory and hence reducing the amount of time needed

to find the optimized trajectory in the advanced mission design software.
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It was demonstrated that the ATSV is a new tool with a lot of untapped potential. While it appears to
avoid the complexities of determining the optimal transfer through intense numerical methods, that route
was simply not taken in the work here. Future use of the ATSV software could easily integrate methods

like evolutionary algorithms if one incorporates this through the simulation engine.

5.2 Future Work
The work presented here demonstrates only a small portion of the capacity of the ATSV software and its

usefulness in proving mission designers a quick and accurate tool for determining interplanetary
trajectories that fulfill a mission's requirements. Future work will utilize the other functions of the ATSV
to further expand the understanding of the multidimensional trade space. Tools such as the Pareto
sampler, preference sampler, and attractor sampler would aid the mission designer in further investigating
regions of interest within the design space. This is useful when certain parameters of the mission, such as
those of the capture orbit, is generally known ahead of time and would aid in finding possible transfer
trajectories in a shorter amount of time. Further work would involve improving the speed at which the

Matlab code runs. This would involve writing the code in C++, Python or a similar efficient language.

Additional work could look at incorporating broken-plane maneuvers and gravity assist trajectories. The
ATSV software would be well suited for advanced interplanetary missions; the work presented here is
more appropriate for missions from Earth to Mars or Earth to Venus that generally only require a
simplified two-burn impulsive maneuver. Adding further features such a B-Plane targeting, line-of sight
requirements, gravity assists, and desired launch or impact geometries would enhance the capability of the

presented software without significantly increasing the required computing capacity.

A final and intriguing area that the ATSV software could be utilized for the interplanetary transfer
problem is in the field of evolutionary algorithms. Previous work done by Bessette* looked at applying
two different evolutionary algorithms, Differential Evolution and Particle Swarm Optimization, to finding

the minimum total AV transfer for an Earth-to-Jupiter and Earth-to-Venus mission. Incorporating this
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type of work within the simulation engine connected to the ATSV software could generate even more
fruitful results as it could also take into account various interplanetary maneuvers like gravity assists and

broken-plane maneuvers.
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