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ABSTRACT 

 

 
Horizontal wells and hydraulic fractures have been widely used in low permeability gas 

reservoirs to enlarge borehole surface area contact and to create flow paths with a much higher 

permeability in rock layers. This ultimately significantly increases the flow rate and obtains a 

considerable production. 

A three-dimensional, single-phase compressible fluid model is presented in this thesis. 

Original reservoir blocks with wells and hydraulic fractures are refined, where wells and fractures 

are approximated as a collection of fine rectangular cells. The residual equation is applied to 

calculate the flow into wells and fractures.  

The feasibility of the simulator is validated by the commercial model CMG. The model 

presented is able to provide valuable information for tight sands with a horizontal well and 

hydraulic fractures of different multiple stages and different dimensionless fracture 

conductivities, so as to help forecast and analyze the productivity with different strategies and 

make reasonable decisions in projects. 

By using the developed model, three fracturing effects on production performance in a 

reservoir system with different matrix permeabilities are tested and analyzed, including 

dimensionless fracture conductivity, the number of fractures and multi-stage fractures consisting 

of different fracture lengths.  

For the reservoir I am considering as an example, the observed trends indicate an 

optimality around 10 for the value of FCD, and an optimality around 5 for the number of fractures. 

Also, dimensionless fracture conductivity has a more significant effect on production when its 

value is low (less than 10). Another conclusion is that when the total fracture half-length is same, 

convex shape and concave shape designs composed by different individual fracture half-length 

perform better than even shape design, which consists of uniform fracture half-lengths.   
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Chapter 1  
 

INTRODUCTION  

1.1 Background 

Tight sand reservoirs have low permeability, resulting in difficulty of fluid flow and low 

efficiency of production. In order to improve the flow rate and production of reservoir fluid and 

develop the reservoir economically, horizontal wells and hydraulic fractures are widely used in 

the tight sands.  

When it comes to the procedure of fracturing, it is essential to choose the proper fracture 

variables to optimize the recovery of a tight sand reservoir efficiently and economically. In recent 

years, some research has been done to analyze the factors affecting hydraulically fractured well 

performances by commercial models. These factors include proppant conductivity and the 

number of fracutures
1
. 

A numerical simulation model, combining the basic input data of a reservoir, well and 

hydraulic fracture properties is always set up to calculate the flow rate and the cumulative 

production of reservoir fluids. The reservoir first can be divided into some girds, and refined grids 

will be created to represent the locations of wells and fractures. The size of the grids and the 

convergence criteria for the solution determine the accuracy and time of the simulation. 

Normally, as the size of the grids and the convergence criteria for the solution are set smaller, the 

accuracy will be better, and the total simulation time will become longer. 

In order to efficiently capture wells and hydraulic fractures in a reservoir, the local grid 

refinement technique is applied in the model. Instead of setting well and fracture properties to 

relatively much larger blocks, the technique helps us to precisely indicate where the properties 
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belong. Also, since the technique simply provides an access to the necessary position where 

detailed information needs to be obtained, it avoids generating redundant cells which increase 

both computation time and storage space
2
. 

The motivation for developing the simulator is to predict the production performance of 

hydraulic fractures and wells accurately. First of all, different fracture variables can be input 

easily to get the production and the flow rate during a long time scale for reservoirs with different 

permeabilities, thereby providing suggestions for the optimum fracturing operation. Secondly, the 

local grid refinement technique is used to capture the area of interest for a better quality of 

information, thereby increasing the accuracy of the results. Whatôs more, the application of the 

residual method offers the opportunity to treat wells and hydraulic fractures as having infinite 

conductivity when it is necessary. 

1.2 Literature Review 

Three important concepts will be reviewed in this section, showing the background theory and the 

existing research and literature on these concepts. The structure of the literature review is outlined 

as follows: 

1. Hydraulic fracture performance. 

2. Numerical simulation model. 

3. Local grid refinement technique. 

1.2.1 Hydraulic Fracture Performance 

Early in 1903, hydraulic fracturing was used for the first time. However, until 1949, the 

technique received its first commercial application. Since then, much research has been 
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conducted to make the process better. With the development of hydraulic fracture treatment 

technology, it was taken into exploitation of tight gas sand
3
.  

Hydraulic fracturing is an effective well stimulation technique. Firstly, fracture fluid is 

pumped into the targeted formation with a high pressure so that the rock in the targeted formation 

will crack and fracture. As the injection of high-pressure fluid continues, the fracture will 

propagate. In the meanwhile, a proppant will be added into the fluid, keeping the fracture open 

after pumping. 

 

 

Figure 1-1. Flow without fracture (left) and f low with fracture ( right)  

 

Without hydraulic fractures, reservoir fluid will flow into the well as a radial flow, which 

can be seen in Figure 1-1 left. However, when a hydraulic fracture is added to the system, it 

changes the flow paths because the flow ability in fractures is much larger than that in the matrix 

(see Figure 1-1 right). In this way, it serves as a ñhighwayò to increase the production rate 

efficiently. 

The factors affecting the performance of hydraulic fractures are immense, including the 

reservoir properties, fracture properties, geomechanical factors
4
 and so on. In recent years, some 

investigations about the factors have been conducted by enormous amount of research, largely 

based on simulations. J. Guo et al.
 5
 optimized the number of fractures to increase the production 

performance of hydraulically fractured horizontal wells. Wei
6
 showed the effect of fracture half-

length in the tight gas sand and the way to optimize it.  
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1.2.2 Numerical Simulation Models 

Reservoir numerical simulation, usually combining mathematics and physics, is always 

used to predict the flow of a reservoir fluid and help to analyze wells and fractures performances. 

Reservoir simulation was first introduced to the petroleum industry in the 1930ôs, simply 

using the calculation for predicting the reservoir performance. In the early 1960ôs, researchers 

devoted themselves to simulate 2D and 3D multiphase flow in heterogeneous porous media by 

solving a group of finite difference equations. As computers developed dramatically at that time, 

researchers had a chance to rely on computer program to find numerical solutions of flow 

equations for the first time. During the 60ôs, research was mainly focused on two phases 

water/gas reservoirs and oil reservoirs in three phases. Three phases black oil model was one of 

the products in that period. In the 1970ôs, with the oil price increasing rapidly, people turned their 

eyes on enhanced oil recovery. Following this trend, simulation models were largely made based 

on this technique, including chemical injection, CO2 injection, steam or hot water injection, and 

in-situ combustion. Also, in these years, researchers made their efforts to improve simulation 

techniques, trying to make models more flexible and reduce the computer cost. During the 

1980ôs, in order to analyze more complex reservoirs, simulators took geostatics into 

consideration. To meet the need of the oil industry, researchers were more interested in 

simulating naturally fractured reservoirs, compositional effects, and horizontal well performances 

with hydraulic fracture. Until now, researchers combined more knowledge of mathematics, 

physics as well as computer science to make simulators faster, more flexible for different kinds of 

reservoirs, and more accurate. 

In addition to the rapid development of software and hardware of computers, people also 

tried to look through mathematics way to decrease the computer time. This research resulted in 

great advances of techniques, including the improvement of the solver. In traditional numerical 
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reservoir simulation, people preferred to use SIP, SLORC, or ADIP, which were compared by 

Watts
7
 in anisotropic problems and Price and Coats

8
 in isotropic problems. In 1981, Watts

9
 

developed a new method, called the preconditioned conjugate gradient method, for solving the 

reservoir simulation pressure equation. He concluded that the new method is generally more 

reliable and faster than SIP. But thereôs a limitation in this method because it cannot be applied to 

nonsymmetric systems
10, 11

. In 1985, Wallis
12

 presented a new method called the generalized 

conjugate residual (GCR) method, by the idea of minimizing the error of residuals. In his paper, 

he also showed the effectiveness of combining a residual constraint. However, some problems 

were found in this method. One is that GCR may break down when the coefficient matrix is not 

positive real. To solve this problem, another method known as the generalized minimal residual 

(GMRES) method was introduced by Saad and Schultz
13

 in 1986, but at the expense of larger 

storage. Combining the previous methods, in 1992 Van Der Vorst
14

 presented a new one called 

the biconjugate gradient stabilized (BiCGSTAB) method, which became a common solver for 

numerical solution of nonsymmetric linear systems till now. 

1.2.3 Local Grid Refinement Techniques 

Conventional reservoir simulations usually divide a reservoir into large uniform grids to 

describe a large-scale flow process. However, it will be inaccurate when it comes to the reservoir 

with specific boundary conditions or geologic cases where detailed information needs to be 

obtained. Due to this concern, local grid refinement (LGR) techniques were developed to make 

simulators better. 

Generally speaking, there are two kinds of LGR techniques. One is static local grid 

refinement, mostly used for the case of pinchouts, faults, fractures and in the vicinity of wells. 

The other is dynamic local grid refinement, solving for tracking the displacement front location.  
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In 1982, von Rosenberg
15

 developed an effective method of local grid refinement for 

finite difference solutions, taking the first step in application of LGR in reservoir simulation. 

Soon in 1983, Heinemann et al.
16

 used dynamic local grid refinement in a multiple application 

reservoir simulator, showing that computing time was reduced a lot while maintaining necessary 

accuracy and stability. In 1986, Forsyth and Sammon
17

 developed the model for faults and 

pinchouts using local mesh refinement, and concluded that problems with complex geology could 

be modeled efficiently.  In 1987, Han et al.
18

 presented a new and more flexible approach of 

dynamic local grid refinement, which not only more efficiently tracked the displacement front 

compared with the conventional fine grid systems, but also allowed the subdivision of  the grid 

block fixedly in any desired parts of reservoir. Also in the same year, Wasserman
19

 successfully 

implemented a static local grid refinement technique in a three dimensional, three phase reservoir 

simulator. Several years later, in 1995, multiple horizontal wells in full field models were studied 

using local grid refinement by Mohammed and Al-Ansari
20

, to investigate their effect on sweep 

efficiency and oil recovery. In 1999, Goktas and Ertekin
2
 applied local grid refinement to the 

simulator of the cavity completion problem. In the LGR region, the cells which represent the well 

and the neighboring cells around them are specified with a certain pressure, instead of using 

Peacemanôs flow equation, they got the flow rate by calculating the residuals of the neighboring 

cells and summing them up. The method was also used to analyze the complex well structures by 

Hu
21

 in 2011.  

1.3 Statement of the Problem 

When it comes to modeling a reservoir with horizontal wells and hydraulic fractures, fine 

grids are essentially needed to capture the local detailed information around wells and fractures. 

However, uniform fine grids can hardly be used due to a dramatic increase in computational 
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work. Thus, local grid refinement is applied to obtain necessary and accurate information for 

local features while avoiding redundant grids.  

The other problem is that when encountering the fractures with infinite conductivity, we 

cannot set a specific permeability  for the fractures. Therefore, the residual method is implemented 

to solve the problem. The cells representing the fractures and small cells around them will be set 

at a specific pressure, and then residuals for the small cells can be calculated. The flow rate will 

be the total residuals for these cells. The approach is also used for the wells. 

In this study, LGR and the residual method are implemented in the 3D model to predict 

the flow performance of hydraulic fractures in a tight sand reservoir with a horizontal well. The 

preconditioned bi-conjugate gradient stabilized method is used to help to solve the pressure 

distribution for both fine and coarse blocks. The developed model provides an accurate solution 

for flow performance and recovery, which give us a good opportunity to analyze and optimize the 

design of hydraulic fractures. 

Three effects are discussed in this thesis to analyze the production performance in tight 

sands. Common properties for tight sands and compressible fluid are set in the model. In order to 

make convincing conclusions and trends, a large number of runs are tested and the results 

compared for different matrix permeability values. 
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Chapter 2  
 

MODEL DEVELOPMENT  

2.1 Mathematical Formulation 

In this study, the physical phenomenon of fluid flow in porous media is described by the 

continuity equation, which mathematically represents the material balance.  We can consider a 

mass balance in a control volume, and then use the differential approach to derive it. 

In Cartesian coordinates, the mass balance on fluid flow through the control volume over 

a time period of tD  can be written as: 

 [ ][ ][ ][ ]    / ? massin massout source sink changeinmass- + =    (2.1) 

Mass flux entering the control volume is: 

 x xm ur=   (2.2a) 

 
y ym ur=    (2.2b) 

 z zm ur=    (2.2c) 

Mass flux leaving the control volume is: 

 x x x xm ur+D +D=   (2.3a) 

 
y y y ym ur+D +D=    (2.3b) 

 z z z zm ur+D +D=    (2.3c) 

Substituting Equations (2.2) and (2.3) into Equation (2.1), we can obtain: 

 

( ) ( ) ( ) ( )

( ) ( )
( ) ( )

x x y yx x x y y y

t t t
z zz z z

u y z u y z u x z u x z

x y z x y z
u x y u x y Q

t

*

r r r r

fr fr
r r

+D +D

+D

+D

è øè ø- D D - D D - D D - D Dê úê ú

D D D - D D D
è ø- D D - D D + =ê ú D

  (2.4) 
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where Q* is source/sink term.  

Rewrite Equation (2.4) by definingbV x y z=D D D, and get 

 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

x x y y z zx x x z z zy y y
b

t t t

Q
u u u u u u

V

t

*

r r r r r r

fr fr

+D +D+D

+D

è øè ø è ø- - - - - - +ê úê úê ú

-
=

D

  (2.5) 

Taking limits as 0xD  , 0yD  , 0zD  , 0tD  , and recalling the derivative of 

function that: 

 
( ) ()

lim
s

f s s f s f

s sD ¤

+D - µ
=

D µ
  (2.6) 

Equation (2.5) will be rewritten as: 

 ( ) ( ) ( ) (x y z

b

Q
u u u

x y z V t

*

r r r fr)
µ µ µ µ

+ + - =-
µ µ µ µ

  (2.7) 

Equation (2.7) is the continuity equation for fluid flow in Cartesian coordinates, which 

can also be written as: 

 ( ) ( )
b

Q

V t

*

rm fr
µ

Ð - =-
µ

  (2.8) 

where Ð  is the divergence operator: 

 
yx z

uu u
u

x y z

µµ µ
Ð = + +

µ µ µ
  

  

Equations (2.7) and (2.8) can be further derived by introducing Darcyôs Law: 

 
k

u F
m

=- Ð  (2.9) 

where Ð is the gradient operator: 
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 , ,
x y z

F F F
F
å õµ µ µ

Ð =æ ö
µ µ µç ÷

  

and F is flow potential, which can be written as: 

 

c

g
p G

g
F rÐ =Ð - Ð  (2.10) 

Substituting Equations (2.9) and (2.10) into Equation (2.8) yields: 

 ( )
c b

k g Q
p G

g V t

*

r r fr
m

ë ûå õ µî î
Ð Ð - Ð + =ì üæ ö

µî îç ÷í ý

  (2.11) 

Equation (2.11) is the basic equation for fluid flow in a porous medium. This equation is 

formulated based on some assumptions
2
: 

(1) Electrokinetics and slippage effects are negligible. 

(2) Flow is single-phase, laminar, viscous and isothermal. 

(3) There are no chemical reactions between the fluid and the porous medium. 

2.1.1 Single-Phase Compressible Flow Equation 

Since the object of this study is a single-phase gas reservoir, the compressible flow 

equation will be applied. 

Formation volume factor is associated with densities and can be expressed as: 

 scB
r

r
=   (2.12) 

where the density of compressible fluids can be written as: 

 wpM

ZRT
r=   (2.13) 

 sc w
sc

sc

p M

RT
r=   (2.14) 
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Substituting Equations (2.13) and (2.14) into Equation (2.12) gives: 

 sc

sc

p ZT
B

pT
=   (2.15) 

Also, the source/sink term, Q* is defined as: 

 
scQ q* r=   (2.16) 

By assuming 
scr  is constant, we take Equations (2.13) and (2.16) to the left-hand side of 

Equation (2.11) and Equation (2.15) to the right-hand side of Equation (2.11) and obtain: 

 sc

c b sc

Tk g q p
p G

B g V p T t Z

f
r

m

ë ûå õ µî î å õ
Ð Ð - Ð + =ì üæ ö æ ö

µç ÷î îç ÷í ý

  (2.17) 

Furthermore, we can neglect the depth gradient, so Equation (2.17) is rewritten as: 

 sc

b sc

Tk q p
p

B V p T t Z

f

m

ë û µå õ
Ð Ð + =ì ü æ ö

µç ÷í ý
  (2.18) 

Equation (2.18) is known as the diffusivity equation for compressible fluid flow in porous 

media, and will be applied and solved in this study. 

2.2 Hydraulic Fractur e 

Typically, hydraulic fractures can be modeled in three different ways: uniform-flux 

fracture, infinite-conductivity fracture and finite-conductivity fracture. In this study, we will just 

consider the latter two types. 

In 1978, Cinco-Ley
22

 introduced the dimensionless fracture conductivityCDF , which 

could correlate the dimensionless wellbore pressure for a practical value of time.  

 
f

CD

f

k w
F

kx
=   (2.19) 
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When 500CDF > , the pressure drop in a fracture is small and can be neglected. This 

fracture is defined as an infinite-conductivity fracture. When 500CDF < , the pressure drop in a 

fracture becomes significant and should be calculated during modeling. This fracture is known as 

a finite-conductivity fracture.  

In a numerical model, in order to fit for the grid size, equivalent fracture width length will 

be used. In order to keep the dimensionless fracture conductivity the same, based on Equation 

(2.19), the equivalent fracture permeability can be calculated as: 

 
CD f

fe

e

F kx
k

w
=   (2.20) 

2.3 Local Grid Refinement Technique 

To better represent the location and characteristics of wells and hydraulic fractures, local 

grid refinement (LGR) is always introduced. This is because a wellôs radius and a fractureôs width 

are usually so small that they need small cells to approximate them. Besides, LGR technique can 

reduce unnecessary blocks so as to decrease the computing cost while maintaining the simulation 

accuracy. 

Basically, there are two types of LGR schemes: dynamic LGR and static LGR. Dynamic 

LGR is used as a function of time, and in the case where dynamic characteristics need to be 

traced, such as front tracking. Static LGR, however, is not changed with time and remains the 

same during the simulation. In this study, as wells and hydraulic fractures are the main targets to 

be implemented, which are static objects, the static LGR technique will be applied. 
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2.3.1 Static LGR 

In 1987, Wasserman
21

 developed the static local grid refinement technique. In this 

method, the chosen coarse block is refined as small rectangular cells, called windows. Figure 2-1 

shows the technique in 2D. As Wasserman mentioned, there are some requirements for the 

refinement scheme. Firstly, all windows should be completely surrounded by coarse block 

boundary, which is not allowed for refinement (see Figure 2-2). Secondly, it is not allowed to 

have a new window within a window. Besides, within an areal window vertical grid lines cannot 

terminate (see Figure 2-3). 

 

Figure 2-1: Coarse blocks without LGR (left) and coarse blocks with LGR (right) 

 

 

Figure 2-2: Grid system and numbering scheme by Wasserman
21
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Figure 2-3: Allowable vertical grid refinement by Wasserman
21

 

 

Wasserman
21

 solved the equations for coarse blocks and windows simultaneously by 

combining them to one system. Although the results could be stable, the data structure created for 

the LGR scheme is so complex that it significantly increases the simulation cost. 

In 1989, Biterge and Ertekin
23

 developed an efficient refinement procedure for 

multidimensional, nonlinear parabolic scheme. For local static grid refinement, they first solved 

the equations in all coarse blocks, then defined a nonhomogeneous Dirichlet type boundary 

condition from the coarse grid solution to fine grids, and last solve the equation only for fine 

grids. Mainly based on this principle, reservoir girds are refined in this study, but with some 

changes in the procedures, which will be shown in the next section.   

 2.3.2 LGR Scheme Development 

When there are horizontal wells and hydraulic fractures in the reservoir system, they will 

be placed in the coarse grids firstly. Figure 2-4 shows the grid system for a reservoir with a 

horizontal well as an example in two dimensions. After that, small grids need to be added in the 

coarse grids related to the locations of the well and fractures. In order to reduce the error caused 

by large differences of adjacent block sizes, additional grids are introduced to ensure a smooth 

Layer 1 of coarse block

Layer 2 of coarse block
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transition. Figure 2-5 shows the implementation of LGR for a reservoir with a horizontal well in 

2D. The size of these grids used for transition can be determined from: 

 
1, , ,, 1i j i j i jx x while xa+D =D ³ D ¢  (2.21) 

 
, 1 , ,, 1i j i j i jy y while yb+D =D ³ D ¢  (2.22) 

otherwise: 

 ( )1, ,i j i jx x
a

+D = D   (2.23) 

 ( ), 1 ,i j i jx x
b

+D = D   (2.24) 

where a and b are constants and should be larger than 1. Figure 2.6 illustrates how the 

equations above work. The effect of a and b on simulation results will be shown in the next 

chapter. 

 

Figure 2-4: Coarse block system with a horizontal well in the center 

  

horizontal well
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Figure 2-5: The implementation of LGR in a reservoir system with a horizontal well 

 

                              
2,i jx+D   

1,i jx+D   
,i jxD                         

,i jxD    
1,i jx+D  

2,i jx+D  

 

Figure 2-6: A smooth transition of grid size 
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After grid construction, we need to set the pressure boundary for the refined grids. Once 

the pressure distribution from the coarse blocks is obtained, we should create the pseudo pressure 

profiles for the pseudo blocks surrounding the windows by applying linear pressure interpolation. 

These pseudo pressure profiles will be the specified pressure boundary condition for the refined 

grids. Figure 2.7 presents the protocol to create the pseudo blocks in two dimensions. The 

pressure of pseudo block 
ap  can be interpolated by the pressure of coarse block 1 and coarse 

block 2 using: 

 1 2 2 1

1 2

a

x p x p
p

x x

D +D
=
D +D

  (2.25) 

where 1xD  and 2xD are the distances from the center of cell 1 to the center of cell a and from the 

center of cell a to the center of cell 2 separately. Pseudo pressures in other dimensions can be 

calculated similarly. One important thing is that, for a three dimensional model, for each pseudo 

block, two linear pressure interpolations of different dimensions are needed to get an average one, 

which will be set as the pseudo pressure for this pseudo block. 

 

Figure 2-7: Pseudo blocks created in the grid system 

1 a 2 4 5

8 9 11 12

3

6 7

10
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Pseudo pressure profiles will be specified as pressure conditions for windows to calculate 

the pressure distribution of refined grids. Instead of the procedure introduced by Biterge and 

Ertekin
25

, we will first get the total flow rates of each coarse block where refined blocks are 

created for the existing well and fractures. Then, the flow rate for these coarse blocks will be set 

as boundary conditions so as to calculate the pressure distribution just for coarse blocks. Once 

pressures of coarse blocks are updated, they will be used for pseudo pressure boundary 

calculations.  

2.3.3 LGR Application for Well and Hydraulic Fracture  

As wells and hydraulic fractures can be treated as rectangular prisms in simulation, 

locally refined grids are applied to represent them. Figure 2-8 shows the grid system for the 

reservoir with a horizontal well and a hydraulic fracture. 

 

Figure 2-8: LGR application in a reservoir system with a horizontal well and a hydraulic 

fracture 

horizontal well

hydraulic fracture
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2.4 Numerical Model 

The numerical model in this study is established on some fundamental calculations. First, 

we need to use the finite-difference equation to approximate the continuity equation. Second, the 

flow rate of the fluid into the well and fracture will be calculated by using the residual equation. 

Third, when LGR is implemented, windows and coarse blocks should communicate. Finally, a 

solver will be applied to solve the finite-difference equations both in coarse blocks and in 

windows. These four procedures will be discussed in detail in the following sections. 

2.4.1 Finite-Difference Approximation for Continuity Equation in Single-Phase 

Compressible Fluid Flow 

The continuity equation describes the physics of single-phase compressible fluid flow 

mathematically. Due to its non-linearity, this equation is easier to be solved numerically. Thus, a 

second order finite-difference approximation is introduced to represent the continuity equation 

and to get the numerical solution. In the numerical model a body-centered grid system is applied. 

By ignoring the gravity terms, Equation (2.18) can be rewritten as: 

y yx x sc bz z
g

g g g g g g sc

A kA k T VA kp p p p
x y z q

x B x y B y z B x p T t z

f

m m m

å õ å õ å õµ µ µ µ µ µ µå õ
D + D + D + =æ ö æ ö æ ö æ öæ ö æ ö æ öµ µ µ µ µ µ µç ÷ç ÷ ç ÷ ç ÷

 (2.26) 

where 

 xA y z=D D  

 
yA x z=D D  

 zA x y=D D  

 
5.615

sc
g

sc

p Tz
B

T p
=   
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In finite-difference form, Equation (2.26) can also be written as: 

 

( ) ( )

( )

1 1

1 1 1 1

1, , , , , , 1, ,

1 1
, , , ,

2 2

1 1

1 1 1

, 1, , , , , , 1,

1 1
, , , ,

2 2

n n

n n n nx x x x
i j k i j k i j k i j k

g g g gi j k i j k

n n

y y y yn n n

i j k i j k i j k i j k

g g g gi j k i j k

A k A k
p p p p

B x B x

A k A k
p p p p

B y B y

m m

m m

+ +

+ + + +

+ -

+ -

+ +

+ + +

+ -

+ -

å õ å õ
- - -æ ö æ öæ ö æ öD Dç ÷ ç ÷

å õ å õ
+ - - -æ ö æ öæ ö æ öD Dç ÷ ç ÷

( )

( ) ( )

1

1 1

1 1 1 1

, , 1 , , , , , , 1

1 1
, , , ,

2 2

1

, , , ,1

, , , ,

n

n n

n n n nz z z z
i j k i j k i j k i j k g

g g g gi j k i j k

n n

i j k i j kn n

i j k i j k

A k A k
p p p p q

B z B z

p p
t t

m m

G G

+

+ +

+ + + +

+ -

+ -

+

+

å õ å õ
+ - - - +æ ö æ öæ ö æ öD Dç ÷ ç ÷

= -
D D

  (2.27) 

where 

 
, ,

, ,

sc b
i j k

sc i j k

T V

p Tz

f
G

å õ
=æ ö
ç ÷

  

Arranging the Equation (2.27) with transmissibility terms in matrix notation, we obtain: 

 

( ) ( ) ( )

( ) ( ) ( )

1 1 1 1 1 1 1 1 1

, , 1, , , , , , , , 1, , , , , 1, , ,

1 1 1 1 1 1 1 1 1

, , , , , 1, , , , , 1 , , , , , , , , 1

1

, ,

n n n n n n n n n

i j k i j k i j k i j k i j k i j k i j k i j k i j k

n n n n n n n n n

i j k i j k i j k i j k i j k i j k i j k i j k i j k

n

i j k

g

E p p W p p N p p

S p p A p p B p p

q
t

G

+ + + + + + + + +

+ - +

+ + + + + + + + +

- + -

+

- - - + -

- - + - - -

+ =
D

, ,1

, , , ,

n

i j kn n

i j k i j kp p
t

G
+ -

D

  (2.28) 

where the transmissibility terms are defined as: 
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, ,

1
, ,
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n
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g g i j k
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E
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+

+
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=æ öæ öDç ÷
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A transmissibility term has two parts: a constant part and a non-linear part. For example, 

1

, ,

n

i j kE +
 can be written as: 

 

11

1

, ,
1 1, , , ,2 2

1
nn

n x x
i j k

i j k g g i j k

A k
E

x Bm

++

+

+ +

å õå õ
= æ öæ ö æ öDç ÷ ç ÷

  (2.29) 

In Equation (2.29), the first term remains constant once the grids are created. It is 

determined by using the harmonic averaging.  

 
, , 1, , , , 1, ,

, , , , 1, , 1, ,

1
, , 1, , , ,

2

2
i j k i j k i j k i j k

i j k i j k i j k i j k

x x x xx x

i j k x x i j k x x i j k

A A k kA k

x A k x A k x

+ +

+ ++ +

å õ
=æ ö

D D + Dç ÷
  (2.30) 

The second term is non-linear, which is the function of pressure and temperature. As 

temperature is assumed constant in this study, it will be different when pressure changes. The 

non-linear term can be determined via linear interpolation: 

 

, , 1, ,

1, , , ,

1 , , 1, ,, ,
2

1 1

1
i j k i j k

g g g gi j k i j k
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x x
B B

B x x

m m

m

+

+

++

å õ å õ
D +Dæ ö æ öæ ö æ öå õ ç ÷ ç ÷
=æ öæ ö D +Dç ÷

  (2.31) 



22 

 

  

2.4.2 Application of Residual Equation to Calculate Flow Rate from Well and Fracture 

The flow rate into the well and fractures will be calculated by the residual equation in this 

model. First, hypothetical cells are created around the well and fracture cells. These hypothetical 

cells should be small enough to ignore the accumulation term. Then the residual equation will be 

applied to these small cells. In these cells and those representing the well and fractures, pressure 

will be specified. Fluid flow rate into the well and fractures will be equivalent to the total residual 

of these hypothetical cells. The residual equation for one cell can be written as: 

( ) ( )

( )

1 1

1 1 1 1 1 1

, , , , 1, , , , , , 1, ,

1 1
, , , ,

2 2

1

1 1
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 (2.32) 

or in matrix notations: 

 

1 1 1 1 1 1 1 1

, , , , , , 1, , , , 1, , , , , 1,

1 1 1 1 1 1 1 1

, , , 1, , , , , 1 , , , , 1 , , , ,

n n n n n n n n

i j k i j k i j k i j k i j k i j k i j k i j k

n n n n n n n n

i j k i j k i j k i j k i j k i j k i j k i j k

q R E p W p N p

S p A p B p C p

+ + + + + + + +

+ - +

+ + + + + + + +

- + -

= =- - -

- - - -
  (2.33) 

where 

 ( )1 1 1 1 1 1 1

, , , , , , , , , , , , , ,

n n n n n n n

i j k i j k i j k i j k i j k i j k i j kC E W N S A B+ + + + + + +=- + + + + +  

There are two cases to be treated. One is the system of a horizontal well and hydraulic 

fractures with infinite dimensionless conductivity. As fracture dimensionless conductivity is 

regarded as infinite ( 500CDF > ), we can ignore the pressure drop in the fracture. Thus, by using 

LGR the fracture cells and hypothetical cells around them will be set for a specified pressure 

which remains constant throughout the simulation process. The residual equation when applied 
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for these hypothetical cells will be considered as the flow rate into the fracture. Figure 2-9 and 

Figure 2-10 show the case in two dimensions. In Figure 2-10, we can calculate the flow rate from 

the well and fracture separately and the total flow rate as: 

 ( )
20

5 6 15 16

1

1
,

2
w i

i

q q q q q q for well
=

= - + + +ä   (2.34) 

 ( )
36

5 6 15 16

21

1
,

2
f i

i

q q q q q q for fracture
=

= + + + +ä   (2.35) 

 ,t w fq q q forbothwell and fracture= +   (2.36) 

 

Figure 2-9: Pressure specified in windows for a reservoir system of a horizontal well and a 

hydraulic fracture with infinite dimensionless conductivity 
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Figure 2-10: Flow rate in hypothetical cells for a reservoir system of a horizontal well and a 

hydraulic fracture with infinite dimensionless conductivity 

 

The other case is the system of a horizontal well and hydraulic fractures with finite 

dimensionless conductivity ( 500CDF < ). As the dimensionless fracture conductivity decreases, 

pressure drop in the fracture should not be neglected. Thus, pressure solutions in the fracture also 

need to be updated. Figure 2-11and Figure 2-12 show the case in two dimensions. In Figure 2-12, 

we can calculate the flow rate from the well and fracture separately and the total flow rate as: 

 
20

1

,w i

i

q q fromwell
=

=ä   (2.37) 

 21 22,fq q q from fracture= +   (2.38) 
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 ,t w fq q q frombothwell and fracture= +   (2.39) 

 

Figure 2-11: Pressure specified in windows for a reservoir system of a horizontal well and a 

hydraulic fracture with finite dimensionless conductivity 
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Figure 2-12: Flow rate in hypothetical cells for a reservoir system of a horizontal well and a 

hydraulic fracture with finite dimensionless conductivity 

 

2.4.3 Communication between Coarse Blocks and Windows 

Communication between coarse blocks and windows is composed of two parts.  

One is the data transmission from coarse blocks to windows. In this model we use the 

pressure distribution of coarse blocks to calculate the pseudo pressure boundaries surrounding the 

windows (as discussed in section 2.3). These pseudo pressure boundaries will be changed with 

the update of coarse pressure solutions, but will remain constant when solving the pressure 

distribution of refined grids.  

q1 q2 q3 q4 q5 q21 q6 q7 q8 q9 q10

q11 q12 q13 q14 q15 q22 q16 q17 q18 q19 q20
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The other part involves the data transmission from windows to coarse blocks. Here we 

use the total flow rate in each coarse block which represents the well and fractures. Based on the 

system of Figure 2-10 or Figure 2-12, we can calculate the total flow rate for the coarse block 13 

containing the well and fracture. After data transmission from windows to coarse blocks, we are 

able to update the pressure distribution of coarse blocks by specifying the flow rate, see Figure 2-

13. 

 

Figure 2-13: Data transmission from windows to coarse blocks 

 

2.4.4 Solver: The Preconditioned Bi-Conjugate Gradient Method 

Based on a two dimensional system in Figure 2-14 and Equation (2.29), we have the 

equation for each block as:  
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 Equation (2.40) can be transformed to an equivalent form for Figure 2-14 as: 
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  (2.41) 

In the system of Equations (2.41), the left-hand side is the coefficient matrix multiplying 

the pressure vector, and the right-hand side is the negative residual vector. 

To solve such a system of equations, a solver is introduced. 

 

Figure 2-14: A two dimensional system 

 

The preconditioned bi-conjugate gradient method is an efficient way to solve symmetric 

positive definite systems like this. As compared to SIP, the preconditioned bi-conjugate gradient 

does not need to spend time on selecting proper iteration parameters, which will affect the 

performance of the method. Also, when the number of refined grids increases, SIP may face the 

7 8 9

4 5 6

1 2 3
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problem of convergence. However, the preconditioned bi-conjugate gradient method will provide 

a stable solution. 

By using the preconditioner, the speed of convergence for this method will increase 

significantly. In this study, the diagonal preconditioner is used to increase the speed. The diagonal 

preconditioner is the main diagonal of the coefficient matrix. Based on the system of Figure 2-14 

and Equation (2.41), we will have the diagonal preconditioner as: 
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2.4.5 Computer Model 

The model is developed using C++ under Microsoft Visual Studio 2010 for both the 

windows platform and the Linux platform. It is capable of simulating the single-phase 

compressible fluid flow in tight sands with a horizontal well and hydraulic fractures (both infinite 

dimensionless conductivity and finite dimensionless conductivity) in three dimensions. In this 

model, we will assume: 

(1) Temperature in the reservoir is constant. 

(2) Reservoir properties are homogeneous and isotropic. 

(3) The gravity term is ignored. 

(4) No-flow outer boundary is considered. 
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For the wellbore and fracture, sandface pressure is specified in all cases to determine the 

production rate. The model is used for analyzing the production performance when the fractureôs 

feature and the reservoir matrixôs permeability change. The cases of different dimensionless 

fracture conductivities, different numbers of fracture stages, different matrix permeabilities and 

different fracture lengths of fracture stages are simulated and analyzed. 

 

2.4.6 Flow Chart 
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Figure 2-15: Flow chart for the developed model 
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In Figure 2-15, the model starts with the input of reservoir and fluid data. Next, block 

systems with both coarse blocks and refined blocks need to be created, followed by the 

initializing for system. After that, it will enter the loop of communication between coarse blocks 

and windows. In the loop, first thing to do is updating pseudo block pressure, and set it as the 

pressure boundary for the windows. Then the transmissibility terms and construct coefficient 

matrix for windows should be determined. A solver called the preconditioned bi-conjugate 

gradient method is used in this model to calculate the pressure. After updating pressure, we are 

able to calculate the flow rate for coarse blocks holding the well or fracture by residual method, 

and set it as the flow rate specified boundary for coarse block pressures calculation. Next, 

transmissibility term and coefficient matrix are to set up. The preconditioned bi-conjugate 

gradient method will be called again to solve for pressure solution, but this time is for coarse 

blocks. Then we must check the pressure convergence. If pressures do not converge, loop will 

continue. Otherwise, weôll go out of loop and calculate the flow rate and cumulative production 

from well, fracture and both. Next thing is to check the material balance. If the material balance is 

acceptable, we can safely output the results. 
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Chapter 3  
 

MODEL VERIFICATION  

In this chapter, I use the developed model to simulate a single-phase compressible fluid 

reservoir with a horizontal well and a horizontal well and a hydraulic fracture in three 

dimensions. The production performances then will be compared with that from GEM in 

commercial model CMG. In the meanwhile, the sensitivity analysis for constants a and b 
will 

be studied. 

To represent the radial-cylindrical hole, Goktas and Ertekin
2
 showed that it can be 

approximated as a combination of rectangular cells which share the same volume. Based on this 

principle, for a horizontal well, Figure 3-1 shows the approximation. From Figure 3-1 we have: 

 
2

wx z rpD =D =   (2.42) 

 

Figure 3-1: Horizontal well approximation 

 

To represent the hydraulic fracture, it can also be approximated as a series of rectangular 

cells. Figure 3-2 shows a hydraulic fracture across a horizontal well. As fracture width is usually 

too small to put it into a grid in simulation, we will use the equivalent fracture width, which is 

determined by the smallest size of the grid in this model. Then the equivalent fracture 

permeability can be calculated by Equation (2.20). 
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Figure 3-2: Hydraulic fracture approximation with a horizontal well  

 

3.1 Simulation of a Single Horizontal Well 

There is only one horizontal well in the reservoir system. The properties of reservoir and 

fluid can be seen in Table 3-1. The horizontal well is located at the center of the reservoir (see 

Figure 3-3). The production is predicted by the developed model. The results are compared with 

those from GEM provided by CMG. Also, different degrees of grid refinement will be simulated 

(see Table 3-2). 
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Table 3-1: Reservoir and fluid properties for validation  

 

 

Table 3-2: Grid  information in Figure s 3-4 to 3-7 

 

 

Reservoir size; x,y,z 5000 ft * 5000 ft * 80 ft

Matrix permeability; kx=ky=kz 0.1 md

Porosity, ˒ 0.1

Reservoir temperature, Tr 660 °R

Initial reservoir pressure, pi 2500 psia

Temperature at standard condition, Tsc 520 °R

Pressure at standard condition, psc 14.7 psia

Fluid molecular weight, Mw 16.043

Fluid critical temperature, Tcr 343.3 °R

Fluid critical pressure, pcr 666.4 psia

Sandface pressure, psf 14.7 psia

Wellbore radius, rw 0.25

Skin 0

Horizontal well length 2000 ft

x dimension (ft) y dimension (ft) z dimension (ft)

Commercial model 1 no refinement
600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Commercial model 2 3*3*3 LGR
600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Commercial model 3 5*5*5 LGR
600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Residual method 1
Ŭ=ɓ=1.2                      

uniform small grid size = 2 ft

600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Residual method 2
Ŭ=ɓ=1.5                         

uniform small grid size = 3 ft

600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Residual method 3
Ŭ=ɓ=2                              

uniform small grid size = 4 ft

600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

The developed model 

using Peaceman's 

wellbore model 1

600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

The developed model 

using Peaceman's 

wellbore model 2

600, 500, 400, 

10*200, 400, 500, 

600

1200, 600, 300, 200, 150, 35, 

30, 35, 150, 200, 300, 600, 

1200

5, 10, 20, 10, 20, 

10, 5

Case Refinement information
Coarse blocks size
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Figure 3-3: Location of the well in coarse block system 

 

For reservoir simulation, the accuracy of results is related to the grid size. Theoretically 

speaking, the accuracy increases when the degree of grid refinement is higher, because at that 

time the pressure distribution is smoother to represent the real pressure transition. Given this, the 

developed model with three refinement cases and the commercial model with three refinement 

cases are simulated.  

Case 1: Sandface pressure is 14.7 psi and matrix permeability is 0.1 md 

Figure 3-4 shows the trend of cumulative production with time. From this figure we can 

see that when the degree of grid refinement is higher, production from the commercial model and 

production from the developed model using Peacemanôs wellbore model decrease. On the other 

hand, production from the developed model using the residual method increases when the 

Vertical plane

Top view

Horizontal well
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refinement is better. Thus, it demonstrates that the basic part in the developed model works well 

in this reservoir system, and that the residual method and the LGR technique can provide an 

accurate result. There are differences of productions between the commercial model and the 

developed model, but they are tolerated. Because different equations are used to calculate Z factor 

in these two models. In the developed model, Dranchuk-Abou-Kassem EOS is used, while Peng-

Robinson EOS is used in the commercial model. 

. When production increases less and the line representing production becomes flat at late 

time, then the results in the developed model and the commercial model will converge. In this 

case, as sandface pressure and matrix permeability are low, time scale is too large when 

production does not increase significantly. In case 2, sandface pressure and matrix permeability 

increases in order to see the production performance in late time period, when production 

increases less. 

Figure 3-5 shows the change of production rate with time. We can see that during the 

early period (less than 100 days), the discrepancy between the commercial model and the 

developed model using the residual method is large. As the time increases, the difference 

becomes small. Also, we can see that the trend of production rate from the commercial model is 

similar with that from the developed model using Peacemanôs wellbore model. This again 

validates the basic parts of the developed model. 
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Figure 3-4: Comparison of cumulative production (just a horizontal well) in case 1 
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Figure 3-5: Comparison of flow rate (just a horizontal well) in case 1 

 

Case 2: Sandface pressure is 1000 psi and matrix permeability is 0.5 md 

Figure 3-6 and Figure 3-7 show the comparison of cumulative production and flow rate 

separately. We can see that results from the developed model and the commercial model are 

closed. This observation validates the developed model. Also, we can see in Figure 3-6 that from 

2000 days to 4000 days, there are some differences in production between the developed model 

and the commercial model. This is the same phenomenon as in Figure 3-4. This phenomenon is 

tolerated, as I discussed above, due to different equations for calculating Z factor in these two 

models. And this phenomenon also appears in Figure 3-9 and Figure 3-12, which is also tolerated. 
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Figure 3-6: Comparison of cumulative production (just a horizontal well) in case 2 

 

 

Figure 3-7: Comparison of flow rate (just a horizontal well) in case 2 
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3.2 Simulation of a Horizontal Well and a Hydraulic Fracture with Infinite Dimensionless 

Conductivity  

A horizontal well and a hydraulic fracture with infinite dimensionless conductivity are 

added to the reservoir system for validation in this part. The well is located at the center in the 

reservoir as in the first section. The fracture is perforated along the y direction (see Figure 3-8). 

Table 3-1 is used to identify the properties for reservoir and fluid. Table 3-3 shows the properties 

of the hydraulic fracture in this section. Table 3-4 gives the grid information for each case. 

 

Table 3-3: Hydraulic fracture (infinite dimensionless conductivity) properties for validation 

 

 

Table 3-4: Grid information in Figure 3 -9 and Figure 3-10 

 

 

fracture 

width 

(in)

dimensionless 

conductivity

fracture 

permeability 

(md)

fracture 

height 

(ft)

fracture 

half-length 

(ft)

equivalent 

fracture 

width        

(ft)

equivalent 

fracture 

permeability 

(md)

Commercial model 1 0.5 600 288000 50 200 0.443113 27081.13

Commercial model 2 0.5 600 288000 50 200 0.443113 27081.13

Commercial model 3 0.5 600 288000 50 200 0.443113 27081.13

Residual method 1 0.5 50 200 0.443113

Residual method 2 0.5 50 200 0.443113

Residual method 3 0.5 50 200 0.443113

Case

Information of fracture with infinite demensionless conductivity

x dimension (ft) y dimension (ft) z dimension (ft)

Commercial model 1 no refinement
600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Commercial model 2 3*3*3 LGR
600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Commercial model 3 5*5*5 LGR
600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Residual method 1
Ŭ=ɓ=1.2                      

uniform small grid size=2 ft

600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Residual method 2
Ŭ=ɓ=2                          

uniform small grid size=4 ft

600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Residual method 3
Ŭ=ɓ=2.5                              

uniform small grid size=6 ft

600, 500, 7*400, 

500, 600

1200, 600, 300, 200, 150, 100, 

150, 200, 300, 600, 1200
5, 10, 50, 10, 5

Case Refinement information
Coarse blocks size
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Figure 3-8: Location of the well and fracture (infinite F CD) in coarse block system 

 

Production performances for this situation are shown in Figure 3-9 and Figure 3-10. 

Figure 3-9 displays the cumulative production for each case. A similar trend appears as in the last 

section. This results in the conclusion that with better refinement, productions from two models 

come closer. Here we should notice that production of different refinement strategies will not 

change much in the developed model. 

In Figure 3-10, the gas rate is displayed for each case. Before 10 days, the differences are 

large, especially the red line (representing the worst refinement in the commercial model) 

compared with others. However, results from the developed models match better with the 

commercial model with better refinement. Starting from 10 days, all profiles match reasonably 

well. 
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Figure 3-9: Comparison of cumulative production (a horizontal well and a hydraulic 

fracture with infinite dimensionless conductivity) 

 




































































































