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ABSTRACT

Safety in the workplace has an egeowing audience; even so safety in the waakplin
the oil and gas industry. The Occupational Safety and Health Administration (OSHA) enforces
and regulates safety rules through fedamgroved and staigpproved programs that must be
met bybusinessedn this thesis, safety records from an unlbisedcompanyin the oil and gas
industry were used to study factors thatentiallycontribute to having an effect on the health of
humans in areas where there have been oil spilis. safety records from tr&udy included
chemicalspills, explosionsand safety incidentsver a 21year period The objective of this
research was to develop thmost feasiblemodel to help in identifying the significant
independenfactorssuch as nature of spill, delay time, incident type, population, yearly effect
and ®asonal effectin delayed incident reportingin this study,the variousmodek were
developedbased on the previous spills which can be usegreédct potential health effects of
future spills and effectively manage the effects or eliminate thedepenentvariable(deaths
per state) was regressed agathst significantindependent factors which were converted from
gualitative to quantitative data points using analytical hierarchy process (fddRhique
Additional transformational analyses were parfed using the square root, cube, square, inverse
and natural logarithm of the dependent variable. From the transformational analyses, the most
feasible modelwas the cubetransformation model of the dependent variable which had the
highest Rsquared valuevhile still maintaining its normalityThe cube transformation of the
dependent variable had an&lue of 985.13 and Bquare value of 79.6% compared to the base
model which had an-Falue of 375.14 and Bquare value of 51.9%. The cubmdel used the
independent factors to predict the potential health effects from the dependent variables and the

significant factors that proved to be helpful in reducing the negative effects of the incidents were



the delayed reporting and the nature of the chemical spHiedever, with the data set lacking
some critical information pertaining to the corresponding injuries and economical cost per

incident, adequate analysas the direct impact of each incident was limited.
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CHAPTER 1
INTRODUCTION
OCCUPATIONAL HEALTH AND SAFETY
Occupationahealth andsafety is always a vital component of many if not all engineering
processes and it encompasses a broad array of factors based on decisions made. Successes of
engineering processes are mainly determined mostly by the efficiency and the ability to be
pragmatc at the same time. Without safety the previously mentioned assessmentviaxitors
be meaninglesDecisions made every day will result in the increase or decrease of efficiency
and overall safety in an organization. Certain areas or decisions are deemngedritical than
others based on different demographics such as the level of education of the decision maker,
experience, age and many other factors. This in turn plays a huge role in determining the incident
rate in an engineering @cess. Occupationdiealth andsafety should always be the primary
concern for organizations and society in general. Data obtained from the United States Bureau of
Labor Statistics (USBLS) shows that among the employers in the private industry in the United
States there werg,277,700 total recordable cases of #fiatal injuries and illnesses in 2009 of
which 965,000 were cases involving days away from work (USBLS, 2009). Also in that same
year there were 4551 fatal work injuries recorded (USBLS, 2009). Even though thesersiumb
may have slightly reduced from the previous year, there is still the need to maintain the steady
decline or improve on the much achieved decrease in numbers. One reason for this is the fact that
occupational injuries and ilinesses constitute a veriitegte source of decrease in profits for
organizations due to the high costs that are incurred. A study done on the costs associated with
occupational injuries and illnesses suggest that the financial costs associated with those injuries

in the United Stees are over a billion dollars (Leigh et al., 2000). This cost range is however



probably conservative and does not include future earnings or productivity from the workers
being killed or permanently injured; also it does not account for the economictimpabe
families and dependents of those workers affected by injuries or fatalities. This in turn only calls
for increased research in identifying ways in which incident rates can be reduced.

A lot of incidents that occur in the workplace, about nine @uten eventscan be
predicted (Grimaldi, 1980). This statement sheds light on the fact that there exists information
and knowledge to stop most incidents from occusrimgt the fact that this is not the case is
evident in the yearly totgldience, the @ed for legislation and enforcement of that legislation.
The Occupational Safety and Health Administration (OSHA) is the body in charge of enforcing
safe and healthful working conditions for working men and women in the United States. OSHA
does thisalsoby providing training, outreach, education and assistance through the Occupational

Safety and Health Act of 1970.

OBJECTIVES OF STUDY

This research highlights thiactors thatpotentially play a role inincreased negative
health effects alongsidée delay of incident reporting and explores how significant they are in
the oil and gas company under revieMiese incidents mostly stem from bad or poor decision
making and result in days away from work, job transfers and even fatalities. The enwvitamme
also at the peril of the oil and gas industry due to the nature of the activities carried out at every
job site; from drilling of wells to closing or abandonment of the wellssironmental hazards
happen at every stage of the entire process. Theetolg of this research proposal isdevelop
a model which will look into and predict the potential effects of delayed accident reporting and

analyze the significance of each factor in the model. Woigld enable the implementation of



certain safetyandhealthmanagemenprogramgo suit the specific need oéducing and possibly
eliminating delay time in reporting observed incidents in the workpladech could decrease
consequenceand injuries in the oil and gasdustry. Byevaluating the various adents that
have occurred over the years based on the causes of incatehtsks involved with the
operationas well aspresenting an assessment guksibleprevention techniques modelis

developedisingdecisionmaking techniqueghat would helgo achieve this objective

PROBLEMS ENCOUNTERED

In 2010, there was a huge oil spill in the Gulf of Mexico which flowed for 3 months. It
has been deemed the largest incidental marine oil spill in the history of the petroleum industry
(Jervis and Levin 2010Eleven men were killed in the explosion and several others injured. This
explosion resultedrom the failure of a presswantrolled system operated by BP which was
known as the Macondo Prospect. The effects of this explasie still felt to this day from the
damage of marine and wildlife habitats to the fishing and tourism industries in the area. There
have been reports of dissolved oil under water which is not visible at the s((itise2010)
and a kill zone surrounding the blown wglutman and Netter 2011} hese featuresould have
tremendous exponential effects over the years not only to the residents of the affected area but to
most people who come in daet with the food and tourism in the area.

The current situation in the Niger Delta is similar to the Lower Mississippi region in that
a lot of oil spills take place yearlput due to the lack of exposure of the country internationally,
these events fahe most part go unreportédidal 2010) Oil spills are a result of poor decisions
made in different contexts. The most prominent reason for oil spills is usually associated with the

oil and gas companies; when they neglectai® maintenance or overhaul of equipment. There



are other factors like pipeline vandalism by the locals and militant groups in the area;
unintentional impacts such as that from excavations alscapiale in oil spill incidentsA lot of

media coverageccurs whertatastrophic events happdiut what is lost in all the noissrethe
injuries and/or fatalities that occurred along with the ewamt also the ripple effects of these
events on humans and the environmé&igure 1.1 shows the trend of the nio@r of fatal work

injuries in the United Statgt).S. Bureau of Labor Statistics n.d.)

Number of fatal work injuries
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FIGURE 1.1: NUMBER OF FATAL WORK INJURIES 1992 i 2010

*Data from 2001 exclude fatal work injuries resulting from September 11 teatiasks

From Figure 1.1, it can be seen thahere is a gradual decline in the total number of
fatalities over the years. However, that number stays about the same in 2009 and 2010. Is this an
arbitrary deviation from the trend or does this mean thasdfety measures that have been taken
in the workplace have plateaued? That carea conclusion fromigure 1.1 but it must be
clear that to continue the decline in workplace injuries and fatalitiese safety measwand

efficient ways of implementg them must be taken into accouAtsuitable prediction model



becomes imperative in an attempt to continue the downward slope of fatal injuries and mitigate

the human and environmental effects of these spilled chemicals.

ASSOCIATED RISKS AND HAZARDS IN THE OIL AND GAS INDUSTRY

In every work setting there are a number of risks that will be associated with activities
being performed; and the oil and gas industry is no stranger to these risks. Exposure to risk can
be referred to as the possibility of logsigury; someone or something that creates a suggested
hazard (MerriamWebster). Risk has connotations in different aspects of society such as the
stock marketds volatility, publ i c health and
similar and usudy translate to potentially negative events. In the oil and gas industry the risks
that are observed are direct results of hazards in the workplace. A hazard is any event or set of
events that have a harmful outcome. Risk of an event can be derived frazard by coupling
the probability of the event happening with the extent or severity of the harm (British Medical
Association, 1987). Risk expresses the likelihood or probability that the harm from a particular

hazard will be realizedl'his is shown in egation 1.1.

""""""

In the oil and gas industry, risk encompasses the likelihood of loss which is not limited to
injury to workers and property damage but also includes damages done to the environment.
Despite thknowledge of risk and its probability of occurrence, it is very difficult to elimirtate
and on most accounts impossible to elimin&td his raises a question of how risk eventually

turns into an incident. There have been various studies looking istprtdtess with one of the



more famous basic concepts being the domino theory. The domino theory was developed in the
19306s from research in accident causation
unsafe act or risk leads to another, theramother and so on. This goes on until an incident
finally occurs (Heinrich, 1959). More complex theories have been proposed to proffer a solution
as to the cause of incidents in the workplace. The structure of accidents model is one of the more
complex moels shown inFigure 1.2 (Encyclopedia of Occupational Health and Safety n.d.)

The structure of accidents model first identifies the immediate cause of accidentsmsafe

acts and conditions. In addition to that it later tifees contributing cases which may not pose

any threat alone but add and contribute to the scenario resulting in accidents.

Caught in mechanical er other objects
Fall/Slip/Side
‘Collision
Eruption or explosion

Immediate causes

3 Annoyance
Unsafe acts %  Production delays
= Protective equipment or guard provided but not used <  Reduced quality
u Hazardous method of handling i Spoilage
u Improper tools or equipment used despite availability of Result - %  Property damage

proper tools 5 € Minor injury

m Hazardous movement <  Disabling injury

i Fatality

Unsafe conditions

a Ineffective safety device

u No safely device although one is needed CONTRIBUTING CAUSES

= Hazardous housekeeping

= Equipment, tools or machines defective SAFETY MENTAL CONDITION OF PHYSICAL CONDITION

u |mproper dress for job MANAGEMENT WORKER OF WORKER

u Improper illumination or ventilation PERFORMANCE Lack of safety awareness Extreme fatigue
Instruction inadequate Lack of coordination Deafness
Rules not enforced Improper attitude Poor eyesight

Slow mental reaction Lack of physical

Safety not planned B
Inatention qualification for job

Infrequent employee Lack of emotional

safety contacts stability Hearing condition

Hazards not corrected Nervousness Cripp_llng or other
Safety devices not Temperamentalism handicap
provided

FIGURE 1.2: STRUCTURE OF ACCIDENTS MODEL



PHYSICAL EFFECTS OF HAZARDS

These are the effects of hazards physically when they come to fruition. These include
traumatic injuries which can be further classified as fatal orfatal injuries. Fatal injuries as
the name suggests result in death and are mostly caused by explosssnglectrocution and
falling objects. Some other causes include overexertion, suffocation/inhalation, drowning and
faulty/lack of expertise while using machiney. lot of safety measuresave beertaken in
recent years to reduce the amount of faésliin the oil and gas industry and kudos should be
given to the various technological advancements which have brought about a decline in the
number of fatalities in this industry over the years. Extraction of msarahe oil and gas
industry involves the use of heavy and gigantic equipment for the various processes involved;
and these processes are often accompanied by noise which is detrimental to the health of workers

with respect to partial and complete healogses.

PSYCHOSOCIAL EFFECTS

Psychophysical impairments which are difficult to measure are developed from the use of
illicit drugs and alcohol in the oil and gasdustry due to many issues encountered by the
workers. However, therbeas been an improvemiein drugand alcohol policies in the industry.
Aside from this problem, another psychosocial hazard involves the placement of expatriates in
remote locations which may or may not be favorable to their psychological balance. The effect of
similar hazardss dangerous to the general wbding of workers placed in charge of heavy
equipment on site. Different levels of pastumatic stress disorders, legal actions, fear of injury

and guilt of injury to others are significant hazards that need to be loaticedith great caution.



CHEMICAL AND ENVIRONMENTAL E FFECTS OF HAZARDS

Various exposures to chemicals hazards through air, wiatet or soil have different
adverse effects on humans and the environment. These effects range from cancer to lung disease
in humans and global warming to acid rain on the environment. Some of the effects are direct
while some are suggestive at best. Simple effects of chemical hazarostcaced and limited
however there are effects which take decades to come to fruitidrstll may not be conclusive
when diagnosed due to the weakening of the ability of the body to fight certain illn€sses.

potential effects of hazards based on the activities are shown in Figure 1.3.

Activity Potential effects

Evaluation

Seismic surveying Noise effects on fishes and mammals

Exploration

Rig fabrication

Rig emplacement
Drilling

Routine rig operations
Rig servicing

Development and production

Platform fabrication

Platform installation

Drilling

Completion
Platform servicing

Separation of oil and gas from
water

Fabrication of storage facilities
and pipelines

Offshore emplacement of storage
and pipelines

Transfer to tankers and barges

Construction of onshore facilities
for transportation and storage

Pipeline operations

Refining

Construction and expansion

Operations

Dredging and filling of coastal habitats
(mostly overseas)

Seabed disturbance due to anchoring

Discharge of drilling fluids and cuttings; risk
of blowouts

Deck drainage and sanitary wastes

Diischarges from support vessels and coastal
port development

Land use conflicts and increased
channelization in heavily developed areas

Coastal navigation channels, seabed
disturbance resulting from placement and
subsequent presence of platform

Larger and more heavily concentrated
discharges of drilling fluids and cuttings;
risk of blowouts

Increased risk of oil spills

Dredges and coastal port development;
discharges from vessels

Chronic discharges of petroleum and other
pollutants

Coastal use conflicts

Seabed disturbances; effects of structures

Increased risk of oil spills; acute and chronic
inputs of petroleum

Coastal use conflicts; alterations of wetlands
in pipeline corridors

0il spills; chronic leaks

Coastal use conflicts
Increased pollutant loading; depends on
regional demands, imports, etc.

FIGURE 1.3: POTENTIAL EFFECTS OF HAZARDS



NEED FOR ORGANIZATION -SPECIFIC ASSESSMENT AND PREDICTION MODELS

The goal of business is simple; to make profit. However, when profit margins get high
there is room for error and others to profit from those errors. This gets even more complex when
it involves forecasting market trendgeeping and attracting new custas)e maintaining
productive asset&nd the list goes on. In all these processes of business, there will be mishaps
due to the intricate nature and one of the mishaps happens to be accidents. Accidents could range
from minor incidents to serious injury amdmetimes fatalities all which inevitably will cost
money andput a dent in the profit margins. When incidents occur an investigation takes place
which ultimately affects the productivity and efficiency of the business being investigated. The
overlooked slution to this issue is safethowever,how can the modern era of ris&king and
aggressive entrepreneurship balance the act of safety management and profit?

Having an idea of what lies ahead makes it easier to handle the situation when it arises; in
modern tongues this is known as prediction. Also knowing what to look for plays an important
role in finding what the detractors are that lie ahead; this is also known as assessing the
significance of a situatiorAn organization that will adopt or follow the two steps will be in
much better shape to equip themseliefiandlesafety hazarddn safety analysis, th&actors
responsible for a neamiss incidentlike someone avoiding tripping over a cable in a plarg
no different from the factors respobk for an oil rig blowing up offshoreldentifying a
combination of factors that lead to an incident will providecadite information in predicting
the outcome of an observatjowhich in turnprovides room for avoidance. An example of
factors that carelhd to an incident can be seen in the Clapham Junction disaster in which there
was a collision of trains that left thiHyve people dead, five hundred more injured and sixty

nine seriously injuredThe incident resulted fronie failure to remove a wirguring alterations
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to the existing signaling system. This wire made contact with the new wire in place enabling the
flow of current into the old circuitwhich prevented the signal from turning rigdartley 2001)

The immediatecause of the incident was the uncut waiad evidently so. However, how does

an experienced electrician do such a poortfa goes unnoticed? This question gives a larger
picture to the combination of factors that resulted in the incident comingitioriturhere was

failure by the management to acknowledge what goes into the job and communicate that to the
electrician or the person in charge of the electrician. There was no established safety system
checklist procedure to follow and there was a failto do a routine audit on the work done to
assess the performance and quality of the job. Had all thglssbeen adequately performed, the
incident would have been avertefihe same holds through in the oil and gas industry for
prevention of incidentgzinding factors that are most important in the trend of incidents will shed
light on schemes to incorporate into the safety management procethiewill ensue the
efficiency and productivity othe organization stays at a high level gmfit marginsare

maintained



CHAPTER 2
BACKGROUND

SAFETY MANAGEMENT

Safety management interest is a concept that generally can be perceived to be very old
and very new at the same time. The inception of manufacturing and mining legislation in the
eaty 19" century brought about an obligation on management in companies to be responsible for
their workerso safety. Simple rules and regu
management which were geared towards land management with respeetpeotie living
around the manufacturing companies. These regulations protected the people from nuisances
such as noise, stench and water pollution. The simple rules and regulations changed with time to
encompass the activities on the company premiseshvebicld potentially yield accidents. Most
of the early policies on safety management focused on technical issues in the workplace and
failed to impose organizational or managerial requirements for industrial safety. This led to the
addition of human factsrto the scope of safety management and has led to many studies of
workplace and procedures, and the management of primary work groups. One of such studies
showed that a combination of two group routines, one group being a review group and the other
an acaent investigation group led to better accident statistics from heightened accident
prevention activities at a compaf@arter and Menckel 19907 his type of study paved the way
for incorporation of feedback communicationsiafety information systesrwhich was reported
to have facilitated greater individual acceptance of responsibility with respect to (¢Gétsn

and Baneryd 1983)
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DECISION-MAKING

Decisions can be said to be the resultamiba taken from much or less deliberation of
the action taker. Decisions made can be easily classified based on the outcome of the resultant
action; which are mostly good or bad. On a broader note, decision makers are faced with the task
of optimizing ther decisions to suit the required outcome and face a wide array of factors that
influence the decisions to be made; henceetleneed to understand the various heuristics that
are involved in each decision to be made and how the biases can be elinonaisde a well
informed decision. Qualitative research has been done that examines different factors that
influence highlevel decisioamaking such as environmental antecedents, organizational
antecedents, decisieapecific antecedents and individual maewag characteristic€Simonsand
Thompsonl998)

The process of decisiemaking is pertinent to understanding the outcomes of decisions
and can be subdivided into different tasks; information acquisition, evaluation, action and
feedback/learningEinhorn and Hogarti981) These processes are understood to interact with
each other and their interaction is very important in the process of deaiaking. There are
two major types of decisions; rational decisions and intuitive decisions. Makéigjodes in such
a way that the outcomes convey the preferences, idioms and traits of a person or people making a
joint decision is referred to as a rational decision. These decisions are based on the acquired and
influenced nature of the people or peoplaking the decisions from societal experiences, norms
and expectations and also economic prevalence surrounding the decisions to be made. The
alternatives that constitute the criterion of
hence vyieldig a rational or preferential structure for decisioaking. In essence, decisions

made based on pnceived notions from past experiences and critical assessment are known
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as rational decision@ nd t he outcome of the dexsmeferenmce conf i

(Raiffa, 1968).Decisions made on impulses which rarely involve any type of analysis or
deliberations are often referred to as intuitive decisions. These decisions although spontaneous,
are based on holistic thinking and provide immediateyfrisio decisiormaking. An example of

an intuitive decision can be derived from a quarterback in a football game responding to a game
situation by eluding an oncoming opponentds
between defenders for the gamening touchdown in what looks like seconds. The two
mentioned types of decisions are different but not opposite of each other; there is still a certain
amount of development that needs to take place in intuitive degisading to be able to carry

out the decision while rational decisions are based on quantitative and qualitative analysis but

also are influenced by pi@nceived notions.

STRATEGIC DECISION -MAKING PROCESS

Competition and failure to succeed are motivating factors in theaddsty activities in
any business organization. And the ability to make rapid choices plays a role in the direction of
an organization in a dynamically changing environment. Strategic decisions critically influence
the success or lack thereof within an orgation. An external constrainimposed on an
organization due to the environment in which it exists has an effect on the internal activities that
organization will decide to go ahead withence fitting the conditions under which the
organization can ope& The decision to fit the external constraints may involve a choice from
some alternatives. This choice is critical in achieving a set goal and can be made from
experience, intuition, judgment or from a number of complex analyses. Making this decision

strategically involves fitting the activities of the organization to external constraints by choosing

1
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the best possible or available alternative. During the strategic deamsikimg process, one of
the major problems is uncertainty which arises from derismowledge(Bhushan and Rai
2004) To overcome this problem, a model to forecast or predict future scenarios and a technique

or methodology to choose between alternatives will be optimal.

MULTI -CRITERIA DECISION MAKING

Thereare four dominant words often used in mugltiteria decisiormaking; attributes,
criteria, goals and objectives. Different literature and contexts have various explanations for the
meanings of these words. In the context of this reseattibutes refeto the different qualities
used to rank an alternative; critergfers to the collection of attributes an alternative possess
goals are a priori values that a decision maker aims to ac{B@wen 1964)and objectives are
the inputs of a desiredutcome Multi-criteria decisiormaking usually refers to making
decisions in the presence of different (usually more than two) criteria. These criteoificare
conflicting in nature and pose a very arduous tasetd#cting or ranking between eadhttem.
Multi-criteria decisiormaking problems come in different formadasizes and are faced on a
dayto-day basis. For example, buying a car or a house may involve deciding amongst price,
style, location, gas mileagschool district, color and/or some other criteria. In engineering, the
multi-criteria decisiormaking problems are usually on a much larger scale and involve much
complexity in their approach. An example will be deciding what material to use for megal pip
in a highly corrosive manufacturing plant due to the season of the year, profitability, type of
product and many more factoslthough multicriteria decisiormaking has a wide spread and
can be seen to have been existent as far back as three ceaganeh Benjamin Franklin using

a paper scheme for his decisioftsoksalan, Wallenius and Zionts 201ity history as a
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discipline is relatively short and can be traced back thirty y@arsand Yang R01). This recent
development of mulicriteria decisiormaking as a discipline can be attributed to the advent of
technology which has made it possible for systematic analysis of large volumes, ofluelhais

also a result of technology.

ANALYTIC AL HIERARCHY PROCESS

Making organized decisions can be very subjective due to the nature of assigning
priorities to the process. One of the methods of assigning priorities is known as the Analytical
Hierarchy Process (AHP)Decisions possess intangiblésat make coming to a conclusion
almost impossible without trading off some of these intangibles. Trading off intangibles require
creating a systematic procdggsguera, Greco and Ehrgott 2008)which they can be placed side
by side and this system may serve as an objective for the decision niddeeAHP method of
decisionmaking was postulated by a renowned researcher and can be decomposed to the steps
outlined(Saaty 2008)

1. Define the problem andetermine the kind of knowledge sought.

2. Structure the decision hierarchy from the top with the goal of the decision, then the
objectives from a broad perspective, through the intermediate levels (criteria on which
subsequent elements depend) to the lowesel (which usually is a set of the
alternatives).

3. Construct a set of pairwise comparison matrices. Each element in an upper level is used

to compare the elements in the level immediately below with respect to it.
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4. Use the priorities obtained from the cpanisons to weigh the priorities in the level
immediately below. Do this for every element. Then for each element in the level below
add its weighed values and obtain its overall or global priority. Continue this process of
weighing and adding until therfal priorities ofthe alternatives in the bottemost level

are obtained.

PAIRWISE COMPARISON

Pairwise comparisons are used in the Analytical Hierarchy Process (AHP) to compare
attributes of alternatives. It aids in the eliminatiohthe trading off pocess when decision
makers are faced with highly complex issuesmparing attributes develspreights that can be
associated with each attribute based on preference at each level of hierarchy. This helps to

eliminate inconsistency and shed light on tk&sons behind a preference.



CHAPTER 3
LITERATURE REVIEW

DECISION-MAKING FACTORS AFFECTING INCIDENTS IN THE WORKPLACE

There has been a lot of research on factors affecting incidents in the workplace and a
good number of these known factatspend on managerial practices. One of the important
studies conducted in this area was ademy review which looked to establish a relationship
between organizational factors and injury rates. For a factor to be considered to have a
relationship withinjury rate it had to be statistically significant in one direction in at least two
thirds of the studies in which it was examined, and not found to be significant in the opposite
direction in any other study. Vaibles were categorizedto joint health ad safety committee,
management style and culture, organizational philosaphyOHS, postinjury factors, work
force characteristics, and other fact¢8hannon, Mayr and Haines 1998eventeen factors
were identified that methe criteria of which was; the amount of training tjeent health and
safety committegeceived, good relations between management and workers, monitoring of
unsafe work behaviors, low turnover of staff, and safety controls on macli8teagnon, Mayr
and Haines 1997Another study identified two organizational factors that contribute to reducing
the level of occupational risk: the implemematof quality management toadsd the fostering
of worker empowerment. It was sugtgss in the literature that intensive occupational risk
prevention is of prime importance to reduce occupational accidé@mtcena, Nunez and
Villanueva 2007) Of the literature that examined human behavioral factors it wasa@gnseen
to be an effective factor in reducing injury rates in the workplace when it was coupled with a
structured safety program and most times resulted in a substantial reduction of accidents and

sizable estimated financial savingReber, Wallin and Chhoker 2008The examination of
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behavioral factors and the positive correlation to reduced injury rates raises an important concept
in safety management of worker inclusion and participation. A study reports that an gative to
management practice in occupational health and safety that includes workers in their -decision
making were significantly associated with lower injury ra(Bsitler and Park 2005)It is
important to note that joint structureshfety programs helped reduce injury rates and was

reiterated in most studi€blaviovic and McShane 2000)

FACTORS INFLUENCING DELAYED INCIDENT REPORTING

Incident reporting s cr uci al i n t qgadand théal and gas industrpis b u s
no exception to this trend. The prime and most visible reason for incident reporting is the ability
of reported incidents to help identifying the causes of the incidenfdis reason also lays a
foundation for preventinduture incidents from happening by pointing out certain indicators
which will show areas where help is needed to avert incidéfgs. incidents reported create a
framework for quantitative analysend a higher frequency of incidents put together creates
even more critical database for accurate breakdowns and analysis into the nature of incidents.
Incident reporting acts as a reminder of hazards that can happen when certain measures are not
taken and this serves as a safety deterrent. Witlofathis potential usefulness of accurate and
timely incident reporting, incidents in organizatsoare still reported late and sometimes not
reported.Some factors responsible fdelayed reports are natural factors, the type of incident,
the population of the tation of the incident, human error and some others. The factors that will

be focused ohereare based on the data provided by the organization.
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PERIODIC (YEAR) EFFECT

Organizations that have a safety management program in place aim for better safety
numbers from year to year. However if the safety numbers do not improve from the inception of
the safety management program or after a bad safety period, then there needs to be an evaluation
of the program.This factor will help to portray the effect of argeular timeframe on the

dependent variable.

NATURAL FACTORS

There is increasing knowledge about the effect of natural hazards in the oil and gas
industry The threat of natural hazards impacting chemical facilities and infrastructure has
become more of a focus due to the negative change of climate in this industriadcatgnts
triggered by natural hazards such as earthquakes, hurricanes diosdighnhing strikes are
extremely dangerous and may lead to environmental pollution, economic effects, serious injuries
and fatalities.Ilt has been noted that about five percent of all recorded chemical incidents

reported are a result of natural evef@ampedel 2008)

POPULATION OF LOCATION

When an incident occurs in a densely populated location, there is a higher risk value
associated with that type of occurrence. Also there is a much higher probability that the incident
will be reported and adequate measures will be taken to curtail the effects. Likewiseniote
location, when an incident occurs it can go unnoticed depending on the magnitude of the
incident and this could increase the risk value of the incident due to thg. d&denote areas

tend to be undemanned and undexquipped to handle certain inciderasd the time it would
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take to assemble the mapwer and equipment to get there can also contribute to increasing the
risk value of the incident. This factor aims tadithe effect of the population size on the

dependent variable.

CURRENT SAFETY MANAGEMENT ADOPTION STRATEGIES IN THE OIL AND
GAS INDUSTRY

In recent years, there have been a few Jpigifile incidents resulting in a lot of damage
and in some cases fatajunes. This has been met by a gradual shift in the overall approach to
safety management in organizatipespecially in the oil and gas industry. This shift from
obvious factors that can be sessorganizational weaknesses have gemerat lot of buzz de to
the eyeopening issues that have come forwakithough it is almost impossible to associate
individual incidents to organizational failures, the use of technology and analytic processes give
a broader picture and enable hindsighbevery effective in a deterministic wajReason 1997)
A review of studies done that examined fogight different variables representing management
practices revealed that the practices associated with performance of the organinatier
review are importantShannon, Mayr and Haines 1998ome of the practices included joint
health and safety committeén which longer tenure for the committee mensbersulted in
better performances of the workerand managerial style and culture where a direct
communication with employees about the organi
management and the workers also produced better performéamoagorating the findings in
the study above with safepractices that have worked in the pd3tPasquale and Geller 1999)
have brought about di stinct t hemes of strat.

Genuine and continuous commitment to safey management includingigh-profile safety
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meetings, periodization of safety initiatives and work environments which include safety
contracts are evident in organizations more than ever. Adequate communication between
management, supervisors and workers about safety issuescamibg regulagrand employee
involvement in safety initiatives is gaining ground through empowerment and delegation of tasks

(Mearns, Whitaker and Flin 2003)



CHAPTER 4
METHODOLOGY AND RESEARCH DESIGN
DATA SOURCE AND ANALYSIS TECHNIQUE

The data used in this analysis is based on the records kept by the environmental health
and safety group in the compamsherethese incidents occurred. The data was taken in the
United States only and was reported based onthe scommpas st andar ds whi ch ar
OSHA and NIOSH standards in the United States. The incident data was collected over a period
of 21 years (1990 2010). Each of the year® the data set was sorted using theckl
spreadsheet and considered sepbtraB®mme of the categories of data obtained from the reports
include: date of incident, date incident was reported, description of incident, nearest city to
incident, material spilled and medium affect@this approach to safety management identifies
significant factors that are responsible forcreasing the potential health effects ddlayed
incidens and focuses on the severity of each incident in assessing the significant relationships
using a detailed model and analysis tools.

For this research, tharious incident causes recognized by the description of the incident
given in the data were identified to be; earthquake, equipment failure, explosion, flood,
hurricane, natural phenomenon, operator error, over pressuring and transport accident. The data
obtained from the company will be grouped into dependent and independent factors as
mentioned abovekigure 4.1 gives an overview of the research including the establishment of

variables to be used for analysis.
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THE DEPENDENT VARIABLE

The dependent variabfer this researchvill be the number of deaths recorded in each
state by the census bureau of the United States of America. The nature of the chemicals spilled
tend to be highly hazardousda variable that modeled health effects that best fit this criteria is

thenumber of deaths.

FACTOR A: NATURE OF SPILL

In any complex systenespecially the systems operated by humans, incidents that occur
can be attributed to a number of facto®ne of the most common factorthat affecs the
reporting of incidents in the oil and gas industry is the nature of the incident. Based on the data
obtained, the various incidents wer@gped and weighted as shown iable4.5. The weights
are assigned usingHP and begin with an objective which will be picking the waase
scenario in this situation. The relevant criteria for obtaining this obgeare effect on the
environment and effect on humarfsigure 4.2 shows the different hierarchies in the AHP

process

WORST CASE
SCENARIO
Humans
- Carcinogenic - Carcinogenic
- Flammable - Flammable

FIGURE 4.2: ANALYTICAL HIERARCHY PROCESS OVERVIEW
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Ranking the criteria based on relevance will be expedient in achiévengesired objective
however the basis for the rankings is determined by judgment. A systematic and reliable
judgment method that was used in this situation is Paireasgarison. Using the scale iafle

4.1 the relevance of the criteria was ranked.

TABLE 4.1: ALTERNATIVE RANKS

RANK RELEVANCE
1 EQUAL
3 MODERATE
5 STRONG
7 VERY STRONG
9 EXTREME

Table 4.2 shows the relative importance of one criterion over the other.

TABLE 4.2: RELATIVE IMPORTANCE OF ONE CRITERION OVER ANOTHER

Environment Humans
Environment 1/1 1/2
Humans 2/1 1/1

From Table4.2, a matrix is then formulated based on the pairwise comparisons between
criteria. The values in the matrix are from pairwise comparisons between criteria. For example, a
pairwise comparison of neffect on environmen
comparison; hence the value 1/1 is given to the entry in the matrix. Themwe@aomparison

of fef fect on the humanso with neffect on eny
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on humans is subjectively preferr ecdsescenarioc.e t o
Theresultantmatrix is given:
A= P T®
C P
To obtain ranking priorities from this vector, there are several methods that can be used.
However the preferred and one of the best approaches is the Eigenvector f@lutBaaty

1990) The steps in finding the eigenvectoe given:

1. Square the matrix
2. Sum p the rows of the new matrix

3. Normalize each value

The square of the matrix will give

A2 — c P
T Q
Summing the rows up will give
A2 — ¢C P o
T G ¢

Normalizing the values is achieved by dividing the sums by the total of the sums. The sum of the

values of the rows 8. Therefore,
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Next the pairwise comparisons are performed for each of the observed situations to rank
each of the situations in order of the worst for this analysis based on the criteria identified and

ranked. The ranks applied to this comparisorfrana Table4.1

TABLE 4.3: PAIRWISE COMPARISON IN TERMS OF EFFECT ON THE
ENVIRONMENT

EFFECT ON THE CARCINOGENIC | FLAMMABLE
ENVIRONMENT
CARCINOGENIC 11 1/4
FLAMMABLE 41 11
E_P T&U
TP
®
E2= S
g C

Summing up the rows

Normalizing
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The same approach is carried out in terms of effect on humansrendiore sebf

E

eigenvectors are produced from the iteration.

TABLE 4.4: PAIRWISE COMPARISON IN TERMS OF EFFECT ON THE HUMANS

EFFECT ONHUMANS | CARCINOGENIC | FLAMMABLE
CARCINOGENIC 11 2/1
FLAMMABLE 172 11

_ P G

H= %

H2= 6 T

SIS

Summing up the rows

H2: ¢ T ()
P q o
Normalizing
=G T ® T X pi O
P C O T oceE Q
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The individual eigenvectors are then put together to form a mateigehvectors. The
eigenvector solution is then calculated by multiplying the matrix of the eigenvectors of the

alternatives with the eigenvector of the selection criteria.

T T X * T® O - ™™ p v
™ T o @ X @ Yu

To make sure the solution for the weightaccuratethe sum of the weights must be
approximately equal 1. (815 + 0.485 = )1 Table 4.5 shows the weights that will be assigned to

the alternatives that give the worsise scenario for factor A.

TABLE 4.5: WEIGHTS ASSIGNED TO THE DIFFERENT CLASSES OF FACTOR A

TYPE OF CHEMICAL WEIGHT LEVEL
SPILLED
CARCINOGENIC 0.515
FLAMMABLE 0.485

FACTOR B: INCIDENT TYPE

There are different types of incidents that occur in the oil and gas industry. In the case of
spills, these incidents can also be classified into different types. The various types of occurrences
bring about different responses in reportisgemming from overlooking a supposed minor
incident to not having knowledge of the occurrence. This factbrclassify some observed
incident types and assign weights to them in an attempt to analyze the significaxigeiis on

the dependent factor.
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Following a similar procedure,able 4.6 shows the pairwise comparison based on the
ranks inTable 4.1 of oa two alternatives at a time. One example is the pairwise comparison of
Amobileo and Afixedo. The given value i f 2/1

much to a fixed incident to produce a wecalse scenario.

TABLE 4.6: PAIRWISE COMPARI SON FOR THE VARIOUS INCIDENT TYPES

INCIDENT FIXED MOBILE CONTINUOUS STORAGE OTHER
TYPES TANK/
VESSEL
FIXED 1/1 1/2 1/4 2/1 4/1
MOBILE 2/1 11 1/2 4/1 8/1
CONTINUOUS 4/1 2/1 11 8/1 9/1
STORAGE 1/2 1/4 1/8 1/1 2/1
TANK/ VESSEL
OTHER 1/4 1/8 1/9 1/2 1/1

Following the steps that were given earlierflactor A, the AHP process is carried ast
follows:

First the matrix,

P T® T LU C T
RS P @ T U,
B=n1 C p v
' ™V TMcup "
Ug umcump ™ pY

Squaringthe matrix will give
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LV (] p8 1T p p
, npPTm v @Y ¢ o
B°=ip@ vuwpcu 189w O [0)
'"¢® p&U ™XC v W
Up& T & ¢ M@ mXx €Y 1B

Summingthe rows will give

LV (&) pPET pm P& Y oRP w
, npm U Yy cm o, X® Y
B°=p@vwcutdw o®@ ¢o~ poH QU
'"¢c® pULU ™XC U WG P wu
Upg T & ¢ M@ Y € P 18 pB OXU
Normalizingeach eigenvalue will give
LV ¢® pE T pm P& Y o w T oy T
, 1P v Y ¢cm o@ ., X® Y T8 X T
B =p@uvuwpqu 189w o@ o¢o~ poBOUL @ YU
'"¢c® pRUL TG LU WD P® wuv 'Eroxuv
Up8 T T ¢ M@ MY € P 1Bt pB OXU Usto Yy

Table 4.7 shows the weights that will be assigned to the alternatives that give the worst
case scenario for factor B.

TABLE 4.7: WEIGHTS ASSIGNED TO THE DIFFERENT CLASSES OF FACTOR B

CATEGORY WEIGHT LEVEL
FIXED 0.1350
MOBILE 0.2700
CONTINUOUS 0.4895
STORAGE TANK/ VESSEL 0.0675
OTHER 0.0378
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FACTOR C: POPULATION

Incidents that were reported in the data set occurred at different locatioas andurate
measure of the health effects is needed. The number of people any spilled chemical affects is
dependent on the number of people in contact with the spilled cHeffileanumber of people

living in the county of the oil spill was used to model this factor.

FACTOR D: DELAY TIME

The time of exposure to a chemical is crucial in determining or modeling the health
effects attributed to that particular chemical. Some chemicals are more hazardous than others and
this can be noted by the recommended exposure limit (REL) regulated b &@8HNIOSH in
the form of ceiing concentrations, shetérm exposures (ST) and timesighted averages

(TWA) (Department of Health and Human Services 2007)

FACTOR E: YEAR EFFECT

This factor will be modeled based on the assumption that a safety program has been in
place at the organizatidrom whichthe data was collected and weights were assigned based on
the fact that the earliest timeframshould hawe the largest weighon thedependent variable.
However to best implement this variable, a dummy variable system or method will bt ued
able to assess the health effects of each timeframe on the dependent vEaialblé.8 shows

the way the dummy variable will be modeled.
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DUMMY VARIABLES
YEARS Y1 Y2 Y3 Y4 Y5
19901 1994 1 0 0 0 0
199571 1998 0 1 0 0 0
19991 2002 0 0 1 0 0
200371 2006 0 0 0 1 0
2007- 2010 0 0 0 0 1

FACTOR F: NATURAL FACTORS
Natural hazards have become a primary focus due to the effect of technological advances

on the climate. There have been a number of high profiled incidents resulting from natural

hazards over the last ten years including hurricanes, tsunamis, earthquaikiesods. The oil

and gas industry is no stranger to natural hazards and its effaisalso has an effect on the
timely reporting of the occurrence. Incidents that happen at specific times of the year may create
a problem for the requirements of refiag to be put together. This factor aims to represent

natural occurrences and assess the significance it hakeodependent variable. A dummy

variable method is atsused for this factor.




TABLE 4.9: DUMMY VARAIBLES PER SEASON
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DUMMY VARIABLES

SEASON NF1 NF2 NF3 NF4 NF5
SUMMER 1 0 0 0 0
WINTER 0 1 0 0 0
SPRING 0 0 1 0 0

FALL 0 0 0 1 0
ACROSS 0 0 0 0 1
SEASONS




CHAPTER 5
ANALYSIS AND RESULTS

REGRESSION ANALYSIS

TheMinitab 16 Statistical Software was usked the statistical analysis of the sorted data.
Regression analysis is frequently used as an analytical migthtdding relationships between
variables. Mostly there are two types of variables involved in regression analysis; they are
dependenvariable and independent variabl®egression analysis was carried out on the sorted
data based oma confidence level of 95%. The effect of each of thetorson this analysis
corresponds to x1, x2, x3, x45 €  xThe variable$ix1, x2, x3, x4x5¢ ®wi are consider
the independent variableShe dependent variable is thember of deaths in each of the states
the incidents took place over the-gdar period and s d e n o t).elde mathemdticald
representation for the interactive relationshipwaen the independent and dependent variables

is given in equation 5.1 as:

(5. 1)

b b5 ar e alcdoefficiemtgandEsdsnotesrthe various errors which may be due to
uncontrollable and nuisance factamsluding but not limited tohuman erroland sabotage. This
analysis aimed at describing how each of the various factors varies with the other and how
multiple factors playolesin increasingthe potentialhealth effects of oil spill§All analyses and

methodologies used are shown in the appes)
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The first step in analyzing the data provided was to sort the data based on the certain
parameters that are useful in this research. There were a lot of chemicals spilled (a total of 194)
but some of these chemicals only occurred once in the sdditalo better hava goodand
accurate model, the data was filtered for the chemicals that were spilled ten or mord@hises.
reduced the data set from 3124 data points to 2793 data pbimeie was a totathange of
10.5%within the data set

Stepwse regression was run to determine the significant variables in the data from which
population (POP), year four (Y4), nature of spill (CAR), natural factor three or spring (NF3),
delay time (DL), natural factor one or summer (NF1), population square gy@RA year 3
(Y3) were found to be significanf.able 5.1 shows the coefficients and standard errors of the

coefficients of the significant variables derived from the Minitab output.

TABLE 5.1 REGRESSION COEFFICIENT STATISTICS

PREDICTOR COEF SE COEF T P
CONSTANT -223135 24693 -9.04 0.000
POP 0.024869 0.003095 8.04 0.000
Y4 46181 2314 19.95 0.000
CAR"N2 1154996 103146 11.20 0.000
NF3 21842 2273 9.61 0.000
DL -76.69 10.01 -7.66 0.000
NF1 10382 2546 4.08 0.000
POP"2 -0.00000000 0.00000000 -3.10 0.002
Y3 -6317 2571 -2.46 0.014
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Pearson correlation was performed for the filtered data points for all the variables. This

was to decipher if there were relationships within the variableJ abl&5.2 shows the results

TABLE 5.2 CORRELATION MATRIX FOR MODEL

X POP Y4 | CARM2 | NF3 DL NF1 | POP"2

POP 0.589

Y4 0.403 0.110

CARM2 0.127 | -0.083| 0.071

NF3 0.126 | -0.049| 0.079 | 0.006

DL -0.090 | -0.032| 0.156 | -0.039 | -0.107

NF1 0.037 0.045 | -0.050| 0.002 | -0.295 | -0.087

POP~2 | 0.585 0.993 | 0.110 | -0.073 | -0.040 | -0.049 | 0.037

Y3 -0.220 | -0.015| -0.535| -0.036 | -0.034 | -0.075 | 0.031 | -0.010

Equation5.2 shows the prediction model for the associated health effects by vihg of

number of deaths based on the significant variables mentioned earlier.

&) CCoOPOUBICTIWI O TEPUYP pPPpULUT ODPE

CPpYUuvEoZ X § OO

rrrrrrrrr

The Analysis of \ariance (ANOVA) of the model is given Tfable5.3.

TABLE 5.3 ANALYSIS OF VARIANCE FOR THE REGRESSION MODEL
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SOURCE DF SS MS F P
REGRESSION 8 7.51851E+12 9.39814E+11 375.14 0.000
RESIDUAL 2783 6.97209E+12] 2505241605
ERROR
TOTAL 2791 1.44906E+13

The sequential sum of squares was derived from the Minitab outpudrastiown in

Table5.4.

TABLE 5.4 SEQUENTIAL SUM OF SQUARES FOR THE REGRESSION MODEL

SOURCE DF SEQ SS
POP 1 5.03356E+12
Y4 1 1.68212E+12

CARMN2 1 3.25127E+11
NF3 1 2.33675E+11
DL 1 1.56336E+11
NF1 1 45731374434

POP"2 1 26838489011
Y3 1 15119961051

The R value of the regression model was 51.9% and the adjustedl&e which is
expected to be leswas 51.7%This means that 51.9% of the variation® cahde explained
by the model given in equation (5.2)he normal probability plot in the topght of Figure5.1

shows the normality of the residualBhe left top graph shows the residuals versus the fitted
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values which is not funnel shaped, curved or skewed. The histogram in the bottom left corner
shows a belshaped curve of the distributiori the residuals while the bottom right graph of

versus order shows how well the residuals are spread.
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FIGURE 5.1: RESIDUAL PLOTS FOR THE MODEL



40

TRANSFORMATIONS

Most quantitative analyseequire tools that can help in giving a clearer picture of
relationships between variables. Data transformations are commonly used for many other
functions in quantitative analysis. One use of data transformations is for solving the issue of non
homogenousvariances. This transformational analysis will focus on commonly used data
transformations in statistics: square rdoterse,square, natural log and cubéthe dependent
variablewhich will aim to improve upon the normality of the variabli&ese trasformations are
usually referred to as varianstabilizing transformations because they reduce and sometimes
eliminate uneven variancesd also normalize distribution§he characteristics of the various
transformed models were compared to the originadiehto determine the best result based on

the analysis of variance ?Ralue and the normal plots of residuals.

SQUARE ROOT TRANSFORMATION
The square roottransformation of the dependent variablecan be expressed

mathematically ashown in equation (5.3).

X0 Xxeedéeeéeéeeéeeéeeée (pb. 3

Stepwise regression was run to determine the significant variables in the data from which

population (POP), year four (Y4), nature of spill squared (CAR”"2), natural factor three or spring

(NF3), year 3 (Y3), population square (POP”2), natural factor one or summer (NF1) and delay
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time (DL) were found to be significant.able5.5 shows the coefficients and standard errors of

the coefficients of the significant variables derived from the Minitabwiutp

TABLE 5.5 REGRESSION COEFFICIENT STATISTICS

PREDICTOR COEF SE COEF T P
CONSTANT 411.09 51.55 -7.98 0.000
POP 0.00006938 0.00000646 10.74 0.000
Y4 80.981 4.831 16.76 0.000
CARMN2 2563.9 215.3 11.91 0.000
NF3 48.087 4.744 10.14 0.000
Y3 -36.686 5.367 -6.84 0.000
POP"2 -0.00000000 0.00000000 -7.17 0.000
NF1 28.355 5.314 5.34 0.000
DL -0.10703 0.02090 -5.12 0.000

The correlation matrix for this model is shown Table 5.6to find the relationships

between variables



TABLE 5.6 CORRELATION MATRIX FOR SQUARE ROOT MODEL
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ax POP Y4 CAR"M2 | NF3 Y3 POP"2 | NF1
POP 0.469
Y4 0.411 0.110
CAR”"2 | 0.155 -0.083 |[0.071
NF3 0.138 -0.049 |0.079 | 0.006
Y3 -0.288 -0.015 |-0.535 |-0.036 -0.034
POP/2 | 0.457 0.993 0.110 |-0.073 -0.040 |-0.010
NF1 0.051 0.045 -0.050 | 0.002 -0.295 |0.031 | 0.037
DL -0.052 0.032 0.156 | -0.039 -0.107 |-0.075 |-0.049 |-0.087

The equatiorf5.4) shows the prediction model ftine square root of the associated health

effects by way of number of deaths based on the significant variables mentioned earlier.
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The Analysis of \riance (ANOVA) of the model is given in dble5.7.



TABLE 5.7: ANALYSIS OF VARIANCE FOR THE REGRESSION MODEL
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SOURCE DF SS MS F P
REGRESSION 8 22823907 2852988 261.35 0.000
RESIDUAL 2783 30379845 10916
ERROR
TOTAL 2791 53203752

The sequential sum of squares was derived from the Minitab outpudrastiown in

Table5.8

TABLE 5.8 SEQUENTIAL SUM OF SQUARES FOR THE REGRESSION MODEL

SOURCE DF SEQ SS
POP 1 11701408
Y4 1 6959837

CARMN2 1 1464224
NF3 1 916686
Y3 1 591853
POP"2 1 505429
NF1 1 398317
DL 1 286153

The R value of the regression modehs 429% and the adjusted?’Ralue which is
expected to be less wd2.7%. This means tha42.9% of the variationgn & Xcan be explained
by themodel givenin equation (5.1 The normal probability plot in the top right Bfgure5.2

shows the normality of the residuals. The left top graph shows the residuals versus the fitted
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values which is not funnel shaped, curved or skewed. The histogram in the bdttoorrer
shows a belshaped curve of the distribution of the residuals with some outliers while the bottom

right graph of versus order shows how well the residuals are spread.
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FIGURE 5.2: RESIDUAL PLOTS FOR THE SQUARE ROOT MODEL
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INVERSE TRANSFORMATION

The inversdransformation othe dependent variabtan be expressed mathematically as
shown in equation (5.5).

X0 1lXéeéeéeééee.eeééeééée (b.5

Stepwise regression was run to determine the significant variables in the data from which
year 3 (Y3),population (POP)population square (POP/ 2nature of spill squared (CAR"2),
year 4 (Y4),natural factor three or spring (NF3), natural factor one armnser (NF1) incident
type square (TYPE”2) and incident type (TYRiEre found to be significant.able’5.9 shows

the coefficients and standard errors of the coefficients of the significant variables derived from

the Minitab output.

TABLE 5.9 REGRESSION COEFFICIENT STATISTICS

PREDICTOR COEF SE COEF T P
CONSTANT 0.00053902 0.00005619 9.59 0.000
Y3 0.00007339 0.00000560 13.10 0.000
POP -0.00000000 0.00000000 -13.79 0.000
POP"2 0.00000000 0.00000000 12.60 0.000
CAR"N2 -0.0023466 0.0002245 -10.45 0.000
Y4 -0.00004150 0.00000499 -8.32 0.000
NF3 -0.00004177 0.00000490 -8.53 0.000
NF1 -0.00003367 0.00000551 -6.11 0.000
TYPE"2 -0.0023864 0.0002448 -90.75 0.000
TYPE 0.0013634 0.0001460 9.34 0.000
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The correlatiommatrix for this model is shown ifable 5.10and giveshe relationships

between variables

TABLE 5.10 CORRELATION MATRIX FOR INVERSE MODEL

1/X Y3 POP | POP"2 | CARM2 | Y4 NF3 NF1 | TYPE"2

Y3 0.356

POP -0.190 | -0.015

POP~2 | -0.166 | -0.010| 0.993

CAR”2 | -0.159 | -0.036| -0.083| -0.073

Y4 -0.322 | -0.535| 0.110 | 0.110 | 0.071

NF3 -0.115 | -0.034| -0.049| -0.040 | 0.006 | 0.079

NF1 -0.075 | 0.031| 0.045| 0.037 | 0.002 | -0.050| -0.295
TYPE”2 | -0.041 | 0.031 | -0.025| -0.032 | -0.039 | -0.072| 0.011 | 0.044

TYPE -0.013 | 0.034 | -0.035| -0.042 | -0.042 | -0.069| 0.009 | 0.035 | 0.986

Equation(5.6) shows the prediction model for tieverseof the associated health effects

by way ofthenumber of deaths based on the significariables mentioned earlier.
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The Analysis of \ariance(ANOVA) of the model is given indble5.11
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TABLE 5.11 ANALYSIS OF VARIANCE FOR THE REGRESSION MODEL

SOURCE DF SS MS F P
REGRESSION 9 1.35854E05 | 1.50949E06 127.11 0.000
RESIDUAL 2782 3.30365E05 | 1.18751E08
ERROR
TOTAL 2791 4.66219E05

The sequential sum of squares was derived from the Minitab outpudrastiown in

Table5.12.

TABLE 5.12 SEQUENTIAL SUM OF SQUARES FOR THE REGRESSION MODEL

SOURCE DF SEQ SS
Y3 1 5.91999E06
POP 1 1.59554E06

POP"2 1 1.45656E06
CAR"N2 1 1.48353E06
Y4 1 7.93441E07
NF3 1 6.31737E07
NF1 1 5.43095E07
TYPE"2 1 1.26449E07
TYPE 1 1.03507E06

The R value of the regression model wa81% and the adjusted®Rralue which is

expected to be les®as28.9%. This means th&9.1% of the variationsn 1/X can be explained

by the model given in the equation&pb.The normal probability plot in the top right Bfgure
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5.3 shows the normality of the residuals, and in this case the dependent variable does not prove
to be normal. Théeft top graph shows the residuals versus the fitted values which is not funnel
shaped, curved or skewed. The histogram in the bottom left corner showshapeltl curve of

the distribution of the residuals that appears skewed while the bottom rightafregrsus order

shows how well the residuals are spread.
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SQUARE TRANSFORMATION

The squaregransformation othe dependent variabtan be expressed mathematically as
shown in equation (5.5)

XOoX#ébbbbbéeéée.666¢¢é (B.5

Stepwise regression was run to determine the significant variables in the data from which
population square (POP"3)ear 4 (Y4), delay time (DL)nature of spill (CAR), natural factor
three or spring (NF3)opulation (POP)natural factorfour or fall (NF4), year one (Y1), delay
time square (DL"2) and natural factor five of across seasons (M&&)found to be significant.
Table 5.13 shows the cdécients and standard errors of the coefficients of the significant

variables derived from the Minitab output.

TABLE 5.13 REGRESSION COEFFICIENT STATISTICS

PREDICTOR COEF SE COEF T P
CONSTANT -7.93839E+10 9188020292 -8.64 0.000
POP"2 0.00017329 0.00005668 3.06 0.002
Y4 8795700809 377992445 23.27 0.000
DL -55598863 12072424 -4.61 0.000
CAR 1.75296E+11 18802592477 9.32 0.000
NF3 2723800926 419897223 6.49 0.000
POP 2770.9 561.0 4.94 0.000
NF4 -1261164266 439550190 -2.87 0.004
Y1l -1426178288 559068091 -2.55 0.011
DL"2 35458 10929 3.24 0.001
NF5 6982752560 2934656634 2.38 0.017
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The correlation matrix for this model is shownTable 5.14and showshe relationships

between variables

TABLE 5.14 CORRELATION MATRIX FOR SQUARE MODEL

X? POP/2 Y4 DL CAR NF3 POP NF4 Y1 DL"2

POP72 | 0.760

Y4 0.355 | 0.110

DL -0.110 | -0.049 | 0.156

CAR 0.069 | -0.073 | 0.071 | -0.039

NF3 0.087 | -0.040 | 0.079 | -0.107 | 0.006

POP 0.757 | 0.993 | 0.110 | -0.032 | -0.083 | -0.049

NF4 -0.021 | 0.052 | -0.049 | -0.097 | -0.026 | -0.332| 0.058

Y1 -0.193 | -0.109 | -0.339 | -0.053 | -0.003 | -0.013| -0.106 | -0.008

DL"2 | -0.093 | -0.041 | 0.141 | 0.936 | -0.042 | -0.084| -0.027 | -0.076| -0.048

NF5 -0.105 | -0.047 | 0.112 | 0.873 | -0.005 | -0.123| -0.032 | -0.111| -0.037| 0.684

Equation(5.6) shows the prediction model for teguareof the associated health effects

by way of number of deaths based on the significant variables mentioned earlier.
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The Analysis of \ariance (ANOVA) of the model is given Table5.15
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TABLE 5.15 ANALYSIS OF VARIANCE FOR THE REGRESSION MODEL

SOURCE DF SS MS F P
REGRESSION 10 5.04571E+23) 5.04571E+22 610.75 0.000
RESIDUAL 2781 2.29754E+23| 8.26156E+19
ERROR
TOTAL 2791 7.34324E+23

The sequential sum of squares was derived from the Minitab outpudrastiown in

Table5.16.

TABLE 5.16 SEQUENTIAL SUM OF SQUARES FOR THE REGRESSION MODEL

SOURCE DF SEQ SS
POP"2 1 4.24221E+23
Y4 1 5.44531E+22
DL 1 1.03670E+22
CAR 1 6.81179E+21
NF3 1 4.90862E+21
POP 1 1.76479E+21
NF4 1 6.44387E+20
Y1l 1 5.24491E+20
DL"2 1 4.07287E+20
NF5 1 4.67736E+20
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The R value of the regression model was 687and the adjusted®Rralue which is
expected to be leswas 68.6%. This means that 6% f the variationsn X?can be explained
by the model given in equation (5.G)he normal probability plot in the top right &fgure5.4
shows the normality of the residuals. The left top graph shows the residuals versus the fitted
values which is notuinnel shaped, curved or skewed. The histogram in the bottom left corner
shows a belshaped curve of the distribution of the residuals that appears skewed while the

bottom right graph of versus order shows how well the residuals are spread.
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NATURAL LOG TRANSFORMATION
The natural log transformation of the dependent variablecan be expressed

mathematically ashown in equation (5.7).

X0ln Xé&&éeeeéééeeeeéée (7pb.

Stepwise regression was run to determine the significant variables in the data from which
year 3 (Y3), population (POPpopulation square (POP”2), nature of spill squared (CAR"2),
year 4 (Y4), natural factor three or spring (NF3), natural factor one or summer (NF1), incident
type square (TYPE”2) and incident type (TYPE) were found to be signifitable’5.17 shows
the codficients and standard errors of the coefficients of the significant variables derived from

the Minitab output.



TABLE 5.17 REGRESSION COEFFICIENT STATISTICS
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PREDICTOR COEF SE COEF T P
CONSTANT -2.838 1.206 -2.35 0.019
Y4 0.78392 0.06518 12.03 0.000
POP 0.00000097 0.00000007 13.22 0.000
Y3 -0.59596 0.07053 -8.45 0.000
CAR 29.174 2.436 11.98 0.000
POP/"2 -0.00000000 0.00000000 -10.87 0.000
NF3 0.52389 0.05392 9.72 0.000
NF1 0.35083 0.06065 5.78 0.000
TYPE"2 22.750 2.657 8.56 0.000
TYPE -13.137 1.585 -8.29 0.000
NF5 -0.2589 0.1194 -2.17 0.030
Y1l 0.17655 0.08455 2.09 0.037

The correlation matrix for this model is shownTable 5.18to revealthe relationships

between variables




TABLE 5.18 CORRELATION MATRIX FOR NATURAL LOG MODEL
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In X Y4 POP Y3 CAR | POP"2 | NF3 NF1 | TYPE"2 | TYPE | NF5

Y4 0.388

POP 0.334 | 0.110

Y3 -0.347 | -0.535 | -0.015

CAR 0.169 | 0.071 | -0.083 | -0.036

POP~2 | 0.315 | 0.110 | 0.993 | -0.010 | -0.073

NF3 0.135 | 0.079 | -0.049 | -0.034 | 0.006 | -0.040

NF1 0.067 | -0.050 | 0.045 | 0.031 | 0.002 | 0.037 | -0.295
TYPE”2 | 0.015 | -0.072 | -0.025 | 0.031 | -0.039 | -0.032 | 0.011 | 0.044

TYPE | -0.010 | -0.069 | -0.035 | 0.034 | -0.042 | -0.042 | 0.009 | 0.035| 0.986

NF5 -0.019 | 0.112 | -0.032 | -0.044 | -0.005 | -0.047 | -0.123| -0.099| -0.054 | -0.051

Y1l -0.033 | -0.339 | -0.106 | -0.221 | -0.003 | -0.109 | -0.013| 0.076 | 0.018 | 0.018 | -0.037

Equation 5.8 shows the prediction model for theatural logof the associated health

effects by way othenumber of deaths based on the significant variables mentioned earlier.
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The Analysis oVariance (ANNOVA) of the model is given indble5.19




TABLE 5.19 ANALYSIS OF VARIANCE FOR THE REGRESSION MODEL

56

SOURCE DF SS MS F P
REGRESSION 11 2283.90 207.63 148.63 0.000
RESIDUAL 2780 3883.45 1.40
ERROR
TOTAL 2791 6167.35

The sequential sum of squares was derived from the Minitab outpudrastiown in

Table5.20.

TABLE 5.20 SEQUENTIAL SUM OF SQUARES FOR THE REGRESSION MODEL

SOURCE DF SEQ SS
Y4 1 930.35
POP 1 531.15
Y3 199.96
CAR 1 179.22

POP"2 1 147.00
NF3 1 114.41
NF1 1 67.09

TYPE"2 1 8.09

TYPE 1 94.31
NF5 1 6.23
Y1l 1 6.09
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The R value of the regression model was?%7and the adjusted®Rvalue which is
expected to be leswas 36.86. Thismeans that 3% of the variationsn In X can be explained
by themodel given in equation (5.8The normal probability plot in the top right &fgure5.5
shows the normality of the residuals. The left top graph shows the residuals versus the fitted
values which is notunnel shaped, curved or skewed. The histogram in the bottom left corner
shows a belshaped curve of the distribution of the residuals that appears skewed while the

bottom right graph of versus order shows how well the residuals are spread.

FIGURE 5.5: RESIDUAL PLOTS FOR THE NATURAL LOG MODEL




















































































