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Abstract

Ice sheets are among the most important components of the Earth system because of their ability to force changes in climate and sea level. Ice streams are efficient pathways of mass flux from the interior of ice sheets. Thus an understanding of ice-stream dynamics is integral to an understanding of ice sheets and their interplay with sea level and climate.

Here a 1-d model of the coupled mass and momentum balance of ice streams and shelves is developed. Longitudinal deviatoric stress is included in the force-balance component model. The mass-balance component model is time-dependent and thus allows simulation of the dynamic consequences of changes in boundary conditions or parameters. An improved, computationally efficient algorithm of the discretization of the mass-balance equation is outlined. All model parameters are non-dimensional.

The model is applied to two problems. In the first study we address the sensitivity of ice-stream/ice-shelf systems to changes in ice-shelf buttressing. We find that for reasonable parameter values such systems are markedly sensitive to a loss of buttressing. Response includes net grounding-line retreat on the order of 10% of the length scale for the system and a roughly 30% loss in the volume of ice above flotation. In the second study we examine the conditions under which ice flowing over a sill will tend to create a reversed ice/air surface slope. Here we find that such slope reversals occur within the range of reasonable parameter values, and thus should be expected. Hence, ice shelf grounding on a sill can trap water and drive subsequent thickening, eventually tending toward outburst flooding.
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Chapter 1

Introduction

Ice sheets are agents of sea-level, climate and geomorphological dynamics. Ice sheets are reservoirs of water and thus sea level: if the present-day Greenland and Antarctic ice sheets were to melt, sea level would rise approximately 75 meters [Warrick et al., 1995, p. 372]. During the last glacial maximum (~25 ka) sea level was approximately 120 meters lower than present, suggesting that ice sheets held ~200 meters of sea-level equivalent at that time. Thus, the mass balance of ice sheets plays a key part in the evolution of sea level. Through feedbacks with the atmosphere and ocean, ice sheets also influence climate dynamics. One of these is the ice/albedo feedback, which taken to its extreme runs away to the hypothesized snowball-earth [e.g., Hoffman et al., 1998]. Climate also feels the effects of ice sheets through the influence of injections of ice-berg armadas and meltwater pulses on ocean circulation [e.g., Broecker, 1994; Bond et al., 1999]. The geomorphic power of ice sheets and glaciers is evidenced in vast till sheets [Alley, 1991] and overdeepenings [Alley et al., 2003b].

1.1 Sea level, marine-ice-sheet instability and buttressing

In 1968, Mercer called into question the stability of the West Antarctic Ice Sheet (WAIS, see figure 1.1) on the basis of geologic evidence for a sea-level high-stand during the previous interglacial (~120 ka) that was approximately 5 meters higher than present
[Mercer, 1968]. The suggestion was that the WAIS, which presently holds the equivalent of ~ 5.5 meters of sea level ([e.g., Drewry, 1983]), has collapsed relatively recently in geologic terms. Scherer et al. [1998] used diatom and $^{10}\text{Be}$ evidence to confirm the notion of recent WAIS collapse, albeit only pinning the timing of this collapse to the late Pleistocene. The implication of a recent WAIS collapse is that if this ice sheet has a natural tendency toward collapse, then it is plausible that this ice sheet will collapse again, either naturally or in response to anthropogenic forcing.

The work of Weertman [1961, 1974] and Thomas and Bentley [1978] bolstered this notion of WAIS collapse by identifying and simulating a physically plausible mechanism for such a collapse. The main idea is that a marine ice sheet (one whose bed is generally well below sea-level), such as the WAIS, is fundamentally unstable due to a positive feedback between the flux and thickness at the grounding line, where ice from the interior goes afloat as it flows into the surrounding ice shelves. Clearly then, the viability of this “marine-ice-sheet instability” mechanism hinges on correctly modeling the nature of the feedback between grounding-line thickness and flux. This flux is dominated by ice streams, which drain the interior of the ice sheet. Therefore, the crux of the instability lies in resolving the physical interaction between ice streams and ice shelves.

The stress condition at the grounding line is one facet of this interaction. Of particular import is the concept of ice-shelf buttressing, wherein the ice shelf buffers the grounded ice from the stretching force that would apply if the ice front were at the grounding line. The stretching force derives from the difference between the depth-integrated static pressures within the ice and the ocean, respectively. The stretching force yields a positive depth-integrated longitudinal (along-flow) deviatoric stress. Figure (1.2)
Fig. 1.1. Location map for the West Antarctic Ice Sheet, modified from Alley and Bindschadler [2001].
shows the origin of this stretching force at an ice front, the map-view boundary between
the ice shelf and the ocean. Buttressing reduces the stretching force required, and is
accomplished by the ice shelf through drag along its lateral boundaries and through
drag in localized areas of grounding.

Van der Veen [1986] attempted to model the interplay between grounded and
floating (shelf) ice by specifying a transition zone for the stress regime, going from the
longitudinal-deviatoric-dominated regime near the grounding line to what is presumed
to be the vertical-shear-dominated regime upglacier. Van der Veen [1986] assumed that
in this transition zone the longitudinal deviatoric stress decays linearly to zero as one
moves upglacier. In addition, he derived the longitudinal deviatoric stress applied at
the grounding line from the assumption of an appended ice shelf at equilibrium. The
main advantage of this model was that it was simple to implement within the context
of coarser-resolution models of inland ice flow. Unfortunately, the ad-hoc treatment
of the longitudinal deviatoric stress and the assumption of equilibrium ice shelves are
unrealistic and thus unreliable when assessing the interaction of ice streams and ice
shelves. Subsequent work by Van der Veen and Whillans [1996] aimed at examining the
evolution of ice streams neglects longitudinal deviatoric stresses altogether. Their work,
and similar investigations [Hindmarsh and Le Meur, 2001; Le Meur and Hindmarsh,
2001; Hindmarsh and Le Meur, 2002], thus do not elucidate the role of buttressing, which
manifests itself through its effect on the longitudinal deviatoric stress at the grounding
line. Interestingly, some have cited observations of little or no tensile strain-rate at the
grounding line of particular ice streams to indicate that ice-shelf buttressing cannot be
important [e.g., Whillans et al., 2001]. However, it is this very lack of tensile strain-rates
Fig. 1.2. Illustration of the origin of stretching in ice shelves [from Hughes, 1998]. Here the large left and right triangles represent the pressure as a function of elevation within the ice and seawater, respectively. The areas of these triangles are the depth-integrated static pressures of the ice and water. The area of the small triangle on the right represents the static integrated pressure difference across the ice front. This static pressure difference requires a compensating stretching force and hence leads to a longitudinal strain rate.
that shows these grounding lines are buttressed. Without buttressing, these sites would have the tensile strain-rate of ice fronts and freely-floating ice shelves.

From the observed thickness and strain-rate fields, Thomas and MacAyeal [1982] calculated what they referred to as the 'back force' within the Ross Ice Shelf (RIS). The back force is essentially the difference between the depth-integrated longitudinal deviatoric stress expected if the ice shelf were freely-spreading, and that calculated from the observed strain-rate field. Higher values of back force thus indicate greater buttressing. As shown in figure (1.3), the downstream ends of the ice streams draining into the RIS are clearly buttressed. The work of MacAyeal et al. [1987, 1989] showed the importance of buttressing in the vicinity of the Crary Ice Rise. They used a two-dimensional, in plan-view, force-balance model in conjunction with strain-rate measurements to diagnose the forces acting within the study area. From their work it is clear that the strain-rate at the grounding line upstream of the ice rise would be much greater without the drag provided by the ice rise. However, their work was diagnostic in nature, and thus cannot reveal the prognostic consequences, stable or otherwise, of changes in the drag experienced by ice shelves and the resulting buttressing. The same can be said of the more-recent diagnostic work of Rignot et al. [2002] and Schmeltz et al. [2002] addressing the Pine Island embayment of West Antarctica.

Subsequent work by MacAyeal [1992] employed a prognostic model of the whole West Antarctic Ice Sheet, and included thermodynamics, crude sediment dynamics, and both inland and stream/shelf flow regimes. The main goal of this work was to simulate the evolution of WAIS over glacial cycles. The results showed irregular variations in ice volume, with episodes of complete collapse. The resolution of this study was by necessity
Fig. 1.3. Contour plot showing lines of equal back force as calculated by Thomas and MacAyeal [1982]. This back force is measured in MN per unit width of the ice shelf. Effectively, the larger the back force, the more buttressed the ice shelf is. In these units, the total spreading force in the absence of this back force would range from $\approx 300$ near the grounding lines to $\approx 50$ near the ice front; thus, the back force offsets almost all of the spreading stress in places and must be included to allow accurate calculations almost everywhere.
coarse in space and time. This is unfortunate given the short spatial (order of one ice thickness) and temporal scales within which ice stream and ice shelf dynamics operate [Bindschadler and Vornberger, 1998; Rignot, 1998; Joughin et al., 1999; Shepherd et al., 2001, 2003]. Given this coarse resolution as well as the complexity of interaction between the thermodynamic, sediment and force-balance components of the model, assessment of the results is difficult and the question of the near-term (millennial or shorter) stability of WAIS remains open.

1.2 Outburst floods and slope-reversal

Glaciers and ice sheets are some of the most powerful agents for geomorphic change [e.g., Hallet et al., 1996; Cutler et al., 2002]. Subglacial water is one of the key ingredients for this geomorphic dynamism. Storage of subglacial water in sufficient quantity can lead, upon release, to flooding events. Present-day examples of such events, sometimes referred to as jokulhlaups, can be exceptionally large and destructive in comparison to ‘ordinary’ floods, [e.g., Johannesson, 2002], although most recent outbursts have been smaller. Alley et al. [2003a] hypothesize that larger ice masses, either extant (e.g., Greenland and West Antarctic ice sheets) or otherwise (e.g., Laurentide and Fennoscandian ice sheets), are able to produce even larger outburst flood events.

One of the key features of the outburst flood hypothesis of Alley et al. [2003a] is the presence of an overdeepening with closed bathymetric contours, which allows for the trapping and storage of subglacial water. Such overdeepened basins are in evidence today as fjords and sounds as well as still-occupied glacial valleys and basins, and are characterized by long, deep channels terminated by shallow sills.
Clearly, an additional ingredient for creating large outburst floods is the ability to provide a seal for the storage and pressurization of subglacial water. One way to seal the subglacial water system is to have the ice freeze onto the subglacial substrate around the reservoir. A second mechanism is the creation of a reversal in hydrologic gradient by reversing the ice-air surface slope over the sill. Alley et al. [2003a] suggested that the localized basal friction experienced as the ice grounds and flows over the sill should produce such surface-slope reversals. Modeling such slope reversals requires the inclusion of longitudinal deviatoric stresses in order to communicate the localized momentum loss through basal drag to the upglacier ice.

1.3 Summary and preview

The consideration of ice-shelf buttressing and surface-slope reversal requires proper treatment of longitudinal-deviatoric stress. The work presented here involves the development and application of a model that includes this stress and can capture the resulting dynamic consequences. Ultimately, the utility of the model lies in its efficiency, wrought through its conceptual simplicity, which allows for a relatively inexpensive examination of the importance of the various parameters inherent to the ice shelves and ice streams.
Chapter 2

Derivation of the momentum balance equation for ice streams and ice shelves

2.1 Introduction

The purpose of this chapter is to derive the momentum balance equation used in chapters (3) and (4) of this dissertation. The road-map from the unadulterated $x$-directed stress equilibrium equation to the final simplified and nondimensional form involves seven main steps: (i) vertical integration, (ii) lateral integration, (iii) elimination of the pressure, (iv) scaling, (v) introducing constitutive relations, (vi) statement of boundary conditions, and (vii) nondimensionalization. One could shorten the process by starting from the equations of MacAyeal [1989], width-integrating, applying lateral boundary conditions, and nondimensionalizing. We take the longer approach in the interest of clarity and completeness. The result is a momentum balance equation appropriate for a thin, channelized flow of ice where shear is isolated within thin boundary layers.

2.2 $x$-directed stress equilibrium equation

For the flow of ice within glaciers and ice sheets, the inertial terms of the equations of motion [e.g., Bachelor, 1967, p. 137] are negligible in comparison to the gravitational body force and the viscous stresses. In this case the equations of motion simplify to a balance of body forces and stress gradients, referred to as the stress equilibrium equations.
Hooke, 1998, p. 159]. Here we designate the $x$-direction as the primary direction of flow. The stress equilibrium equation in this direction is

$$\partial_x \tau_{xx} + \partial_y \tau_{xy} + \partial_z \tau_{xz} = 0 \quad (2.1)$$

where $\tau_{xx}$ is the longitudinal stress component, $\tau_{xy}$ is the lateral shear stress component, $\tau_{xz}$ is the $x$-directed vertical shear stress component, and $\partial_x \equiv \frac{\partial}{\partial x}$, $\partial_y \equiv \frac{\partial}{\partial y}$, and $\partial_z \equiv \frac{\partial}{\partial z}$ are the longitudinal, lateral and vertical partial derivatives.

### 2.3 Vertical integration

Integrating equation (2.1) in the vertical ($z$) direction from the basal surface $z = z_b(x)$ to the upper surface $z = z_s(x)$, i.e., over the thickness $h(x) = z_s - z_b$, yields

$$\partial_x \left(h \langle \tau_{xx} \rangle_z \right) + \partial_y \left(h \langle \tau_{xy} \rangle_z \right) = \tau_{xx}(z_s)\partial_x z_s + \tau_{xy}(z_s)\partial_y z_s - \tau_{xz}(z_s)$$

$$-\tau_{xx}(z_b)\partial_x z_b - \tau_{xy}(z_b)\partial_y z_b + \tau_{xz}(z_b) \quad (2.2)$$

where $\langle \cdot \rangle_z \equiv \frac{1}{h} \int z^s_z \cdot dz$ is the vertical averaging operator. The right hand side (RHS) of equation (2.2) contains the horizontal components of the traction experienced by the ice at its upper and basal surfaces. The relatively inviscid and low-density atmosphere offers essentially no traction to the ice, and thus a free-surface boundary condition is appropriate at this surface

$$\tau_{xx}(z_s)\partial_x z_s + \tau_{xy}(z_s)\partial_y z_s - \tau_{xz}(z_s) = 0 \quad (2.3)$$
The appropriate boundary condition to apply at the bed is more nebulous, but we assume here that the traction at this surface is of two forms: (i) glaciostatic and (ii) dynamic. The glaciostatic traction is simply the glaciostatic pressure acting in the $x$ direction against any $x$-directed component of the basal surface. The dynamic traction or drag is that resulting from motion of the ice over the bed. We express the basal traction as

$$
\tau_{xx}(z_b)\partial_x z_b + \tau_{xy} \partial_y z_b - \tau_{xz}(z_b) = -\rho_i g h \partial_x z_b - \begin{cases} 
\tau_b & \text{grounded} \\
0 & \text{floating}
\end{cases} \quad (2.4)
$$

where $\rho_i$ is the density of ice, $\tau_b$ is the dynamic basal drag, and $g$ is the gravitational acceleration. Note that the change from grounded to floating conditions includes two effects. The first is the loss of dynamic drag when floating due to the relatively inviscid nature of water. The second is a modification of the glaciostatic term because the ocean and ice pressures must balance at this surface (i.e., buoyancy); the basal surface is then explicitly related to the thickness by this pressure balance such that $z_b = -\frac{\rho_i}{\rho_{sw}} h$, where $\rho_{sw}$ is the density of seawater.

Substituting the boundary conditions (2.3) and (2.4) into equation (2.2) gives

$$
\partial_x (h\langle \tau_{xx} \rangle_z) + \partial_y (h\langle \tau_{xy} \rangle_z) = \rho_i g h \partial_x z_b + \begin{cases} 
\tau_b & \text{grounded} \\
0 & \text{floating}
\end{cases} \quad (2.5)
$$
\subsection{Lateral integration}

Integrating equation (2.5) in the lateral or cross-flow \((y)\) direction from the center line at \(y = 0\) to the lateral boundary \(y = L_y(x)\), i.e. over the half-width \(L_y(x)\), yields

\[
\partial_x \left( h L_y \langle \langle \tau_{xx} \rangle_z \rangle_y \right) = \left[ h \langle \tau_{xx} \rangle_z \partial_x L_y - h \langle \tau_{xy} \rangle_z \right]_{y=L_y} + \left[ h \langle \tau_{xy} \rangle_z \right]_{y=0} \\
+ \rho_i g h L_y \partial_x z_b + \begin{cases} 
L_y \langle \tau_b \rangle_y & \text{grounded} \\
0 & \text{floating}
\end{cases}
\tag{2.6}
\]

where \(\langle \cdot \rangle_y \equiv \frac{1}{L_y} \int_0^{L_y} \cdot dy\) is the lateral averaging operator, and the first two terms on the RHS represent the depth-integrated tractions at the lateral boundary and center line, respectively. Note that for the sake of simplicity we have assumed that the thickness and basal elevation are constant in the lateral direction; this is not a bad assumption in the sense that such lateral variations are unlikely to drive the laterally-averaged downstream flow.

At the center line, which is envisioned as a line of symmetry, we specify zero lateral shear

\[
\left[ h \langle \tau_{xy} \rangle_z \right]_{y=0} = 0 \tag{2.7}
\]
At the lateral boundary we specify that the depth-integrated traction be composed similarly to the basal traction, having glaciostatic and dynamic components such that

\[
\left[ h \langle \tau_{xx} \rangle_z \partial_x L_y - h \langle \tau_{xy} \rangle_z \right]_{y=L_y} = -\frac{\rho_i g}{2} h^2 \partial_x L_y + h \tau_y
\]  

(2.8)

Substituting equations (2.7) and (2.8) into equation (2.6) gives

\[
\partial_x \left( h L_y \langle \tau_{xx} \rangle_z \right)_y = \rho_i g h L_y \partial_x z_b - \frac{\rho_i g}{2} h^2 \partial_x L_y + h \tau_y + \left\{ \begin{array}{ll}
L_y \langle \tau_b \rangle_y & \text{grounded} \\
0 & \text{floating} 
\end{array} \right.
\]  

(2.9)

## 2.5 Pressure and the vertical stress equilibrium

We now introduce pressure into the problem. The pressure is defined here in terms of the normal stresses such that

\[
p = -\frac{1}{3} \left( \tau_{xx} + \tau_{yy} + \tau_{zz} \right)
\]  

(2.10)

where \( \tau_{yy} \) and \( \tau_{zz} \) are the normal stresses in the lateral and vertical directions, respectively. Here we have adopted the convention that a tension is positive, and we see that the pressure, a compressive quantity, is defined as the negative arithmetic mean of the normal stresses. Given this definition we may decompose the normal stresses into mean
and deviatoric components,

\[ \tau_{xx} = \tau_{xx}' - p \]  
\[ \tau_{yy} = \tau_{yy}' - p \]  
\[ \tau_{zz} = \tau_{zz}' - p \]

where the prime denotes the deviator. This definition implies, in conjunction with the definition of pressure (equation 2.10), that the deviatoric stresses sum to zero,

\[ \tau_{xx}' + \tau_{yy}' + \tau_{zz}' = 0 \]

Substituting the decomposed longitudinal stress into equation (2.9) gives

\[ \partial_x \left( hL_y (\tau_{xx}' - p) \right) = \rho_i gh L_y \partial_x \tau_{lb} - \frac{\rho_i g}{2} h^2 \partial_x L_y \]

\[ + h \tau_{yy} + \begin{cases} L_y (\tau_{lb}) \text{ grounded} \\ 0 \text{ floating} \end{cases} \]

To eliminate the pressure \( p \) from this horizontal-momentum-balance equation we now use the vertical momentum balance, in the form of the vertical-stress-equilibrium equation

\[ \partial_x \tau_{xz} + \partial_y \tau_{yz} + \partial_z \tau_{zz} = \rho_i g \]
where $\tau_{yz}$ is vertical shear stress in the lateral direction and $\tau_{zz}$ is the vertical normal stress. Integration of equation (2.16) in the vertical from an arbitrary elevation $z$ to the surface $z_s(x)$ yields an expression for the vertical normal stress as a function of elevation

$$
\tau_{zz}(z) = -\rho g (z_s - z) + \partial_x \left( \int_z^{z_s} \tau_{xz} dz \right) + \partial_y \left( \int_z^{z_s} \tau_{yz} dx \right) - \tau_{xz}(z_s) \partial_x z_s - \tau_{yz}(z_s) \partial_y z_s + \tau_{zz}(z_s) \tag{2.17}
$$

As with the horizontal traction we assume that the vertical traction at the upper surface, that provided by the atmosphere, is zero,

$$
\tau_{xz}(z_s) \partial_x z_s + \tau_{yz}(z_s) \partial_y z_s - \tau_{zz}(z_s) = 0 \tag{2.18}
$$

Using this boundary condition in equation (2.17) yields

$$
\tau_{zz}(z) = -\rho g (z_s - z) + \partial_x \left( \int_z^{z_s} \tau_{xz} dz \right) + \partial_y \left( \int_z^{z_s} \tau_{yz} dx \right) \tag{2.19}
$$

Inserting the decomposed version of the vertical normal stress and using the fact that the deviators sum to zero yields

$$
p(z) = \rho g (z_s - z) - \tau'_{xx} - \tau'_{yy} - \partial_x \left( \int_z^{z_s} \tau_{xz} dz \right) - \partial_y \left( \int_z^{z_s} \tau_{yz} dx \right) \tag{2.20}
$$

The integral terms on the RHS of this equation are awkward. They are so awkward, in fact, that we will now endeavor to banish them. We do this by introducing rheology and
then using the scales of the problem to show that these ugly terms are, for the problem at hand, negligible.

We assume that the ice is flowing via power-law creep, represented in nonlinear viscous form as

\[ \nabla' = 2 \nu \dot{\varepsilon} \]  \hspace{1cm} (2.21)

where \( \nabla' \) and \( \dot{\varepsilon} \) are the deviatoric stress and strain-rate tensors, respectively, defined as

\[
\nabla' = \begin{bmatrix}
\tau'_{xx} & \tau'_{xy} & \tau'_{xz} \\
\tau'_{xy} & \tau'_{yy} & \tau'_{yz} \\
\tau'_{xz} & \tau'_{yz} & \tau'_{zz}
\end{bmatrix}
\]  \hspace{1cm} (2.22)

and

\[
\dot{\varepsilon} = \begin{bmatrix}
\dot{\varepsilon}_{xx} & \dot{\varepsilon}_{xy} & \dot{\varepsilon}_{xz} \\
\dot{\varepsilon}_{xy} & \dot{\varepsilon}_{yy} & \dot{\varepsilon}_{yz} \\
\dot{\varepsilon}_{xz} & \dot{\varepsilon}_{yz} & \dot{\varepsilon}_{zz}
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2} (\partial_x u + \partial_x v) & \frac{1}{2} (\partial_y u + \partial_x v) & \frac{1}{2} (\partial_z u + \partial_x w) \\
\frac{1}{2} (\partial_y u + \partial_x v) & \partial_y v & \frac{1}{2} (\partial_z v + \partial_y w) \\
\frac{1}{2} (\partial_z u + \partial_x w) & \frac{1}{2} (\partial_z v + \partial_y w) & \partial_z w
\end{bmatrix}
\]  \hspace{1cm} (2.23)

where \( u, v, \) and \( w \) are the longitudinal, lateral and vertical flow velocities, respectively. \( \nu \) is the strain-rate-dependent viscosity,

\[
\nu \equiv \frac{B_i}{2} \left( \dot{\varepsilon}_{xx}^2 + \dot{\varepsilon}_{yy}^2 + \dot{\varepsilon}_{xz}^2 + \dot{\varepsilon}_{xy}^2 + \dot{\varepsilon}_{yz}^2 + \dot{\varepsilon}_{z}^2 \right)^{\frac{1-n}{2n}}
\]  \hspace{1cm} (2.24)
where $B_i$ is the ice hardness, $n = 3$ is the flow-law exponent, and where we have employed the incompressibility condition

$$\dot{\epsilon}_{xx} + \dot{\epsilon}_{yy} + \dot{\epsilon}_{zz} = 0$$

(2.25)

to eliminate the vertical strain-rate component $\dot{\epsilon}_{zz}$ from the definition of the viscosity. Incompressibility is a good assumption for ice beyond seismic time-scales [e.g., Hooke, 1998, p. 7].

### 2.6 Scaling

Let us now introduce scales that will help in the simplification of the equation for pressure (equation (2.20)). To start, let the coordinates scale as

$$\begin{bmatrix} x \\ y \\ z \end{bmatrix} = O \left( \begin{bmatrix} L_x \\ L_y \\ H \end{bmatrix} \right)$$

(2.26)

where $L_x$, $L_y$, and $H$ are the longitudinal, lateral and vertical length scales. Let the velocity gradients scale as

$$\begin{bmatrix} \partial_x u \\ \partial_y u \\ \partial_z u \\ \partial_x v \\ \partial_y v \\ \partial_z v \\ \partial_x w \\ \partial_y w \\ \partial_z w \end{bmatrix} = O \left( \begin{bmatrix} U \\ U \frac{\delta y}{L_y} \\ \frac{\delta U}{H} \\ \frac{\delta y V}{L_y} \\ \frac{\delta y V}{L_y} \\ \frac{\delta y V}{H} \\ \delta y W \\ \frac{\delta y W}{L_y} \left( \frac{U}{L_x} + \frac{\delta y V}{L_y} \right) \end{bmatrix} \right)$$

(2.27)

where the $\delta_*(\cdot)$ notation implies the variation in the quantity $\cdot$ over the $*^{th}$ length scale. In the case of the longitudinal gradient in longitudinal velocity $\partial_x u$, by setting $\delta_x U = U$
we imply a variation in $u$ in the $x$ direction of the same order as the velocity scale $U$. Note that the scales for the remaining velocity gradients are more interesting than simply a velocity scale over a length scale. This is because we expect the scales of velocity changes to be different over the different length scales. For example, compare the scales for $\partial_x u$ and $\partial_z u$; we allow for a total velocity change of $U$ over the longitudinal length scale of $L_x$, but because we are looking at ice flowing over a weak bed we expect only a change of $\delta_z U << U$ over the thickness scale $H$.

In the present studies we restrict ourselves to thin, channelized ice flow with little internal shear and with negligible vertical or lateral velocity. This in effect restricts our consideration to a kind of plug flow, in that the momentum flux to the bed and to the side of the channel is isolated in thin\(^1\) boundary layers. In this flow regime the only strain-rate of note within the main flow of ice is longitudinal strain-rate.

For this thin-ice, plug-flow regime to be appropriate the scales must satisfy the following conditions. Thin ice implies

$$\left[ \frac{H}{L_x} \frac{H}{L_y} \right] \ll 1 \quad (2.28)$$

Channelized flow with negligible lateral or vertical velocity requires

$$\left[ \frac{\delta_x V}{U} \frac{\delta_y V}{U} \frac{\delta_z V}{U} \frac{\delta_x W}{U} \frac{\delta_y W}{U} \right] \ll 1 \quad (2.29)$$

\(^1\)We consider a thin boundary basal (lateral) boundary layer to be one whose size is much smaller than the channel thickness (width). For example, for an ice thickness of 1 km, a thin basal boundary layer would be on the order of 10 m or less in thickness.
Lastly, neglecting lateral and vertical shear requires

$$\begin{bmatrix} \frac{\delta_y U}{U} & \frac{\delta_x U}{U} \end{bmatrix} < 2 \begin{bmatrix} \frac{L_y}{L_x} & \frac{H}{L_x} \end{bmatrix}$$ (2.30)

With these scales the sizes of the two integral terms in the RHS of equation (2.20) relative to the longitudinal deviatoric stress are respectively

$$\begin{bmatrix} \frac{\partial_x \int_{z_s}^{z} \tau_{xz} dz}{\tau_{xx}} \\ \frac{\partial_y \int_{z_s}^{z} \tau_{yz} dz}{\tau_{xx}} \end{bmatrix} = O \left( \frac{1}{2} \begin{bmatrix} \left( \frac{\delta_x U}{U} \right) + \left( \frac{\delta_x W H}{U L_x} \right) \\ \left( \frac{\delta_y W L_x}{U y} + \frac{\delta_y H L_x}{U y} \right) \end{bmatrix} \right)$$ (2.31)

Because these ratios are small we can safely drop those awkward integral terms from the RHS of equation (2.20). In addition we can drop the $\tau'_{yy}$ term because its scale is small relative to $\tau'_{xx}$. Thus equation (2.20) simplifies to

$$p(z) = \rho_i g (z_s - z) - \tau'_{xx}$$ (2.32)

The two terms on the RHS are sometimes referred to as the static and dynamic components of pressure.

Width and depth integration of the above expression for the pressure yields

$$L_y h \langle (p) \rangle_z \rangle_y = \frac{\rho_i g}{2} L_y h^2 - L_y h \langle \tau'_{xx} \rangle_z \rangle_y$$ (2.33)

---

2 Comparing the sizes of these components in a depth averaged sense requires the introduction of a rheological relation, as well as appropriate scales. It so happens that for the scales used in chapters (3) and (4) the scale of static pressure is roughly from 1 to 20× that for the dynamic pressure.
Using this expression in the width- and depth-integrated x-directed momentum equation (equation (2.15)) yields

\[
\partial_x \left( 2L_y h \langle \tau'_{xx} \rangle_z y \right) = L_y \frac{\rho_i g}{2} \partial_x h^2 + L_y \rho_i g h \partial_x z_b \\
+ h \tau_y + \begin{cases} 
L_y \langle \tau_b \rangle_y & \text{grounded} \\
0 & \text{floating}
\end{cases}
\]

(2.34)

If we assume that the relative longitudinal change in half-width is small (i.e. the width changes slowly along flow) then dividing by \( L_y \) and rearranging gives

\[
\partial_x \left( 2h \langle \tau'_{xx} \rangle_z y - \frac{\rho_i g}{2} h^2 \right) = \rho_i g h \partial_x z_b + \frac{h}{L_y} \tau_y + \begin{cases} 
\langle \tau_b \rangle_y & \text{grounded} \\
0 & \text{floating}
\end{cases}
\]

(2.35)

Note that the expression within the \( x \)-derivative on the left-hand side (LHS) is depth-integrated, width-averaged longitudinal normal stress,

\[
h \langle \tau_{xx} \rangle_z y = 2h \langle \tau'_{xx} \rangle_z y - \frac{\rho_i g}{2} h^2
\]

(2.36)

### 2.7 Constitutive relations

To relate the longitudinal deviatoric stress to velocity we now insert the viscous rheology of equation (2.21) into equation (2.35)

\[
\partial_x \left( 4h \nu \partial_x u - \frac{\rho_i g}{2} h^2 \right) = \rho_i g h \partial_x z_b + \frac{h}{L_y} \tau_y + \begin{cases} 
\langle \tau_b \rangle_y & \text{grounded} \\
0 & \text{floating}
\end{cases}
\]

(2.37)
where we have used the fact that the lateral and vertical variations of $u$ are negligible to drop the vertical and lateral averaging operators acting on the longitudinal deviatoric stress. Similarly, because the longitudinal strain-rate is the only non-negligible strain rate component, the viscosity definition (equation (2.21)) simplifies to

$$\nu = \frac{\langle (B_{i})_{z} \rangle_{y}}{2} \left| \partial_{x} u \right|^{\frac{1-n}{n}}$$

(2.38)

where $\langle (B_{i})_{z} \rangle_{y}$ is the depth and width averaged ice hardness.

With the viscous rheology we relate the flow, or more correctly the strain-rate, to the longitudinal stress deviator. We now need to relate the lateral and basal drag terms in equation (2.37) to the flow. Both drags are assumed to be derived from shearing isolated within thin boundary layers. It therefore seems appropriate to assume that the stress state within these boundary layers is dominated by a single shear stress component; $\tau_{xy}$ for the lateral shear zone, and $\tau_{xz}$ for the basal shear zone. For the lateral shear zone the material undergoing shear is the ice, for which the power-law viscous rheology of equations (2.21) and (2.24) is appropriate. For the basal shear zone the material being sheared is assumed to be relatively weak material such as a soft sediment (e.g., till), water, or even ice undergoing enhanced deformation [Alley et al., 1986; Weertman, 1964]. For the rheology of this material we also use a power-law viscous relation, but leave the power-law exponent arbitrary, at least for the moment. Given these considerations, the lateral and basal drags are related to the main flow within the channel using the
following expressions

\[ \tau_y = B_s \left( \frac{u}{2y_s} \right)^\frac{1}{n} \]  \hspace{1cm} (2.39)  

\[ \langle \tau_b \rangle_y = \langle B_b \rangle_y \left( \frac{u}{2h_b} \right)^\frac{1}{m} \]  \hspace{1cm} (2.40)  

where \( B_s \) is the ice hardness within the lateral boundary layer, \( y_s \) is the width of this lateral boundary layer, \( \langle B_b \rangle_y \) is the hardness of the basal layer, \( h_b \) is the thickness of this shear zone, and \( m \) is the arbitrary flow-law exponent for the basal material.

These expressions in conjunction with equation (2.37) give us an equation for the \( x \)-directed momentum balance in terms of the thickness, \( h \), width, \( L_y \), velocity, \( u \), and the various constitutive parameters

\[ \partial_x \left( 4h \nu \partial_x u - \frac{\rho_i g h^2}{2} \right) = \rho_i g h \partial_x z_b + \frac{hB_s}{L_y (2y_s)^\frac{1}{n}} \frac{1}{u^{\frac{1}{m}}} + \begin{cases} \frac{B_b}{(2h_b)^\frac{1}{m}} \frac{1}{u^{\frac{1}{m}}} & \text{grounded} \\ 0 & \text{floating} \end{cases} \]  \hspace{1cm} (2.41)  

### 2.8 Boundary conditions

Equation (2.41) is a second-order differential equation in \( u(x) \), and this suggests that its solution for \( u \) will require two boundary conditions. We in fact impose an essential boundary condition at the upstream end, \( x = 0 \), and a natural one at the downstream end, \( x = L_x \).

At the upstream end we specify the velocity,

\[ u(x = 0) = u_0 \]  \hspace{1cm} (2.42)
At the downstream end we have a more interesting situation. Here the depth-integrated, width-averaged, longitudinal stress,

$$\left[ h\langle \tau_{xx} \rangle y \right]_{x=L_x} = \left[ 4h \nu \partial_x u - \frac{\rho_i g h^2}{2} \right]_{x=L_x}$$

(2.43)

is prescribed. We envision two end-members for this stress-state: (i) unbuttressed and (ii) fully buttressed. Here we define buttressed as experiencing a reduction in the tensile deviatoric stress experienced at an ice front or communicated by a freely floating ice shelf.

The first end-member is that appropriate for this point either being an ice front or the point at which ice flows into a freely-floating ice shelf. In this unbuttressed case the depth-integrated, width-averaged longitudinal stress is that provided by the ocean, either directly onto the vertical face at \( x = L_x \) or indirectly on the appended freely-floating ice shelf. In both the direct and indirect cases the depth-integrated longitudinal stress provided by the ocean is, to good approximation given the small viscosity of water relative to ice, the depth integrated hydrostatic ocean pressure,

$$\left[ 4h \nu \partial_x u - \frac{\rho_i g h^2}{2} \right]_{x=L_x} = \left[ -\frac{\rho_{sw} g z_b^2}{2} \right]_{x=L_x}$$

(2.44)

where sea level is set at \( z = 0 \). It can be shown that this condition implies a positive or tensile strain-rate because

$$\frac{\rho_i g h^2}{2} - \frac{\rho_{sw} g z_b^2}{2} \geq \frac{\rho_i g h^2}{2} \left( 1 - \frac{\rho_i}{\rho_{sw}} \right)$$

(2.45)
The term on the RHS is the maximum depth-integrated static pressure difference between the ice and the ocean for ice that is either grounded at a depth \(-z_r = -z_b < -\frac{\rho_i}{\rho_{sw}} h\) or floating, in which case \(-z_r > z_b = -\frac{\rho_i}{\rho_{sw}} h\), where \(-z_r\) is the depth the sea-water.

The second end-member for the downstream stress state considered here is one in which the strain-rate at this point is zero,

\[
[4h\nu \partial_x u]_{x=L_x} = 0 \tag{2.46}
\]

This is what we refer to as the fully buttressed case. It is buttressed in the sense that the tensile condition we see in (2.44) is completely nullified. Here the buttressing is caused by frictional drag on the ice shelf extending beyond \(x = L_x\), which reduces the ability of this shelf to communicate the tensile deviatoric stress seen in condition (2.44) to the point \(x = L_x\). One can in fact envision super-buttressed states where the longitudinal strain rate is compressive at the downglacier end, but we do not consider these extreme cases here.

To allow for states that fall somewhere between the fully buttressed and unbuttressed conditions of (2.46) and (2.44), we define a buttressing parameter \(f\) such that if \(f = 1\) a fully buttressed condition is imposed, and if \(f = 0\) an unbuttressed condition is imposed, using the following linear combination of the two conditions,

\[
\left[4h\nu \partial_x u - \frac{\rho_i g}{2} h^2 \right]_{x=L_x} = \left[ -f \frac{\rho_i g}{2} h^2 - (1 - f) \frac{\rho_{sw} g}{2} z_b^2 \right]_{x=L_x} \tag{2.47}
\]
2.9 Nondimensionalizing

To isolate the key parameters we now convert equation (2.41), its constitutive relations and its boundary conditions into nondimensional forms. We restate the dimensional equations,

\[
\partial_x \left( 4h \nu \partial_x u - \frac{\rho_i g h^2}{2} \right) = \rho_i gh \partial_x z_b + \frac{h}{L_y} \tau_y(u) + \begin{cases} \tau_b(u) & \text{grounded} \\ 0 & \text{floating} \end{cases}
\]

\[u(x = 0) = u_0\] (2.48)

\[
\left[ 4h \nu \partial_x u - \frac{\rho_i g h^2}{2} \right]_{x=L_x} = \left[ -f \frac{\rho_i g h^2}{2} - (1-f) \frac{\rho_{sw} g h^2}{2} \right]_{x=L_x}
\]

(2.49)

(2.50)

where

\[
\nu \equiv \frac{\langle B_z \rangle y}{2} \left| \partial_x u \right| \frac{1-n}{n}
\]

(2.51)

\[
\tau_y \equiv B_s \left( \frac{u}{2y_s} \right)^{\frac{1}{n}}
\]

(2.52)

\[
\tau_b \equiv B_b \left( \frac{u}{2h_b} \right)^{\frac{1}{m}}
\]

(2.53)
Now let us introduce the following scales

\[
\begin{align*}
x & \mapsto L_x x \\
h & \mapsto H h \\
u & \mapsto U u \\
\langle\langle B_i \rangle \rangle_y & \mapsto B_i \\
\nu & \mapsto \frac{B_i}{2} \left( \frac{U}{L_x} \right)^{\frac{1-n}{n}} \nu \\
z_b & \mapsto Hz_b \\
L_y & \mapsto L_y \\
\tau_y(u) & \mapsto \tau_y u^\frac{1}{n} \\
\tau_b(u) & \mapsto \tau_b u^\frac{1}{m} \\
u_0 & \mapsto U u_0
\end{align*}
\]  

(2.54) \quad (2.55) \quad (2.56) \quad (2.57) \quad (2.58) \quad (2.59) \quad (2.60) \quad (2.61) \quad (2.62) \quad (2.63)

where

\[
\nu \equiv |\partial_x u|^{\frac{1-n}{n}}
\]  

(2.64)

is the nondimensional viscosity. We treat the scales \( L_x, H, U, B_i, L_y, \tau_y, \) and \( \tau_b, \) along with \( g, \rho_i, \) and \( \rho_{sw}, \) as constants in \( x. \) Given these scales, the \( x\)-directed momentum
balance problem may be expressed in the following nondimensional form

\[
\partial_x \left( 2h \nu \partial_x u - \frac{A}{2} h^2 \right) = Ah \partial_x z_b + G_s h u \frac{1}{n} + \begin{cases} 
G_b u \frac{1}{m} & \text{grounded} \\
0 & \text{floating}
\end{cases}
\]  

\[u(x = 0) = u_0 \]  \hspace{1cm} (2.66)

\[\left[ 2h \nu \partial_x u - \frac{A}{2} h^2 \right]_{x=1} = \left[ -f \frac{A}{2} h^2 - (1 - f) r_{sw} \frac{A}{2} z_b^2 \right]_{x=1} \]  \hspace{1cm} (2.67)

\[\nu = \left| \partial_x u \right|^{1-n} \]  \hspace{1cm} (2.68)

where we have defined four dimensionless numbers

\[A \equiv \frac{\rho_i g H}{B_i \left( \frac{U}{L_x} \right)^{\frac{1}{n}}} \]  \hspace{1cm} (2.69)

\[G_s \equiv \frac{L_x \tau_y}{L_y B_i \left( \frac{U}{L_x} \right)^{\frac{1}{n}}} \]  \hspace{1cm} (2.70)

\[G_b \equiv \frac{L_x \tau_b}{HB_i \left( \frac{U}{L_x} \right)^{\frac{1}{n}}} \]  \hspace{1cm} (2.71)

\[r_{sw} \equiv \frac{\rho_{sw}}{\rho_i} \]  \hspace{1cm} (2.72)

The last of these numbers is simply the density of seawater relative to ice. The first three numbers, \( A, G_s \) and \( G_b \), measure respectively the strength of the driving stress, the side drag, and the basal drag relative to the strength of the gradient in the depth-integrated longitudinal deviatoric stress.

Equations (2.65)-(2.68) are perhaps the simplest possible statement of the momentum balance of an ice-stream/shelf system that includes the essential physics of side
drag, basal drag, longitudinal deviatoric stresses, and ice-shelf buttressing. In formulating these equations in terms of the dimensionless numbers $A$, $G_s$, and $G_b$, we have made it particularly simple to evaluate a wide range of possible physical situations, as in the next two chapters.
Chapter 3

When buttressing matters: a sensitivity study

3.1 Introduction

Ice streams are regions of concentrated fast flow relative to the surrounding ice. As such, these regions represent efficient pathways of mass flux from the interiors of ice sheets. Thus, changes in ice streams have the potential of producing major changes in ice-sheet mass balance and sea-level. Modern ice streams almost invariably flow into floating extensions called ice shelves. An open issue in glaciology is the extent to which changes in the ability of these ice shelves to buttress their ice streams will affect those ice streams.

Here we examine the sensitivity of stream/shelf systems to changes in downstream buttressing. We do this using a non-dimensional model of the coupled mass and momentum balance of a stream/shelf system.

3.2 Model Description

For this problem we adopt the geometry shown in figure (3.1). The dimensional scales for the problem are listed in table (3.1). All variables are nondimensional unless otherwise noted. The flow is from left to right along the flow direction $x$ from $x = 0$ to $x = 1$. The stream/shelf channel is of unit width. The elevation of the channel’s bed $z_r$
is specified as

\[ z_r(x) = -\frac{1}{r_{sw}} + \beta(x - 1) \]  
(3.1)

where \( r_{sw} \) is ratio of the density of seawater to ice, and \( \beta \) is the gradient in bed elevation. Note that given this bed elevation, the flotation thickness \( h_f \) is

\[ h_f(x) = 1 + r_{sw}\beta(1 - x) \]  
(3.2)

This is the maximum thickness for floating ice, such that the ice is floating if \( h \leq h_f \) and the ice is grounded if \( h > h_f \), where \( h = h(x, t) \) is the ice thickness.

Fig. 3.1. Schematic geometry
3.2.1 governing equations and boundary conditions

We model the momentum balance using equation (2.65), derived in chapter (2), modified here to take account of the specified channel bed elevation:

\[ \partial_x \left( 2h \nu \partial_x u - \frac{A}{2} h^2 \right) = G_s h u \frac{1}{n} + \begin{cases} A \beta h + G_b u \frac{1}{m} & h > h_f \\ - \frac{A}{2 r_{sw}} \partial_x h^2 & h \leq h_f \end{cases} \]  

(3.3)

This non-dimensional, width-averaged and depth-integrated stress-equilibrium equation is appropriate for thin, channelized flow within ice streams and shelves. Here \( u = u(x, t) \) is the flow velocity, \( \partial_x \) is the \( x \)-directed derivative, \( z_b = z_b(x, t) \) is elevation of the base of the ice, \( n = 3 \) is the flow-law exponent for ice, and \( m \) is the flow-law exponent for the basal material. \( \nu \) is the strain-rate dependent viscosity, defined as

\[ \nu(\partial_x u) \equiv |\partial_x u| \frac{1-n}{n} \]  

(3.4)

The non-dimensional parameters \( A \), \( G_s \) and \( G_b \) are determined from the scales adopted as follows

\[ A \equiv \frac{\rho_i g H}{B_i \left( \frac{U}{L_x} \right)^n} \]  

(3.5)

\[ G_s \equiv \frac{L_x \tau_y}{L_y B_i \left( \frac{U}{L_x} \right)^n} \]  

(3.6)

\[ G_b \equiv \frac{L_x \tau_b}{H B_i \left( \frac{U}{L_x} \right)^n} \]  

(3.7)
where $H$ is the thickness scale, $L_x$ is the longitudinal length scale, $L_y$ is the lateral or width length scale, $B_i$ is the ice hardness parameter, $U$ is the velocity scale, $\tau_y$ is the lateral shear-stress scale, and $\tau_b$ is the basal shear-stress scale. The non-dimensional parameters $A$, $G_s$, and $G_b$ measure the respective strengths of the driving stress, lateral shear stress and basal shear stress relative to the stress required to produce the longitudinal strain rate $\frac{U}{L_x}$.

Two boundary conditions are applied to the momentum balance, one at each end of the domain. At the upstream end ($x = 0$) the velocity is a prescribed constant,

$$u(0, t) = u_0$$  (3.8)

The second boundary condition is

$$\left[2h\nu \partial_x u - \frac{A}{2} h^2\right]_{x=1} = \left[-f \frac{A}{2} h^2 - (1 - f) r_{sw} \frac{A}{2} b^2\right]_{x=1}$$  (3.9)

where $r_{sw} = \frac{\rho_{sw}}{\rho_i}$ is the ratio of the seawater density to ice density and $f$ is the buttressing parameter. When $f = 0$, the boundary condition is that appropriate for an appended free-floating ice shelf [Weertman, 1974]. For such an ice shelf the depth-integrated seawater pressure acting on the ice in the vertical plane perpendicular to the $x$ direction must be balanced by the depth-integrated longitudinal stress at the point of attachment ($x = 1$). This stress is the sum of the depth-integrated glaciostatic pressure and the depth-integrated viscous stress. In the case of the appended free-floating ice shelf, the
difference between the depth-integrated glaciostatic and hydrostatic pressures will al-
ways be positive, thus requiring viscous stretching to balance the forces. When $f = 1$, 
no static pressure difference is permitted and the strain-rate is therefore zero. This is 
appropriate for an appended ice shelf that dissipates through lateral drag or localized 
basal drag the force producing the strain-rate in the $f = 0$ case. This $f = 1$ case we 
refer to as fully buttressed. The $f = 0$ case we refer to as unbuttressed. Any value of $f$
between these two cases is partially buttressed (the overbuttressed case, where $f > 1$, is 
not considered here).

The mass balance of the system is governed by the equation

$$\partial_t h = -\partial_x (uh)$$  

(3.10)

where accumulation is neglected and $t$ is the non-dimensional time coordinate, whose 
dimensional scale is $T$. Equation (3.10) is derived from continuity and states that the 
time-rate-of-change in thickness is dictated by the convergence of depth-integrated ad-
vective mass-flux.

The thickness at the upstream end is prescribed and serves as the one boundary 
condition on the mass balance,

$$h(0,t) = h_0$$  

(3.11)

3.3 Experiments and Results

Our goal is to assess the sensitivity of an ice-stream/ice-shelf system to changes 
in the buttressing. To this end, the aforementioned equations are discretized to form
a numerical model suitable for simulating the dynamics of such a system. The spatial
discretization uses linear finite elements. The temporal discretization uses semi-implicit
finite differencing. Appendix (B) gives the details of the what we believe is a novel
(in the context of computational glaciology) Petrov-Galerkin approach employed for the
discretization of the evolution equation (3.10).

In all of the numerical experiments conducted here an initial steady state is found
that is appropriate for \( f = 0.5 \) (50% buttressing). We then set \( f = 0 \) (unbuttressed)
and let the system evolve to a new steady-state. Table (3.2) lists the parameter values
adopted for each experiment. One experiment was designated the reference experiment.
The values chosen for this reference experiment are roughly appropriate for Pine Island
Glacier (P.I.G.). The purpose of the remaining experiments is to show the sensitivity of
the results to our particular choice of parameter values. The results of this sensitivity
study are listed in table (3.3).

Figure (3.2) shows the initial and final states for the reference experiment. The
removal of buttressings produces a marked increase in velocity at the downstream end.
This puts the system out of balance, and thinning ensues until a new steady-state is
achieved. The downstream end experiences a net relative thinning of over 25%. The
region that experienced over 10% relative thinning extends more than 30% upstream.
Evolution of the thickness and velocity profiles is shown in figure (3.3). The bulk of the
evolution is accomplished within the first unit of non-dimensional time, as can be seen
most clearly in the evolution of the grounding line shown in figure (3.4). Also shown
in this figure is the evolution of the integrated volume of ice above flotation (VAF). It
is the loss of this ice to the ocean that would directly contribute to sea-level rise. The
grounding line retreated about 18% the domain length in total, which would correspond to an 18 km retreat given a 100 km length scale. The net loss in VAF is 0.11 or roughly one third of the initial value of 0.342; this would correspond to roughly 300 km$^3$ of ice (or 1 mm sea-level equivalent) added to the ocean given length, thickness and width scales of 100, 1, and 3 km respectively.

Table (3.3) shows how moderate changes in the parameter values chosen for the reference experiment would affect the primary results. Note that changes imposed leave the parameter values within the ranges corresponding to glaciologically reasonable scales. In all of these sensitivity experiments the results are qualitatively the same as the reference experiment. However, the experiments show several interesting departures from the reference case. One important result of the sensitivity experiments is that an increase in the strength of side drag, as measured by $G_s$, results in a modest decrease in the grounding line retreat and loss of VAF. This suggests that, all other things being equal, changes in buttressing matter less to systems with stronger side drag. Increasing the relative strength of the driving stress, as measured by $A$, increases the grounding line retreat and percentage loss of VAF. This suggests that systems with higher driving stress (i.e., depth-integrated glaciostatic pressure gradient) should be expected to be more sensitive to changes in buttressing relative to systems with lower driving stress. Increasing the basal drag, as measured by $G_b$, increases the loss of VAF by some 10% relative to the reference case. This suggests that, in terms of VAF loss and thus sea-level rise, buttressing changes matter more to systems with stronger basal drag.
3.4 Conclusions

The numerical experiments indicate that a reduction in buttressing results in a notable grounding line retreat and loss in the volume of ice above flotation. They also show that the response extends far upstream from where the buttressing change was imposed. In fact, the upstream extent of the response we estimate is likely a minimum given that we hold the upstream velocity and thickness (and thus the flux) constant in time. Without this restriction, we expect the thinning would continue upstream beyond $x = 0$ in a manner similar to a kinematic wave [Kamb, 1964; Alley and Whillans, 1984].

The results are also conservative in light of our neglect of an accumulation term in equation (3.10), because as the ice ungrounds and exposes the basal surface to ocean water this surface is likely to experience substantial melting [Jacobs et al., 1996]. This feedback, which would represent the introduction of a strong mass-loss to the system, would tend to augment the grounding line retreat and loss of volume above flotation. In addition our choice of unbuttressing from an initial state of 50% buttressing is likely conservative for some ice streams, such as Whillans ice stream (formerly called Ice Stream B), where the stress state has been diagnosed as essentially 100% buttressed at present [Whillans and Van der Veen, 1993].

The sensitivity experiments indicate a greater sensitivity to changes in buttressing for those systems with weaker side drag, larger basal drag, or larger driving stress strength, as measured by the non-dimensional numbers $G_s$, $G_b$ and $A$, respectively. Thus with all other things being equal, the wider an ice stream is, or the 'stickier' its bed, or the larger its driving stress, the more sensitive it will be to perturbations in buttressing.
The standard set of parameter values chosen here is appropriate for Pine Island Glacier. Rutford Ice Stream possesses a similarly high driving stress and high basal drag and thus might be expected to show similar sensitivity to buttressing changes. The Siple Coast ice streams are generally lower in driving stress, and might therefore be considered less susceptible to buttressing-induced variations. However, some of these ice streams are wider at the mouth than Pine Island Glacier and Rutford Ice Stream, which by itself would suggest greater sensitivity. Thus, we cannot rule out significant sensitivity of the Siple Coast ice streams to buttressing change, and we suggest that a suite of experiments with parameter values appropriate for Siple Coast ice streams is in order.
Table 3.1. Values of scales, constants and parameters.

<table>
<thead>
<tr>
<th>Scale, constant or parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_i$</td>
<td>$9.17 \times 10^2 \text{ kg m}^{-3}$</td>
</tr>
<tr>
<td>$\rho_{sw}$</td>
<td>$1.028 \times 10^3 \text{ kg m}^{-3}$</td>
</tr>
<tr>
<td>$g$</td>
<td>$9.81 \text{ m s}^{-2}$</td>
</tr>
<tr>
<td>$n$</td>
<td>3</td>
</tr>
<tr>
<td>$m$</td>
<td>1</td>
</tr>
<tr>
<td>$H$</td>
<td>$1 \times 10^3 \text{ m}$</td>
</tr>
<tr>
<td>$L_x$</td>
<td>$1 \times 10^5 \text{ m}$</td>
</tr>
<tr>
<td>$L_y$</td>
<td>$2 \times 10^4 \text{ m}$</td>
</tr>
<tr>
<td>$U$</td>
<td>$7.6 \times 10^{-5} \text{ m s}^{-1}$</td>
</tr>
<tr>
<td>$B_i$</td>
<td>$2 \times 10^8 \text{ Pa s}^{1/3}$</td>
</tr>
<tr>
<td>$\tau_b$</td>
<td>$7.310^5 \text{ Pa}$</td>
</tr>
<tr>
<td>$\tau_y$</td>
<td>$5.5 \times 10^5 \text{ Pa}$</td>
</tr>
<tr>
<td>$\tau_{sw} = \frac{\rho_{sw}}{\rho_i}$</td>
<td>1.12</td>
</tr>
<tr>
<td>$T = \frac{L_x}{U}$</td>
<td>$1.3 \times 10^9 \text{ s} = 41 \text{ years}$</td>
</tr>
<tr>
<td>$A = \frac{\rho_i g H}{B_i \left( \frac{U}{L_x} \right)^{\frac{1}{3}}}$</td>
<td>50</td>
</tr>
<tr>
<td>$G_s = \frac{L_y B_i \left( \frac{U}{L_x} \right)^{\frac{1}{3}}}{L_x \tau_y}$</td>
<td>15</td>
</tr>
<tr>
<td>$G_b = \frac{L_x \tau_b}{HB_i \left( \frac{U}{L_x} \right)^{\frac{1}{3}}}$</td>
<td>40</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.3</td>
</tr>
<tr>
<td>$h_0$</td>
<td>1.9</td>
</tr>
<tr>
<td>$u_0$</td>
<td>$\frac{1}{1.9} \approx 0.53$</td>
</tr>
</tbody>
</table>
Fig. 3.2. Plot showing the initial and final states of the ice-shelf/ice-stream system for the standard or reference experiment. The upper panel shows the surface and basal elevations at the initial and final states, and the lower two panels show the initial and final thickness and velocity profiles.
Fig. 3.3. Evolution of the thickness and velocity profiles after removal of buttressing.
Fig. 3.4. Evolution of the grounding line (g.l.) and integrated volume above flotation (VAF) after removal of buttressing.
Fig. 3.5. Net relative thinning. Plot showing the distribution of relative or thickness normalized thinning. Note that thinning extends well upstream.

Table 3.2. Experiment parameter sets

<table>
<thead>
<tr>
<th>experiment</th>
<th>$G_s$</th>
<th>$\beta$</th>
<th>$G_b$</th>
<th>$A$</th>
<th>$h_0$</th>
<th>$u_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>reference</td>
<td>15</td>
<td>0.3</td>
<td>40</td>
<td>50</td>
<td>1.9</td>
<td>0.53</td>
</tr>
<tr>
<td>$+G_s$</td>
<td>18</td>
<td>0.3</td>
<td>40</td>
<td>50</td>
<td>1.9</td>
<td>0.53</td>
</tr>
<tr>
<td>$-\beta$</td>
<td>15</td>
<td>0.24</td>
<td>40</td>
<td>50</td>
<td>1.9</td>
<td>0.53</td>
</tr>
<tr>
<td>$+G_b$</td>
<td>15</td>
<td>0.3</td>
<td>48</td>
<td>50</td>
<td>1.9</td>
<td>0.53</td>
</tr>
<tr>
<td>$+A$</td>
<td>15</td>
<td>0.3</td>
<td>40</td>
<td>60</td>
<td>1.9</td>
<td>0.53</td>
</tr>
<tr>
<td>$-A$</td>
<td>15</td>
<td>0.3</td>
<td>40</td>
<td>40</td>
<td>1.9</td>
<td>0.53</td>
</tr>
<tr>
<td>$+h_0$</td>
<td>15</td>
<td>0.3</td>
<td>40</td>
<td>50</td>
<td>2.3</td>
<td>0.53</td>
</tr>
<tr>
<td>$+u_0$</td>
<td>15</td>
<td>0.3</td>
<td>40</td>
<td>50</td>
<td>1.9</td>
<td>0.63</td>
</tr>
<tr>
<td>experiment</td>
<td>init’l g.l.</td>
<td>final g.l.</td>
<td>g.l. retreat</td>
<td>init’l VAF</td>
<td>final VAF</td>
<td>VAF loss (% of init’l)</td>
</tr>
<tr>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td>--------------</td>
<td>------------</td>
<td>-----------</td>
<td>------------------------</td>
</tr>
<tr>
<td>reference</td>
<td>1</td>
<td>0.82</td>
<td>0.18</td>
<td>0.34</td>
<td>0.23</td>
<td>0.11 (33%)</td>
</tr>
<tr>
<td>+20% in $G_s$</td>
<td>1</td>
<td>0.86</td>
<td>0.14</td>
<td>0.37</td>
<td>0.27</td>
<td>0.10 (27%)</td>
</tr>
<tr>
<td>-20% in $\beta$</td>
<td>1</td>
<td>0.83</td>
<td>0.17</td>
<td>0.35</td>
<td>0.24</td>
<td>0.11 (32%)</td>
</tr>
<tr>
<td>+20% in $G_b$</td>
<td>1</td>
<td>0.83</td>
<td>0.17</td>
<td>0.38</td>
<td>0.26</td>
<td>0.12 (32%)</td>
</tr>
<tr>
<td>+20% in $A$</td>
<td>0.93</td>
<td>0.71</td>
<td>0.22</td>
<td>0.21</td>
<td>0.14</td>
<td>0.11 (43%)</td>
</tr>
<tr>
<td>-20% in $A$</td>
<td>1</td>
<td>0.92</td>
<td>0.08</td>
<td>0.43</td>
<td>0.35</td>
<td>0.09 (20%)</td>
</tr>
<tr>
<td>+20% in $h_0$</td>
<td>1</td>
<td>0.82</td>
<td>0.18</td>
<td>0.34</td>
<td>0.23</td>
<td>0.12 (34%)</td>
</tr>
<tr>
<td>+20% in $u_0$</td>
<td>1</td>
<td>0.86</td>
<td>0.14</td>
<td>0.39</td>
<td>0.28</td>
<td>0.11 (28%)</td>
</tr>
</tbody>
</table>
Chapter 4

Conditions for the reversal of ice-stream surface slope

4.1 Introduction

A local reversal in the surface slope of an ice sheet or ice stream is of interest, both because slope reversal indicates anomalous basal conditions and because subglacial water flow is sensitive to the potential gradient provided by the ice-air surface slope.

Reversed ice-air surface slopes are observed in nature in the form of ice rumples on ice shelves [Swithinbank, 1986], lakes on the surface of the Greenland ice sheet and on the surface of Matanuska Glacier [Alley et al., 2003b], and perhaps most importantly, on the downdischarge side of Lake Vostok [Studinger et al., 2003]. Ice flowing over any localized reduction in basal lubrication or any bedrock high will tend to slow, thereby reducing the magnitude of the surface slope upglacier of the obstacle or reversing that slope, and steepening the slope over the obstacle. Owing to the important role of longitudinal stresses over distances of less than a few ice thicknesses [Budd, 1970], there is no prohibition on local reversal of ice-air surface slope.

Here we examine the tendency to form such a slope reversal for an ice shelf grounding over a sill. We focus our efforts on the equilibrium profile of the ice flowing over a flat sill. This requires the simultaneous solution of the steady-state force and momentum balance. We next describe the model we use for this solution.
4.2 Model Description

We adopt the geometry shown in schematic form in figure (4.1) and the dimensional scales shown in table (4.1). All variables are non-dimensional unless otherwise noted. The flow is from left to right, with $x$ being designated the along-flow coordinate direction, and with the point $x = 0$ specified as the initial grounding point.

One scale of special note is the thickness scale $H$. For the present study we specify that this scale correspond to the flotation thickness for a sill depth of $D$ given the ratio $r_{sw}$ of seawater density to ice density, such that

$$H = r_{sw}D \quad (4.1)$$

This scaling implies that where the non-dimensional thickness is greater than unity the ice is grounded, and where the thickness is less than or equal to unity the ice is afloat.

Fig. 4.1. Schematic geometry.
4.2.1 governing equations

If we neglect, primarily for the sake of simplicity, cross-flow variations in velocity and thus lateral drag, then the appropriate governing equation for the $x$-directed force balance is the depth-integrated Stokes equation, which in non-dimensional form is

$$\frac{\partial}{\partial x} \left( 2h \frac{\partial u}{\partial x} - \frac{A}{2} h^2 \right) = \begin{cases} \frac{G_u}{m} & h > 1 \\ -\frac{A}{2} \frac{1}{r_{sw}} \partial_x \frac{1}{h} & h \leq 1 \end{cases} \quad x \in (0, 1)$$

(4.2)

where $h$ is the thickness, $u$ is the velocity, and $m$ is the exponent for basal friction. The effective viscosity $\nu$ is defined as

$$\nu = \left| \frac{\partial u}{\partial x} \right|^{\frac{1-n}{n}}$$

(4.3)

where $n = 3$ is the flow-law exponent for ice. The non-dimensional constants $A$ and $G$ measure the importance to ice flow of thickness gradients and basal drag, respectively. Note that the notation from chapter (2), where the basal drag strength was labeled as $G_b$, has been simplified to $G$ in the absence of any lateral drag. Similarly, the notation for the longitudinal length scale $L_x$ has been simplified here to $L$. The non-dimensional numbers $A$ and $G$ are determined by the choice of scales and parameter values according
to the following definitions

\[
A = \frac{\rho_i g H}{B_i \left( \frac{U}{T} \right)^\frac{1}{n}} \quad (4.4)
\]

\[
G = \frac{\tau_b L}{B_i \left( \frac{U}{T} \right)^\frac{1}{n} H} \quad (4.5)
\]

where \( \rho_i \) is the density of ice, \( g \) is the acceleration due to gravity, \( H = r_{sw} D \) is the thickness scale, \( B_i \) is the ice hardness, \( U \) is the velocity scale, \( L \) is the length scale and \( \tau_b \) is the basal stress scale. Table (4.1) lists the values or range of values adopted for these scales and constants, as well as the resulting range of values for \( A \) and \( G \).

There are two boundary conditions for the force balance. The first is that we prescribe the velocity at the inlet \( (x = 0) \),

\[
u(0) = u_0 \quad (4.6)
\]

The second boundary condition is imposed at the terminal end \( (x = 1) \),

\[
\left[ 2h \nu \frac{du}{dx} - \frac{A}{2} h^2 \right]_{x=1} = -f \left( \frac{A}{2} h(1)^2 \right) - (1 - f) \left( \frac{A}{2} \frac{1}{r_{sw}} \right) \begin{cases} 1 & h(1) > 1 \\ h(1)^2 & h(1) \leq 1 \end{cases} \quad (4.7)
\]

where \( f \) is an ice-shelf buttressing parameter and \( h(1) \) is the (undetermined) ice thickness at this point. Equation (4.7) is simply a linear combination of two reasonable end-members for the stress state at \( x = 1 \), with the weight we give each end member being determined by the value we prescribe for \( f \). The first end member, found by imposing
\( f = 0 \), is the usual ice-front condition, where the difference between the depth-integrated glaciostatic and hydrostatic pressures is balanced by a tensile depth-integrated longitudinal deviatoric stress, implying a positive longitudinal strain-rate \( \frac{\partial u}{\partial x} \). This is the stress state one would expect at an ice front or at the junction with a freely-floating ice shelf.

The second end-member, found by setting \( f = 1 \), is a “fully buttressed” condition, with zero depth-integrated deviatoric stress, resulting in zero longitudinal strain-rate. The utility of \( f \) is that it allows for situations where the ice beyond \( x = 1 \) could be losing some momentum due to local grounding or perhaps lateral shear. In such a situation the momentum flux that must be transmitted upstream (into the modeled domain) is reduced relative to the case of a free-floating ice shelf; we model this situation by setting \( f \) to something greater than zero.

Mass balance is governed by the evolution equation

\[
\frac{\partial}{\partial t} h = -\frac{\partial}{\partial x} (uh) \tag{4.8}
\]

where \( t \) is the non-dimensional time coordinate, and we neglect any source (or sink) of mass via accumulation (ablation). Equation (4.8), which is derived from mass continuity, simply states that the time rate of change in thickness is equal to the convergence of horizontal mass flux. At the upstream boundary \( (x = 0) \) we prescribe the thickness

\[
h(0) = h_0 \tag{4.9}
\]
Given that we are interested in scenarios where the ice is at least partially grounded as it flows across the sill, and given that we have defined the thickness scale such that \( h \leq 1 \) implies flotation, we restrict the upstream thickness to being greater than unity,

\[ h_0 > 1 \]  \hspace{3cm} (4.10)

### 4.2.2 numerical model & experiments

Our goal, given values for our poorly known parameters \( A, G, u_0, f, \) and \( h_0 \), is to find out if the resulting equilibrium thickness distribution has a slope reversal. To find an equilibrium thickness distribution we start at some initial guess for the thickness and let equation (4.8) evolve toward steady-state, subject to the boundary conditions (4.6), (4.7) and (4.9) with the velocity given by equation (4.2) at each instant in the evolution. Linear finite elements are used to discretize both equation (4.2) and (4.8) in space, and equation (4.8) is discretized in time using semi-implicit finite differences (see Appendix B).

### 4.3 Results & Discussion

We perform 5 sets of experiments, as outlined in table (4.2). Within each set of experiments, we set the values for \( h_0, u_0, f \) and \( m \) and find equilibrium profiles for a range of \( A \) and \( G \). For each profile we ask whether the profile has a surface slope reversal. We also ask whether the ice is grounded over the full extent of the domain, in which case we designate the profile as fully grounded.
The results for the standard experiment are shown in figure (4.2). There is clearly a transition from normal to reversed surface slope within the range of $A$ and $G$ chosen. The tendency is toward normal slope and partial grounding in the high-driving-stress, low-basal-drag portion of the space, and reversed slope and full grounding in the low-driving-stress-strength, high-basal-drag portion of region. Two profiles are shown in figure (4.2), as examples of the fully grounded, reversed surface-slope case and the partially grounded, normal surface-slope case. Note that the other two possible cases, that of partially grounded, reversed surface-slope and fully-grounded, normal-slope profiles, do in fact occur but occupy a smaller region of the parameter space explored.

Figures (4.3)-(4.10) show the effects of perturbations in the standard set of parameter values. It is clear that going from a linear ($m = 1$) to non-linear ($m = 12$) bed rheology makes little difference in the location of the transition in parameter space.

Decreasing the upstream thickness produces an expansion of the area of reversed surface slope for low driving stress and low basal drag. For higher driving stress and higher basal drag, decreasing the upstream thickness produces a contraction of the region of reversed surface slope. Thus, systems that are near the slope transition should be expected to seal (unseal) when low (high) in driving stress and basal drag and subjected to an upstream thinning. Similarly, upstream thinning produces an expansion of the partially-grounded region in $A$-$G$ space. This is expected in the sense that as the ice thins upstream the whole of the flow must thin, which will allow ice near flotation to reach flotation and unground. This ungrounding, for high driving stress and basal drag, leads to a transition to normal slope as the area over which basal drag operates is reduced.
Increasing the upstream velocity relative to the standard case produces an expansion of the reversed surface-slope and fully grounded regions of $A$-$G$. This is expected because higher velocity makes the profile becomes more advection-dominated. Similarly, introducing buttressing expands the reversed surface-slope and fully-grounded regions. This follows from a weakening of the stretching required within the ice as buttressing is introduced at the downstream end.

4.4 Conclusions

From our exploration of parameter space, we see that the reversed surface-slope region invariably occupies the lower $A$, higher $G$ portion of parameter space. Because these parameters are, respectively, directly and inversely proportional to the thickness scale, we see that thinning tends toward slope reversal. Similarly, making the bed stickier, as measured by $G$, tends toward slope-reversal. Conversely, decreasing buttressing tends toward normal slopes. Thus we see that a transition to slope reversal is favored by thinning, strengthening the bed, and increasing ice-shelf buttressing.

Given that the parameter values used in this study are well within reasonable glaciological values, we can say with confidence that we should expect slope-reversals. To the extent that these slope-reversals aid in trapping water within subglacial lakes, we can say that these results are at least consistent with outburst flooding, as described by Alley et al. [2003a].
Variable | Scale | Value or range of scale assumed here
---|---|---
$h$ | $H = r_{sw}D$ | $1.12 \times (1 - 5 \times 10^2) \text{ m}$
$x$ | $L$ | $3 \times 10^3 - 3 \times 10^4 \text{ m}$
$u$ | $U$ | $2 - 6 \times 10^{-5} \text{ ms}^{-1}$
$t$ | $L/U$ | $5 - 150 \times 10^7 \text{ s}$
$B_i$ | $B_i$ | $1 - 2 \times 10^8 \text{ Pa s}^{1/3}$
$\tau_b$ | | $5 \times 10^3 - 2 \times 10^5 \text{ Pa}$
$A$ | $\frac{\rho_{0}g r_{sw} D L^{1/3}}{B_i U^{1/3}}$ | $2 - 60$
$G$ | $\frac{\tau_b L^{4/3}}{r_{sw} D B_i U^{1/3}}$ | $5 \times 10^{-2} - 6 \times 10^{2}$

Table 4.1. Scales used to non-dimensionalize the force and mass balance equations along with their boundary conditions.

<table>
<thead>
<tr>
<th>experiment</th>
<th>$A$</th>
<th>$G$</th>
<th>$h_0$</th>
<th>$u_0$</th>
<th>$f$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard</td>
<td>2-30</td>
<td>0.1-6</td>
<td>1.1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$+h_0$</td>
<td>2-30</td>
<td>0.1-6</td>
<td>1.01</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$+u_0$</td>
<td>2-30</td>
<td>0.1-6</td>
<td>1.1</td>
<td>1.5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$+f$</td>
<td>2-30</td>
<td>0.1-6</td>
<td>1.1</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>$+m$</td>
<td>2-30</td>
<td>0.1-6</td>
<td>1.1</td>
<td>1</td>
<td>0</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 4.2. Sets of parameter values for the various numerical experiments
Fig. 4.2. Results of the standard experiment. The upper left panel shows the transition from normal to reversed surface slope in $A$-$G$ space. The upper right panel shows the transition from fully to partially grounded ice in the same space. The lower panel shows the equilibrium surface and bed profiles for the two points in $A$-$G$ space marked on the upper panels, chosen to exemplify profiles on either side of the transitions.
Fig. 4.3. Effect of $h_0$ perturbation in slope transition. The upper panel shows the transition from normal to reversed surface slope for the standard experiment. The middle panel shows this transition for a smaller value of the upstream thickness $h_0$. The lower panel shows the difference between the two cases and indicates how a change in the upstream thickness might seal (normal goes to reversed slope) or unseal (reversed slope goes to normal) the system.
Fig. 4.4. Effect of $u_0$ perturbation in slope transition. The upper panel shows the transition from normal to reversed surface slope for the standard experiment. The middle panel shows this transition for a smaller value of the upstream velocity $u_0$. The lower panel shows the difference between the two cases and indicates how a change in the upstream velocity might seal (normal goes to reversed slope) or unseal (reversed slope goes to normal) the system.
Fig. 4.5. Effect of $f$ perturbation in slope transition. The upper panel shows the transition from normal to reversed surface slope for the standard experiment. The middle panel shows this transition for an increase in buttressing. The lower panel shows the difference between the two cases and indicates how a change in buttressing might seal (normal goes to reversed slope) or unseal (reversed slope goes to normal) the system.
Fig. 4.6. Effect of $m$ perturbation in slope transition. The upper panel shows the transition from normal to reversed surface slope for the standard experiment, where the bed exponent $m$ is set to unity. The middle panel shows this transition for a non-linear ($m = 12$) bed exponent. The lower panel shows the difference between the two cases and indicates how the character of the bed rheology might affect the character of the transition.
Fig. 4.7. Effect of \( h_0 \) perturbation in grounding transition. The upper panel shows the transition from fully to partially grounded ice for the standard experiment. The middle panel shows this transition for a smaller value of the upstream thickness \( h_0 \). The lower panel shows the difference between the two cases and indicates how a change in the upstream thickness might ground or unground the system.
Fig. 4.8. Effect of $u_0$ perturbation in grounding transition. The upper panel shows the transition from fully to partially grounded ice for the standard experiment. The middle panel shows this transition for a larger value of the upstream velocity $u_0$. The lower panel shows the difference between the two cases and indicates how a change in the upstream velocity might ground or unground the system.
Fig. 4.9. Effect of $f$ perturbation in grounding transition. The upper panel shows the transition from fully to partially grounded ice for the standard experiment. The middle panel shows this transition for an increase in buttressing. The lower panel shows the difference between the two cases and indicates how a change in buttressing might ground or unground the system.
Fig. 4.10. Effect of $m$ perturbation in grounding transition. The upper panel shows the transition from fully to partially grounded ice for the standard experiment. The middle panel shows this transition for a non-linear value for the bed exponent $m$. The lower panel shows the difference between the two cases and indicates how the character of the bed rheology might affect the character of the transition.
## Appendix A

### Notation

<table>
<thead>
<tr>
<th>variable const. or param.</th>
<th>description</th>
<th>units when dimensional</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>driving stress strength</td>
<td></td>
</tr>
<tr>
<td>$B_i$</td>
<td>ice hardness</td>
<td>Pa $s^{1/3}$</td>
</tr>
<tr>
<td>$B_b$</td>
<td>basal material hardness</td>
<td>Pa $s^{1/3}$</td>
</tr>
<tr>
<td>$B_s$</td>
<td>lateral ice hardness</td>
<td>Pa $s^{1/3}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>channel bed slope</td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>sill depth</td>
<td>m</td>
</tr>
<tr>
<td>$\delta_y U$</td>
<td>scale for lat. change in $u$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\delta_z U$</td>
<td>scale for vert. change in $u$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\delta_x V$</td>
<td>scale for long. change in $v$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\delta_y V$</td>
<td>scale for lat. change in $v$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\delta_z V$</td>
<td>scale for vert. change in $v$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\delta_x W$</td>
<td>scale for long. change in $w$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\delta_y W$</td>
<td>scale for lat. change in $w$</td>
<td>m s$^{-1}$ b</td>
</tr>
<tr>
<td>$\dot{\xi}$</td>
<td>strain rate tensor</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>variable, const., or param.</td>
<td>description</td>
<td>units when dimensional</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>$\dot{\varepsilon}_{ij}$</td>
<td>strain rate components</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>$f$</td>
<td>buttressing param.</td>
<td></td>
</tr>
<tr>
<td>$G$</td>
<td>basal drag strength (Ch 4)</td>
<td></td>
</tr>
<tr>
<td>$G_b$</td>
<td>basal drag strength</td>
<td></td>
</tr>
<tr>
<td>$G_s$</td>
<td>side drag strength</td>
<td></td>
</tr>
<tr>
<td>$g = (9.81)$</td>
<td>gravitation acceleration</td>
<td>m s$^{-2}$</td>
</tr>
<tr>
<td>$H$</td>
<td>thickness scale</td>
<td>m</td>
</tr>
<tr>
<td>$h(x)$</td>
<td>thickness</td>
<td>m</td>
</tr>
<tr>
<td>$h_b$</td>
<td>basal bound. layer thickness</td>
<td>m</td>
</tr>
<tr>
<td>$h_f$</td>
<td>flotation thickness</td>
<td>m</td>
</tr>
<tr>
<td>$h_0$</td>
<td>upstream thickness</td>
<td>m</td>
</tr>
<tr>
<td>$L_x$</td>
<td>along-flow length scale</td>
<td>m</td>
</tr>
<tr>
<td>$L_y$</td>
<td>cross-flow length scale</td>
<td>m</td>
</tr>
<tr>
<td>$m$</td>
<td>basal flow-law exponent</td>
<td></td>
</tr>
<tr>
<td>$n = 3$</td>
<td>ice flow-law exponent</td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td>viscosity</td>
<td>Pa , s</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
<td>Pa</td>
</tr>
<tr>
<td>$r_{sw}$</td>
<td>nondim. seawater density</td>
<td></td>
</tr>
<tr>
<td>$\rho_{i} (= 917)$</td>
<td>density of ice</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_{sw}(= 1028)$</td>
<td>density of seawater</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$T$</td>
<td>time scale</td>
<td>s</td>
</tr>
<tr>
<td>variable, const. or param.</td>
<td>description</td>
<td>units when dimensional</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
<td>s</td>
</tr>
<tr>
<td>$\tau_b$</td>
<td>dynamic basal drag</td>
<td>Pa</td>
</tr>
<tr>
<td>$\tau_y$</td>
<td>dynamic lateral drag</td>
<td>Pa</td>
</tr>
<tr>
<td>$\tau_{ij}$</td>
<td>stress components</td>
<td>Pa</td>
</tr>
<tr>
<td>$\tau'_{ij}$</td>
<td>deviatoric stress components</td>
<td>Pa</td>
</tr>
<tr>
<td>$U$</td>
<td>along-flow velocity scale</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$u$</td>
<td>along-flow velocity component</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$u_0$</td>
<td>upstream velocity</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$v$</td>
<td>cross-flow velocity component</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$w$</td>
<td>vertical velocity component</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$x$</td>
<td>along-flow coordinate</td>
<td>m</td>
</tr>
<tr>
<td>$y$</td>
<td>cross-flow coordinate</td>
<td>m</td>
</tr>
<tr>
<td>$y_s$</td>
<td>width of lateral bound. layer</td>
<td>m</td>
</tr>
<tr>
<td>$z$</td>
<td>vertical coordinate</td>
<td>m</td>
</tr>
<tr>
<td>$z_b(x)$</td>
<td>basal elevation</td>
<td>m</td>
</tr>
<tr>
<td>$z_r(x)$</td>
<td>channel bed elevation</td>
<td>m</td>
</tr>
<tr>
<td>$z_s(x)$</td>
<td>surface elevation</td>
<td>m</td>
</tr>
<tr>
<td>$\langle \rangle_z$</td>
<td>vertical averaging operator</td>
<td></td>
</tr>
<tr>
<td>$\langle \rangle_y$</td>
<td>lateral averaging operator</td>
<td></td>
</tr>
<tr>
<td>$\partial_x$</td>
<td>longitudinal derivative</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$\partial_y$</td>
<td>lateral derivative</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$\partial_z$</td>
<td>vertical derivative</td>
<td>m$^{-1}$</td>
</tr>
</tbody>
</table>
Appendix B

Numerical model of ice-stream/ice-shelf evolution equation

B.1 Introduction

The purpose of this appendix is to set out the numerical details used in the prognostic mass-balance component model applied in this thesis. As in chapters (3) and (4), our variables are non-dimensional. The goal is to capture the evolution in thickness $h = h(x, t)$ governed by the continuity-derived evolution equation

$$\partial_t h = -\partial_x (uh), \quad 0 < x \leq 1, \quad 0 < t \leq t_{\text{final}}$$  \hspace{1cm} (B.1)

where $x$ and $t$ are the spatial and temporal coordinates, $h = h(x, t)$ is the ice thickness, $u = u(x, t)$ is the depth averaged $x$-directed velocity, and $t_{\text{final}}$ is the final time. Note that we have neglected accumulation. At the upstream end ($x = 0$), the thickness is prescribed

$$h(0, t) = h_0, \quad 0 \leq t \leq t_{\text{final}}$$  \hspace{1cm} (B.2)

At the downstream end ($x = 1$) we prescribe neither thickness nor flux, allowing whatever volume of material to freely pass out of the domain. The initial condition is prescribed as

$$h(x, 0) = h_{\text{start}}(x), \quad 0 < x \leq 1$$  \hspace{1cm} (B.3)
The development of a numerical model of the problem defined in equations (B.1), (B.2) and (B.3) involves two main steps, (i) spatial discretization, and (ii) temporal discretization. Spatial discretization produces a system of ordinary differential equations for the values on the spatial nodes of the thickness through time. This system of ordinary differential equations is sometimes referred to as the semidiscrete form of the model problem [e.g., Becker et al., 1981, p. 250]. Temporal discretization, as implemented here, involves incrementally integrating the semidiscrete form forward in time.

B.2 Spatial Discretization

A variant of the finite element method is used to create the semidiscrete form. The procedure is very similar to that in Becker et al. [1981, p.246-250], but for brevity I drop even their rather informal mathematical formality.

We begin by writing equation (B.1) in weighted residual form

\[ \int_\Omega w \{ \partial_t h + \partial_x (uh) \} \, dx = 0 \]  

\tag{B.4}

We now partition the domain \( 0 = x_1 < x_2 < \ldots < x_N = 1 \) where \( N \) is the total number of nodes.

The interpolated approximation of \( w \) on the interval \( \Omega = \{0 < x < 1\} \) is defined as

\[ w(\Omega) \equiv (\varphi + \gamma \partial_x (\varphi)) \cdot \tilde{w} \]  

\tag{B.5}
where \( \vec{w} \) is the vector of nodal values of \( w \), \( \gamma \) is an upwind-weighting parameter, and \( \vec{\phi} \) a vector of piece-wise linear interpolation functions, defined such that \( \phi_1(x_1) = 0 \) and

\[
\varphi_i(x_j) = \begin{cases} 
1, & i = j \\
0, & i \neq j 
\end{cases} \quad i, j = 2, \ldots, N \tag{B.6}
\]

Substituting the definition (B.5) into the weighted residual form (B.4) yields

\[
\vec{w}^T \cdot \int_{\Omega} \left( \vec{\varphi}^T + \gamma \partial_x \vec{\varphi}^T \right) \partial_t h dx = \vec{w}^T \cdot \left[ \int_{\Omega} \left\{ \left( \partial_x \vec{\varphi}^T \right) uh - \gamma \left( \partial_x \vec{\varphi}^T \right) \partial_x (uh) \right\} dx \right. \\
\left. - (\varphi uh)_{x=1} \right] \tag{B.7}
\]

Given our earlier partition, the interval \( \Omega \) may be decomposed into a finite set of subdomains \( \Omega_e \) such that

\[
\sum_{e}^{N_{el}} \int_{\Omega_e} dx = \int_{\Omega} dx \tag{B.8}
\]

Define the 1x2 vector of elemental shape functions as the subset of \( \vec{\varphi} \) that is non-trivial within the element \( \Omega_e \),

\[
\vec{\varphi}(\Omega_e) \equiv \begin{bmatrix} \varphi_2 - x \frac{\varphi}{\partial x} & \varphi - x \frac{1}{\partial x} \end{bmatrix} = \begin{bmatrix} x_2 - x \lambda & x - x_1 \lambda \\
1 - \lambda & \lambda \end{bmatrix} \tag{B.9}
\]

where \( \lambda \equiv \frac{x - x_1}{\partial x} \) and \( \delta x = x_2 - x_1 \).
Let the $u$, $h$ and $\partial_t h$ be interpolated on each interval using (B.9) such that

$$u(\Omega_e) = \vec{\Psi} \cdot \vec{u}_e$$  \hspace{1cm} (B.10)

$$h(\Omega_e) = \vec{\Psi} \cdot \vec{h}_e$$  \hspace{1cm} (B.11)

$$\partial_t h(\Omega_e) = \vec{\Psi} \cdot \partial_t \vec{h}_e$$  \hspace{1cm} (B.12)

where $\vec{u}_e$, $\vec{h}_e$ and $\partial_t \vec{h}_e$ are the nodal values of velocity, thickness, and time-rate-of-change of thickness for the $e^{th}$ element. We will treat the upwinding parameter $\gamma$ as an elemental quantity, such that

$$\gamma(\Omega_e) = \gamma_e$$  \hspace{1cm} (B.13)

Substituting the local or elemental approximations (B.10)-(B.13) into the weighted residual form (B.7) and looking at the individual terms, we have

$$\vec{w}_e^T \cdot \int_{\Omega_e} \left( \partial_x \vec{\Psi}^T u h \right) dx = \vec{w}_e^T \cdot \frac{1}{6} \begin{bmatrix} -2u_1 + u_2 & -u_1 + 2u_2 \\ 2u_1 + u_2 & u_1 + 2u_2 \end{bmatrix} \cdot \vec{h}_e$$

$$-\vec{w}_e^T \cdot \int_{\Omega_e} \gamma \left( \partial_x \vec{\Psi}^T \right) \partial_x (uh) dx = \vec{w}_e^T \cdot \frac{\gamma_e}{\delta x} \begin{bmatrix} -u_1 & u_2 \\ u_1 & -u_2 \end{bmatrix} \cdot \vec{h}_e$$

$$\vec{w}_e^T \cdot \int_{\Omega_e} \vec{\Psi}^T \partial_t h dx = \vec{w}_e^T \cdot \frac{\delta x}{6} \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix} \cdot \partial_t \vec{h}_e$$

$$\vec{w}_e^T \cdot \int_{\Omega_e} \gamma \partial_x \vec{\Psi}^T \partial_t h dx = \vec{w}_e^T \cdot \frac{\gamma_e}{2} \begin{bmatrix} -1 & -1 \\ 1 & 1 \end{bmatrix} \cdot \partial_t \vec{h}_e$$
where \( u_1 \) and \( u_2 \) are the nodal values of velocity on the given element.

Given these terms, the weighted residual form (B.7) may be expressed

\[
\sum_e \vec{w}_e^T \cdot \vec{M}_e \cdot \partial h_e = \sum_e \vec{w}_e^T \cdot \vec{F}_e \cdot \vec{h}_e - \vec{w} \cdot (\varphi u h)_{x=1} \quad (B.14)
\]

where

\[
\vec{M}_e = \frac{\delta x}{6} \begin{bmatrix}
2 & 1 \\
1 & 2 \\
\end{bmatrix} + \frac{\gamma_e}{2} \begin{bmatrix}
-1 & -1 \\
1 & 1 \\
\end{bmatrix} \quad (B.15)
\]

\[
\vec{F}_e = \frac{1}{6} \begin{bmatrix}
-(2u_1 + u_2) & -(u_1 + 2u_2) \\
(2u_1 + u_2) & (u_1 + 2u_2) \\
\end{bmatrix} + \frac{\gamma_e}{\delta x} \begin{bmatrix}
-u_1 & u_2 \\
u_1 & -u_2 \\
\end{bmatrix} \quad (B.16)
\]

The matrices \( \vec{M}_e \) and \( \vec{F}_e \) are the elemental or local mass and flux matrices, respectively.

In terms of the global rather than elemental vectors of nodal values, equation (B.14) becomes

\[
\vec{w}^T \cdot \vec{M} \cdot \partial \vec{h} = \vec{w}^T \vec{F}(\vec{u}) \cdot \vec{h} \quad (B.17)
\]

where \( \vec{M} \) and \( \vec{F} \) are the global mass and flux (or capacitance and stiffness) matrices assembled from the local matrices defined in equations (B.15) and (B.16). As is standard in finite element methods, the arbitrary nature of the test function begets, through linear independence [e.g., Becker et al., 1981, p. 13], the requirement that the following matrix equation must be satisfied

\[
\vec{M} \cdot \partial \vec{h} = \vec{F}(\vec{u}) \cdot \vec{h} \quad (B.18)
\]
Equation (B.18) is a semidiscrete form of equation (B.1). It differs from what one might call a 'standard Galerkin' semidiscrete form because the interpolation of the test function is different, by virtue of the upwinding term in equation (B.5), from that for the other variables and in particular from the linear interpolation of both time-rate of change in thickness and the thickness. For non-zero $\gamma$ this is a so-called 'Petrov-Galerkin' formulation. We adopt an upwinded Petrov-Galerkin formulation here because of the purely advective nature of the evolution equation (B.1). In effect the upwind weighting biases the discretization in the upwind direction, mimicking the natural bias of advective systems. This aids in both stability and accuracy.

B.3 Time Discretization

The semidiscrete form (B.18) is a system of first-order ordinary differential equations (ODEs) in the nodal thickness values $\bar{h}(t)$. To integrate this system forward in time, we adopt fully backward or fully implicit [in the sense of Press et al., 1992, p. 848] differencing in time

$$\frac{\delta h}{\delta t} = \partial_t \bar{h}(t + \delta t)$$  \hspace{1cm} (B.19)

With this differencing equation (B.18) is approximated

$$\mathbf{M} \cdot \delta \bar{h} = \delta t \mathbf{F} (\bar{u}(t + \delta t)) \cdot \left( \delta \bar{h} \right)$$

\footnote{One might think that a solution for these values through time is now as close as a standard canned ODE solver. That would be wrong, at least for ice-stream/ice-shelf problems, because the non-local nature of the flux (the velocity depends on the thickness field, not just the local thickness), which feeds into the right-hand side of (B.18), makes the semidiscrete form very numerically stiff [e.g., Strang, 1986, p. 570].}
Rearranged, this forms

\[
\left((\delta t)^{-1} \mathbf{M} - \mathbf{F}(\bar{u}(t + \delta t))\right) \cdot \delta \bar{h} = \mathbf{F}(\bar{u}(t + \delta t)) \cdot \bar{h}
\]  

(B.20)

It is this matrix problem that is solved, given nodal thicknesses \(\bar{h}(t)\) at time \(t\), for \(\delta \bar{h}\) and thus the nodal thicknesses \(\bar{h}(t + \delta t) = \bar{h}(t) + \delta \bar{h}\) at time \(t + \delta t\). Because the matrices on the left- and right-hand side are both dependent on the future thickness, through the future velocity \(u(t + \delta t)\), this matrix problem must be iterated to convergence.

### B.4 Summary

The model problem has now become one of solving for the nodal thickness array at a discrete series of points in time given an initial thickness array and equation (B.20). Implicit in this process is that the model couples to a velocity model that returns the appropriate velocity for a given thickness array. Given such a model, and the algorithm outlined here, implementation is a simple matter of coding in one’s favorite programming language, preferably one with efficient matrix handling capability such as Matlab\textsuperscript{\textregistered}.

The approach used here is very similar to that used by MacAyeal and Lange [1988] and more recently by Hulbe [1998], which both employed backward differencing in time. The only real difference between the method outlined here and that of the aforementioned authors is the use here of a true\textsuperscript{2} Petrov-Galerkin or upwinded finite element spatial discretization. A careful literature search suggests that the present work may be the first

\textsuperscript{2}Some in glaciology have used upwind-biased artificial diffusion methods that they referred to as Petrov-Galerkin [e.g., MacAyeal, 1997, p. 287], but because these approaches only introduce a extra, diffusion-like, term, and do not employ a different weighting scheme for the test and trial functions, they are not formally Petrov-Galerkin.
documented use of such an upwind Petrov-Galerkin algorithm for glaciological purposes. As mentioned in section (B.3) this type of formulation aids in stability, accuracy, and ultimately improved computational efficiency. While not shown here, tests run using this formulation for the case of the constant advection of a step function in thickness showed good agreement with the analytic solution, and an improved damping of numerical errors in the vicinity of the step, when compared to the standard ($\gamma = 0$) Galerkin approach.
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