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Abstract

Atmospheric infrasonic waves are acoustic waves with frequencies ranging from
0.02 to 10 Hz, slightly higher than the acoustic cut-off frequency (∼0.032 Hz),
but lower than the audible frequencies (typically 20 Hz-15 kHz). A number of
natural events have been identified as generating atmospheric infrasound, such as
volcanoes, tornadoes, avalanches, earthquakes, ocean surfaces, lightning, auroral
activity, and more recently Transient Luminous Events in the middle atmosphere
termed sprites. The importance of infrasound studies has also been emphasized in
the past ten years from the Comprehensive Nuclear-Test-Ban Treaty verification
perspective. A proper understanding of infrasound propagation in the atmosphere
is required for identification and classification of different infrasonic waves and
their sources.

In this thesis, one-dimensional (1-D) and two-dimensional (2-D) finite-difference
time-domain (FDTD) models of infrasound propagation in a realistic atmosphere
have been developed. A computationally efficient parallel version of the two-
dimensional model is implemented using a domain decomposition strategy. The
models are based on linearized equations of acoustics employing the realistic at-
mospheric structure and infrasound absorption algorithms advanced by Sutherland
and Bass [2004]. The absorption is implemented using a recent decomposition
technique introduced by de Groot-Hedlin [2008].

The FDTD model is used to provide a quantitative interpretation of the recently
reported infrasound signatures from pulsating aurora. The pressure perturbations
observed on the ground are analyzed as a function of energy flux of precipitating
auroral electrons and geometry and altitude localization of the source. The results
indicate that fluxes on the order of 50 erg/cm2/s are needed to explain pressure
wave magnitudes of 0.05 Pa observed on the ground. This energy is unlikely to be
provided exclusively by precipitating electrons, and Joule heating associated with
the electrojet modulated by the pulsating aurora may be responsible for part of
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the deposited energy.
Following recent experimental results on infrasound from Transient Luminous

Events (TLEs) in the upper atmosphere termed sprites, the FDTD model is used
to provide qualitative explanations of close range ground observations: results sug-
gest that the vertical extent of the sprites combined with the altitude dependency
of the transverse extent of filamentary structures in sprites are responsible for the
inverted chirp signal observed on the ground. Using HARPA ray-tracing simula-
tions, a mechanism explaining long range observations is proposed based on initial
suggestions by Farges et al. [2005]. Efforts to provide FDTD results on long range
observations are in progress.
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Chapter 1
Introduction

1.1 Review of Past Work

In order to better grasp the context and motivations of the problems detailed

in this thesis, it is important to first review past scientific results. Infrasound

importance in the geosciences can be partially demonstrated by a fast growth of

related publications in refereed scientific literature. A search on the Web of Science

[http://apps.isiknowledge.com/] indicates that the number of publication on

propagation of infrasonic wave in the Earth atmosphere has increased by a factor

of ten in the past 10 years (see Figure 1.1). As a result, the literature provides

insight into a limited but growing number of phenomena, most of them are still

poorly understood. This thesis primarily focuses on infrasonic events generated by

middle to upper atmospheric sources.

1.1.1 Observation of Infrasound

Atmospheric infrasonic waves are acoustic waves with frequencies ranging from 0.02

to 10 Hz [e.g., Blanc et al., 1985] (see Figure 1.2). The attenuation of acoustic

waves in the atmosphere is approximately proportional to the frequency squared,

so unlike audible frequencies, infrasound can propagate thousands of kilometers

through the tropospheric, stratospheric, mesospheric and lower thermospheric re-

gions, exhibiting global propagation characteristics [Drob and Picone, 2003]. It can

be noted with reference to Figure 1.3(a) that under typical conditions in the lower

http://apps.isiknowledge.com/
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Figure 1.1. Citation report on publications in refereed scientific literature with the
keywords “infrasound” and “geosciences” [http://apps.isiknowledge.com/].

Figure 1.2. Classification of atmospheric waves [Blanc, 1985]. The infrasonic waves
have frequencies higher than the acoustic cut-off frequency but lower than the audible
frequency range 20-1.5×104Hz.

atmosphere the absorption of 1 Hz infrasonic waves can be neglected. It is nomi-

nally less than 0.01 dB/km so even for path lengths on the order of of one-tenth

the radius of the Earth absorption would be less than 10 dB [e.g., Sutherland and

Bass, 2004]. At the same time the absorption of the same 1 Hz wave at 160 km is

more than 10 dB/km (Figure 1.3a). The Earth’s thermosphere lies above about 80

km so for infrasonic waves launched upward from lower altitudes, this is the last

http://apps.isiknowledge.com/
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Figure 1.3. Filter effect of the atmosphere considering the limitations imposed by
absorption and acoustic cut-off [Georges, 1968; Blanc, 1985]. (b) Atmospheric speed of
sound model from [Sutherland and Bass, 2004].

refractive layer to turn the waves back toward the Earth, and with an absorption

of 10 dB/km, waves at a frequency of 1 Hz would not make it to the thermosphere

and then back down to Earth [Sutherland and Bass, 2004]. In addition to their

attenuation properties the propagation of infrasonic wave packets is significantly

controlled by their refraction, reflection and ducting due to the speed of sound

variation as a function of altitude in the Earth’s atmosphere (Figure 1.3b), and by

the altitude dependent pattern of winds (i.e., zonal and meridional) [e.g., Drob et

al., 2003].

A number of natural events have been identified as generating atmospheric

infrasound. Powerful explosions were known to generate pressure waves since the

explosion of the Krakatoa volcano in 1883 or the Great Siberian Meteorite in 1909.

Both events were recorded around the world by very sensitive barometers [Bedard

and Georges, 2000].

Volcano generated infrasound has also been reported, and is not exclusively

from the blasts associated with active volcano erruptions. Pre-eruptions signals

called Long Period (LP) seismic events have been recorded around Mount St Helens

[Matoza et al., 2006]. These events are the result of magma pressure change in the

volcano’s magma channels. Measuring the intensity and frequency of LP events can

help retrieve information on an upcoming eruption. Seismic generated infrasound

also helps study earthquakes.
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Lightning has been suggested as generating infrasound, by C.T.R. Wilson in

1920 [Wilson, 1920]. A study using infrasound arrays and an electromagnetic

(EM) lightning detection network called SAFIR (Surveillance et Alerte Foudre

par Interférometrie Radioélectrique) has been conducted in 2006 by Assink et al.

[2008]. The results of this study show a high correlation between detections of

infrasonic and electromagnetic signals from lightning up to distances of 50 km.

Recently, Pasko [2009] provided an extensive review of literature on infrasound

radiated from thunderstorms and lightning.

Transient Luminous Events (TLEs) termed sprites have recently been identified

as generating infrasound [e.g., Farges et al., 2005; Farges and Blanc, 2010; Liszka

and Hobara, 2006]. Sprite-attributed infrasonic signals are observed from 50 km to

more than 400 km horizontal distances from the source. Close observations reveal

an inverted chirp signal with high frequency infrasonic waves leading low frequency

components, while long range observations show chirp signatures (i.e., with leading

low frequencies), both exhibiting long time scales (∼1-2 min) relatively to sprites

time scales (≤100 ms). These specific signatures have yet to be explained.

Another example of infrasound sources is associated with aurora activity. Video

data from pulsating auroras above Fairbanks, Alaska, have been recently correlated

with infrasound observations [Wilson et al., 2005]. Infrasonic data for a specific

pulsating aurora has been collected at the infrasound array I53US and provides

very sensitive and accurate measurement of pressure perturbation amplitude and

incident angle. Additionally, infrasonic waves from supersonic auroral arcs have

also been observed [Wilson and Nichparenko, 1967; Wilson, 1967].

These are but a limited sample of the many possible natural sources of atmo-

spheric infrasound. The most important artificial sources studied for the past ten

years are explosions, with the intent of monitoring possible nuclear explosions. In

the frame of the Comprehensive Nuclear-Test-Ban Treaty (CTBT), 60 infrasound

arrays have been deployed all over the world to monitor infrasound activity in

the atmosphere [Le Pichon et al., 2008]. A nuclear explosion would be observed

thousands of kilometers away form its point of origin, thus being recorded by more

than one station, which allow to detect the exact location of the explosion. For-

tunately nuclear explosions are not a daily event and the CTBT infrasonic arrays

provide invaluable resources for scientists to continuously observe natural sources
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of infrasonic waves.

The availability of global infrasound data, combined with a significant improve-

ment in recent years of infrasound detectors has lead scientist to consider infra-

sound as a potential remote sensing tool. In fact, sound waves heard across the

English Channel in 1901 were used by Whipple [1926] to postulate the existence

of the tropopause and the stratospheric temperature inversion. Interestingly, op-

tical, electromagnetic and in-situ measurements of the atmosphere are still called

“soundings” today [Drob et al., 2009].

This MS thesis represents a focused modeling effort which will attack a limited

set of unsolved problems related to infrasonic wave production by sprites and

pulsating auroras.

1.1.2 Modeling of Infrasound

To achieve a full interpretation of measured infrasonic signals, one needs a proper

understanding of infrasound propagation through the atmosphere.

Gossard and Hooke [1975] summarized the theory of the general case of non-

linear wave propagation in the atmosphere, which included infrasonic waves among

others. This model can be easily applied to the more specific case of a linearly

propagating acoustic wave.

In a realistic atmosphere, there exist temperature variations with height that

can severely alter the propagation of infrasound. As a result, the waves experience

refraction and even reflection. Rather than assuming an isothermal system with

a purely exponential density profile, it is possible to describe atmospheric regions

as discrete layers of varying temperature or density. Gossard and Hooke [1975]

reviewed several classical solutions for layered systems.

Numerical simulation of infrasound is a very helpful tool. The main approach

of infrasound simulation is classical ray tracing [Drob et al. 2003]. Ray tracing

formulations provide a way to calculate infrasound propagation paths, including

reflection heights, travel times, and wave front arrival angles. This, however, is

usually limited to simple monochromatic sources, which do not accurately rep-

resent realistic natural or artificial sources. Another method based on parabolic

equations [e.g., Lingevitch et al., 2002] is also used for infrasound propagation
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analysis. The ray tracing and parabolic equation solutions provide correct predic-

tions for infrasound propagation for relatively short distances of 300-400 km [e.g.,

Arrowsmith et al., 2007]. The current ability to model and interpret observations

for long range (>1000 km) infrasonic propagation is limited [Arrowsmith et al.,

2007].

An alternative to ray tracing is a direct solution of acoustics equations using

finite-difference time-domain (FDTD) approach. Recently, Pasko [2009] used a

fourth order in space and second order in time FDTD scheme to study the radia-

tion of infrasound associated with lightning discharges. FDTD modeling is widely

used by the electromagnetics community as it represents one of the simplest and

flexible means for finding electromagnetic solutions in a medium with arbitrary

inhomogeneities [e.g., Taflove and Hagness, 2000]. In addition opposed to other

numerical methods, the spatial discretization of FDTD is a direct translation of

real world objects, which makes it easy to model complex environments such as

buildings or entire cities. FDTD schemes provide a very straightforward way of

discretizing partial differential equations. While atmospheric infrasound studies

do not necessarily need to model buildings or complex structures, they could di-

rectly benefit from the possibility of modeling sources with complex geometries. It

should be noticed that use of FDTD methods for atmospheric infrasound model-

ing is fairly recent [de Groot-Hedlin, 2008], due to intrinsic intensive computational

needs of FDTD schemes. At present, there is only one paper known to us by a

French group of authors [Millet et al., 2007], which utilizes similar techniques for

long-range propagation of infrasonic waves in realistic atmosphere. The research

in this MS Thesis extends this type of techniques to solutions of specific infrasound

propagation problems related to sprites and auroras.

1.2 Problem Formulation

The previous section shows the importance and range of applications of infrasound

studies. A proper understanding of infrasound propagation in the atmosphere is

required for identification and classification of different acoustic waves and their

sources. The variety of sources suggest that developing a model of infrasound

generation and propagation for a single source would limit the range of applications
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of our understanding of infrasonic waves. However, if a model is developed that

accurately describes the behavior of infrasound in a realistic atmosphere for any

perturbation, a variety of sources can be used as inputs to the model and model

calculations can be used to perform inverse calculations from experimental data.

Atmospheric conditions play a very important part in infrasound propagation.

Many different models exist to describe atmospheric quantities such as tempera-

ture, pressure and density. In subsequent section, we will give a description of the

model used in our computation as well as the specific model modifications required

by our approach. Acoustic absorption depends not only on altitude, but also on

the wave frequency and we will use the most up-to-date techniques to accurately

describe and model related effects.

The purpose of this work is to develop a finite-difference time-domain numerical

model that will efficiently predict infrasound propagation in a realistic atmosphere

for a wide range of sources with different geometries and spectral content. This

model can then be used to understand specific infrasound signatures observed in

experiments.

Following a publication by Wilson et al. [2005], where pulsating auroras have

been reported as a possible infrasound source, we will give a detailed analysis of

infrasound generated by a modeled pulsating aurora.

An investigation of infrasonic signals from sprites based on recent observations

by Farges et al. [2005] and Farges and Blanc [2010], will be the second application

of the FDTD model presented in this thesis.

1.3 Organization of the Thesis

Chapter 1 has begun our discussion with a review of the relevant literature on the

observation and theory of infrasound propagation. Chapter 2 will proceed with a

detailed study of the mathematical description of infrasound propagation through

a compressible heterogeneous atmosphere. We will also consider the compressible

linear case as an analytical tool to study infrasonic wave propagation. Analytical

solutions are helpful in understanding the phenomena without needless complica-

tions or additional numerical methods. A description of the atmospheric models

used as the simulations background, with a particular emphasis on acoustic ab-
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sorption will be presented in this chapter. Chapter 3 will discuss the numerical

model and its implementation. Chapter 4 will illustrate an application of infra-

sound modeling to understand observations of infrasonic radiation from pulsating

auroras. Chapter 5 will extend infrasound analysis to recent observations of in-

frasonic signals correlated with sprites. Chapter 6 will outline conclusions and

propose future developments relevant to the present work.

1.4 Scientific Contributions

This thesis makes several contributions to the field of atmospheric physics that can

be summarized as follows:

• Development of 1-D and 2-D finite-difference time-domain (FDTD) models

based on linearized equations of acoustics employing the realistic atmospheric

structure and infrasound absorption algorithms advanced by Sutherland and

Bass [2004].

• Implementation, in framework of the 1-D and 2-D FDTD models, of a de-

composition technique for efficient modeling of infrasound absorption in a

realistic atmosphere recently proposed by de Groot-Hedlin [2008].

• Parallelization of the 2-D model using a domain decomposition technique

enabling faster computation and memory distribution.

• Our studies of infrasound produced by pulsating auroras confirm the validity

of assumption of Wilson et al. [2005] concerning 1-D (planar) representation

of the source of pulsating aurora. However, results also demonstrate critical

importance of scaling of pressure perturbation proportionally to root square

of ambient pressure in a gravitationally stratified atmosphere for derivation

of accurate magnitudes of infrasonic waveforms on the ground.

• Modeling results on infrasound from pulsating auroras indicate that fluxes on

the order of 50 erg/cm2/s are needed to explain pressure waves magnitudes

of 0.05 Pa observed on the ground. This energy is unlikely to be provided

exclusively by precipitating electrons, and Joule heating associated with the
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electrojet modulated by the pulsating aurora may be responsible for part of

the deposited energy.

• Modeling results of sprite generated infrasound observed at close range (∼75

km) emphasize the importance of both the atmospheric absorption and scal-

ing of transverse dimension of filamentary structures (streamers) in sprites

as a function of altitude to explain the observed inverted chirps.

• Modeling results confirm the validity of an assumption by Farges et al. [2005]

that the infrasound signature from sprite observed at long distance from the

source is due to a ground-thermosphere-ground propagation of the infrasound

radiated from the sprite.

• Preliminary results from ray-tracing analysis suggest that sprite generated

infrasound observed at long distance from the source (∼400 km) are gen-

erated by a deposition of energy within a small vertical extent at a given

altitude (∼70-80 km) within the horizontal extent of the sprite.

Most of the results presented in this thesis have been published in Geophysical

Research Letters [de Larquier et al., 2010], and presented at 2009 CEDAR work-

shop [de Larquier and Pasko, 2009a] and 2009 AGU Fall meeting [de Larquier et

al., 2009b].



Chapter 2
Model Formulation

2.1 Euler Equations

To describe infrasound propagation in the atmosphere we use Euler’s equations.

They express the conservation of density ρ, momentum ρ~v and energy E in an

inviscid ideal gas. Their generalized form can be written as follows [Hines, 1960;

Potter, 1973, ch. 9]:

∂ρ

∂t
+ ~∇ · ρ~v = 0 (2.1)

∂ρ~v

∂t
+ ~∇ · (ρ~v~v) = −~∇p− ρ~g (2.2)

∂E

∂t
+ ~∇ · ((E + p)~v) = −ρvzg (2.3)

where the energy equation and the equation of state for an ideal gas are defined

as [Potter, 1973, ch. 9]:

E = ρε+
1

2
ρ (~v~v) (2.4)

ε =
p

(γ′ − 1) ρ
(2.5)

Euler’s equations as expressed in (2.1), (2.2) and (2.3) do not include any

losses, like viscosity, thermal diffusion, or molecular relaxation. Those losses play
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an important role at high altitude on infrasound propagation [e.g., Evans, 1972;

Sutherland and Bass, 2004]. To simplify the mathematical analysis of Euler’s equa-

tions we will initially ignore absorption terms, and will introduce them in the next

chapter.

Gravitational stratification of the atmosphere is included in the momentum

(2.2) and energy (2.3) equations through the terms containing the gravitational

acceleration g. Having defined the speed of sound c2
s = γp/ρ, we can find equilib-

rium solutions of equation (2.2):

(
ρ0

p0

)
=

(
ρs

ps

)
exp

− z∫
zs

H−1dz′

 (2.6)

where H = RT/Mg = c2
s/γg is the scale height. It is integrated from a reference

height zs to a height of interest z. This result shows that density and pressure

decay exponentially with altitude.

2.2 Linear Dispersion Relation

To further understand the behavior of waves motion described by Euler’s equations

we need to derive a dispersion relation. For that purpose we write Euler’s equations

in a two-dimensional linearized form:

∂ρ̃

∂t
= −ρ0

∂ṽx
∂x
− ρ0

∂ṽz
∂z
− ṽz

∂ρ0

∂z
(2.7)

∂ṽx
∂t

= − 1

ρ0

∂p̃

∂x
(2.8)

∂ṽz
∂t

= − 1

ρ0

∂p̃

∂z
− ρ̃g

ρ0

(2.9)

∂p̃

∂t
= −vz

∂p0

∂z
− γp0

(
∂ṽx
∂x

+
∂ṽz
∂z

)
(2.10)

where ṽx and ṽz are the wave perturbation velocities and p̃ and ρ̃ are perturbations

pressure and density, respectively.

Assuming plane wave solutions proportional to exp (j (ωt− kxx− kzz)) and an

isothermal system, we can combine equations (2.7), (2.8), (2.9) and (2.10 ) and
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obtain:

∂2ṽz
∂z2

+
1

ρ0

∂ρ0

∂z

∂ṽz
∂z

+

[
ω2 − ω2

0

c2
s

− ω2 −N2

v2
px

]
ṽz = 0 (2.11)

where vpx = ω/kx is the horizontal phase velocity.

To obtain a more explicit equation, we need to account for the gravitational

stratification of the atmosphere. As a wave propagates upward in the atmosphere

it will experience a decrease of neutral density. To respect kinetic energy conser-

vation, the perturbation velocity will have to decrease accordingly. We find that

this increase is proportional to (ρ0/ρs)
−1/2. We introduce a normalized vertical

velocity perturbation w̃z = (ρ0/ρs)
1/2 ṽz and from (2.11) obtain:

∂2w̃z
∂z2

+

[
ω2 − ω2

0

c2
s

− ω2 −N2

v2
px

]
w̃z = 0 (2.12)

This is a wave equation governed by the following linear dispersion relation:

k2
z =

ω2 − ω2
0

c2
s

− ω2 −N2

v2
px

(2.13)

where ω0 = gγ/2cs is the acoustic cut-off frequency and N = g
cs

√
γ − 1 is the

Brunt-Väisälä resonance frequency for the isothermal, compressible case. From this

simplified derivation, we can draw the propagation diagnostic diagram [Gossard

and Hooke, 1975] shown in Figure 2.1.

For audible acoustic waves, we would work on the upper right part of the

acoustic domain, thus having a well known dispersion relation k2
x + k2

z = ω2/c2
s.

For infrasound however, we work with frequencies close enough to the acoustic

cut-off frequency so that the dispersion relation is k2
x+k2

z = (ω2 − ω2
0) /c2

s. Among

other consequences, this dispersion relation will result in noticeable differences

between phase and group velocities at low frequencies.

2.3 Standard Atmospheric Profiles

To properly implement the mathematical model, we need an accurate description

of the atmosphere. Different models are available for that purpose, with different
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Figure 2.1. Frequency versus horizontal wavenumber plot, schematically illustrating
domains of different wave types.

level of complexity. At its current stage of development, our model does not

account for winds or geographically specific weather conditions. A more general

approach is adopted with a standardized atmosphere described by Sutherland and

Bass [2004]. This model provides temperature, pressure, molecular fractions and

sound absorption profiles. The following section gives an overview of absorption

profiles. The temperature, pressure, and speed of sound profiles are illustrated in

Figure 2.2. This representation of the atmosphere, even if idealized (it is a global

model intended to represent atmospheric conditions anywhere on the planet), still

gives an accurate description of its important characteristics:

• Pressure and density scaling: neutral pressure and density decrease exponen-

tially with altitude, in agreement the hypothesis used in the mathematical

description (Section 2.1).
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Figure 2.2. Atmospheric profiles of (a) speed of sound, (b) pressure, (c) temperature
according to model by Sutherland and Bass [2004].

• Temperature ducts: The strong increase in temperature at high thermo-

spheric altitudes results in an increase of the acoustic cut-off frequency, thus

limiting upward propagation of infrasound at high altitude. Additionally,

the stratospheric temperature inversion creates ducts in the troposphere and

stratosphere (see Figure 2.2(a)).

2.4 Acoustic Absorption

The last important atmospheric parameter that needs to be investigated is the ab-

sorption of sound through the atmosphere. It is a very difficult parameter to obtain

and its values are still controversial. To understand the reason of that complexity,

one has to understand the mechanisms of sound absorption in the atmosphere.

The theory of sound absorption shows that there are two main mechanisms [Bass

and Sutherland, 1984]:

• Classical losses : the translational (kinetic) energy is converted into equiva-

lent heat energy.

• Relaxation losses : the translational energy of the wave is transfered into

internal energy of air constituent molecules.

According to Bass and Sutherland [1984], at frequencies under 10 MHz, the

different contribution to absorption are additive. The model we implement uses

that aspect to break absorption into its two main contributions. Details of that
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model can be found in [Sutherland and Bass, 2004]. The different contributions

to absorption are illustrated in Figure 2.3. The first aspect to be noticed is the

frequency dependence of the absorption coefficient: high frequencies are going to

be absorbed much faster than low frequencies. As a result the atmosphere can be

treated as a low pass filter for acoustic waves, and this filter will strongly affect

infrasound propagation over long distances. The second aspect to be noticed is the

different contributions to the global absorption: at low altitude, the vibrational

relaxation of the molecules internal energy is the strongest absorption mechanism,

whereas at high altitudes classical viscosity is the main absorption mechanism.

Additionally, rotational relaxation of the molecules internal energy has a very

small influence on total absorption.

The frequency dependence of the absorption makes the coefficients difficult

to implement in a FDTD numerical scheme, as this kind of numerical approach

only allows for space and time dependence. This would mean that if we were

to implement the absorption model as described in [Sutherland and Bass, 2004],

we would limit our model to monochromatic sources that are of limited practical

interest.

To overcome that difficulty we adopt a solution proposed by de Groot-Hedlin

[2008] to break down the absorption coefficient α(z) as β(z)+γ(z)f 2, where f is the

frequency of the acoustic wave, and β and γ are computed using least-square fit on

the Sutherland and Bass [2004] model for a given frequency range. Details of the

algorithm created to implement the decomposition of α(z) are given in Appendix

A. Figure 2.4 shows the absorption reconstruction as done by de Groot-Hedlin

[2008] and as part of the present work. The computed β and γ can then be used

for a wide range of frequencies in our numerical model, as will be discussed in the

next Chapter.
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Chapter 3
Model Implementation

The preliminary work presented in the two previous chapters is implemented in a

numerical model. We decided to use the Finite-Difference Time-Domain approach

as the best tool to study infrasound propagation over long distances, altitudes and

time frames. This chapter presents the details of that numerical implementation.

3.1 Linear Equations

The equations from Chapter 2 are linearized and written in a conservative form as

follows:

∂ρ̃

∂t
+ ~∇ · ρ0~v = 0 (3.1)

∂p̃

∂t
+ ~∇ · c2

sρ0~v = −ρ0vzg (γ′ − 1) (3.2)

∂ρ0~v

∂t
+ ~∇p̃ = −ρ̃~g + µ

(
~∇2~v +

1

3
~∇
(
~∇ · ~v

))
− ξρ0~v (3.3)

where the absorption coefficients µ and ξ have been added to the equations to

account for the effects described in the previous chapter. The relations linking µ

and ξ to the coefficients β and γ are:

ξ(z) = 2csβ(z) s−1 (3.4)
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µ(z) =
3c3
sρ0

8π2
γ(z) kg/m/s (3.5)

The linearized version of the momentum (3.3) and energy (3.2) conservation

equations are obtained by assuming in the original nonlinear equations (Chapter 2)

that the quadratic velocity perturbation term ρ~v~v can be neglected in comparison

with the pressure term p. The assumption of smallness of ρ~v~v is always valid for

velocity perturbation which remain much lower than the speed of sound v � cs,

where

cs =

√
γ′p

ρ
m/s (3.6)

This system of partial differential equations is conservative and hyperbolic.

Different explicit schemes exist to numerically solve that kind of system, such as

Leapfrog, Lax or Lax-Wendrof [Potter, 1973]. The choice of the scheme is based

on a compromise between stability and computational speed. A high order scheme

will be very stable even for non-linear equations, but it will run very slowly. On

the other hand, a low-order scheme will be very fast to run, but it will lack the

accuracy and stability of a high order scheme. We investigated different schemes

to finally choose Leapfrog, as described in the next section.

3.2 Leapfrog Scheme

The Leapfrog scheme is a second order in time and second order in space difference

scheme [Potter, 1973, p. 65-67]. In one dimension, the scheme could be represented

as in Figure 3.1, and in two dimensions as in Figure 3.2. Figure 3.1 allows for a

time dimension to be shown, which could not be easily illustrated for the 2-D

case. The 2-D solutions are considered in a cylindrical azimuthally symmetric (r,

z) simulation domain. It should be noted that absorption terms are not included

in the Leapfrog scheme and are implemented through a separate algorithm as will

be illustrated bellow. It is important to notice that pressure/density and velocity

components are defined on distinctive time/space grids. This process is called a

staggered grid: if all points were used to define all of the variables, then there

would be two interlocking meshes completely independent of each other due to the
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time and space centering of the leapfrog scheme. This would result in a significant

slowing of the computation as well as a possible instabilities: due to numerical

error propagation, the two meshes may drift out of phase [Potter, 1973, pp66].

The space grids have cells dimension of ∆r by ∆z where ∆r = ∆z. The variables

are sampled in time every ∆t: the radial and axial components of velocity vr and

vz are computed at times n∆t, and the pressure and density variables ρ̃ and p̃

at times (n + 1/2)∆t. This time sampling effectively yields discretized difference

operators that are accurate to second order.

Adopting the notation:

ρ̃
n+ 1

2

i,j+1/2 = ρ̃ (i∆z, (j + 1/2)∆r, (n+ 1/2)∆t) (3.7)

p̃
n+ 1

2

i,j+ 1
2

= p̃ (i∆z, (j + 1/2)∆r, (n+ 1/2)∆t) (3.8)

vnr,i,j = vr (i∆z, j∆r, n∆t) (3.9)

vn
z,i+ 1

2
,j+ 1

2
= vz ((i+ 1/2)∆z, (j + 1/2)∆r, n∆t) (3.10)

equations (3.1), (3.3), (3.2) and (3.14) can be discretized as follows:

ρ̃
n+ 1

2

i,j+ 1
2

= ρ̃
n− 1

2

i,j+ 1
2

−∆t

∆z

(
ρ0,i+ 1

2
vn
z,i+ 1

2
,j+ 1

2
− ρ0,i− 1

2
vn
z,i− 1

2
,j+ 1

2

)
−∆t

∆r
ρ0,i

(
vnr,i,j+1 − vnr,i,j−1

)
−∆tρ0,i

(
vnr,i,j+1 + vnr,i,j−1

)
2rj+ 1

2

(3.11)

p̃
n+ 1

2

i,j+ 1
2

= p̃
n− 1

2

i,j+ 1
2

−∆t

∆z

(
c2
s,i+ 1

2
ρ0,i+ 1

2
vn
z,i+ 1

2
,j+ 1

2
− c2

s,i− 1
2
ρ0,i− 1

2
vn
z,i− 1

2
,j+ 1

2

)
−∆t

∆r
c2
s,iρ0,i

(
vnr,i,j+1 − vnr,i,j−1

)
−∆tc2

s,iρ0,i

(
vnr,i,j+1 + vnr,i,j−1

)
2rj+ 1

2
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Figure 3.1. The lattice of points in the z − t plane used for second order accuracy
in one-dimensional (1-D) implementation of the conservative Leapfrog method [Potter,
1973, p. 65-67].

−∆tg (γ − 1)

(
ρ0,i+ 1

2
vn
z,i+ 1

2
,j+ 1

2

+ ρ0,i− 1
2
vn
z,i− 1

2
,j+ 1

2

)
2

(3.12)

ρ0,i+ 1
2
vn+1
z,i+ 1

2
,j+ 1

2

= ρ0,i+ 1
2
vn
z,i+ 1

2
,j+ 1

2

−∆t

∆z

(
p̃
n+ 1

2

i+1,j+ 1
2

− p̃n+ 1
2

i,j+ 1
2

)
−g∆t

(
ρ̃n
i+1,j+ 1

2

+ ρ̃n
i,j+ 1

2

)
2

(3.13)

ρ0,iv
n+1
r,i,j = ρ0,iv

n
r,i,j

−∆t

∆r

(
p̃
n+ 1

2

i,j+ 1
2

− p̃n+ 1
2

i,j− 1
2

)
(3.14)

The absorption effects are added after each Leapfrog time step through the

following algorithm. The Leapfrog scheme stepped variables by ∆t to solve for

the conservative no absorption case; we then step twice by ∆t/2 to solve for the

absorption equation. This approach effectively removes the time centering of the
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Figure 3.2. The lattice of points in the r − z plane used for second order accuracy
in two-dimensional (2-D) implementation of the conservative leapfrog method [Potter,
1973, p. 65-67].

numerical schemes, effectively leading to a first order scheme in time. In addition,

for second order derivatives, Leapfrog and first order schemes are identical so that

the scheme employed to solve for diffusion is an explicit first order scheme in space

and time. The reason for not using Leapfrog scheme for the diffusion is that

it is unconditionally unstable for diffusion equations [Potter, 1973, p. 79]. The

equations below show the discretization of the diffusion equation.

ρ0,iv
n+1
r,i,j = ρ0,iv

n+1
r,i,j (3.15)

−∆t

2
(F vr

r + F vr
rr + F vr

zz + F vr
rz +RHSvr)

ρ0,i+ 1
2
vn+1
z,i+ 1

2
,j+ 1

2

= ρ0,i+ 1
2
vn+1
z,i+ 1

2
,j+ 1

2

(3.16)
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−∆t

2
(F vz

z + F vz
r + F vz

rr + F vz
zz + F vz

rz +RHSvz)

where

F vr
r =

4

3

µi
rj

(
vn+1
r,i,j+1 − vn+1

r,i,j−1

)
2∆r

(3.17)

F vr
rr =

4

3
µi
vn+1
r,i,j+1 − 2vn+1

r,i,j + vn+1
r,i,j−1

(∆r)2
(3.18)

F vr
zz = µi

vn+1
r,i+1,j − 2vn+1

r,i,j + vn+1
r,i−1,j

(∆z)2
(3.19)

F vr
rz =

µi
3

(
vn+1
z,i+ 1

2
,j+ 1

2

− vn+1
z,i+ 1

2
,j− 1

2

∆r∆z
−
vn+1
z,i− 1

2
,j+ 1

2

− vn+1
z,i− 1

2
,j− 1

2

∆r∆z

)
(3.20)

RHSvr = ξiρ0,iv
n+1
r,i,j −

4

3
µi
vn+1
r,i,j

rj
(3.21)

F vz
z =

µi
3rj

(
vn+1
r,i+1,j+1 + vn+1

r,i+1,j

2
−
vn+1
r,i,j+1 + vn+1

r,i,j

2

)
1

∆z
(3.22)

F vz
r =
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F vz
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F vz
rz =

µi
3

(
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r,i+1,j+1 − vn+1

r,i+1,j

∆r∆z
−
vn+1
r,i,j+1 − vn+1

r,i,j

∆r∆z

)
(3.26)

RHSvz = ξiρ0,iv
n+1
z,i+ 1

2
,j+ 1

2

(3.27)

To achieve stability in the numerical model, we have to respect the following

criteria [e.g., Potter, 1973, p. 67, p. 79]:

∆t ≤ ∆z

cs
√

2
(3.28)

∆t ≤ 0.5
(∆z)2

κ
(3.29)
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0 < ξ∆t ≤ 1 (3.30)

where κ = (4/3)(µ/ρ0) and we assumed that ∆r=∆z

3.3 Artificial Viscosity

Intrinsically the Leapfrog scheme is a high-order scheme that produces small ampli-

tude high frequency perturbations that can be amplified by numerical dispersion

and/or boundary reflections. For the purpose of removing related short wave-

length oscillations we introduce an artificial viscosity [e.g., Sparrow and Raspet,

1991] µart = νart
(∆z)4

∆t
with νart = 0.05 in equation (3.3):

∂ρ0~v

∂t
+ ~∇p̃ = −ρ̃~g + µ

(
~∇2~v +

1

3
~∇
(
~∇ · ~v

))
− ξρ0~v − µart

∂4vz
∂z4

(3.31)

The artificial viscosity is implemented after each Leapfrog and absorption steps

using the following algorithm:

vn+1
r,i,j = vn+1

r,i,j (3.32)

+νart
(
vn+1
r,i,j+2 − 4vn+1

r,i,j+1 + 6vn+1
r,i,j − 4vn+1

r,i,j−1 + vn+1
r,i,j−2

)
vn+1
z,i+ 1

2
,j+ 1

2

= vn+1
z,i+ 1

2
,j+ 1

2

(3.33)

+νart

(
vn+1
z,i+ 5

2
,j+ 1

2

− 4vn+1
z,i+ 3

2
,j+ 1

2

+ 6vn+1
z,i+ 1

2
,j+ 1

2

− 4vn+1
z,i− 1

2
,j+ 1

2

+ vn+1
z,i− 3

2
,j+ 1

2

)
The artificial viscosity doesn’t affect the propagating wave. It only smoothes

down the small high frequency (short wavelength) perturbations introduced by the

numerical scheme. One downside of artificial viscosity though is that it increases

the computation time of the model.

3.4 Boundary Conditions

In two dimensional studies, we investigate vertical and radial propagating waves.

This requires three specific kinds of boundary conditions for our simulation domain:
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Figure 3.3. Cross sectional view of the model domain illustrating the different bound-
aries implemented in the numerical modeling of acoustic wave propagation.

• the lower boundary should be reflective (ideal case of a smooth and reflective

ground).

• the left boundary is our axis of symmetry.

• the top and right boundary should be opened as we want the waves to keep

propagating past the numerical domain without generating non-physical re-

flections.

Figure 3.3 illustrates the boundary conditions described in this section.

The reflective boundary is enforced as follows [e.g., Sparrow and Raspet, 1991]:

vnr,i=0,j = vnr,i=1,j (3.34)

vnz,i=0,j = −vnz,i=1,j (3.35)

ρ̃nz,j=0 = ρ̃nz,j=1 (3.36)

p̃nz,j=0 = p̃nz,j=1 (3.37)

The axis boundary is more complex as gradients in cylindrical coordinates have

1/r dependencies. In practical implementation L’Hospital’s rule is applied to solve
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for the fluxes on the axis. In addition we enforce the following condition for the

radial velocity on the axis vnr,i,j=0 = 0 due to the symmetry.

The open boundary requires very careful numerical manipulations. One intu-

itive way of doing it would be to neglect the change between the two last points

of the domain. This will however generate a small reflection that can then be

amplified due to atmospheric pressure scaling. One way to compensate for it is

to artificially decrease the speed of sound in the upper layer of the atmosphere

(above 160 km); this will result in a decrease in the wavelength of the waves going

through that medium, thus increasing greatly the effect of absorption on those

waves (because absorption is proportional to the frequency squared). This is not a

problem for the physical propagation of the wave since at those altitudes most of

the infrasound have already been absorbed, and the remaining waves are mostly

due to unwanted reflection. However, this method is not optimal as it requires a

large artificial layer where the waves can be slowly damped.

An alternative is to implement a Perfectly Matched Layer (PML) absorbing

boundary condition: this numerical technique has been introduced by Berenger

[1994] for electromagnetic waves. In the FDTD model presented in this thesis, we

implement a variant of Berenger’s PML called a Nearly Perfectly Matched Layer

[Cummer, 2003; Hu et al., 2007]. An additional thin layer is designed where the

gradient in the opening direction (z-direction for the top boundary and r-direction

for the right boundary) is modified as follows:

∂α =⇒ ∂α̃ =

(
1− j η(α)

ω

)
∂α (3.38)

where α = {r, z} for the right and top boundary respectively, and

η(α) =

 ηm

(
α−αlim−Lnpml

Lnpml

)3

when α ≥ αlim

0 otherwise

where ηm is chosen empirically to absorb waves in the NPML medium (typically

∼20 for the considered frequency range), αlim is the limit of the physical domain

in r or z direction, and Lnpml is the thickness of the NPML medium. This creates

a new set of equations for the PML layers. In particular, for the top PML layer

we have:
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∂p̃z

∂z
+
∂ρ0vz
∂t

= 0 (3.39)

∂c2
sρ0vr
∂r

+
c2
sρ0vr
r

+
∂c2

sρ0v
z
z

∂z
+
∂p̃

∂t
= 0 (3.40)

∂F z

∂t
+ η(z) =

∂F

∂t
where F = {p̃, vz} (3.41)

The boundary is then solved for in the following order: equation (3.40) is used

to update p̃, then equation (3.41) can be used to find the auxiliary variable p̃z,

and finally vz is updated using equation (3.39). The last step is to find the other

auxiliary variable vzz using equation (3.41). The exact same process is repeated for

the right boundary, this time using the auxiliary variable p̃r and vrr . Finally, in the

upper right corner of the domain, both NPML equation sets are implemented.

3.5 Parallel Implementation

For obvious computational time considerations, a parallel implementation of the

code is a strong advantage [e.g, Pacheco, 1996; Gropp, 1999]. However, when

modeling infrasound in the atmosphere, the main problem is the size of the domain.

For instance, a simulation domain with 160 km vertical by 100 km radial extent

may require considerable amount of memory depending on the highest frequency

represented: a frequency of 5 Hz requires a spatial resolution of at least 6 m

to maintain ten grid points per wavelength. Since the model computes the two

components of velocity, pressure and density perturbation, four matrices are needed

to represent the full simulation domain: this means that the code, while running,

needs 160 × 103 [m]/6 [m] × 100 × 103 [m]/6 [m] × 4 [matrices] × 8 [bytes] =

13.2 [GigaBytes]. Very few systems provide that amount of physical memory for

a single user. In order to avoid limitations in the resolution as well as in the

simulation domain size, a parallel code with memory distribution is required.

The strategy used for our model is to split the domain into horizontal layers.

Each processor computes the solutions for a given horizontal layer and at the

end of each time step sends its upper and lower row of grid points to the upper

and lower layers respectively. These rows are received in what are called “ghost
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rows” in the neighboring layers. Such a manipulation is possible using the Message

Passing Interface (MPI) with only minor modifications to the code: exceptions for

the upper and bottom layers have to be implemented, and structures have to be

designed to efficiently communicate between the processors. This implementation

allows for a minimal exchange of information between the processors and does

not require to gather all the information on a single processor, thus providing the

necessary memory distribution.

Tests have been performed on a Penn State cluster [lionXI, High Performance

Computing Group, http://rcc.its.psu.edu/hpc/] to evaluate the performance

of the parallel code. Results are presented in Figure 3.4 and show a nearly linear

increase of the computational speed. Although Figure 3.4 shows results up to 20

processors, the code has been tested with up to 64 processors on a different Penn

State cluster [lionXK, High Performance Computing Group] indicating a similar

trend in performance increase.

http://rcc.its.psu.edu/hpc/
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Figure 3.4. Factor of increase in computational speed versus number of processors with
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Chapter 4
Modeling of Infrasonic Signals from

Pulsating Auroras

4.1 Observations of Infrasonic Emissions from Pul-

sating Auroras

Recently, Wilson et al. [2005] reported infrasonic signatures attributed to pulsat-

ing auroras observed by the infrasonic array I53US in Fairbanks, Alaska. Pulsating

auroras are reported to have horizontal extents of 10 to 200 km [Jones et al., 2009],

vertical extents of 2 to 25 km [Jones et al., 2009; Stenbaek-Nielsen and Hallinan,

1979], and a pulse repetition period ranging from 1 to 40 s [Johnstone, 1978].

Infrasound signatures from pulsating auroras are attributed to the precipitation

energetic flux particles into the upper atmosphere [e.g., Maeda and Watanabe,

1964; Wilson et al., 2005; Johnstone, 1978]. The precipitation of energy is esti-

mated using spectroscopic data from pulsating auroras and typically ranges from a

few erg cm−2 s−1 (1 erg cm−2 s−1 = 10−3 J m−2 s−1 ) for weak pulsating auroras to

10-20 erg cm−2 s−1 for more energetic auroras, with a maximum of 25 erg cm−2 s−1

[Davidson and Sears, 1980].

Although the morphology of pulsating auroral forms is well documented, the

exact physical mechanisms of pulsating aurora still remain a subject of active

debate [Jones et al., 2009, and references therein]. The frequency domain coherence

between the luminous intensity of the pulsating aurora and the infrasound received
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Figure 4.1. Best beam infrasonic data at I53US from 16:45 to 16:51 on day 349, 2003.
Average of the waveforms that were band-pass filtered between 0.02 and 0.10 Hz [Wilson
et al., 2005].

at the Earth surface have been investigated in [Wilson et al., 2005; Wilson and

Olson, 2005]. Video data of a pulsating aurora from an All-Sky video camera on

the night of December 5, 2003 was compared with the pressure waveform data from

the infrasonic array I53US at Fairbanks, Alaska. Enhanced coherence between the

two signals was observed when a propagation delay time for the infrasound sample

with respect to the video data sample was used. The required 5 to 6 minutes

lag was consistent with the expected downward propagation time for waves from a

source near 110 km altitude. The frequency domain coherence was found to be high

between the pulsating aurora intensity above the array and the high trace-velocity

infrasound signals at the surface in the pass band from 0.03 to 0.08 Hz. Ray-

tracing studies indicate that such high trace-velocity infrasound signals originate

from sources within 35 km of the zenith above the array for a source height of 110

km. The high coherence between the video and infrasound data led authors to

believe that periodic heating of the atmosphere by pulsating aurora is the source

of the observed infrasound [Wilson et al., 2005; Wilson and Olson, 2005]. Figure

4.1 shows the infrasonic signals observed in coherence with the video data of the

pulsating auroras.
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4.2 Modeling Results

The infrasonic source is modeled as a cylindrical layer of thickness hs and radius

Rs with lower boundary positioned at an altitude zs as illustrated in Figure 4.2.

In the 1-D model, the cylindrical source converts into a slab of infinite horizontal

extent. We assume that the precipitating particle energy flux Fs (in erg/cm2/s or

J/m2/s) is entirely converted into heat inside the cylinder during a given time τs.

The distribution of that energy is assumed to decrease exponentially with height

so that most of the energy is deposited toward the lower boundary of the source.

The corresponding heat source can be expressed as follows:

q(z, t) = (Fs/hs) e
−(z−zs)/hsJ/m3/s, t ≤ τs (4.1)

The resulting pressure perturbation is derived from the first law of thermody-

namics and included in the energy conservation equation as:

p̃ = (γ′ − 1)q (4.2)

where γ′ is the ratio of specific heats [Maeda and Watanabe, 1964].

Both the 1-D and 2-D models are run using a value of the flux Fs of 5 erg/cm2/s

as suggested in [Johnstone, 1978], and a heating time of τs=20 s as suggested in

[Royrvik and Davis, 1977].

The 2-D model is run for a source of vertical extent hs=8 km with its lower

boundary at zs=100 km altitude and a radius Rs=50 km. Results in Figure 4.3

are presented in terms of normalized pressure perturbation p̃/p0(z)
√
p0(z)/p0(zs).

Figure 4.3(a) shows results from the 2-D model 360 seconds after initiation of the

source. An observer on the ground placed anywhere from 0 to around 50 km from

the axis would see a plane wave. Figure 4.3(b) compares the 2-D and 1-D model

results at three instants in time, t=20, 160 and 340 s. The pressure perturbation

from the 2-D model is measured on the axis of the domain. There is a very good

agreement between 1-D and 2-D models, thus suggesting that the use of the 1-

D model is fully sufficient for this study, in agreement with similar conclusions

reached in [Wilson et al., 2005]. Unless mentioned otherwise, all results presented

hereafter will be extracted from the 1-D model calculations.
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Figure 4.2. Cross-sectional view of the model domain illustrating the parameters and
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extents of a source with zs = 100 km. (b) Pressure perturbation at the end of the source
excitation at time t = τs=20 s.

The influence of the source vertical extent on pressure perturbation observed

on the ground is illustrated in Figure 4.4 for sources of vertical extent hs=1, 2,

8 and 20 km with a lower boundary set at zs=100 km. Figure 4.4(a) evidences

that the smaller the vertical extent, the higher the observed amplitude is. The

same observation can be made from Figure 4.4(b): after t=τs=20 s, when all the

energy has been deposited in the source volume, the pressure wave amplitude of

the source with the smallest vertical extent is the highest.

In Figure 4.5(a), results for a source of vertical extent hs=1 km with its lower

bound placed at zs=90, 100, 110, 120, 130, 140, 150 and 155 km altitude are

presented. A similar analysis is conducted for sources with vertical extents hs=2

and 8 km. It appears that an increased source altitude leads to an increased

observed pressure perturbation on the ground up to a given limit marked by a star

in Figure 4.5(b). Above that limit, the amplitude of the observed ground pressure

wave decreases when the altitude of the source lower boundary increases.

4.3 Discussion

The 2-D model generates pressure perturbation that exhibits a plane wave struc-

ture when it reaches the ground, as evidenced by Figure 4.3(a). The source radius

Rs=50 km chosen for the present study reasonably illustrates the wave structure
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sources with hs=8, 2 and 1 km.

created by a pulsating aurora. Jones et al. [2009, and references therein] re-

port horizontal extents ranging from 10 to 200 km. The horizontal extent of the

source relatively to its altitude explains the observed plane wave. Furthermore,

the comparison of the pressure perturbation generated by the 1-D and 2-D models

in Figure 4.3(b) shows a very good agreement between the two models. The agree-

ment between 1-D and 2-D models is in full accord with observations by Wilson

et al. [2005] of very high acoustic trace velocities that are characteristic of a plane

wave coming from almost straight above the infrasonic array.

The pressure perturbation created by the energy flux through the aurora layer

should exhibit a 1/hs dependency related to the assumption that a constant flux

of energy is deposited into a variable volume: as the volume is reduced, the en-

ergy density has to increase to obtain the same total energy, hence the pressure

perturbation amplitude increases [Maeda and Watanabe, 1964]. Results presented

in Figure 4.4(a) do not, however, exactly reproduce the 1/hs dependency. This

difference is the manifestation of the speed of sound effects leading to propagation

of the pressure wave outside of the heating volume during the heating time τs. At

an altitude of zs=100 km the speed of sound is cs' 290 m/s, so that for a source at

that altitude after 20 s the pressure wave would have propagated almost 6 km. This

means that for a source of vertical extent hs larger than 6 km, we can consider that

the energy is deposited almost instantaneously, and the 1/hs dependency would be
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respected, whereas for a source smaller than 6 km, the pressure wave propagates

outside of the source volume before all the energy has been deposited. Figure

4.4(b) shows that after 20 s, the break in the pressure perturbation curve, located

at the lower vertical boundary of the source, is sharper for smaller sources, which

indicates that more of the source pressure perturbation has propagated outside of

the source volume.

The pressure perturbation for the linear lossless propagation in a stratified at-

mosphere would scale as the square root of the ambient pressure p̃ ∼ √p0 [Gossard

and Hooke, 1975, p. 77; Maeda and Watanabe, 1964]. Figure 4.5(a) illustrates this

effect as the observed ground amplitudes increase as the constant vertical extent

source is placed at higher altitudes in the atmosphere. The amplification due to

gravity stratification is, however, limited by absorption: the higher the source is

initiated, the longer the path of the wave through the atmosphere will be. It can

also be noticed from the expression of the absorption coefficient α given in Chapter

2 that absorption is proportional to the square of frequency. Since larger sources

can be characterized as having a larger wavelength and lower frequency, they will

have a higher optimum initial height as shown in Figure 4.5(b), simply reflecting

stronger absorption of high frequency waves at higher altitudes in comparison with

low frequency waves.

Although a higher source altitude zs gives us higher wave amplitudes on the

ground, only sources between 90 and 110 km altitude fit the 5 to 6 min time lag

between visual observation and infrasound measurements for the pulsating aurora

observed by Wilson et al. [2005]. Pulsating auroras have been observed at altitudes

higher than a 110 km [e.g., Brown et al., 1976], but most observations suggest

average altitudes between 90 and 110 km [e.g., Stenbaek-Nielsen and Hallinan,

1979].

Modeling results presented in this work use heating rates equivalent to a precip-

itating electron flux Fs=5 erg/cm2/s. For realistic source altitudes, 90 to 110 km,

the resulting modeled pressure perturbations are roughly an order of magnitude

smaller than those observed. Hence a source equivalent to a precipitating electron

flux of 50 erg/cm2/s would be needed to obtain a pressure perturbation of 0.05 Pa

on the ground. This is in agreement with previous estimates by Maeda and Watan-

abe [1964]. The energy flux of 5 erg/cm2/s may be too conservative. Davidson
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and Sears [1980] and Sears and Vondrak [1981] have reported values between 10 to

20 erg/cm2/s based on optical observations for more energetic pulsating auroras,

with an observed maximum of 25 erg/cm2/s. We note that even this observed

maximum produces a factor of two lower pressure perturbations than observed,

suggesting possible additional sources. A possibility is Joule heating from iono-

spheric currents modulated by the pulsating aurora. Weimer [2005] and Kosch

and Nielsen [1995] indicate that the energy input from Joule heating is of same

order as the particle energy input while Lu et al. [1998] find Joule heating to

be significantly more important. These studies were done on much larger spatial

scales than the individual patches of pulsating auroras we are considering, and it

is uncertain whether the same ratios apply here. Nevertheless, Joule heating is

likely an important additional energy source, which needs further investigation.



Chapter 5
Modeling of Infrasonic Signatures of

Sprites

5.1 Observations of Infrasound Radiations from

Sprites

Sprites are large luminous discharges which appear in the altitude range ∼40-90

km above large thunderstorms, typically following intense positive cloud to ground

lightning discharges [e.g., Pasko, 2007, and extensive list of references therein].

They usually last from a few milliseconds up to a few hundred milliseconds. Re-

cent telescopic imaging of sprites revealed fine structures in these events with

transverse spatial scales ranging from a few tens of meters at lower altitudes, up to

a few hundreds of meters at higher altitudes [Gerken and Inan, 2002]. It has also

been demonstrated that sprites often exhibit a sharp altitude transition between

the upper diffuse and the lower highly structures region at ∼80 km [Pasko and

Stenbaek-Nielsen, 2002; Gerken and Inan, 2003].

There is a strong experimental evidence that thunderstorms represent signifi-

cant sources of infrasonic waves [e.g., Blanc, 1985; Drob et al., 2003]. Two different

mechanisms for generation of infrasound by lightning have been proposed: the ra-

dial expansion of a hot lightning channel [Few, 1995], and the sudden reduction

of the electric field inside a thundercloud immediately following a lightning dis-

charge [e.g., Wilson, 1920; Pasko, 2009]. Some level of air heating is expected to
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Figure 5.1. Images of sprites and associated infrasound signals. The infrasound spec-
trograms are given for two ranges 1-9 Hz and 0.1-1 Hz. The color scales are in dB [Farges
et al., 2005].

be present in sprites, thus suggesting that it would be interesting to determine the

characteristics of infrasound emissions from these events.

The history of research related to infrasound radiation from sprites is relatively

short, with most of contributions and publications coming from several European

research groups. The possibility of infrasound generation by sprite discharges has

been discussed in a presentation at Fall AGU 1999 meeting by Bedard et al. [1999].
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Figure 5.2. Infrasound duration versus horizontal sprite extension [Farges et al., 2005].

Specific chirp-like infrasound signatures possibly related to sprite discharges have

been identified by Liszka [2004], and their phenomenology further discussed by

Liszka and Hobara [2006]. Farges et al. [2005], reported the first unambiguous

infrasound signals generated by sprites from simultaneous observations of infra-

sound and sprites. Observations reveal that sprites produce chirp-like infrasonic

signatures when observed at a distance of ∼400 km, as shown in Figure 5.1. The

signatures are characterized by arrival of low frequencies before high frequencies.

Measured signals typically last 1-2 minutes with amplitudes of a few 10−2 Pa. It

should be noticed in Figure 5.1, that duration and amplitude of the infrasonic chirp

seems correlated to the horizontal extent of the sprites. Additional measurements

by Farges et al. [2005] confirm that hypothesis: Figure 5.2 shows a good linear

correlation between infrasound signal duration and sprite’s horizontal extents. In

addition the straight line on Figure 5.2 with a slope equal to the sound speed of

300 m/s suggest that the duration of the infrasonic signal is indeed related to the

time necessary for an infrasonic wave to travel from one side of the sprite to the

other.

More recently, Farges and Blanc [2010], reported observations of very specific

infrasonic signatures that could be correlated with sprite events too. Those events

are manifested by arrival of high frequencies before low frequencies (i.e., inverted

chirps) Those signatures shown in Figure 5.3 appear when monitoring infrasonic

signals within a 100 km of a thunderstorm known to produce sprites. Although

no direct video captures of sprites can be related to the infrasound signals because

the sprites where out of the camera field of view, inverse ray-tracing suggest high

altitude sources between 40 and 90 km, which correspond to typical altitudes

of sprites. Furthermore, the lightning activity when those infrasound signatures

were observed is typical of sprite producing storms and some sprites were indeed
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Figure 5.3. Two examples of long-duration events showing their pressure signals (0.1-9
Hz), their scalograms, their sources altitude vs. ground distance from station and their
sources positions on a map. The green diamond indicates the position of the infrasound
station, and the yellow star the position of the parent lightning [Farges and Blanc, 2010].
The dashed lines on the left panels show the time extent of the inverted chirp for each
event. The dashed lines are then reported on the two right panels to show the altitude
and azimuthal extent of the inverted chirp source.

observed but no infrasonic signal could be related to these events, most likely

because the sprites were too small and weak. The two inverted chirp signatures

presented on Figure 5.3 are attributed to sprites located about 75 km from the

infrasound station. The measured signals typically have a duration of 1 min and

an amplitude between 10−2-10−1 Pa.

The analysis of total energy budget associated with sprite and causative light-

ning discharges indicates that the observed infrasonic signatures are most likely
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produced by direct Ohmic heating of air in sprite columns due to a passage of elec-

tric current. Adopting a hypothesis that the heating is the primary mechanism, the

strength of observed infrasound emissions may appear to contradict available anal-

ysis of air heating in sprite streamers giving relatively small temperature changes

∆T/T∼0.2-2% [Pasko et al., 1998], an accurate analysis of energy budget of sprite

discharges indicating ∆T≤ 0.5 K [Sentman et al., 2003], and limited information

on sprite rotational temperature indicating consistency of observed molecular ni-

trogen band emissions with rotational temperatures in the range 220-230 K (not

exceeding 300 K) [Green et al., 1996; Morrill et al., 1998; Bucsela et al., 2003;

Kanmae et al., 2007]. Preliminary estimates reported in [Pasko and Snively, 2007]

indicate, however, that magnitudes of observed sprite infrasound signatures are

consistent with weak air heating in streamer channels in sprites on the order of

several degrees K.

Both the long-range and close-range observations of sprite attributed infrasonic

signals are yet to be interpreted. A mechanism for the long-range chirps gener-

ation has been proposed by Farges et al. [2005], but has yet to be tested with

propagation models. Close-range inverted chirps are a very recent observation,

and no suggestions have yet been made on how they could be generated. In this

chapter we will look further into these two phenomena to propose a more detailed

explanation of their occurrence.

5.2 Modeling of Close Range Infrasonic Signals

Let us first look into close-range observations which we refer to as inverted chirps.

Information on infrasound generation altitude depending on their arrival time can

be retrieved from Figure 5.3, which suggest that the infrasound signal is strongly

related to the sprite vertical extent. Remembering that the absorption scales up

with altitude and depends on the square of frequency, it can be hypothesized that

absorption scaling through the sprite vertical extent is at least partly responsible

for the observed infrasonic signal. Specifically we expect that the signal arriving

from higher altitudes would naturally have a depleted high frequency content.

Also, geometrical considerations indicate that such a signal would arrive to an

observer positioned several tens of kilometers horizontal distance from the sprite
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with some delay with respect to the signal emitted from the lower portions of the

sprite.

Additionally, observations from [Gerken and Inan, 2003] and streamer simu-

lation results [e.g., Liu and Pasko, 2004] show that streamers radii increase with

altitude. Overall trend of streamers scaling is expected to proceed inversely propor-

tionally to ambient neutral density in the atmosphere [e.g., Liu and Pasko, 2004].

This alone would lead to a factor of 600 wider streamers at 90 km in comparison

with streamers at 45 km. Streamers in sprites, however, accelerate, expand and

branch and particular diameters realized at specific altitudes depend on geometry

of applied reduced electric field and history of sprite initiation and development

[Liu et al., 2009]. Based on observational evidence [e.g., Gerken and Inan, 2003]

it can be assumed for quantitative estimates that low altitude streamers in sprites

would have diameters ds of 10 to 50 m, while high altitude streamers may have

diameters exceeding 200 m. Combined with speeds of sound cs of ∼320 m/s and

∼280 m/s at ∼45 km and ∼90 km altitudes respectively [Sutherland and Bass,

2004], this suggests dominant infrasonic frequencies f ' cs/ds of ≥8 Hz for the

lower part of the sprite and ≤1 Hz for the upper part of the sprite, assuming that

pressure perturbation in streamer columns (i.e., due to heating) forms on time

scales τs � ds/cs.

We can summarize our hypothesis as follows:

1. Signal from the lower altitude of the sprite arrives first (from ∼45 km) follow-

ing a direct propagation path with very minimal absorption; low absorption

results in a full conservation of the signal frequency content.

2. Signal from the upper altitude of the sprite arrives last (from ∼95 km) fol-

lowing a direct propagation path with a strong absorption; high absorption

results in a low-pass filtering of the signal frequency content.

3. Fine structure of sprites at low altitudes would generate predominantly high

infrasonic frequencies (∼8 Hz).

4. Wider sprite structures at high altitudes would generate predominantly low

infrasonic frequencies (∼1 Hz).
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5.2.1 Ray-tracing modeling

As it requires the investigation of infrasound with high frequencies over large do-

main, the study of inverted chirps generated by sprites has to be conducted very

carefully; to resolve a frequency of 8 Hz, a spatial step of 3 m over domain of 150

km high by 100 km wide is needed, which would not only require a long com-

putation, but also ∼80 GB of physical memory. In order to get initial insight we

first analyze the problem with ray-tracing simulations performed with the HARPA

ray-tracing program [e.g., Jones, 1996].

Figure 5.4 shows ray-tracing results for different source vertical and horizontal

extents. In this part we will only focus on results from panel (a). For this situation

we model the sprite vertical extremums by two monochromatic point sources with

frequency 6 Hz. We investigate rays propagating downward that can be observed

around 75 km horizontal distance from the sprite on the ground. It first appears

as suggested by observations that the rays from the lower part of the sprite arrive

first, followed after ∼1 min by rays from the upper part of the sprite. It can also be

noticed that the signal from 45 km altitude is barely attenuated (∼0.02 dB), while

the signal from 100 km altitude is much more attenuated for the same frequency

(∼7 dB). Supposing that the infrasound intensity generated at the lower altitude

of the sprite is of the same order of magnitude than the infrasound generated at the

higher part of the sprite, this result alone would suggest that acoustic absorption

is greatly responsible for the observed inverted chirp signatures.

While the ray-tracing results seem to support hypothesis 1 and 2 mentioned

at the beginning of this section, quantitative results are needed to know the rela-

tive importance of the effect of the altitude dependency of absorption and of the

streamers radii. A proper model of the sprite is also required to understand this

phenomena.
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Figure 5.4. Ray-tracing results for different scenarii obtained with HARPA model. (a) Sources at 45 km and 100 km altitudes
with rays intercepting at r ∼75 km. (b) Same sources as (a) intercepting at r ∼400 km. (c) Sources at 45 km and 100 km
altitudes and 50 km apart horizontally. (d) Sources at 80 km altitude and 50 km apart horizontally intercepting at r ∼400 km.
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Figure 5.5. Cross sectional view of the sprite in the model domain illustrating the
parameters and geometry of the domain. This figure also includes the absorption coeffi-
cient adapted from [Sutherland and Bass, 2004] for a 3 Hz infrasonic wave propagating
between 45 km and 90 km altitude.

5.2.2 FDTD modeling

Sprites have a very complex geometry that would be difficult to reproduce numer-

ically. However, to verify our hypothesis we can imagine a simplified geometry

that would accurately reproduce infrasound generation from a sprite. Figure 5.5

describes how we represent the sprite in our numerical model: each sphere is given

a specific frequency content which varies from high to low frequencies with increase

altitude. The spheres are then pulsated to generate pressure waves for a given time

duration corresponding to the travel time of an infrasonic wave through the width

of the sprite. For instance, if a sprite is 30 km wide, the spheres will be pulsated

for a total of 100 s. The vertical distribution of the spheres combined with the du-

ration of the pulsation of each sphere effectively reproduce the expected infrasonic

radiation of the sprite.

The absorption coefficient for a frequency of 3 Hz has been added to Figure 5.5

to emphasize that absorption and sprite radii are very important considerations in

our investigation.

We illustrate the effect of the sprite frequency content assuming the frequency
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range 0.1-0.9 Hz. The effects of absorption are not included in this part. Each

one of the 15 sources composing the modeled sprite is assumed to radiate for

40 s to account for the large number of streamers within the sprite (i.e., effec-

tively representing sprite with 12 km transverse extent assuming cs∼300 m/s).

The frequency distribution is set to vary linearly with altitude, from high to low

frequencies. Figure 5.6(a) provides a 2-D snapshot of the normalized pressure

perturbation p̃/p0(z)
√
p0(z)/p0(zref) at time t = 200 s, where p0(z) is the ambi-

ent profile of pressure as a function of altitude z and zref = 45 km. The related

observed pressure perturbation at 60 km horizontal distance, as well as the cor-

responding spectrogram of the signal are presented in Figure 5.6(b) and (c). The

same simulation is repeated using a second and fourth order variation of frequency

as a function of altitude such as f = (0.1 − 0.9)(z − 45)n/45n + 0.9 for 45 km

≤ z ≤ 90 km, where z is the altitude in km and n is the order of the frequency

variation. The dynamic spectrograms of the observed pressure perturbation at 60

km horizontal distance are presented in Figure 5.7(a) and (b).

The effect of the altitude scaling of absorption on the frequency content of

the sprite is then illustrated. In order to accelerate computations, the present

study employs a model set up with vertical and horizontal grid resolution of 50 m,

allowing to accurately model frequencies f ≤ 0.5 Hz. The absorption is artificially

increased so that the maximum frequency represented (0.5 Hz) is attenuated as

much as a frequency of 6 Hz would be attenuated under standard atmospheric

conditions. The multiplication factor of the absorption coefficient is determined

using the quadratic dependency of absorption on frequency [e.g., Sutherland and

Bass, 2004], which yields a factor of 150. Figure 5.8 shows the results from the

modeling of two sources positioned at altitudes 45 and 90 km each radiating both

0.05 Hz and 0.4 Hz equal magnitude signals.

5.2.3 Discussion

It has been mentioned previously that modeling results [Liu and Pasko, 2004]

suggest streamer radius of a few tens of meters at 70 km altitude. Given a speed of

sound of ∼290 m/s at this altitude, it is expected that frequencies up to 8 Hz would

be generated. However, the absorption of an 8 Hz acoustic wave at 70 km altitude
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Figure 5.6. Modeling results for a sprite consisting of 15 isotropic sources radiating
frequencies linearly varying from 0.1 Hz at 45 km altitude up to 0.9 Hz at 90 km altitude.
(a) Snapshot of the normalized pressure perturbation at t=200 s (b) Pressure pertur-
bation signal observed on the ground at 60 km horizontal distance. (c) Spectrogram of
the observed signal (the dashed line represents the expected shape when accounting for
direct propagation).

is∼0.2 dB/km [e.g., Sutherland and Bass, 2004], suggesting that such a wave would

be mostly absorbed before reaching the ground. Figure 5.8 evidences that the high

frequencies generated at high altitudes are mostly absorbed and consequently not

observed on the ground. As a result, the high frequencies generated in the upper

part of the sprite are most likely to dissipate before reaching the ground. This

effect, leading to arrival of only low frequencies at the end of the sprite generated

waveform may contribute to the formation of inverted-chirp signals observed on

the ground at close range [Farges and Blanc 2010].

The scaling of transverse dimension of streamers with altitude is expected to
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be a factor responsible for the frequency content of the sprite and consequently the

observed inverted chirp. Results presented in Figure 5.6(c) show a linear inverted

chirp on the dynamic spectrogram effectively mapping the altitude frequency dis-

tribution in the modeled sprite. It should be noted that while the frequency

content and time extent of the inverted chirp are not exactly those observed by

Farges and Blanc [2010], the results still demonstrate the effect of the propagation
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Figure 5.9. Mechanism of infrasound chirp signal [Farges et al., 2005].

and observation of infrasound from a source with the same qualitative dynamics

as a sprite. Specifically, the duration of the chirp signal reported in Figure 5.6(c)

exceeds that reported experimentally. This can be directly attributed to smaller

vertical and horizontal extensions of sprite in experimental situation as compared

to the parameters used in modeling.

The shape of the inverted-chirp in Figure 5.6(c) is directly correlated with the

linear frequency distribution through the sprite vertical extent. To demonstrate

this relation, the modeled sprite used in Figure 5.6 is modified using two different

altitude frequency distributions in which the frequency drops as a second and

fourth order function of altitude. Figure 5.7 shows that the dynamic spectrum of

the pressure perturbation observed on the ground again maps well the frequency

distribution as a function of altitude in the modeled sprite. This result shows

that infrasound observed at close range from sprites can be used to remote sense

predominant physical dimensions of radiators (i.e., streamers) in sprites responsible

for infrasonic emissions.

Modeling results presented in this work suggest that in specific experiments

both the scaling of absorption with frequency and altitude, and the scaling of

transverse dimension of filamentary structures (streamers) in sprites as a function

of altitude may contribute to the observed inverted-chirp signal.
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5.3 Modeling of Long Range Infrasonic Signals

The specific mechanism by which chirp-like infrasound signatures associated with

sprites are produced is not known and the related processes have not been yet mod-

eled on quantitative level. A possible explanation has been proposed by Farges et

al. [2005] and illustrated in Figure 5.9. As already mentioned above the infra-

sound durations appear to correlate well with observed horizontal dimensions of

sprites [Farges et al., 2005]. In this case due to well known properties of infrasound

propagation and absorption in atmosphere (see Chapter 2) the infrasound signal

coming from the nearest side of the sprite (relatively to the observer) reflects at

higher altitude, has reduced high-frequency content due to strong absorption at

high altitudes, and arrives first at the observation point. The infrasound signal

generated from the farthest side of the sprite reflects at lower altitude, has en-

hanced high-frequency content, and arrives second at the observation point. This

hypothesis is supported by ray-tracing results and will be further investigated in

the next subsection. However, other ray paths are generated from the sprite and

need to be considered too. Furthermore, it can be noticed that sprites observed

at long distances are typically large sprites each displaying a horizontal extent

approximately equal to their vertical extent; for this reason, the influence of the

vertical extent of the sprite on the observed signal will also have to be investigated.

It can also be asked if the inverted chirp signal observed at close range propagates

through the atmosphere where it is inverted and then observed again at a longer

distance as non-inverted chirp signatures.

The important points related to the long range infrasonic signals needing fur-

ther investigation are summarized bellow:

1. Is the inverted chirp observed at close range re-inverted and observed again

at long range?

2. Is the chirp signal related to the vertical extent of the sprite?

3. Is the chirp signal related to the horizontal extent of the sprite?

4. Is the chirp signal related to the diagonal extent of the sprite?

5. What is the dominant ray-path responsible for the chirp signal?
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5.3.1 Ray-tracing modeling

We know refer to Figure 5.4 again and consider ray path reaching ∼400 km hori-

zontal distance from the sprite. Our first question can be answered using results

from panel (a); it appears that the rays responsible for the inverted chirp observed

at close range, after being reflected on the thermosphere are observed almost a 100

km apart, and cannot be observed by the same ground observer.

The vertical extent influence of the sprite on the long range observations is

detailed in panel (b). The rays from the low part of the sprite arrive ∼100 s before

the rays from the upper part of the sprite which matches observations. However

the signal arriving first is much less absorbed due to a lower altitude reflection

than the signal arriving last. This implies that if the vertical extent of the sprite

was the main factor in the observed infrasonic signal, we would obtain an inverted

chirp and not a chirp.

The diagonal extent influence of the sprite on the long range observations is

detailed in panel (c). First and last signals arrive more than 200 s apart, which is

longer than observed. In addition, both first and last arrival are similarly absorbed,

which would result in an observed signal with very little frequency variation.

Finally the horizontal extent of the sprite on the long range observations is

detailed in panel (d). Results confirm Farges et al. [2005] initial calculations,

both for the duration of the observed signal (∼100 s) and for its likely frequency

content: both rays originate at the same altitude, thus suggesting a similar initial

frequency content, but the ray arriving first is reflected higher in the thermosphere

and consequently experience a greater absorption of its high frequencies.

The cases presented above assume that the main ray path to be considered is

the ground-thermosphere ground propagation path. This path produces one of the

strongest signal for observations at horizontal distances ∼400 km from the sprite

source [Farges et al., 2005]. It should be noticed that there exists a variation of

that ground-thermosphere-ground path that reflects higher in the thermosphere

and is consequently more absorbed (see Figure 5.10). This alternative path will

not, however, affect the chirp signal as it is much less intense.

The ray-tracing results also suggest that the thermosphere-ground propagation

path (see Figure5.10) yields a similar absorption as the lower reflecting ground-

thermosphere-ground path, thus suggesting that both paths have the same impor-
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paths scenario for a source at 75 km altitude with frequency 1 Hz.

tance. This reasoning suggests that a low reflecting ground-thermosphere-ground

path and a thermosphere-ground path as ilustrated in Figures 5.10 can explain the

observed infrasonic chirp. It should be noticed, however, that the signals gener-

ated from those two paths arrive ∼4 min apart which has not been reported in

observations.

Ray tracing results allow for a more specific definition of the source geometry

that should be considered for the study of infrasound from sprites observed at long

distance from the source. The results can be summarized as follows:

• The chirp signal is related to the horizontal extent of the sprite.

• The dominant ray paths observed at 400 km are a ground-thermosphere-

ground and a thermosphere-ground paths.
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5.3.2 FDTD modeling

Using a very simple cylindrical pressure perturbation located at 75 km altitude,

we are able to observe that the ground-thermosphere-ground path (marked as 4)

indeed gives one of the highest amplitude of pressure perturbation in agreement

with Farges et al. [2005]. The pressure wave is launched by uniform heating

(p′/p0=0.01) inside of a cylindrical volume with radius R=1.5 km and height H=5

km, centered at altitude zref=75 km. It can be noticed in Figure 5.11 that there

are four main infrasound arrivals: the first weaker one corresponds to a high-loss

thermospheric reflection, the second arrival correspond to the direct propagation

path, the third arrival corresponds to a thermosphere-ground propagation, and the

last intense arrival is due to a low loss ground-thermosphere-ground path as was

initially proposed by Farges et al. [2005]. Figure 5.12 confirms that the last arrival,

corresponding to the ground-thermosphere-ground propagation path is also one of

the strongest. It also appears that the thermosphere-ground path (marked as 3)

gives a similar amplitude of pressure perturbation and may have to be considered

in the chirp generation mechanism. The high-loss thermospheric reflection (marked

by 1) is very weak and can barely be observed in Figure 5.12.

Further development of our modeling will investigate the full frequency content

of the sprite as designed in Section 5.2.2. This should allow for the verification

of the hypothesis that the atmosphere’s absorption is responsible for creating the

infrasonic chirp signature observed at ∼400 km horizontal distance from the sprite.
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Chapter 6
Summary and Suggestions for

Future Research

6.1 Summary of Results

The principal scientific contributions presented in this report can be summarized

as follow:

• Development of 1-D and 2-D finite-difference time-domain (FDTD) models

based on linearized equations of acoustics employing the realistic atmospheric

structure and infrasound absorption algorithms advanced by Sutherland and

Bass [2004].

• Implementation, in framework of the 1-D and 2-D FDTD models, of a de-

composition technique for efficient modeling of infrasound absorption in a

realistic atmosphere recently proposed by de Groot-Hedlin [2008].

• Parallelization of the 2-D model using a domain decomposition technique

enabling faster computation and memory distribution.

• Our studies of infrasound produced by pulsating auroras confirm the validity

of assumption of Wilson et al. [2005] concerning 1-D (planar) representation

of the source of pulsating aurora. However, results also demonstrate critical

importance of scaling of pressure perturbation proportionally to root square
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of ambient pressure in a gravitationally stratified atmosphere for derivation

of accurate magnitudes of infrasonic waveforms on the ground.

• Modeling results on infrasound from pulsating auroras indicate that fluxes on

the order of 50 erg/cm2/s are needed to explain pressure waves magnitudes

of 0.05 Pa observed on the ground. This energy is unlikely to be provided

exclusively by precipitating electrons, and Joule heating associated with the

electrojet modulated by the pulsating aurora may be responsible for part of

the deposited energy.

• Modeling results of sprite generated infrasound observed at close range (∼75

km) emphasize the importance of both the atmospheric absorption and scal-

ing of transverse dimension of filamentary structures (streamers) in sprites

as a function of altitude to explain the observed inverted chirps.

• Modeling results confirm the validity of an assumption by Farges et al. [2005]

that the infrasound signature from sprite observed at long distance from the

source is due to a ground-thermosphere-ground propagation of the infrasound

radiated from the sprite.

• Preliminary results from ray-tracing analysis suggest that sprite generated

infrasound observed at long distance from the source (∼400 km) are gen-

erated by a deposition of energy within a small vertical extent at a given

altitude (∼70-80 km) within the horizontal extent of the sprite.

6.2 Suggestions for Future Research

Aside from designing and investigating other reported infrasound sources, the

model itself could be improved by including effects such as background wind. In

addition, a more local approach to specific observations could be implemented by

using atmospheric measurements obtained at given location and time for more

realistic representation of the background atmosphere.

The model presented in this thesis is based on a specific numerical scheme

chosen for its advantages in terms of speed and accuracy. There exist many other

finite difference schemes that could also easily be substituted in the existing code.



59

One interesting example to investigate would be the use of a Dispersion Relation

Preserving (DRP) scheme: this type of scheme is computationally demanding, but

presents the advantage to guarantee an accurate propagation with a resolution as

low as four points per wavelength [e.g, Millet et al., 2007, and references therein].

Comparison with the scheme used in the current model would be a very important

validation of the results presented in this thesis.

On aurora, more data is needed on energy deposition within the aurora. The

coupling between the pulsating aurora and the electrojet needs to be better un-

derstood. Once more knowledge is acquired on these points, new numerical sim-

ulations of infrasound generation from pulsating auroras can be implemented and

compared with observations to validate the energy budget of the pulsating aurora.

On sprites, higher resolution modeling results are indispensable to fully validate

our hypothesis. In addition, it would be very helpful to obtain both long range and

close range infrasound measurements from the same group of sprites. One possible

way of achieving these observations would be to place two infrasound stations

separated by ∼500 km on typical storm paths for a long period of time. Such an

experiment would allow for a very accurate description of the energy budget of

sprites using numerical simulations.

Other events such as supersonic auroras [e.g., Wilson and Nichparenko, 1967]

can be investigated using the model developed in this thesis, especially now that

it has been shown how infrasound observations could be used to retrieve valuable

information if properly interpreted.



Appendix A
Algorithm for absorption

decomposition

This appendix summarizes the algorithm used to decompose the absorption coeffi-

cient α(z) as β(z)+γ(z)f 2 (Figure A.1). As illustrated in Figure A.2, the difficulty

is that the absorption coefficient α(z) cannot be approximated as a quadratic func-

tion of frequency at every altitude: above a 120 km and between 10-50 km, the

quadratic approximation is not optimal. However, between 10-50 km, absorption

of infrasonic frequencies is so weak, that the wave would not be significantly af-

fected by inexact absorption coefficients. Concerning altitudes above 120 km, only

very low frequencies (less than 1 Hz) would survive, so that it only matters that

absorption coefficients for these very low frequencies are computed properly. As

can be noticed in the flow chart (Figure A.1), the algorithm strongly depends on

a correct initial guess. The first approximation is made for the absorption at the

maximum altitude (160 km), and each subsequent guess for each subsequent alti-

tude is chosen to be the result of the previous altitude step. A key feature of the

program is the algorithm provided by the Matlab function “lsqnonlin” to minimize

the sum of squares of a function. This function was chosen empirically among other

equivalent Matlab functions because it provided the best minimization of our norm

(see Figure A.1).
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z = 160 km
Provide initial guess for 
β(160km) and γ(160km):
xguess = [βguess  γguess]

qorig = α(z, f) ;
qguess = βguess + γguess f 

2 ;
Nmin= |qorig - qguess| / |qorig| ;

Generate absorption coe!cients α(z = 0:1:160 km) 
from Sutherland and Bass [2004] for some linearly 
spaced frequencies in a given frequency range f.

x = lsqnonlin(Nmin , xguess) ;

        [MATLAB]: Find a minimum 

of the sum of squares of Nmin 

starting at point xguess.

x  is [β(z)  γ(z)].

α(z) = β(z)+ γ(z)f 2 ;

xguess = x ;
z = z -1km ;

End

Absorption decomposition algorithm

Figure A.1. Flow chart of the algorithm designed to compute decomposed absorption
coefficients β(z) and γ(z).
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Figure A.2. Absorption coefficient (blue curves) and its associated least-square fit (green curves) plotted every 10 km over the
frequency range 0.05-4 Hz.
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