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ABSTRACT 

Nanostructured coatings offer substantial improvement over conventional 

coatings in physical and mechanical properties such as hardness, strength, toughness and 

thermal conductivity.  There are numerous applications where nanostructured coatings 

have been found to beneficial including bio-mechanical implants, semiconductor thin 

films, propulsion, and power generation. In aircraft and power generation turbines, 

nanostructured thermal barrier coating (TBC) can significantly reduce fuel costs. There 

has been an acute need for a science base, such as dynamic models of nanostructured 

coating processes. Modeling the processes presents significant challenges because the 

physical variables are highly coupled and interact in a nonlinear manner. Real-time 

control of this process poses additional challenges because of the high vacuum, high 

temperature, and generally hostile environment for making in-situ measurements, which 

further motivates the need for good process models. 

 

This research proposes unified models for controlling nanostructured coating 

process using electron beam physical vapor deposition (EB-PVD). Specifically, the 

following three dynamical models have been developed: 

1. Machine Dynamics Model – combines models of various component dynamics in 

the EB-PVD machine such as cathode heating, ingot melting, and evaporation. 

2. Deposition Process Model – mathematically characterizes the physical 

relationship between process parameters and the micro/nanostructure of the 

coating.  
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3. Substrate Kinematics Model – geometric models that are computationally 

efficient for modeling the kinematics of substrate and manipulator motion. 

 

One of the main contributions of this work is the use of partial differential 

equations for the deposition process model to characterize the evolution of the coated 

surface. This has been used to characterize surface evolution at the macro-level (1 

micrometer), at the meso-level (50 nanometers), and with limited fidelity at the nano-

level (1 nanometer). The underlying partial differential equations have been solved using 

numerical techniques on a cluster of computers, and solutions have been found to agree 

well with experimental results published by independent researchers. 

 

A multi-criteria technique has also been developed to determine EB-PVD 

parameters by solving a optimization problem including four criteria: production cost, 

process efficiency, coating uniformity, and coating life-time. The technique combines a 

fuzzy-logic approach with a continuous variable control approach to enable interactive 

optimization. A simplified model of the EB-PVD process has been developed to relate 

current input to the EB gun to the coating thickness. This model has been used to design 

and simulate a real-time PID controller. Simulation results indicate that the controller 

performs well in terms of disturbance-rejection in input power. The controller requires 

real-time feedback from quartz-crystal microbalance sensors, which makes it practically 

feasible and serve as a basis for spatial composition control.  
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Anticipated benefits of this research are the development of a science base for 

controlling nanostructured coating processes using the EB-PVD through reduced-order 

mathematical models and efficient computational models. This can be expected to lead to 

systematically engineered processes with high repeatability and low variance instead of 

the current “trial and error/recipe-based methods” used in industry. This can be expected 

to have a significant short-term and long-term impact in several vertical industry sectors 

including energy, transportation, medical, and semi-conductor. 
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Chapter 1 

 

Introduction 

Nanostructured coatings have received a lot of attention in recent years because 

they offer potential for significant improvements in physical and mechanical properties 

such as hardness, strength, toughness and thermal conductivity over conventional coarse 

counterparts, provided by the manipulation of the ultra fine microstructure (Gleiter 1992; 

Gell 1995a; Suryanarayana 1995). According to Yoshida (2004), the accurate control of 

structures such as nano-interface, nano-pores, and nano-particles is the key to 

nanostructured coating technology. Electron beam physical vapor deposition (EB-PVD) 

has high potential at nano- as well as macro-structured coating fabrication (Singh and 

Wolfe 2005). The highly coupled, physical variables in this process, however, interact in 

a nonlinear manner, which has been challenge in modeling this process. The real-time 

control of the deposition process encounters additional challenges because of the high 

vacuum, high temperature, and generally hostile environment for making in-situ 

measurements.  

There are numerous applications where nanostructured coatings have been found 

to be beneficial. In aircraft and power generation turbines, nanostructured thermal barrier 

coating (TBC) can significantly reduce costs. Nanocomposite thin films such as optically 

selective absorber coatings in thermal solar collectors can improve the efficiency and 

viability of alternative energy sources. Nanostructured TiO2 films have been found to be 

beneficial in bone implants by improving the osseointegration of implant materials. There 



2 

has been an acute need for developing a science base for nanostructured coating 

processes, especially models and techniques for their real-time control (NRC 1996). 

1.1. Nanostructured coating process using EB-PVD 

Nanostructured coatings offer substantial improvement over conventional 

coatings in physical and mechanical properties such as hardness, strength, toughness and 

thermal conductivity (Gleiter 1992; Gell 1995a; Suryanarayana 1995). The concept of 

nanostructured coatings has changed even the overall direction of the research and 

development of coatings (Chung and Sproul 2003). For example, one is deposition of 

super-hard cubic boron nitride (c-BN), which has proven very difficult to deposit at 

thicknesses exceeding 0.1µm. Another is new nanometer-scale multilayered (or 

nanolaminate) and/or nanocomposite coatings that exhibit excellent hardness properties 

and other high-performance characteristics. In the nanocomposite, small hard 

nanocrystallites are embedded in an amorphous, metallic matrix resulting in unusual 

mechanical and structural properties, such us superhardness, enhanced elasticity, and 

thermal stability (Wolfe 2001; Carvalho et al. 2003).  

Among various deposition techniques, electron beam physical deposition (EB-

PVD) has shown versatile applications to nanostructured coatings. The reason is that it 

can simultaneously evaporate multiple materials of different composition (Matsumoto et 

al. 2004; Singh and Wolfe 2005). The advantage enables engineers to design tailored 

microstructures, such as functionally graded coatings and nano-laminated coatings, and 

new materials that could not be produced economically by conventional methods.  
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Coatings produced by the EB-PVD process usually have a good surface finish and a 

uniform microstructure. This process readily evaporates even elements with low vapor 

pressure such as molybdenum, tungsten, rhenium, and carbon. EB-PVD can lay down a 

variety of metallic and ceramic coating (oxides, carbides, nitrides) at relatively low 

temperatures. These include oxides of aluminum, yttrium, and zirconium, all of which are 

used in heavy industry and in microelectronics for insulation buffering and diffusion 

barriers (Singh and Wolfe 2005). Singh and Wolfe (2003) investigated the application of 

EB-PVD to the forming of net-shaped rhenium components with the shapes of ball, plate, 

and tube. EB-PVD successfully showed its cost-effectiveness to manufacture submicron 

and nano-size microstructure with high hardness and strength as compared with chemical 

vapor deposition (CVD). 

In the EB-PVD process, focused high-energy electron beams are directed to melt 

and evaporate ingots of the metals or ceramics that will make up the coatings and preheat 

the target substrate in the vacuum chamber. The vapor from the melted coating materials 

fills the chamber and condenses on any object in the chamber, thereby covering it. The 

process takes place at moderate temperatures from 200°C to 1000°C with rapid 

deposition rates in the range of 100 to 150 micrometers of coating per minute at an ingot 

evaporation rate of about 10 to 15 kilograms per hour (Singh 1996). Since EB-PVD is 

primarily a line-of-sight process, uniform coating of complex parts such as turbine 

airfoils is accomplished by continuous rotation in the vapor cloud during the deposition 

process (Singh and Wolfe 2005).  

TBC with nanostructured components has been explored in recent years in Japan 

using the EB-PVD (Yamaguchi et al. 2003; Matsumoto, Yamaguchi and Matsubara 



4 

2004; Jang et al. 2005; Jang and Matsubara 2005). Yamaguchi et al. (2003) showed the 

relationship between processing parameters of EB-PVD and the microstructures and 

textures of partially yttria-stabilized zirconia (YSZ) layers in TBC. Matsumoto et al. 

(2004) investigated the effects of the small amount of a dopant on the thermal 

conductivity of TBC coatings while maintaining the high resistance to sintering during 

deposition. In the multilayered YSZ film, total porosity increases as layer-interface pores 

increase, resulting in the increase of the phonon scattering and the decrease of thermal 

conductivity and diffusivity (Jang, Yoshiya and Matsubara 2005). With the YSZ coating, 

the rotation speed of the substrate showed the correlation with the total porosity and 

numbers of nano pores of the coating layers (Jang and Matsubara 2005). The basic 

technology for nanostructure control of ceramic coatings applied to metals was pursued 

to find novel functions (Yoshida 2004). The effects of various process parameters of the 

EB-PVD process on the microstructure of YSZ have been investigated (Schulz et al. 

1997; Schulz et al. 2002; Schulz et al. 2003). According to them, the process parameters 

including the substrate rotation speed strongly influenced the microstructures of TBC.  

1.2. Modeling of the EB-PVD process 

There has been an acute need for developing a science base for nanostructured 

coating processes, especially models and techniques for their real-time process control 

(NRC 1996). Theory of evaporation was first established by Hertz in 1882 followed by 

Langmuir in 1913 and Knudsen in 1915 to model the evaporation rates from free solid 

surfaces and liquids (Glang 1970). One of the key results in theory of evaporation is the 
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cosine law of emission which models the directionality of evaporating molecules (Glang 

1970). The cosine model and its variants have been used in several evaporation 

applications to model coating thickness of simple planar substrates (Graper 1973; Pulker 

1984).  

The kinetics of evaporation and vapor transport as well as deposition rate were 

simplified in reduced order models, and a macroscopic balance was established between 

the intermediate process parameters such as ingot temperature and deposition rate and the 

input parameters like EB and over-source heater power input (Azad 1998). Nastac et al. 

(2004) employed a computational fluid dynamics (CFD) method to investigate an EB-

PVD ceramic-metal coating process. Fuke et al. (2005) extended the deposition model by 

Schiller et al. (1982) and presented a computational model using finite element method 

(FEM) to predict coating thickness on complex substrate. Junker et al. (2004) proposed 

the dynamic model of the deposition process. The model included the shifting mechanism 

of a substrate, which significantly affects the microstructure and the thickness of a 

coating in the EB-PVD process. The temperature profile of melt pool produced by EB 

has been studied for various processes such as welding, deposition, and surface treatment 

(Dave et al. 1995; Simon and Pal 1999; Qin et al. 2003). Powell et al. (2001) applied 

Monte Carlo (MC) to compute the vapor flux distribution and showed the effect of vapor 

source dimension and mean free path of a vapor particle on the power of cosine law n. 

Since EB-PVD is primarily a line-of-sight process, the uniform coating of 

complex parts such as turbine airfoils is accomplished by continuous rotation in the vapor 

cloud during the deposition process (Schulz, Terry and Levi 2003; Yamaguchi, Wada, 

Kimura and Matsubara 2003; Singh and Wolfe 2005). Due to the rotation of a part, vapor 
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incidence angle changes. Consequently, micro/macro shadowing phenomena and in turn, 

the microstructure of the EB-PVD coating are highly influenced by the variation in the 

vapor incidence angle (Terry 2001; Yamaguchi, Wada, Kimura and Matsubara 2003). 

Controlling the coating thickness is of paramount importance, particularly in TiC coating 

for cutting tools and TBC for turbine blades because over-coating can reduce component 

life (Bose and DeMasi-Marcin 1997). This can be achieved either by using an automatic 

control system to control orientation and rotation or by using complex fixturing (Halnan 

and Lee 1983; Rigney et al. 1997). Although it needs trial-and-error procedures and 

requires high cost to successfully design the fixturing and to select kinematics parameters, 

little attention has been given to the development of a computationally efficient model for 

simulating substrate motion based on the various fixturing and kinematics parameters. 

Thin film growth includes three microstructure processes: molecule adsorption, 

surface migration, and desorption (Maissel and Glang 1970). The three processes, 

however, can not be modeled using the continuum models for the EB-PVD process, such 

as the theory of evaporation and the energy balance equation, that are established based 

on the kinematics or thermophysics of mapping of infinitesimal points. For atomic scale 

simulation, many studies have relied on the MC technique. This method is well known to 

describe discrete atoms and their interactions in these microscopic processes without 

high-dimensional and nonlinear mathematical-models. It can also represent nanometer-

scale phenomena on the surface of a substrate (Hass 2000; Gallivan and Murray 2004). 

While the MC can directly account for the stochastic nature of an individual atom to 

describe nanometer-scale dynamics, MC models are not available in closed-form so that 

it is very difficult to use them for system-level analysis. Thus, most researchers integrated 
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both machine level and micro level simulation to link process parameters and thin film 

deposition parameters using MC simulation approach (Coronell et al. 1998; Hass 2000; 

Gallivan and Murray 2004; Ni and Christofides 2005). Hansen et al. (2000) proposed a 

computationally highly-efficient and accurate method to model the growth of thin films, 

which . They linked the film growth rate obtained from molecular dynamics techniques in 

angstrom-scale to the morphology of growing film using a level set method that is a 

computationally efficient numerical technique for tracking interfaces and shapes (Osher 

and Sethian 1988). Adalsteinsson and Sethian (1995a; 1995b) extended the level set 

method to study the film growth and formulated a unified model of surface advancement 

including the effects of deposition, etching, and lithography. They applied a numerical 

technique developed for hyperbolic conservation laws to solve the level set formulation 

in the unified model. 

1.3. Process parameter selection by solving multiobjective optimization problem 

Decision making problems in highly complex system inevitably involve multiple 

decision makers (DMs) working in a distributed team structures as well as multiple 

objectives to be pursued. Multiple objective decision making (MODM) problems 

inherently have no superior solution which optimizes all the objective functions and only 

have efficient solutions for which improvement in any one objective is done at the 

expense of some other objectives. In real life, any DM can not precisely make decision 

for all objectives in an MODM problem; one DM may have biased preference to only a 
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part of the objectives because he/she can not fully understand the meaning and 

importance of other objectives managed by other DMs. 

There have been various approaches to find the best compromise and satisfactory 

solution of the MODM problems. They can be categorized as follows: 1) approaches, like 

goal programming, that use pre-specified preferences of a DM, in which all the objectives 

are assigned to associated target values and a relative priority on achieving these levels 

(Arthur and Ravindran 1980; Ravindran et al. 1987), 2) approaches, like Pλ problem, that 

do not use any knowledge of DM’s preference (Geoffrion 1967a; Geoffrion 1967b), 3) 

interactive approaches, like ZW method, that use progressively revealed preferences of a 

DM (Zionts and Wallenius 1976; Malakooti and Ravindran 1985). Every approach has 

advantages as well as disadvantage with respect to the others. For more details of those 

approaches, the authors refer to the comprehensive survey work by Shin and Ravindran 

(1991). In the interactive approaches which have shown good performance for solving 

the MODM problems (Shin and Ravindran 1991), a DM will be interactively interviewed 

until the best efficient solution is found. The DM, however, can not choose the solution 

with same criteria in every interview so that the decisions by the DM show inconsistency. 

This inconsistency will be more severe as the number of criteria increases. Interestingly, 

Malakooti and Ravindran (Malakooti and Ravindran 1985) proposed the formalization of 

the inconsistency of a DM. For the pairwise comparison and trade-off ratio between two 

objectives, which are main interaction styles to assess the preferences of a DM (Shin and 

Ravindran 1991), multiple DMs may have different preference, resulting into the 

inconsistency between DMs over the preference of objective functions. However, to our 

knowledge there is no published work for determining the best compromise or 
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satisfactory solution in this situation with multiple DMs and multiple objective functions. 

There has been another approach, based on the assumption that a DM has fuzzy or 

imprecise goals for each of the objective functions (Bellman and Zadeh 1970), which can 

be categorized by: fuzzy goal programming (Narasimhan 1980; Arenas Parra et al. 2001; 

Lin 2004) and interactive decision making in fuzzy environment (Sakawa et al. 1987; 

Mahapatra and Maiti 2005). In all studies of the fuzzy approach, the fuzzy goals for 

objective functions are assumed to be derived from the DM. By the fuzzy goals, the 

objectives are meant to be characterized as a fuzzy set in an appropriate space. One of the 

most crucial parts of the MODM problems is the identification of an appropriate utility 

function that well represents DM’s unknown, imprecise preference. Effectively, an 

additive or weighted sum of the objective functions is assumed as the utility function of 

the DM (Geoffrion 1967a; Geoffrion 1967b; Zionts and Wallenius 1976). 

Global competition in manufacturing makes it important to reduce the lead time 

from laboratory to market (Hill 1986). One of the key challenges for coating makers and 

engineers to shorten the lead time to market is to comprehensively understand the 

relationship between the microstructure and the properties of coating and EB-PVD 

process parameters. That is, the microstructure (MS) and properties (P) of coating, 

through the process design, relate to the process parameters (PP). The published work on 

the EB-PVD process has focused on the process parameters relating the machine 

dynamics and/or substrate kinematics. The research publications have, however, focused 

either on the mappings of (PP) → (MS) or on the mappings of (PP) → (P). For example, 

the process parameters or influence factors for TBC discussed by researchers are 

summarized in Fig. 1.1. (Wolfe et al. 1996; Schulz, Fritscher, Ratzer-Scheibe, Kaysser 
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and Peters 1997; Wolfe and Singh 1999; Bernier et al. 2002; Schulz, Munzer and Kaden 

2002; Schulz, Terry and Levi 2003; Yamaguchi, Wada, Kimura and Matsubara 2003; Shi 

et al. 2004). Second approach is to find physical models to represent the dynamics of EB-

PVD process (Azad 1998). With the models, he estimated the development of costing 

with respect to process parameters.  
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Figure 1.1. The relationship between process parameters, properties of coating, and 

functions of coating 

 

To establish a PVD system, however, we need to consider production cost as well 

as engineering itself (Hill 1986). There can be a conflict between minimizing the 

production cost and maximizing the efficiency of process. That is, in the every step of the 
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design, process, product as well as maintenance, every decision maker will encounter 

multi-criteria decision making (MCDM) problems which have no optimal solution and 

only have efficient solutions. Anand et al. (1998) formulated an optimization problem to 

determine, several years in advance, various interconnect parameters of very-large-scale 

integrated circuits (VLSI’s) for future, resulting the construction of an interconnect 

technology roadmap. Li and Palusinski (2003) presented a multiobjective optimization 

problem to select the number of signal layers in printed wiring board (PWB). They used 

physical models to develop the multiobjective optimization problem. In these works, 

standard solving methods such as the weighting method and distance-based methods 

were used to find the optimal solution for the application.  

1.4. Real-time control of deposition process 

To realize the potential of the nanostructured coatings with improved device 

performance and cost reduction simultaneously, reproducibility and reliability of coating 

growth have needed further development (Gell 1995b; Roco et al. 2000). Improved in 

situ sensing and feedback control of a deposition process should be developed to 

guarantee the high reproducibility and high uniformity of the coated structure (NRC 

1996). Precisely controlling microstructures of coatings such as nano-scale pores and 

gaps in the columns can improve the properties of nanostructured coating. To open the 

road to an approach to tailor the microstructure and texture of coating layers, the effects 

of processing parameters of EB-PVD on the microstructure and texture of coating layers 

should be investigated (Yamaguchi, Wada, Kimura and Matsubara 2003). There has been 
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work on the intelligent automation of the EB-PVD process to achieve high quality and 

cost-efficient coatings for low-volume part productions using real-time feedback control 

(Lewis et al. 2000; Cho et al. 2005). They presented the thermocouple-based substrate-

temperature control and melt pool control using real-time vision.  

The availability of sensors to measure the real time states of the system has been 

one of the obstacles to the implementation of feedback control system to the 

nanostructured coatings. Recently, there has been research on process sensors for 

monitoring the deposition process in real time. They are vapor rate and composition 

sensors based on laser-adoption spectroscopy (Anklam et al. 1995; Berzins et al. 1995); 

real-time nonintrusive thin film growth sensor in the nanometer scale using grazing 

incidence small angle X-ray scattering (GISAXS) and surface differential reflectance 

spectroscopy (SDRS) measurements (Renaud et al. 2004); and melt pool temperature 

using image processing (Lewis, Brown and Tutwiler 2000). However, it is often difficult 

and unfeasible to install these sensors into the EB-PVD production line. 

Munz (2003) successfully demonstrated the scale-up of nanoscale multilayered 

(superlattice) hard coatings to the industrial production using arc bond sputter 

technology, using large-scale industrial physical vapor deposition (PVD) equipment and 

a sufficiently high pumping speed. The case studies of the applications of the nanoscale 

multilayered (superlattice) hard coating to the special niches in advanced manufacturing 

technology such as metal-forming and cutting die steel, Inconel, stainless steel, and 

titanium indicates that the field of application is enormous. In these areas, especially the 

machining of hardened steels at high cutting speed, TiN/BN nanocomposite coatings by 

industrial size PVD unit also has been shown to be feasible (Holubar et al. 2000). Jones 
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and Voevodin (2004) used the closed loop feedback control in the deposition of 

nanocomposite of YSZ/Au films by the magnetron-sputtering pulsed laser deposition 

(MSPLD) method, where the laser energy and magnetron power settings were 

simultaneously controlled to regulate the plume emissions, based on the measurement of 

the intensity of laser ablation vapor plumes and magnetron Au plasma. The resulting thin 

films showed a uniform stoichiometry throughout their depth. 

There has been an interesting work in model-based uniformity control for 

epitaxial silicon deposition (Gower-Hall et al. 2002). For performing combined run-to-

run and lot-to-lot control they introduced new control strategies. They developed a design 

of experiment (DOE) using selected process inputs, using the result of which process 

models were generated via a statistically driven polynomial response surface modeling 

methodology; for process optimization, they introduced cost function built by a multiple 

response surface (MRS), which included the weighted sum of squared errors from the 

output targets. For the actual outputs in the cost function, they assumed the linear 

function with the DOE parameters and the constant terms updated after every run, based 

on exponentially weighted moving average (EWMA) method.  

To control higher statistical moments of the microscopic distributions, such as the 

surface roughness (the second moment of height distribution on a lattice) or even the 

microscopic configuration (such as the surface morphology), 2D linear stochastic partial 

differential equation (PDE) models for thin film growth processes directly based on 

microscopic process rules was reported by Ni and Christofides (2005). Their models were 

applied to both multivariable predictive controller and conventional proportional integral 

(PI) feedback controller; they successfully regulated the thickness of the thin film and the 
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thickness variance by manipulating the substrate temperature and adsorption rate in long-

range interaction dominated growth regime and in short-range interaction growth regime, 

respectively. 

Since the deposition process in any evaporation technique is inherently nonlinear, 

any linearization or approximation will be carried for success of the control system. 

Sometimes, it is sufficient to consider only non-linearities in the gain of the process, and 

to approximate the dynamics by a linear model, resulting in a Wiener model which 

actually a linear dynamic element is followed by a static nonlinear element (Ikonen and 

Najim 2001). Norquay et al. (1998) showed that the incorporation of Wiener models into 

model predictive control (MPC) schemes effectively removed the nonlinearity from the 

control problem, retaining many of the favorable properties of linear MPC. 

Junker et al. (2004) applied the Wiener model for the deposition process. In the 

manufacture of thin-film solar cells deposited by thermal evaporation, the product 

specifications on thickness and composition place high request on the tight control of the 

vapor flow rates from the sources. The multiple elemental sources are considered for the 

process; the deposition system the shifting flat planar substrate along the axis designated 

as x. For this process, they suggested two subsystem models. One is deposition model 

based on the cosine law of emission. It had a cinematic formulation in which the effect of 

the shifting operation upon the mass accumulation of the sources on the substrate was 

linearly represented in the state space formulation (i.e. linear dynamic element). The 

second is sensor model in which the final film thickness and composition were 

nonlinearly represented as the function of the outputs from the former deposition model 

(i.e. static non-linear element), resulting in the form of the Wiener model. They tested 
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two types of controllers, internal model control (IMC) and MPC. With the cinematic 

formulation, they efficiently formulated the relation of the thickness evolution to the 

substrate manipulation, which significantly affects the microstructure of coatings as well 

as the thickness of ones in the EB-PVD process. 

Outside of the deposition field, there exists the need of tight control of the 

thickness and temperature for the thickness uniformity in the nano scale, i.e. in the 

microlithography in which the photoresist thickness uniformity after the spin-coating and 

softbake process has been required in the nano scale to ensure the smaller microelectronic 

devices. Ho et al. (2002) and Ho et al. (2004) used the sliding mode control algorithm 

and MPC algorithm, respectively, to control resist film uniformity and the temperature of 

the bakeplate. In the former sliding mode control algorithm, the transfer functions of 

processes were identified through experiments; in the latter, thermal soft-bake process 

was expressed as the partial differential equations of heat conduction in the wafer and the 

photoresist thickness was estimated with reflectance signal from wavelength 

spectrometers using the least square estimation method. 

In early 90’s, researchers at Stanford University used model-based control for the 

wafer temperature in rapid thermal processing of semiconductor wafers (Gyugyi et al. 

1992). Interestingly, they implemented subspace-fitting technique for an identification of 

a state space model, resulting in an empirical model; instead of the PID controller 

common in the manufacturing world, they introduced a linear quadratic gaussian (LQG) 

controller to optimize the control system in terms of cost and performance. 

Vancheeswaran et al. (1997) used the MPC concepts with the given process 

models for the high temperature consolidation of fiber reinforced metal matrix composite 
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preforms. They presented the cascade control strategy in which the plant model had the 

two subparts for a machine and a material; the outputs of the former machine model were 

inserted to the latter material model as inputs. Their method could provide the near 

optimal process schedules that evolve performance defining microstructural parameters 

(relative density, fiber fracture density and fiber-matrix reaction thickness) to pre-chosen 

microstructural goal states that result in composites of acceptable mechanical 

performance.  

1.5. Issues addressed in this research 

The focus of this research is on the development of reduced-order mathematical 

models and efficient computational models for controlling nanostructured coating 

processes using the EB-PVD process instead of the current “trial and error/recipe-based 

methods” used in industry. The schematic diagram of EB-PVD system is shown in Fig. 

1.2 in which components correspond to rectangular blocks and the actions occurred in the 

components circle blocks.  
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Figure 1.2. Schematic diagram of EB-PVD system 

 

The first three actions in the circles such as cathode heating, heating and melting, 

and evaporation, will be included in machine dynamic model (MDM), the fourth action 

in the circle of deposition included in deposition process model (DPM), and the last 

action in the circle of motion manipulation included in substrate kinematics model 

(SKM). Arrows in Fig. 1.2 represent the inputs to and output from the components and 

actions. Dashed lines in one component and two arrows mean that only one of the two 

flows will be chosen in corresponding to the kind of EBPVD coater. The MDM needs to 

accomplish two objectives: the representation of key dynamics in the physical 
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phenomena and the economy of required resource; the DPM needs to characterize the 

physical relationship between the process parameters and the micro/nanostructure of the 

coating; the SKM needs to be computationally efficient for emulating various substrate 

motions.  

For a spatial distribution-based analysis, the surface of the substrate is constructed 

by using finite elements method (FEM) generated from computer-aided design (CAD) 

model. The physical models for the EB-PVD process will be unified with the MDM, 

DPM and SKM. For computer aided engineering (CAE) of the EB-PVD process, a digital 

simulation tool will can enable to investigate the relationship between process parameters 

and the microstructure of coating based on requirements for the coating. It can also 

optimize the process planning of motion planning. There are always conflicting 

objectives for the EB-PVD such as cost, material collection efficiency, uniformity of 

coating, and lifetime. For example, substrate manipulation in the high intensity region of 

vapor plume can potentially improve the coating uniformity, the coating time, and the 

amount of material evaporated. However, this may reduce the total amount of the 

evaporated material that is deposited on the work-piece. The efficient multi-criteria 

decision making (MCDM) optimization method can generate the guide maps for process 

planning. Properly modeling the system and adequate real-time feedback control strategy 

incorporating available sensor technologies like quart crystal microbalance (QCM) has 

huge potential benefits at the nanostructured coating process using the EB-PVD 

technology. Figure 1.3 illustrates the intelligent process of the EB-PVD. 
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Figure 1.3. Intelligent processing of EB-PVD 

 

The research issues that need to be investigated to accomplish the intelligent 

processing of nanostructured coating can be summarized as follows. 

� Development of the MDM based on the scientific theories 

� Development of the DPM to describes the coating evolution by relating the 

microstructures of coatings and process parameters in both macro- and micro-

level 

� Unification of the MDM and DPM with the SKM to develop a digital simulator 

of the EB-PVD process 

� Evaluation of the digital simulator by the comparison with experiment results 

� Development of automatic searching algorithm of the weight factors to solve 

MCDM problem and implementation of the developed heuristic to the EB-PVD 

process planning  
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� Development of the simplified model of the EB-PVD as single-input-single-

output (SISO) using the digital simulator and determination of feedback control 

architecture that can be applied to the EB-PVD process using QCM 

1.6. Thesis organization 

Chapter 2 presents finite element models to describe machine dynamics, such as 

electron beam (EB) generation in an EB gun, EB scanning on the surface of an ingot, 

melting process of the ingot, and vaporization, and deposition on the surface of a 

substrate during EB-PVD process. Based on physical models, the finite element models 

relate the input power to the EB gun and the temperature profile of the ingot surface, the 

temperature profile to the shape of vapor plume, and the vapor distribution to the coating 

thickness. The two deposition-process models have been investigated for predicting the 

coating thickness and compared to experiments performed for simple shaped substrates. 

In Chapter 3, the kinematics model of a substrate will be formulated using 

techniques commonly used in robotics, and a discrete state space model will be proposed 

for the unified dynamic models of EB-PVD, which combine the substrate kinematics 

with machine dynamics and deposition process. Substrate motion significantly affects the 

microstructure and texture of coating produced using EB-PVD and results in various 

kinematic modes by the design of a substrate holder. The proposed model is implemented 

in Matlab and tested on 3n full factorial design of experiment that includes two 

represented kinematics modes for the YSZ coating on the turbine blade. 
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Chapter 4 covers a comprehensive modeling approach to link machine dynamics, 

substrate kinematics and resulting evolution of deposition in the EB-PVD. The evolution 

of coating is modeled using the level set approach, where the evolution of the surface is 

calculated by solving a Hamilton-Jacobi equation on a three-dimensional computational 

grid. The surface is given by the zero level set of the time-dependent level set function φ 

so that the value of level set of the surface is set to be zero at any time. The evolution 

speed for EB-PVD process is driven, which can relate the machine process parameters to 

the deposition process. YSZ deposition on the flat work-piece with rotation is 

investigated with the developed simulator that implements the proposed model in Matlab. 

The simulation results are provided to demonstrate that the proposed modeling approach 

can be applied to predict the evolution of coating of EB-PVD process in nano-level.  

In Chapter 5, a new interactive fuzzy approach for solving multiple objective 

linear programming problems is presented. Decision makers’ preference can be 

quantified with a membership function and a reference value, or threshold, of the 

membership function. A weighted sum of objective functions is assumed as a utility 

function, resulting in Pλ problem. Using the deviation of membership function from the 

threshold, a heuristic, called distributed arrival time control (DATC), which uses feed 

back control theory is applied to automatically search a set of weights factors in their 

space. The algorithm by combining the interactive fuzzy approach and DATC is 

implemented in Matlab and GAMS. The case study for manufacturing TBC made of YSZ 

using the EB-PVD process is provided to show the feasibility of the proposed algorithm. 

The formulation of an optimization problem is developed for the EB-PVD process, 

including four criteria (cost, uniformity of coating thickness, collection efficiency of 
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material on substrate, and lifetime). The physical models and statistical technique are 

used to develop the formulation and physical constraints also are included. To apply a 

heuristic developed for the distributed environment where multiple decision makers are 

in different location, the proposed problem is simplified with the given data and solved. 

The computational results are provided to show the process planning of the EB-PVD 

process with the multi-criteria optimization algorithm. 

Chapter 6 covers a simplified model of the EB-PVD process to relate current 

input to the EB gun and the coating thickness. This model has been used to design and 

simulate a real-time PID controller. Simulation results indicate that the controller 

performs well in terms of disturbance-rejection in input power. The controller requires 

real-time feedback from quartz-crystal microbalance sensors, which makes it practically 

feasible and serve as a basis for spatial composition control. 

In Chapter 7, finally, conclusions and recommendations for future work are 

presented. 



 

Chapter 2 

 

Finite element model for unified EB-PVD machine dynamics
*
 

Most EB-PVD studies have tended to focus on an ideal vapor source with 

constant temperature over the whole area of melt pool. Many mathematical models 

assume that the temperature is from a point source to simplify the models. However, 

during the operation of the EB-PVD, it is very difficult to uniformly maintain the melt 

pool (Lewis et al. 2000). One of the reasons is impurities in the melt pool, which cause a 

non-uniformly distributed vapor plume. Moreover, there is little research which combines 

various dynamic aspects of EB-PVD, such as beam scanning pattern and temperature 

profile of a melt pool with macroscopic models of machine equipment and deposition 

process.  

In this Chapter, finite element models are developed based on physical models to 

describe machine dynamics. These models include electron beam (EB) generation in an 

EB gun, EB scanning on the surface of an ingot, melting process of the ingot, 

vaporization of a source material, and deposition on the surface of a substrate during EB-

PVD process. The finite element models relate the input power to the EB gun and the 

temperature profile of the ingot surface, the temperature profile to the shape of vapor 

plume, and the vapor distribution to the coating thickness. The two deposition process 

models are investigated for predicting the coating thickness. The implementation of the 

proposed models in Matlab is illustrated. The proposed FEM-based unified models of the 
                                                 

*
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EB-PVD process are applied to predict coating thicknesses of simple geometric shaped 

substrates with various coating materials. The computational results are compared with 

experimental results. The comparison results indicate that the proposed models in this 

Chapter are feasible for the prediction of coating thickness. 

2.1. Unified model of EB-PVD process 

Due to the complexity of the EB-PVD process, to develop fully detailed process 

models of the system requires the complete understanding of the mechanisms of electron-

beam melting, vaporization, and deposition. The non-linearity, multivariable, and 

uncertainty of an individual vapor particle in EB-PVD exacerbate the complexity of the 

EB-PVD process modeling. For example, radiation and conduction are both occurring 

when evaporants are being heated, melted, and evaporated to form a vapor plume by the 

emission current from an electron beam (EB) gun; once the evaporation of a source 

material starts, the pressure inside of the EB-PVD coater fluctuates. Thus, the input 

power to an EB gun results in a time-varying temperature within a chamber and a 

substrate, and a time-varying chamber pressure. The schematic diagram shown in Fig. 2.1 

illustrates the complex EB-PVD process which includes sub-procedures such as machine 

dynamic process, deposition process, and substrate rotation.  
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Figure 2.1. Schematic block diagram of EB-PVD process 
 

Three blocks in the machine dynamic process correspond to the main phenomena 

which occur in the machine or EB-PVD coater during deposition process as follows. 

� Cathode heating, resulting in the emission of EB 

� Heating and melting of an ingot 

� Evaporation of coating materials to generate a vapor plume. 

The cathode heating inside of an EB gun is to generate the stream of free 

electrons which is accelerated and shaped into a beam in an electrostatic field and guided 

into the work chamber through a portal. Beam focusing and deflection is achieved by 

electric and magnetic fields. The EB becomes the energy source to heat, melt, and 

evaporate material ingots which are fed through crucibles at the bottom of the chamber, 

which also act as collectibles for the molten material as cooling water maintains the 

temperature around the designated temperature. As the high-powered EBs are focused on 

the material ingots, the heating/melting in the material ingots is to change the solid state 

of the material ingots to liquid phase before they are evaporated to form a vapor plume in 

the chamber. As the molten material receives enough energy input from the incoming 

EB, the phase changes from liquid to gas occurs on the surface of the melt pool, resulting 

in the formation of the vapor plume. Inside the vapor plume, the evaporants would move 
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straight from the surface of melt to the chamber in upward direction according to the 

energy which they received from the EB. As the evaporants propagate to the remote 

substrates, as well as chamber wall, they will condense on the surface of the substrates. 

The condensation of the evaporants on the surface, namely the deposition process in the 

Fig. 2.1, can be modeled as the deposition process. The proposed process models of the 

EB-PVD process will consist of empirical coefficients. When the needed empirical 

coefficients are not available, it is needed to make engineering assumptions to develop 

equations to assume the value of empirical coefficients. This Chapter will focus on 

determining the coating thickness for given conditions including machine dynamics, 

substrate geometry, and substrate rotation using the proposed united model of the EB-

PVD process.  

2.1.1. Machine dynamic model 

2.1.1.1. EB gun model 

As the first part in the machine dynamic model, a mathematical model is needed 

to describe the transformation of the input power into the output, emission current, by the 

cathode heating in an EB gun, called as EB gun model. The instantaneous electrical 

power PCH delivered to a cathode in an EB gun is given by 

)()()( tVtAtPCH ⋅=         ( 2.1 ) 

where PCH(t) is the instantaneous power, measured in watts, A(t) is the current flowing 

through the cathode, measured in amperes, and V(t) is the potential difference across it, 



27 

measured in volts (Schiller et al., 1982). Considering cathode heating efficiency, namely, 

the ratio of the emitted current Ie to the cathode heating input power PCH(t), the emitted 

current Ie(t) is given by 

)()( tPtI CHAe ⋅=η         ( 2.2 ) 

where Ie(t) is the emitted current, measured in amperes, and Aη  refers to the cathode 

heating efficiency, measured in milli-amperes/watts (Schiller et al., 1982). Using the 

emitted current Ie(t) in Eq. 2.2 and acceleration voltage UB(t) applied to the EB gun, the 

beam power, p0(t), measured in watts, can be expressed as follows (Schiller et al., 1982) 

).()()(0 tItUtp eB ⋅=         ( 2.3 ) 

In this Chapter, to emulate the real world, a white noise term is added to three input 

variables, such as A(t), V(t), and UB(t), so that the beam power fluctuates around a mean 

value. 

In addition to the emitted current, an EB scan pattern also needs to be considered 

because it influences the distribution of the emission current on the surface of material 

ingots and affects the resulting melt uniformity. In practice the EB scan pattern is one of 

the means used by operators to maintain a uniform melt which is critical for producing a 

uniformly distributed vapor plume (Lewis et al. 2000). There are many shapes of the EB 

scan pattern such as circle, swirl, and zigzag, etc. In this Chapter, a constant swirl shape 

is selected as the EB scan pattern used in the unified model since it is used in Penn 

State’s Applied Research Lab. In addition, any impurity will be ignored in the melt pool. 

The swirl-shape pattern is shown in Fig. 2.2.  
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Figure 2.2. Example of EB scan pattern 
 

The set of elements with the impingement of EB is determined by the EB scan 

pattern and the number of circulation of beam scan. The beam diameter is set to be 3mm 

as used at Penn State’s Applied Research Lab. 

2.1.1.2. Ingot heating/melting model 

Ingots usually have a cylinder shape as they are held in water-cooling crucible. 

The surface of each ingot is modeled as a square mesh with square shaped elements 

based on two parameters: the diameter ( ingφ ) and center (xorg, yorg) of the surface of the 

ingot. Let nmesh be the number of the square mesh along a diameter of ingot, resulting in a 

square mesh of nmesh × nmesh. The length of square elements is approximately equal to the 

beam diameter. The location of every element is represented by its centroid. To 
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determine the approximated circle from a square mesh, the ingot random variable sij is 

determined by 
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 ( 2.4 ) 

where i, j = 1,…, nmesh, 2/meshm nr =  which corresponds to the radius of an approximated 

circle from a square mesh,  mr rp ⋅= )45sin(  which refers to the projection of a radius 

slanted with 45o onto the horizontal line, where  ⋅  means the nearest integers towards 

infinity, 1+−= rm prα and rm pr +=β , both of which refer to the index of sides of a 

square inscribed in a circle with the radius of rm, and ( ) ( )12 −−−= ααθ mr  which refers 

to the slope of a reference line. First, when βα ≤≤ ji, , 1=ijs  as (c) in Eq. 2.4, which 

constructs the square inscribed in a circle with the radius of rm. Next, consider both of 

the half regions of the upper part with 11 −≤≤ αi  in the square mesh, respectively. For 

the half region with mrj ≤ , if the slope calculated by ( ) ijrm −  is smaller than θ , 

1=ijs , otherwise, 0=ijs  as (u1) in Eq. 2.4. For the other half region with jrm < , if the 

slope calculated by ( ) irj m 1−−  is smaller than θ , 1=ijs , otherwise, 0=ijs  as (u2) in 

Eq. 2.4. For the other regions such as the bottom one with meshni ≤≤+1β , the left one 
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with 11 −≤≤ αj , and the right one with meshnj ≤≤+1β , the same approach for the 

upper region can be applied as shown in from (b1) and (r2) in Eq. 2.4. An example using 

Eq. 2.4 is shown in Fig. 2.3, where nmesh = 10 and the element with an asterisk has 1 for 

sij. 

 

Figure 2.3. Example of sij when nmesh = 10 
 

Only elements with 1 for sij will be considered. The reason that the sij in Eq. 2.4 is used 

instead of calculating the distance from the center of ingot is to construct the finite 

element of a circle to improve accuracy when nmesh is small and to keep the computation 

at a reduced level as nmesh increases. Using the EB scan pattern shown in Fig. 2.2, the 

sequence with which the EB impinges on the elements of the mesh is determined. 

As the emitted EB impinges on the surface of ingot, the energy of the beam will 

be transferred to the ingot, resulting in heating and melting of the ingot. Since all the 

impinging beam power is not absorbed, the portion of the absorbed impinging beam 

power is represented by ηB in the range 0 to 1. Thus, the power absorbed by an ingot, 

pA(t),  can be obtained as follows (Schiller et al., 1982) 
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).()()()( 0 tItUtptp eBBBA ⋅⋅=⋅= ηη       ( 2.5 ) 

The incident EB under the condition of the normal direction to the ingot surface 

shows the Gaussian rotationally symmetrical power density distribution (Lugscheider et 

al. 1998). To simplify this distribution in the mesh, the transfer of EB power to the eight 

surrounding elements of an (i, j) element where the EB impinges is only considered. 

Therefore, the ratio of the EB power can be defined, which will be transferred to nine 

elements including the (i, j) element and its eight surrounding elements, to the total 

absorbed EB power pA(t). First, most of input energy is absorbed by the (i, j) element and 

designated as α . The surrounding elements are classified into side-to-side and corner-to-

corner and assign β  and γ into four side-to-side elements and four corner-to-corner 

element, respectively. The relationships among α , β , and γ  are: 

144 =++

>>

γβα
γβα

        ( 2.6 ) 

Figure 2.4 depicts the distribution of EB power with the impingement of EB on the (i, j) 

element. In this Chapter, the three values are set to be α=0.9, β=0.02, and γ=0.005, 

respectively, to focus 90% of the input energy to the element on which the EB impinges. 

j-1 j j+1

i-1 γ β γ

i β α β

i+1 γ β γ

 

Figure 2.4. The distribution of EB power with the impingement of EB on (i, j) element 
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The energy balance of the ingot and molten pool for the EB-PVD process is 

expressed in terms of the EB power absorbed by an ingot, the heating power, ph, which 

heats evaporants to evaporation temperature, heat losses in the molten pool due to 

radiation and conduction, that is, prad and pcond, respectively, melting power pm, and 

evaporating power pv. It is assumed that heat losses due to convection in the melt can be 

ignored. Therefore, the absorbed power by the ingot, pA(t), corresponds to the sum of the 

useful power puseful which composes ph, pm, and pv, and the loss power ploss to the 

environment through radiation and conduction as following (Schiller et al., 1982): 
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where m is mass of the evaporant, c(T) is the specific heat, T is the temperature of the 

ingot or melt pool in K, av(T) is the evaporation rate in g·s
-1, qm is the latent heat of 

melting, qv is the latent heat of evaporation, Fs is the radiant surface, ε is the emissivity, σ 

is the Stefan-Boltzmann constant, Fl is the surface through which heat transfer takes 

places, and λ(T) is the thermal conductivity. For reasons of simplification, let us assume 

that the EB current density is uniform over the entire element area, that the temperature 

over the surface of each element in the square mesh with sij = 1 is constant, that both the 

radiant surface Fs and the vapor-emitting surface Fv are alike and are same with the 

surface of an element in the square mesh, and that there is only an one-dimensional 
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thermal conduction along longitudinal direction of an ingot. The energy balance 

expressed by Eq. 2.7 is considered at every individual element of the square mesh with 

the area Fp (mm2) and the side length Rp (mm). For the calculation of the heat exchange 

by radiation, the temperature of environment is calculated using isentropic expansion 

equation as following (Azad 1998): 
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=′         ( 2.8 ) 

where ijij PT ′′  and  refer to the temperature and pressure of environment for an (i, j) 

element, respectively, ijij PT  and  the temperature and pressure of the (i, j) element, 

respectively, and ijγ  the heat capacity ration of the (i, j) element. For the calculation of 

the heat exchange by conduction, only one-dimensional conduction between the element 

itself and imaginary element just below the interested element is considered. The 

temperature of imaginary element is calculated based on the work by Simon and Pal 

(1999), which provided the temperature field below the surface of the ingot and molten 

pool. The surface of the ingot is divided into five regions along the radius, resulting in the 

shape like target diagram with one center circle and four rings. Each region had its 

specified ratio of the decrease of the temperature along the axis direction of the ingot.  

After time space is discretized in small interval τ and a forward difference 

operator is applied for the time variable (Smith 1985), Eq. 2.7 yields 
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where k is the integer ranging from 0 to +∞, illustrating the time t = kτ, i, j = 1,…,nmesh, 

k
ijT  is the temperature of (i, j) element at time k, and ijT ′  and b

ijT  are the temperature of 

the chamber environment and the imaginary element just below the interested element, 

respectively, in the (i, j) element. 

According to Langmuir (1913), the specific evaporation rate av1 in g·cm
-2s-1 that is 

the amount evaporated per unit time per unit area for vaporization of a substance in a 

high vacuum is given by 

1/2
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where αv is the evaporation coefficient which becomes 1 for idealized evaporation, ps in 

Pa is the saturated vapor pressure at a temperature Tv, MD is the molecular weight of the 

evaporant, and Tv is the absolute temperature of the evaporant. Instead of the saturated 

vapor pressure approximated given from the empirical data, here the vapor pressure is 

given by the Clausius-Clapeyron formula (Wark 1966) 

.loglog 1010 vv

v

s DTTCB
T

A
p +++−=       ( 2.11 ) 

Substituting Eq. 2.11 into Eq. 2.10, the specific evaporation rate av1 becomes the 

function of the temperature Tv which is computed from ijT  in Eq. 2.9. Assuming that the 

specific evaporation rate av1 is constant over the surface of an individual element of the 

mesh, the relation between the evaporated mass av per unit time and the specific 

evaporation rate av1 is 

.1vpv aFa ⋅=          ( 2.12 ) 
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The initial temperature of ingots is assumed as the room temperature and the 

temperature of the boundary of the ingots also is assumed to be the room temperature 

because the water cooled crucible maintains boundary condition. When the surface 

temperature rises above a safe limit, the power to the EB gun will be interrupted to 

prevent overheating of the ingot. In this Chapter, the limit is set to be the middle between 

the melting and boiling point of the ingot. In addition, it is assumed that materials are fed 

constantly to replenish the material evaporated from the ingot and that the pressure inside 

of the chamber is assumed to be in high vacuum, usually of the order of 10-2 to 10-5 torr 

for the operation of generation and unrestricted propagation of the EB in the chamber. 

2.1.1.3. Evaporation 

The evaporation model will determine the dynamics of the vapor plume in the 

chamber, which is critical for calculating the distribution of evaporants in the chamber 

and, in turn, the prediction and control of the deposition rate and thickness uniformity 

across substrates from design parameters (Powell et al. 2001). The shape of vapor plume 

generated inside the chamber by the evaporation has been determined by the theory of 

evaporation which is called “cosine law of emission” (Glang 1970). According to this 

law, the power index n determines the vapor intensity of the evaporated material, which 

depends on the rate of evaporation. Therefore, the power index n will be the main output 

from this evaporation model. Since the cosine law is valid for small area evaporator 

where the diameter of the melt pool is much smaller than the distance between the melt 

pool and the substrate hv, it is assumed that every element in the square mesh individually 
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acts as the ideal vapor source with much smaller area compared to hv and the evaporated 

materials from one element do not have any interaction with the ones from the others. 

Hence, if the power index n for every element in the square mesh can be calculated, the 

final vapor plume can be determined by adding the individual vapor plume from every 

element. Graper (1973) showed that the power index is dependent upon deposition rate 

with the relation 4/1rKn n=  where Kn is a constant and r is the deposition rate (Å/sec). 

According to Azad (1998), the deposition rate can be calculated from the difference 

between the influx of vapor into a workpiece and absorption flux. Thus, assuming that the 

deposition rate is proportional to the evaporation rate av, namely the influx of vapor, and 

using Eq. 2.8 and the equation of deposition rate by Azad (1998), the power of cosine of 

an individual element is estimated as follows: 

( )[ ] 4/1
vijnij afKn =         ( 2.13 ) 
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where i,j = 1,…,nmesh, ρ the material density, Ka is a coefficient calculated from the ratio 

of surface area between a vapor plume and an ingot, and avij is the evaporation rate in the 

(i, j) element. By this power of cosine a vapor plume from an element can be determined 

and be superimposed with the others, resulting in the shape of vapor plume. Here, nij, the 

beam collimation parameter, indicates the extent of focusing of the vapor plume (Powell 

et al. 2001). 
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2.1.2 Deposition process model 

Fuke et al. (2005) proposed both analytical and computational models for the 

coating thickness for substrates with complex geometry such as turbine blades for the 

first time. But, they used the reference value of the coating thickness of a given point at 

which the rate of deposition was known from experiments. According to Fancey and 

Matthews (1993), depending on the various process parameters, an inverse power 

function of source to substrate distance could describe the coating thickness on a given 

position directly above and facing the source but the underlying difficulty remains in 

providing the value of the power. Two deposition process models will be compared and 

applied for prediction of coating thickness: Pulker’s model (Pulker 1984) and Schiller’s 

model (Schiller et al. 1982). In the second model, the coating thickness at a given element 

directly above and facing the source, which is the reference value for a coating thickness 

in other elements, will be provided by using the first Pulker’s model. Figure 2.5 shows 

the geometrical relation between vapor source and surface element.  

Vapor source
X

Y

Z

Surface elementdA

ψ

θ
r

 

Figure 2.5. Geometrical relation between vapor source and surface element 
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In the Fig. 2.5, ψ denotes the angle between the direction of the emitted atom and the 

symmetry axis of the evaporation source, θ is the angle between the normal to the surface 

at the center of the substrate element with the area of dA and the incident vapor source 

beam, and r is the distance between the center of the substrate element and the vapor 

source. 

According to Pulker (1984), the coating thickness on a substrate element, ds, is 

obtained by 
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where n the beam collimation parameter. Differentiating Eq. 2.15 with respect to time t 

and replacing the temporal derivative of m in the right hand side of Eq. 2.15 with the 

evaporated mass av per unit time obtained by Eq. 2.12, yield 
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Therefore, Eq. 2.16 becomes an ordinary differential equation with the right hand 

side which can be calculated from av and n provided by Eq. 2.12 and 13, respectively. In 

order to approximate ( )vs asnfd ,, ,,= θψ&  where f(·) represents the right hand side of 

Eq. 2.16, discretizing time into small interval τ and applying the forward difference 

operator yield 

( ) ( ) ( ).,,1 vss anfkdkd ,⋅+=+ θψτ      ( 2.17 ) 

Pulker’s model in Eq. 2.15-2.17 can calculate the coating thickness at elements in 

the mesh. 
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Fuke et al. (2005) proposed the mathematical model to calculate the coating 

thickness, based on the second deposition process model, namely the Schiller’s model. 

This model formulated the normalized value for the coating film thickness with respect to 

the one at ψ = 0 for a flat plate stationary above the evaporator source for a constant rate 

of evaporation (Schiller et al. 1982), as following: 

( ) ( )θ
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s
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d

d
       ( 2.18 ) 

where ds is the coating thickness at the point of interest, dso is the coating thickness of a 

given point at which the rate of deposition is known from previous experiments, ψ and θ 

are shown in Fig. 2.5, δ  is the distance of the point of interest from the vapor source, and 

δo is the distance of this given point, from the vapor source. As mentioned before, this 

formulation required the reference value of the coating thickness, dso, from experiment.  

2.2. Unified dynamics computational model 

A generic computational model for predicting coating thickness was proposed by 

Fuke et al. (2005) because of the difficulty to derive analytical models to predict coating 

thickness for substrates with complex geometries like turbine blades. A unified dynamics 

computational model is proposed to combine the machine dynamic models and the 

deposition process model developed in the previous section.  Figure 2.6 shows the 

organization of the unified dynamic computational model, where t represents the present 

time, tfinal the simulation period, k the iteration number, and τ the time step of the 

simulation. 
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Figure 2.6. Organization for unified dynamic computational model, where H/M* is the 

acronym of heating and melting and [·] means the number of a related equation 

 

In the “Pre Processor” shown in Figure 2.6, process parameters will be provided; 

mesh generator will generate a set of connected quadrilateral polygons and its centroids 

to approximate the surface of the substrate, where the coating thickness needs to be 

monitored. EB scan emulator will determine the set of the elements of the ingot mesh 

where the EB impinges based on the given scan pattern. Remainder of the computational 

steps calculates the coating thickness on the surface elements. Machine dynamic model 

explained in Section 2.1 calculates the temperature, the evaporated mass av per unit time, 
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and the beam collimation parameter n of every element in the ingot mesh. Using these 

data, deposition process model described in Section 2.2 calculate the coating thickness 

across substrate elements. To identify the points that are in the line of sight from the 

vapor source, a ray casting algorithm by Fuke et al. (2005) is adopted. After finishing 

calculation of the coating thickness, the next position of the substrate will be computed 

based on the motion plan and in turn, the spatial data of the substrate mesh will be 

updated. The computations stop after the desired duration of simulation, tfinal, is 

completed. The assumptions that are made in this Chapter are summarized below: 

� EB gun model 

   � A constant swirl shape is selected as the EB scan pattern 

   � Any impurity is ignored in the melt pool 

� Ingot heating/melting model 

   � The shape of an ingot is approximated with the variable sij in Eq. 2.4 

   � The EB power is distributed both in one element where the EB impinges and 

in eight surrounding elements and α=0.9, β=0.02, and γ=0.005 

   � Heat loss due to convection in the melt pool is ignored 

   � EB current density is uniform over the entire element area 

   � Heat loss due to radiation is calculated with T’ obtained by isentropic 

expansion equation in Eq. 2.8  

   � One-dimensional conduction is considered between the surface element of 

the ingot and the imaginary point below the surface 

    � Saturated vapor pressure is given by Clausius-Clapeyron formula in Eq. 2.11 

   � Initial temperature of the ingot is the room temperature (=273.5K) 
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   � The safe limit of the temperature of the melt pool is set to be the middle 

between the melting and boiling point of the ingot 

   � The ingot are fed constantly to replenish the material evaporated 

   � The pressure inside of the chamber is in high vacuum so that the propagation 

of the EB in the chamber is unrestricted 

� Evaporation model 

   � Every element in the square mesh acts as the ideal vapor source. 

   � There is no interaction between the evaporated materials so that the scattering 

of vapor particles is ignored. 

   � The deposition rate is proportional to the evaporation rate and is estimated by 

the formulation in Eq. 2.14. 

� Deposition process model 

   � The ideal condensation is assumed which means that the influx of vapor is 

deposited without any loss in mass. 

2.3. Experiments and Test results 

In this section, to verify the usefulness of the finite element models discussed in 

the previous section, the computational model illustrated in Fig. 2.6 has been 

implemented using Matlab on a PC cluster LION-XO of Penn State’s ASET. The 

simulation results using the implemented computational model are compared with 

experimental results. The experimental results were obtained using Penn State’s 

industrial pilot Sciaky EB-PVD unit by Fuke et al. (2005). These experiments included 
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simple geometric shapes such as a cylinder rod coated with tungsten and a flat plate 

coated with titanium. Figure 2.7 depicts the experimental arrangement for the cylinder 

rod and the disk-shaped plate. 

 

22.6 mm

469.99 mm

190.5 mm

Ingota)  

Ingot

279.4 mm

304.8 mm

b)

AA

 

Figure 2.7. The experimental arrangement for a) cylinder rod and b) a disk-shaped plate 
 

A cylindrical graphite rod 469.99 mm long and 22.6 mm thick was mounted along the 

horizontal axis, with a source-to-substrate distance of 190.5 mm. It was rotated about the 

horizontal axis at 10 RPM at a height of 190.5 mm from the vapor source. A flat, disk-
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shaped plate with the diameter of 279.4mm was mounted on a vertical manipulator at a 

height of 304.8mm directly over the center point of the vapor source. The plate was 

rotated at 6 RPM about the vertical manipulator. In both experiments, the center point of 

cylinder shaped ingot was assumed to be the origin of the coordination system. The finite 

element mesh used for simulations in each case was generated according to the 

experiment layout shown in Fig. 2.7. The number of element nodes (ne) and the number 

of polygons (np) in the case of the cylinder rod was 1323 and 1240, respectively; in the 

case of the flat plate, ne = 1794 and ne = 1710, respectively. As mentioned before, Fuke et 

al. (2005) used the computational deposition model, based on the Schiller’s model that 

needs the reference value of the coating thickness of a given point, to predict the 

deposition thickness on the surface of a substrate without a consideration of the 

characteristics of an ingot material. In contrast, the unified dynamic computational model 

in this Chapter considers the machine dynamics including the ingot heating and melting. 

Therefore, the thermophysical properties of an ingot material should be considered. The 

thermophysical properties of tungsten and titanium used in this research are summarized 

at Table 2.1. In addition, Table 2.2 contains values for machine process parameters and 

empirical parameters used commonly in the simulations of both the cylinder rod and the 

flat plate. The three empirical variables, evaporation coefficient, vapor flux scattering 

coefficient, and condensation coefficient, are set to be 1 based on the assumption of ideal 

condition given in the previous section. 
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Table 2.1. The themophysical properties of titanium and tungsten 

Properties Tungsten (W) Titanium (Ti) 

Melting point (Tm) ) (Chase 1986) 3650 K 1950 K 

Vaporizing temperature (Tv) (Chase, 
1986) 

5800 K 3550 K 

Theoretical density (ρ) 19.25 g/cm3 4.506 g/cm3 

Molecular weight (MD) (Chase, 1986) 183.86 g/mol 47.90 g/mol 

Ratio of beam power absorbed in 
material (ηB) (Schiller et al., 1982) 

0.63 0.74 

Emissivity (http://www.electro-
optical.com) 

0.27 0.12 

Latent heat of melting (qm) (Chase, 
1986) 

189.64 kJ/kg 323.34 kJ/kg 

Latent heat of evaporation (qv) (Chase, 
1986) 

4387.35 kJ/kg 8957.52 kJ/kg 

Thermal conductivity (λ(T)) 
(Touloukian 1970-79) 

λ(T) = 235.227 - 0.227044 T 
+ 0.00011405 T2 W/(m*K) 
(100K < T < 1000K), λ(T) = 
149.919 - 0.0347802 T 
+0.00000503 T2 W/(m*K) 
(1000K < T < 3653K), λ(T) = 
23.0206 + 0.0181452 T - 
0.00000141 T2 W/(m*K) 
(3653K < T < 23000K) 

λ(T) = 53.2 - 0.321 T + 
0.00117 T2 -0.000001 T3 
W/(m*K) ( 40K < T < 
350K), λ(T) = 29.3 - 0.0368 
T +0.000042 T2 -
0.00000001 T3 W/(m*K) ( 
350K < T < 1100K), λ(T) = 
11.9 + 0.00843 T W/(m*K) 
( 1100K < T < 1950K), λ(T) 
= 11.9 + 0.00843 T 
W/(m*K) (1950K < T) 

Specific heat (cp) (Touloukian, 1970-79) 

cp =–2E–12T
3+1E–

6T2+0.0225T+ 126.51 
J/(kg*K) 
(273.15K<T<3650K), cp 
=221.86 J/(kg*K) (3650K< 
T) 

cp= 0.3159T + 423.92 
J/(kg*K) 
(294.09K<T<1123.15K), 
cp = 699.89 J/(kg*K) 
( 1123.15K<T ) 

Vapor Pressure (P) 
(Shackelford and Alexander 2001) 

log(P) = 32.2–53529/T 
–6.20 log(T) (Pa) 

log(P) = –17.7–15338/T 
+6.23 log(T) (Pa) 
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Table 2.2. Parameters used in the simulation 

Machine parameters  Empirical parameters 

Ingot height = 500 mm 

Cathode heating efficiency ηA=3.0 mA/W  

EB diameter = 3 mm 

EB Scan pattern = Swirl 

# of circulation of beam scan = 7 

Scan frequency = 100 kHz 

Variance of white noise of current and voltage = 0.01 

Initial temperature of ingot and crucible = 298.15 K 

Evaporation coefficient (αv) = 1 (ideal evaporation) 

Vapor flux scattering coefficient = 1 (no scatter) 

Condensation coefficient = 1 (ideal condensation) 

 

The machine parameters related to the input power and the time step of simulation τ 

shown in Fig. 2.6 were set in both cases as shown in Table 2.3. Figure 2.8 shows the 

screenshots of the developed computational models in Matlab. 

 

Table 2.3. Machine parameters and time step used in the simulation 

Experiment 

Parameters (unit) 

Cylinder rod  

with Tungsten 

Flat plate  

with Titanium 

Current of EB Gun A (A) 20 12 

Voltage of EB Gun V (V) 100 100 

Acceleration voltage UB (V) 10,000 10,000 

Time step τ (sec) 0.01 0.01 
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a) cylinder rod coated with tungsten b) flat plate coated with titanium 

Figure 2.8. The screenshots of the developed computational models in Matlab 

2.3.1. Cylinder rod coated with tungsten 

The coating thicknesses obtained experimentally at various points along the 

cylinder rod are compared with those predicted using the unified dynamics computational 

models in Table 2.4, which shows the simulation results at 20sec, and the coating 

thicknesses along the longitudinal direction of the cylinder rod against divergence angle 

(ψ) are plotted in Fig. 2.9 as time increases from 0.2 sec to 20.2 sec, where the time 

interval of each curve is the same as 2sec. In Table 2.4, the simulation results 3d  by Fuke 

et al. (2005), which was based on the point vapor source with constant power of cosine n, 

is also compared as a reference. The 1d  and 2d  in Table 2.4 were obtained at 19.59o, 

26.48o, -30.67o, 32.64o of divergence angle, respectively, because of the discrepancy 

between mesh and real measure points.  
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Table 2.4. Comparison of experiment and simulation for a cylinder rod coated with W 

Divergence 
Angle 

(Degrees) 

Experimental 

thickness 

ed  

(µm) 

Predicted 

thickness 

1d  

(µm) 

Difference 








 −

1

1

d

dd e

 

Predicted 

thickness 

2d  

(µm) 

Difference 








 −

2

2

d

dd e

 

Predicted 

thickness 

3d  

(µm) 

Difference 








 −

3

3

d

dd e

 

19.19 0.025 0.025 0 % 0.0250 0 % 0.023 - 8.70 % 

25.8 0.02 0.0216 7.41 % 0.0216 7.41 % 0.019 -5.26 % 

–30.26 0.014 0.0193 27.46 % 0.0192 27.08 % 0.0155 9.68 % 

31.66 0.014 0.0181 22.65 % 0.0181 22.65 % 0.015 6.67 % 

* 1d  by Pulker’s model, 2d  by Schiller’s model, 3d  by Fuke et al. (2005) 

 

 

Figure 2.9. The coating thicknesses along the longitudinal direction of the cylinder rod 
against divergence angle (ψ) as time increases from 0.2sec to 20.2sec with the time 

interval of 2sec 
 

As is seen from the difference in the experimental coating thickness ed  and the coating 

thicknesses 1d , 2d  and 3d  from simulation, respectively, the unified dynamic 

computational models could predict the coating thickness in the low divergence angle 

within the difference of about 8%; as the divergence angle increases over 30o, the 
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difference increases over 20%. The difference between experiment and unified dynamic 

models may come from the difference of the power of cosine n, which relates to the 

extent of vapor plume focusing (Powell et al. 2001). That is, the focusing of vapor in the 

experiment was larger than the one in the unified dynamic models. As can be seen in 

Table 2.4, the point vapor source based simulation predicted coating thicknesses 3d  in 

higher divergence angle better than the proposed deposition process models. However, 

the real vapor source diameter during the experiment was difficult to measure. In the 

simulation, the only swirl scanning pattern, which was maintained during the simulation, 

was used. Thus, the outside of the ingot could be heated over the melting point and the 

effects of the outside region as well as the effect of the core of the ingot melt pool were 

included in the calculation of the coating thickness. This resulted in over-calculation in 

the region with higher divergence angle. According to Fig. 2.9, the uniformity of the 

coating thickness along the longitudinal direction was decreased with the increase of 

time.  

2.3.2. Flat plate coated with titanium 

The ratios of the coating thicknesses obtained experimentally at various points 

with two divergent angles for the flat plate are compared with those predicted using the 

unified dynamics computational models as well as the simulation results by Fuke et al. 

(2005) in Table 2.5, which shows the simulation results at 90sec. Figure 2.10 shows the 

predicted ratio of the coating thicknesses both of the points with two divergence angles, 

14.09o and 25.52o, and of the points along A-A section in Fig. 2.7 (b), which are obtained 
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at 90sec. The results of the prediction using the proposed models matched well with the 

experimental results as can be seen in Table 2.5. The proposed model provided more 

precise predicted coating thickness compare to the previous work. Figure 2.11 shows the 

change in the coating thickness in the A-A section as time increased from 1.4 sec to 3 

sec, where the time interval of each curve is the same as 0.06sec.  

The center point of the plate showed always the highest coating thickness at all 

time. From Tables 2.4 and 2.5, it can be seen that the simulation results in Table 2.5 

agreed better with the experimental results than ones in Table 2.4. The reason may be that 

a cylinder rod in Table 2.4 has rapid change of coating thickness in higher divergence 

angles than a flat plate in Table 2.5 because two deposition process models, Pulker’s 

model in Eq. 2.15-2.17 and Schiller’s model in Eq. 2.18, depend on the geometry of 

substrate. Therefore, difference between experiment and simulation can worsen in the 

case of the cylinder rod compared to in the case of the flat plate. In the two experiments, 

the two deposition process models produced similar prediction about coating thickness. 

See Fig. 2.9 and 2.11. This can be explained that both models compute the spatial 

relationship between the vapor source and substrate and are based on the cosine law of 

emission (Glang 1970). The only difference of them is that the Pulker’s model considers 

the evaporation mass and the Schiller model does not. As explained before, the latter 

needs the reference value dso to calculate the coating thickness as seen in Eq. 2.18, which 

was calculated from the element just above the vapor source using the former; the coating 

thickness for the element should be equal for both model. This same reference coating 

thickness resulted in the similar prediction by both deposition models.  
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Table 2.5. Comparison of experiment and simulation for a flat plate coated with Ti 

Divergence 
Angle 

(Degrees) 

Experimental 

)(
o

e
e
ds

ds
r

 

Predicted 

)( 1
1

ods

ds
r

 

Difference 








 −

1

1

r

rr e

 

Predicted 

)( 2
2

ods

ds
r

 

Difference 








 −

2

2

r

rr e

 

Predicted  

)( 3
3

ods

ds
r

 

Difference 








 −

3

3

r

rr e

 

13.6 0.933 0.9113 -2.38 % 0.9113 -2.38 % 0.892 -4.60 % 

25.86 0.733 0.7314 -0.22 % 0.7315 -0.21 % 0.66 -11.06 % 

13.6 0.9537 0.9112 -4.66 % 0.9113 -4.65 % 0.892 -6.92 % 

25.86 0.746 0.7314 -2.00 % 0.7314 -2.00 % 0.66 -13.03 % 

13.6 0.869 0.9112 4.63 % 0.9112 4.63 % 0.892 2.58 % 

25.86 0.7 0.7313 4.28 % 0.7314 4.29 % 0.66 -6.06 % 

* 1r  by Pulker’s model, 2r  by Schiller’s model, 3r  by Fuke et al. (2005) 

 

   

(a)      (b) 

Figure 2.10. Ratio of coating thickness: a) in two divergence angle, b) along A-A section 
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Figure 2.11. Coating thickness along A-A section in the flat plate as time increases 

2.4. Summary 

Finite element models for the EB-PVD process have been developed. In the 

models, the reduced-order physical models for various aspects of the EB-PVD machine 

dynamics such as EB generation and scanning, ingot melting, and evaporation are utilized 

in accordance with the discretized mesh of an ingot and a substrate. The unified dynamic 

computational model based on the proposed finite element models was implemented in 

Matlab to enable the prediction of coating thickness. The numerical experiments were 

conducted on two test cases: a cylinder rod coated with tungsten and a flat plate coated 

with titanium. The simulation results of the experiments were compared with 

experimental data. The comparison results indicate that the proposed unified dynamic 

computational model is feasible for the prediction of coating thickness.



 

Chapter 3 

 

Discrete state space model for substrate motion in EB-PVD process
*
 

Substrate motion significantly affects the microstructure and texture of coating 

produced using EB-PVD. A substrate holder, or fixturing, mainly affects the kinematics 

modes in the substrate motion. The kinematics mode of a substrate motion is 

mathematically formulated using techniques commonly used in robotics. A discrete state 

space model for the unified dynamic models of EB-PVD is proposed, which combine the 

substrate kinematics with machine dynamics and deposition process. The proposed model 

is implemented in Matlab to develop a simulation tool, or a simulator, that allows 

exploring the various kinematics modes during the deposition process and enables to 

assess the design of a fixturing and the feasibility of the condition of kinematics 

parameters.  

A case study is presented of two substrate holders to validate that the proposed 

model can emulate various kinematics modes of a substrate. The two holders have 

different kinematics modes. A turbine blade is chosen as a substrate on which YSZ is 

deposited as coating. Statistical experimental design is used to study the effects of 

kinematics parameters on the performance of the EB-PVD process as well as the 

validation of the performance of the proposed model. Three-level full factorial design is 

chosen for experimentation. The results are statistically analyzed using Minitab.  

                                                 

*
 Submitted to Surface and Coatings Technology (2006) 
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3.1. Structure of EB-PVD process 

Due to the complexity of the EB-PVD process, developing detailed process 

models of the system requires a complete understanding of the mechanisms of EB 

melting, evaporation, and deposition. The non-linearity, multivariability, and uncertainty 

of an individual vapor particle in vapor plume exacerbate the complexity of the EB-PVD 

process. In addition, substrate manipulation that changes the vapor incidence angle highly 

affects the kinetics of vapor particles in the vapor plume as well as the deposition 

process. Especially, the effect of the substrate manipulation on the microstructure of 

coating becomes more critical in the situation that the microstructure of coating is 

required to be controlled in nano-level. As the adequate description of the process 

becomes difficult, the availability of the process model decreases and it is impossible to 

apply modern advanced control methods such as adaptive control, predictive control, 

multivariable control and robust control. If simplified order models are developed based 

on a combination of simplified physical processes, the reduced order model can acquire 

the key dynamics of the system (Azad 1998). The decomposition of the EB-PVD process 

is described in Fig. 3.1. 

 

EB-PVD process

Deposition
Process

Machine Dynamic Process

Cathode
heating

Current A
Voltage V

EB
Ingot

Heating
Melting

Evaporation
Vapor
Plume

Substrate
Rotation

 

Figure 3.1. Decomposition of EB-PVD process that consists of three sub processes 
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The proper connection among three sub-process models of the EB-PVD process is 

a cascade connection, making outputs of a model as the inputs of next model. The 

interconnection among three models is shown in the Fig. 3.2, where a machine controller 

is also considered with respect to the models of the EB-PVD process.  

 

EB-PVD processMachine
Controller

Substrate
Kinematics
Model

Substrate
Kinematics
Controller T

R
Ys

Machine
Dynamic
Model

Deposition
Process
Model

Ym

Machine
Dynamic
Controller V

A
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Figure 3.2. The architecture of EB-PVD process model 
 

Machine dynamics model (MDM) shown in Fig. 3.2 combines models of various 

component dynamics in the EB-PVD machine such as cathode heating, ingot melting, 

and evaporation and generates the outputs Ym based on the inputs current A and voltage V; 

Ym acts as the inputs of next model, Deposition Process Model (DPM) shown in Fig. 3.2. 

DPM can predict the coating thickness and provides the output Yd into next Substrate 

Kinematics Model (SKM) shown in Fig. 3.2. SKM unifies the evolution phenomena of 

the surface of a substrate and its geometric models that are computationally efficient for 

modeling the kinematics of substrate and manipulator motion. SKM processes inputs 

such as rotation velocity R and translation velocity T as well as Yd from DPM to produce 

the ourput Ys. MDM needs to accomplish two objectives: both the representation of key 
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dynamics in the physical phenomena and the economy of required resource (Azad 1998). 

Both MDM and DPM in Fig. 3.2 are proposed in Chapter 2. Ym is defined as the beam 

collimation parameter or the power index of cosine law of emission (Glang 1970), Yd and 

Ys as coating thickness on the surface of the substrate. The surface of the substrate is 

constructed by using finite element method as spatial distribution-based analysis. In this 

Chapter, the two models, MDM and DPM, will be summarized with the lumped 

nonlinear state formulation. In addition, the SKM will be newly modeled using the 

lumped linear state space formulation because modeling by the state space formulation 

decreases the computation time compared to the conventional sequential simulation. 

3.1.1. Machine dynamics model 

Physical interactions in the EB-PVD machine dynamics can be simply described 

as follows: 

( )

( )tttt

ttt
t

t

),(),()(

),(),(
d

)(d

mmmm

mmm
m

uxgy

uxf
x

=

=
        ( 3.1 ) 

where xm(t) is the state vector consisting of variables related to electron beam emission, 

heating and melting, and, evaporation, um(t) the input vector consisting of time varying 

factors, ym(t) the output vector just one of the factors included in the state vector and fm(·) 

and gm(·) are nonlinear functions of xm(t), um(t), and t. Since a simplified finite element 

model of the ingot in Chapter 2 is presented as a square mesh with nmesh by nmesh where 

nmesh is the number of the square mesh along a diameter of ingot, the lumped MDM in 
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Eq. 3.1 corresponds to the representative element in the square mesh. The input vector, 

um(t), of the MDM consists of the commanded time varying factors of inputs current A 

and voltage V as follows. 

[ ]TVAt &&=)(mu          ( 3.2 ) 

The state vector, xm(t), of the MDM consists of a set of factors relating to the 

heating and melting of coating material ingot and evaporation. They are the power 

absorbed by an ingot (pA), the temperature of the ingot (T); the evaporation rate (av) 

which means the amount evaporated per unit time, the vapor pressure given by the 

Clausius-Clapeyron formula (ps), and the beam collimation parameter or the power index 

of the cosine law of emission (n). Thus, the 5×1 state vector, xm(t), is expressed as 

follows. 

[ ]TsvA npaTpt =)(mx         ( 3.3 ) 

The output vector, ym(t), from the MDM is the evaporation rate (av) and the power 

of cosine (n). 

[ ]Tv nat =)(my          ( 3.4 ) 

Due to the selection of xm(t) and ym(t), the second equation in Eq. 3.1 has linear form 

expressed as below 

)()()( mmmmm ttt udxcy ⋅+⋅=        ( 3.5 ) 

where [ ]10100m =c  and [ ]00m =d . The complete MDM is thus an array of the model 

of every element of the mesh and the state and output vector of the MDM are given by 
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which are the state and output, respectively, of the machine dynamic for each element of 

the square mesh of the ingot. Equations of every element of the ingot square mesh in Eq. 

3.1 are stacked to get 
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where the input vector um(t) remains unchanged since it applies to every element 

commonly. Thus, MDM consists of nmesh×nmesh state equations. In Eq. 3.7, the coefficient 

matrix Cm for Xm is a block diagonal one, in which cm forms the non-zero block, with the 

dimension of [nmesh×nmesh, 5×nmesh×nmesh] to match the dimensions of the state and output 

vector, [5×nmesh×nmesh, 1] as follows. 
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where z is a zero row vector with 1×5 dimension. The coefficient matrix Dm for um is the 

zero matrix with the dimension of [2×nmesh×nmesh, 2] to match the dimensions of the input 

and output vector, [2,1] and [2×nmesh×nmesh,1], respectively. 
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3.1.2. Deposition process model 

In Chapter 2, a finite-element technique was utilized using 3-D CAD from which 

a mesh was generated including triangular or quadrilateral polygons. At the centroids of 

polygons, the computational model monitored the variation of the coating thickness in 

EB-PVD process. In the DPM, each polygon in the mesh will be considered and the all 

polygons will be combined into one model. The number of polygons (np) decides the size 

of final model and the computation time. The state vector, xd(t), of the DPM for a 

representative element consists of the coating thickness ds. The research publications on 

the EB-PVD have focused on some understandings of the relationships between the 

process parameters of the EB-PVD and the microstructure and the properties of the 

coatings as shown in Fig. 1.1, from which the time rate of the microstructure change 

during the deposition can be naturally expected to depend on the applied process 

parameters. The process parameters shown in Fig. 1.1 are regarded as one of the states in 

the MDM. Therefore, an interconnection can be constructed between the MDM and the 

DPM, which carries the output Ym from the MDM to the input of the DPM. Thus, the 

system dynamic of the deposition process be expressed with an ordinary differential 

equation 

( )ttt
t

),(),(
d

d
mdd

d Yxf
x

=         ( 3.9 ) 

where fd(·) is a nonlinear function of xd(t), Ym(t), and t. The output vector, yd(t), of the 

DPM is the same as xd(t), so that the algebraic equations of the DPM in the state equation 

has similar form with Eq. 3.5 as follows. 



60 

)()()( mdddd ttt Ydxcy ⋅+⋅=        ( 3.10 ) 

where [ ]1d =c  and [ ]00d =d . As the same way in the MDM, the array of the state 

equation of every polygon becomes the complete DPM as follows. 
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where  
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Thus, np state equations compose the DPM. In Eq. 3.11, the coefficient matrix Cd for Xd 

is a np×np identity matrix to match the dimensions of the state and output vector, [np, 1]. 

The coefficient matrix Dd for Ym is the zero matrix with the dimension of [np, 

2×nmesh×nmesh] to match the dimensions of the input and output vector, [2×nmesh×nmesh,1] 

and [np, 1], respectively. 

3.1.3. Substrate kinematics model 

This SKM is computationally efficient for modeling the kinematics of substrate 

and manipulator motion which critically affects the microstructure of coating layers 

(Yamaguchi et al. 2003). The basic idea behind the SKM method is adopted from the 

coordinate transformation techniques in the robotics which computes the location and 

orientation of various points of the robot-arm system (Craig 1989). Junker et al. (2004) 

facilitated state space formulation to develop a deposition model for physical vapor 
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deposition onto a moving 2-D substrate, resulting in a significant rise in the 

computational speed. Based on this linear algebra, the EB-PVD process for a moving 3-D 

substrate can also be expressed in the lumped linear state space formulation based on the 

discrete-time system as follows: 

( ) ( ) ( )
( ) ( ) ( )kkk
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      ( 3.12 ) 

where k is the integer ranging from 0 to +∞, illustrating the time t = kτ where τ is the 

sampling time.  

First, the centroid of a polygon can be expressed by a 3-dimensional vector s  (s1, 

s2, s3) in Euclidian 3-space; the outward normal unit vector can be expressed by a 3-

dimensional vector u  (u1, u2, u3). In the EB-PVD process with companion of substrate 

manipulation, there are two kind of causes for the change of spatial information of the 

substrate: one is the substrate manipulation, expressed as m
s , and the other the deposition 

changing the coating thickness, expressed as d
s . This vector manipulation is depicted in 

Fig. 3.3. 

 

s(k)

u(k)

u(k+1)

s(k+1)

sm(k+1)

sd(k+1)

s(k+1)∆∆∆∆

s'(k+1)  

Figure 3.3. The change of spatial vector by kinematics and deposition 
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As shown in Fig. 3.3, the relationship of the spatial vector s(k) of a centroid of polygon of 

3D substrate at any time k with the spatial vector s(k+1) of a centroid of polygon of 3D 

substrate after a sampling time τ can be expressed as follows. 

( ) ( ) ( ) ( )111 ++++=+ kkkk
dm
ssss       ( 3.13 ) 

where ( ) ( ) ( )11' ++=+ kkk m
sss . 

According to Halnan and Lee (1983), various part holders has been used in EB-

PVD: single part holder and multi parts holder with angular offset of parts. Therefore, for 

the SKM to cope with the various part holder systems which result in generating various 

modes of the substrate manipulation, multi-link transformation with the operations such 

as translation and rotation should be considered. In this Chapter, the right-handed 

coordinate system is chosen; a frame which accompanies the manipulation of substrate or 

link is assumed that its –z-axis is in accordance with the longitudinal of the substrate or 

the link. Then, the substrate is located along –z-axis at the origin of the local frame that is 

attached to the end of the multi-link so that the direction of angular velocity measured in 

RPM is identical with z-axis of the local frame. The description of the initial spatial 

vector of any point of the substrate will be relative to the local frame where the substrate 

is attached. The information needed to describe a frame  relative to a frame {A} is a 33×  

rotation matrix with the notation R
A
B  and a position vector with the notation BO

A
s  which 

locates the origin of the frame {A}. When the unit vectors of a coordinate system {i} is 

denoted as iii zyx ˆ and ,ˆ,ˆ , each component of R
A
B  can be written as the dot product of a 

pair of unit vectors of {A} and {B} as 
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Notice that BO
A
s  and the unit vectors of the frame {B} should be described with respect 

to the frame {A}. As said before, the position vector of a point on the substrate was at 

first described with respect to the local frame at the end of the multi-link. Therefore, it is 

needed to know its description with respect to the universe frame of the EB-PVD coater, 

which usually has the universe origin at the center of one of ingots with z = 0. This 

mapping of the description of position vector relative to the frame {B} involving the 

frame {A} can be expressed as follows. 

BO
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B
A

ssRs +=         ( 3.15 ) 

where s
A  and s

B  are the description of a point relative to {A} and {B}, respectively. 

With more appealing conceptual form, the form of Eq. 3.15 can be changed to the more 

compact equation which  defines a 4×4 matrix operator and use 4×1 position vectors as 

follows: 
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where the 4×4 matrix is called a transformation operator with the notation of T
A
B . In the 

case that a frame is assigned in the position corresponding to the manipulation such as 

rotation and translation, it is just needed to change R
A
B  for the rotation and BO

As  for the 

translation. Since the assumption mentioned above about the frame corresponding to the 
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manipulation, it is needed to consider only rotation and translation about z-axis of the 

frame and the rotation matrix and position vector are given by 
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where θ and λ are the rotation angle and the translation distance of the substrate during a 

sampling time interval, respectively. Once the link frames have been defined based on the 

way explained above, the link transformations can be multiplied together to find a single 

transformation that relates the end frame {N} with respect to which the position of the 

substrate will be described to frame {0} defining the universe origin of the EB-PVD 

coater: 

.12
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NN L        ( 3.18 ) 

The change of the Cartesian position of a centroid of the substrate by the substrate 

manipulation at time k+1 can be computed by T
0
N . Thus, the ( )1' +ks  shown in Fig. 3.3 

can be calculated as follows: 

( ) ( ).1' 0 kk N Tss =+         ( 3.19 ) 

Notice that a position vector is 3×1 or 4×1 depending on where it appears multiplied by a 

3×3 matrix or 4×4 matrix so that ( )1' +ks  and ( )ks  in Eq. 3.19 are 4×1 vectors which 

have 1 as the last element. 

The change of position vector of the substrate by deposition, expressed as 

( )1+kd
s  in Fig. 3.3, can be derived from the output dy  of previous DPM in Eq. 3.10, 
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which means the increase of coating thickness at time t. Since the SKM develops the 

discrete-time system, the output )(d ky  of the DPM at the time k can be calculated by the 

Riemann integral from kτ to (k+1)τ. Then, )(d ky  means the norm of the vector ( )1+kd
s  

so that the assumption that the unit vector of ( )1+kd
s  is identical to the outward normal 

vector ( )ku  of the point at time k will yield 

( ) ( ) ( ).1 kkyk d
d

us =+         ( 3.20 ) 

Substituting Eq. 3.19 and 3.20 into Eq. 3.13 yields 

( ) ( ) ( ) ( ).1 0 kkykk dN uTss +=+        ( 3.21 ) 

Notice that a normal unit vector is 3×1 or 4×1 depending on where it appears with a 3×3 

matrix or 4×4 matrix so that ( )ku  in Eq. 3.21 are 4×1 vectors which have 0 as the last 

element to match the dimension of the position vector ( )ks . Since the movement of a 

substrate changes the normal unit vector ( )ku  of a polygon in the same way that it 

changes the position vector of the centroid of the polygon, the normal unit vector ( )ku  

can be obtained similarly with Eq. 3.19. To use the transformation T0
N  in Eq. 3.18, a new 

vector w  that represents the head of the normal unit vector of a position vector should be 

considered. It is obtained by adding the two vectors, the normal unit vector u  and the 

position vector s . Substituting w  with s  in Eq. 3.19 yields 

( ) ( ).10 −= kk N Tww          ( 3.22 ) 
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where ( )kw  and ( )1−kw  are 4×1 vectors which have 1 as the last element. Then, the 

normal unit vector ( )ku  can be obtained by taking the difference between ( )kw  and ( )ks  

as follows:  

( ) ( ) ( ).kkk swu −=          ( 3.23 ) 

The state vector kX  of the SKM is defined as a column vector with the dimension 

of [4×np, 1], where the elements of s  of np centroids are sequentially stacked from the 

centroid 1 to the centroid np with the addition of 1 as the fourth element of every centroid, 

as follows: 

( )Tnnn ppp sssssssss 111 321
2
3

2
2

2
1

1
3

1
2

1
1 L=kX     ( 3.24 ) 

where the superscript of elements means the index of a centroid. In the same way of 

generating kX  shown in Eq. 3.24, the input vector kU  of the SKM is defined as a [4×np, 

1] column vector by sequentially stacking the 4×1 outward normal unit vector of from 

centroid 1 to centroid np as follows: 
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To make a discrete state equation for the SKM, a block diagonal matrix Ak with the 

dimension of [4×np, 4×np] is defined using Eq. 3.21 as follows: 
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where Z is a zero matrix with the dimension of [4, 4]. From Eq. 3.20 and 3.22, the 

coefficient matrix Bk of the input vector kU  of the SKM is given by 
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where  
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and the superscript of Yd means the index of a centroid. 

The in-situ sensor measurements using the conventional sensors such as 

thermocouples and quartz crystal microbalances (QCM) can provide in-situ surface 

measurements of such as temperature and coating thickness, respectively, in real time. 

The QCM can read the change in crystal thickness due to the change in resonance 

frequency (Mahan 2000) using the relationship given by 

22 r

tr
r

f

v
fd ⋅∆−=∆         ( 3.28 ) 

where ∆d is the change in the crystal thickness, ∆fr is the change in resonance frequency, 

fr is a resonance frequency, and vtr is the velocity of an elastic transverse wave, 

3.340×103m/s for “ATC” quartz crystals. When multiple QCM are employed in the EB-

PVD coater, they enable simultaneously monitoring the coating thicknesses at multiple 

sites. Let us consider, for simplicity, nq QCMs equipped on the centroid of polygons of 

the substrate, where np ≥ nq. Considering 3×1 position vector for convenience, the output 

vector Yk of the SKM shown in Eq. 3.12 has the dimension of 3nq×1. Then, the 
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coefficient matrix Ck for Xk is a 3nq×4np matrix to match the dimensions of the state and 

output vector and given by 
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where δij = 1 when the i-th QCM is equipped on the j-th centroid and, otherwise, δij = 0 

for i = 1,…, nq and j = 1,…, np. The coefficient matrix Dk for Uk is the zero matrix with 

the dimension of [3nq, 4np] to match the dimensions of the input and output vector, [4np, 

1] and [3nq, 1], respectively. 

3.2. Process simulation 

In this Chapter, the dynamic simulation of the EB-PVD process uses the more 

advanced model for the substrate kinematics in addition to the computational model in 

Chapter 2; the SKM enables to simulate the substrate kinematics modes that various 

substrate holders can generate in the real deposition process. For example, in the case of a 

single part holder, a substrate can be thought of as a link with a cylindrical joint, which 

has only one degree of freedom, in the end. On the other hand, in the case of a set of parts 

holder which has two rotation modes at both a main shaft and a substrate holder, a 

substrate is assigned the angular offset. It can be thought of as a three-link connected with 

a fixed revolute joint and two cylindrical joints which two degrees of freedom with 

respect to rotation and translation. Since the deposition process depends on the substrate 

kinematics as well as the machine dynamics, the coating thickness, which is the output of 
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the DPM, also will be affected by the line-of-sight of an interested point that can be 

judged by a ray casting algorithm by Fuke et al. (2005). By comparison with the 

experimental data, the simulation tool helps validate the feasibility of the proposed model 

and with increasing the reliability of the EB-PVD process models with low-cost 

computing, the simulation tool enables optimized process planning including process 

parameters and substrate kinematics planning.  

The flowchart of the EB-PVD computational model with an advanced substrate 

kinematics model is depicted in Fig. 3.4. An implementation of the unified model of the 

EB-PVD process described in the previous section in Matlab on a PC cluster LION-XO 

of Penn State’ ASET has been developed.  
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Figure 3.4. The flowchart of the EB-PVD computational model 
 

The first pre-processor shown in Fig. 3.4 functions as an input module which 

collects the data: the geometry of substrate and ingot, material properties, EB-PVD 

process schedule, such as EB-Gun parameters, kinematics parameters, and empirical 

variables, such as evaporation factor, vapor scattering factor, and condensation factor. 

The EB-PVD computational model utilizes those inputs to calculate the coating thickness 

on the surface elements of a substrate. Mesh generator shown in the pre processor will 
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generate from a 3-D CAD model of the substrate the nodes and their inter-connectivity to 

approximate the surface of the substrate by a set of connected triangular or quadrilateral 

polygons, and centroids, which are points of interest on these polygons, where the coating 

thickness needs to be monitored. Before starting the main procedures, variables used in 

the simulation will be initialized. The procedure of the computational model will be 

finished when the desired duration of simulation, tsim, is satisfied. Machine dynamic 

model composing several state variables in Eq. 3.3 derives the evaporation rate (av) and 

the power of cosine (n), or the beam collimation parameter, of every element in the ingot 

mesh. These combine into the output vector Ym. The power of cosine in the Ym will 

determine the vapor plume shape and in turn, the deposition rate across a substrate.  

Next, the deposition process model using the information in Ym will calculate the 

coating thickness across substrate elements. In this procedure, it is important to calculate 

the visibility of every substrate element from the ingots using a ray-casting algorithm. 

The coating thicknesses of the substrate elements combine into an output vector Yd that is 

used by the SKM to calculate the spatial data of the substrate. In the SKM, the link 

transformation will be generated based on the parameters of rotation and translation. 

Next, the state and input vector, Xk and Uk, respectively, will be calculated; the 

coefficient matrix of the state equation will be produced using the link transformation and 

Yd. By solving the state equation in the matrix formulation, the state vector Xk+1 and the 

output vector Yk will be computed, resulting the cumulative coating thickness at all the 

points of interest till current time. Increasing the time by a time step τ and comparing it 

with tsim complete the iteration loop of the computational model.  
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3.3. Case study 

Simulation results are presented for a turbine blade shown in Fig. 3.5. This 

substrate was chosen to validate that the proposed computational model can predict the 

coating thickness on a complex shape like a turbine blade as well as a simple shapes 

presented in Chapter 2. To digitize the geometry of the turbine blade for the simulation, 

the point cloud of the turbine blade was generated using Zeiss Eclipse coordinate 

measurement machines (CMM), and then 3D mesh was produced as shown in Fig. 3.6. In 

the mesh, the addendum shape was simplified to be box-shaped. 

 

 

Figure 3.5. The turbine blade 

 

Figure 3.6. The digitization of the turbine 

10cm 
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To evaluate the performance of the proposed SKM and to investigate the effects 

of the kinematics parameters on the EB-PVD process, two substrate holders and their link 

systems were selected as detailed in Fig. 3.7, where heavy-weight lines correspond to the 

link and italic characters in rectangular box are the substrate kinematics parameters. 
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Figure 3.7. Schematic drawing of two substrate holders with their link system: a) One-
axis Holder, b) Two-axis Holder 

 

One-axis Holder shown in Fig. 3.7(a) has only one degree of freedom with respect 

to rotation; in Two-axis Holder shown in Fig. 3.7(b), only first and third of three joints 

have two degrees of freedom with respect to rotation and translation, and one degree of 

freedom with respect to rotation, respectively. The variables inside the rectangular box in 
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Fig. 3.7 were selected as the substrate kinematics parameters, which are called factors of 

the experiment.  

According to Averill et al. (1982), an experimental design can provides a way of 

deciding beforehand which particular system variants to simulate so that the desired 

information can be obtained at minimal cost, i.e., with the least amount of simulating. It 

can be thus more efficient than a sequence of runs in which a number of alternative 

systems are tried unsystematically to see what happens. In addition, the designs of 

experiments can be particularly useful in the early stages of experimentation when we are 

pretty much in the dark about which factors are important and how they might affect the 

measure of performance, called the response. Therefore, a statistical experimental design 

is used to study which factors of the substrate kinematics really matter and how they 

affect the response.  

The values of the constant substrate parameters used in the simulation are 

summarized in Table 3.1. Notice that there is a limitation of translation so that ±60 mm 

along the zB axis was selected as the alternate length, which corresponds to one third of 

the length of the turbine blade’s main body. 

 

Table 3.1. Constant kinematics parameters 

Kinematics Parameters (unit) One-axis Holder Two-axis Holder 

BO
AP  (mm) [ ]500  182.7846  0  [ ]600  432.7846  0  

CO
BP  (mm) - [ ]200-  0  0  

θC (
o) - 30 

DO
C P  (mm) - [ ]100-  0  0  
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According to Cho et al. (2005), there are the five prime objectives in an EB-PVD 

coating processing: minimizing the amount of material evaporated, achieving the 

minimum coating thickness, maximizing the amount of evaporated material deposited on 

the substrate, minimizing the coating time, and uniformity of coating thickness. They 

proposed three metrics to quantify those objectives. One is the sum of coating thicknesses 

at all the control points to measure the amount of material deposited on the substrate, 

M(tsim). Second is the variance of coating deposition thickness at the control points to 

measure of coating uniformity, v(tsim). Third is the minimum coating thickness over the 

entire substrate to measure the achievement a minimum coating thickness at any point on 

the substrate, dmin(tsim); those can be expressed as follows: 
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where ( )sim
i
s td  is the coating deposition thickness at the i-th control point after the 

simulation period tsim. These three metrics in Eq. 3.30 are calculated from the coating 

thickness and adopted as the response of the experimental design. The selected factors of 

the experimental design (with their units), depicted in Fig. 3.7, and their values, or levels, 

are listed in Table 3.2. 
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Table 3.2. Factors and levels for the experimental design 

One-axis Holder Two-axis Holder Kinematics Parameters 
(unit) Lower Center Upper Lower Center Upper 

ωB (RPM) RPMB 1 10 20 1 10 20 

φB (
o) OffsetAngleB 0 15 30 - - - 

vB (m/min) TranVel - - - 0 0.5 1 

ωD (RPM) RPMD - - - 0 10 20 

φD (
o) OffsetAngleD - - - 0 15 30 

 

In both kinematics modes a three-level full factorial design was used so that each 

factor is coded to the levels lower, center, upper as shown in Table 3.2. Since One-axis 

Holder has only one degree of freedom with respect to the rotation along zB shown in Fig. 

3.7, the rotation speed ωB, called as ‘RPMB’, is selected as a factor of the experiment for 

One-axis Holder. The offset angle of zB, called as ‘OffsetAngleB’, shown in Fig. 3.7 with 

respect to the horizon is also selected as another factor of the experiment for One-axis 

Holder.  

In contrast to the One-axis Holder, Two-axis Holder has more degree of freedom 

than One-axis Holder does. That is, as shown in Fig. 3.7, there are two degree of freedom 

with respect to the rotation and the translation along zB, and there is one degree of 

freedom with respect to the rotation along zD. Therefore, the rotation speed ωB, the 

translation velocity vB, called as ‘TranVel’, and the rotation speed ωD, called as ‘RPMD’, 

are selected as factors of the experiment for Two-axis Holder. The offset angle of zD, 

called as ‘OffsetAngleD’, shown in Fig. 3.7 with respect to the horizon is also selected as 

another factor of the experiment while the offset angle of zB, is ignored for Two-axis 
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Holder. This means that the zB-axis remains parallel to the horizon without any 

inclination for Two-axis Holder. The maximum of the two rotation speeds ωB and ωD is 

set to be 20rpm as the experiments by Yamaguchi et al. (2003). 

Since the three-level full factorial design requires simulation runs at each of the 

3m possible combinations of factor levels, where m means the number of factors of the 

experimental design, a two-factor experiment for One-axis Holder requires 9 simulation 

runs while a four-factor experiment for Two-axis Holder requires 81 simulation runs. 

As a coating material ingot, the YSZ was chosen to be deposited on the turbine 

blade because it is used as the basis of the majority of today’s TBCs for aircraft engines 

(Yamaguchi et al. 2003). The themophysical properties of YSZ that is required by the 

MDM, summarized by Simon and Pal (1999), was applied in the experiment; all 

properties in Table 2.1 are corrected for the YSZ. Machine process parameters and 

empirical parameters used in the simulation runs are summarized in Table 3.3. 

 
Table 3.3. Parameters used in the simulation of YSZ deposition on turbine blade 

Machine parameters  Empirical parameters 

Ingot height = 500 mm 

Cathode heating efficiency ηA=3.0 mA/W  

EB diameter = 3 mm 

EB Scan pattern = Swirl 

# of circulation of beam scan = 5 

Current of EB Gun = 45 A 

Voltage of EB Gun = 1000 V 

Acceleration voltage UB = 10 kV 

Variance of white noise of current and voltage = 0.01 

Initial temperature of ingot and crucible = 298.15 K 

Evaporation coefficient (αv) = 1 (ideal evaporation) 

Vapor flux scattering coefficient = 1 (no scatter) 

Condensation coefficient = 1 (ideal condensation) 

Time step = 0.05 sec 
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For the machine parameters, there are inputs for the MDM such as current and 

voltage of EB gun, cathode heating efficiency, electron beam diameter, scan pattern and 

its parameter (# of circulation of beam scan), and acceleration voltage. For empirical 

parameters, there are inputs for both the MDM and DPM such as variance of white noise 

of current and voltage in EB gun, initial temperature of ingot and crucible, vapor flux 

scattering coefficient, and condensation coefficient.  

The proposed computational model will give deterministic outputs. That is, the 

computational experiments return identical observations with the same inputs. Then, the 

coating thickness predicted by the proposed computational model will be not randomly 

varied while it will only depend on the level of the factors of the experimental design. 

Therefore, it is assumed that the results are real and not being explained by random 

fluctuation, resulting that the replication number of the experiment design is set to be 1. 

In all simulation runs, the process time (tsim) was setup as 60 sec because it is the 

minimum time for a substrate assigned by 1 RPM to finish one rotation. Figure 3.8 shows 

the screenshot of the simulator in Matlab. 
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Figure 3.8. The screenshot of the simulator using Matlab 

3.3.1. One-axis Holder 

From each of 9 simulation runs, the coating thicknesses on np polygons of the 

turbine blade mesh shown in Fig. 3.6 are calculated by the proposed computational model, 

from which the responses of the 32 full factorial design, M(tsim), v(tsim), and dmin(tsim), are 

computed by Eq. 3.30. 

Figure 3.9 shows main effect plots using the data means for M(tsim), v(tsim), and 

dmin(tsim) in One-axis Holder, where RPM and Offsetangle mean the rotation velocity ωB 

and the offset angle φB, shown in Fig. 3.7, respectively. The main effect of a factor is 

defined as the change in the average response due to moving the factor from a level to 

another level. The x-axis of a main effect plot is the level of factors from lower to center 
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to upper. That is, 1, 2, and 3 in the x-axis refer to lower level, center level, and upper 

level, respectively. In the y-axis of the main effect plot, each response is normalized to 

plot.  

 

a) 

 
 

b) 

 
 

c) 

 
 

Figure 3.9. Main effect plots for a) M(tsim), b) v(tsim), c) dmin(tsim) in One-axis Holder 
 

In all the three responses shown in Fig. 3.9, the normalized main effects are 

almost same for RPM. That is, the average effect of raising RPM for One-axis Holder 
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from lower level to center or upper level will not change the responses such as M(tsim), 

v(tsim), and dmin(tsim). This indicates that the change of the rotation velocity ωB for the 

One-axis Holder can not change the process efficiency of the EB-PVD measured by the 

responses such as M(tsim), v(tsim), and dmin(tsim) and that the rotation velocity ωB is 

statistically insignificant for the One-axis Holder. This supports the experiment results by 

Yamaguchi et al. (2003), where the substrate manipulation decreases the deposition rate 

compared to stationary deposition condition but there was no difference in the deposition 

rate among three levels of the rotation speed. Contrary to the rotation speed ωB, the 

change of the offset angle φB for One-axis Holder changed the responses of the 

experimental designs. That is, as the level of the offset angle φB increased by one level, 

the normalized main effect for OffsetAngleB decreased up to about 25% in the M(tsim) 

and about 30% in the dmin(tsim) while that increased up to about 65% in the v(tsim). Thus, it 

appears that the smaller value of the offset angle φB would be preferable, since the 

objectives are to maximize M(tsim) and dmin(tsim) and to minimize v(tsim). 

To check the effect of the interaction between RPMB and OffsetAngleB on the 

three responses, interaction plots were generated using Minitab as shown in Figure 3.10. 

As can be seen from the plots, there is no significant interaction between the rotation 

speed ωB and the offset angle φB in One-axis Holder. 
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a) 

 
 

b) 

 
 

c) 

 
 

Figure 3.10. Interaction plot for a) M(tsim), b) v(tsim), c) dmin(tsim) in One-axis Holder 
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Since the interaction effect between RPMB and OffsetAngleB is not significant 

for the three responses in One-axis Holder, it was pooled with the error term for a 

reduced linear regression model; analysis of variance (ANOVA) for the three responses 

was performed using reduced linear regression model with Minitab. The results are 

summarized in Table 3.4-3.6. 

 

Table 3.4. Analysis of Variance for reduced model of M(tsim) 

Source DF SS MS F P 

RPMB 2 0.0000092 0.0000046 0.53 0.626 

OffsetAngleB 2 0.2180943 0.1090471 1.30E+04 0 

Error 4 0.0000347 0.0000087   

Total 8 0.2181382    
 

Table 3.5. Analysis of Variance for reduced model of v(tsim) 

Source DF SS MS F P 

RPMB 2 0.0000825 0.0000412 0.45 0.668 

OffsetAngleB 2 0.9738419 0.4869209 5.29E+03 0 

Error 4 0.0003684 0.0000921   

Total 8 0.9742928    
 

Table 3.6. Analysis of Variance for reduced model of dmin(tsim) 

Source DF SS MS F P 

RPMB 2 0 0 0 1 

OffsetAngleB 2 0.3888889 0.1944444 1.40E+16 0 

Error 4 0 0   

Total 8 0.3888889    
 

From Table 3.4-3.6, the F and P values of OffsetAngleB for the three responses 

are greater than 1000 and zero, respectively. The P values of RPMB for the three 
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responses are greater than 0.05. This implies that only OffsetAngleB is statistically 

significant with 95% confidence. This agrees well with the results of the main effect plots 

shown in Fig. 3.9.  

3.3.2. Two-axis Holder 

As in the experiment for One-axis Holder, the coating thicknesses on np polygons 

of the turbine blade mesh shown in Fig. 3.6 are calculated by the proposed computational 

model from each of 81 simulation runs. Then, the responses of the 34 full factorial design, 

M(tsim), v(tsim), and dmin(tsim), are computed by Eq. 3.30 from the predicted coating 

thicknesses.  

Figure 3.11 shows main effect plots using the data means for M(tsim), v(tsim), and 

dmin(tsim) in Two-axis Holder, where RPMB, TranVel, RPMD, and OffsetangleD mean 

the rotation velocity ωB, the translation velocity vB, the rotation speed ωD, and the offset 

angle φD, shown in Fig. 3.7, respectively. As in Fig. 3.9, 1, 2, and 3 in the x-axis refer to 

lower level, center level, and upper level, respectively. In the y-axis of the main effect 

plot, each response is normalized to plot as well.  

Contrary to the results in One-axis Holder, the amount of material deposited on 

the substrate M(tsim) decreases linearly with increasing the rotation speed ωB (RPMB) as 

shown in Fig. 3.11 (a). This is expected since the increase of the rotation speed along zB 

causes the turbine blade to deviate more and more from the center of a vapor plume. The 

coating uniformity, v(tsim) and the minimum coating thickness dmin(tsim) are also decrease 
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as RPMB increases over the center level. However, Fig. 3.11 (b) and (c) show that the 

quadratic effect of the RPMB on v(tsim), and dmin(tsim) in Two-axis Holder is significant. 

 

a) 

 
 

b) 

 
 

c) 

 
 

Figure 3.11. Main effect plots for a) M(tsim), b) v(tsim), c) dmin(tsim) in Two-axis Holder 
 

 

 



86 

In all the three responses shown in Fig. 3.11, the normalized main effects are 

almost same for TranVel. That is, the average effect of raising the translation velocity vB 

along zB for Two-axis Holder from lower level to center or upper level will not change 

the responses such as M(tsim), v(tsim), and dmin(tsim). Thus, the translation velocity vB is 

statistically insignificant as other factors for all three outputs in Two-axis Holder. This 

indicates that the alternate length given by ±60 mm along the zB axis resides in the vapor 

plume so that the translation velocity vB proved statistically insignificant. 

The change of the rotation speed ωD (RPMD) as well as the offset angle of zD 

(OffsetAngleD) for Two-axis Holder changed the three responses of the experimental 

designs. As the level of RPMD changed from the lower to the upper level, the amount 

deposited on the substrate decreases but the coating uniformity and the minimum coating 

thickness increase. In contrast, the change of the level of OffsetAngleD from the lower to 

the upper level increases the amount deposited on the substrate and decreases the coating 

uniformity and the minimum coating thickness, respectively. Fig. 3.11 particularly shows 

that the quadratic effect of RPMD on the three responses in Two-axis Holder is 

significant while the quadratic effect of the OffsetAngleD is significant on only M(tsim). 

As mentioned before, the objectives are to maximize M(tsim) and dmin(tsim) and to 

minimize v(tsim). Since the RPMD and OffsetAngleD have different linear and quadratic 

effect on the three responses, the preferable condition would be selected with the 

compromise among the three objectives.  

ANOVA for the three responses using full model with all the possible interactions 

was preliminarily performed to find out the insignificant interaction terms. The two-way 
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interactions including the translation velocity vB (TranVel) were statistically insignificant 

with 95% confidence. Thus, after pooling the two-way interactions including TranVel as 

well as all three- and four-way interactions with the error term for a reduced model, 

ANOVA for the three responses was performed using the reduced model with Minitab. 

Since the error term for dmin(tsim) was still 0, all the interaction effects were pooled with 

the error term for dmin(tsim). The results are summarized in Table 3.7-3.9.  

 

Table 3.7. Analysis of Variance for reduced model of M(tsim) 

Source DF SS MS F P 

RPMB 2 0.00035606 0.00017803 15.07 0 

TranVel 2 0.00000272 0.00000136 0.11 0.892 

RPMD 2 0.00313741 0.0015687 132.75 0 

OffsetAngleD 2 0.00282248 0.00141124 119.43 0 

RPMB*RPMD 4 0.00024669 0.00006167 5.22 0.001 

RPMB*OffsetAngleD 4 0.00011627 0.00002907 2.46 0.055 

RPMD*OffsetAngleD 4 0.00010625 0.00002656 2.25 0.074 

Error 60 0.000709 0.00001182   

Total 80 0.00749688    
 

Table 3. 8. Analysis of Variance for reduced model of v(tsim) 

Source DF SS MS F P 
RPMB 2 0.00835 0.00418 29.36 0 
TranVel 2 0.00019 0.0001 0.68 0.511 
RPMD 2 3.31817 1.65909 12000 0 

OffsetAngleD 2 1.36481 0.6824 4796.57 0 
RPMB*RPMD 4 0.03362 0.0084 59.07 0 

RPMB*OffsetAngleD 4 0.00087 0.00022 1.53 0.205 
RPMD*OffsetAngleD 4 1.25019 0.31255 2196.88 0 

Error 60 0.00854 0.00014   
Total 80 5.98474    
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Table 3.9. Analysis of Variance for reduced model of dmin(tsim) 

Source DF SS MS F P 
RPMB 2 0 0 0 1 
TranVel 2 0 0 0 1 
RPMD 2 0.125 0.0625 18 0 

OffsetAngleD 2 0.125 0.0625 18 0 
Error 72 0.25 0.003472   
Total 80 0.5    

 

From Table 3.7 and 3.8, the P values of three main factors (RPMB, RPMD, and 

OffsetAngleD) are zero. This implies that the three factors excluding TranVel are 

significant with 95% confidence. Also, the interaction of RPMB and RPMD is 

statistically significant at the 95% confidence level, while the interaction of RPMD and 

OffsetAngleD is statistically significant at the 95% confidence level only for v(tsim). The 

interaction between RPMB and RPMD is expected to be statistically significant since 

these factors dictate both the residence time and the location of a substrate in the vapor 

plume. For the minimum coating thickness dmin(tsim), the P values of two main factors 

(RPMD and OffsetAngleD) are zero. This implies that the main factors related the zD axis, 

where a substrate attaches directly, are significant for the minimum coating thickness 

with 95% confidence. 

To evaluate the two-way interaction among the four factors, interaction plots for 

the three responses, M(tsim), v(tsim), and dmin(tsim), were generated using Minitab as shown 

in Figure 3.12-3.14. As can be seen from the interaction plots, there are significant two-

way interactions among the three factors, RPMB, RPMD, and OffsetAngleD, for M(tsim), 

v(tsim) while there is no significant two-way interaction including dmin(tsim) except when 

RPMD = 0rpm or OffsetAngleD = 30o.  
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Figure 3.12. Interaction plot for M(tsim) in Two-axis Holder. 
 

 

Figure 3.13. Interaction plot for v(tsim) in Two-axis Holder. 
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Figure 3.14. Interaction plot for dmin(tsim) in Two-axis Holder. 

3.4. Summary 

A discrete state space model for the unified dynamic computational models of 

EB-PVD process is proposed, which combines the substrate kinematics with machine 

dynamics and deposition process. The kinematics mode of a substrate was 

mathematically formulated using techniques commonly used in robotics. The discrete 

state space model was implemented in Matlab. The computational models were tested on 

a study of the YSZ deposition on the turbine blade through 3m full factorial design of 

experiment in two different holders. Three metrics to measure the coating objectives, 

such as the sum of coating thicknesses, the variance of coating thickness, and the 

minimum coating thickness, were chosen as “response variable”. Rotation velocity, 

translation velocity and offset angle with respect to the horizon were chosen as factors. In 

conclusion, it is shown that the proposed computational model can efficiently emulate the 
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various kinematics modes that are significantly influenced by the substrate holder. From 

the statistical analysis of the results of the experimental design, it is derived that the offset 

angles OffsetAngleB and OffsetAngleD were statistically significant for all three 

response variables in One-axis and Two-axis Holder, respectively. For Two-axis Holder 

which has two rotation axes, the rotation velocity of the second axis, ωD, was statistically 

significant for all three response variables. 

 

 

 



 

Chapter 4 

 

Simulation of nanostructured coating in EB-PVD using level set approach 

In this Chapter a comprehensive modeling approach to link machine dynamics, 

substrate kinematics and the evolution of the surface profile of coating in electron beam 

physical vapor deposition (EB-PVD) is presented. The machine dynamics in EB-PVD 

process are captured by finite element models explained in Chapter 2, which predict 

evaporation rate and vapor distribution. The substrate kinematics is mathematically 

formulated with the state space formulation proposed in Chapter 3. 

In this Chapter, the propagation of the coating surface is implicitly presented by a 

level set approach using a function φ of higher dimension than the three-dimensional 

coating surface. The function φ is defined as the distance from the coating surface to a 

three-dimensional point expressed in Cartesian coordinates. Based on this, the coating 

surface is given by the zero level set of φ. In other words, at any time the evolving 

coating surface can be found by solving for φ=0. By the chain rule of differentiation, a 

partial differential equation (PDE) is derived involving φ and the evolution speed F of the 

coating surface, which called as a level set equation. The evolution speed F is a critical 

factor in solving the PDE for the level set function φ in the EB-PVD process. Thus, the 

evolution speed F is derived for the EB-PVD process, by which the machine process 

parameters of the EB-PVD are related to the deposition process. The level set equation 

can be regarded as a kind of a Hamilton-Jacobi equation which can be solved to find the 

coating surface. The solution of the level set equation will be approximated by a 
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computational scheme which exploits the numerical techniques developed for the 

solution of the hyperbolic conservation law. 

The proposed approach is implemented in Matlab to develop a digital simulator 

that uses three-dimensional grid with which the level set equation is approximated. The 

developed simulator performs a series of simulation runs of YSZ deposition on a rotated 

flat substrate. Compared with the published physical-experiment results, the simulation 

results demonstrate that the proposed modeling approach can be applied to predict the 

evolution of coating of EB-PVD process in the nano-level up to 50nm.  

4.1. Level set method 

A brief introduction to the level set method is presented here for completeness 

(Sethian 1999). Consider a surface of a substrate Γ(t) in 3ℜ , on which vapor particles are 

deposited, resulting in coating. The surface Γ(t) is assumed to propagate along a direction 

normal to the surface itself with a speed function F at any time. Using the deposition 

process model in Eq. 2.15, the speed function F for the EB-PVD process will be 

developed later. There is an implicit method to represent the surface propagation with φ 

one dimension higher than the three-dimensional surface Γ(t). Considering the level set 

of the time-dependent function φ corresponding to a real value c, the introduced function 

φ can be expressed as follows: 

( )( ) cttx =,φ .          ( 4.1 ) 
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To embed the surface into φ, the level set function φ will be defined as a distance function 

±d, where d is a distance from the surface to the position x(t) at any time t: 

( )( ) dttx ±=,φ .         ( 4.2 ) 

Since d = 0 at the surface at any time, the position of the surface is regarded as the zero 

level set of the φ so that the value of level set of the surface is set to be zero: 

( )( ) 0, =ttxφ .          ( 4.3 ) 

The illustration of the level set method for two-dimensional front is depicted in Figure 

4.1.  The evolution of φ is linked to the propagation of the surface through a time-

dependent initial value problem. By applying the chain rule to Eq. 4.3, a partial 

differential equation is obtained as follows: 

( ) ( ) 0'),( =⋅∇+ txttxt φφ .        ( 4.4 ) 

Since ( ) ntxF ˆ' ⋅= , where n̂  is the normal vector to the φ given by φφ ∇∇= /n̂ , Eq. 4.4 

yields an evolution equation of φ, namely level set equation (Osher and Sethian 1988): 

( )0,given  ,0 ==∇+ txFt φφφ        ( 4.5 ) 

 

Figure 4.1. Illustration of level set method for two dimensional front (Sethian 1999) 
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According to Sethian (1999), since there is no change when it is applied to higher 

dimensions, this method can be applied to 3D deposition process without any change in 

the formulation. In addition, the intrinsic geometric properties of the surface Γ(t) are 

easily determined. For example, the normal vector is given by  ˆ φφ ∇∇=n . 

Furthermore, the solution of Eq. 4.5 can be accurately approximated by computational 

schemes which exploit the numerical techniques developed for the solution of the 

hyperbolic conservation law, and is explained later. 

4.2. Speed function F of EB-PVD process 

Adalsteinsson and Sethian (1995a; 1995b) applied the level set method to the 

problem of surface advancement including deposition, etching, and lithography. They 

proposed the general formulation of the speed function F for each physical phenomenon. 

They considered three individual types of deposition: isotropic deposition, unidirection 

deposition, and source deposition. In this Chapter, it is assumed that there is only 

deposition effect on surface evolution during the EB-PVD process, and that only source 

deposition occurs. This implies that the deposition radiating from point sources is 

considered because the EB-PVD is primarily a line-of-sight process where a vapor stream 

is generated from an ingot melt pool.  

The speed function F for EB-PVD process will be derived by modifying the 

Pulker’s deposition process model in Section 2.1.2. First, differentiating Eq. 2.15 with 
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respect to time t yields Eq. 2.16. Next, replacing the temporal derivative of m in the right 

hand side of Eq. 2.16 with the evaporated mass av per unit time that is derived by Eq. 

2.10-2.12, and using the definition of the speed as the ratio of coating thickness increase 

to time, the temporal derivative of ds in Eq. 2.16 becomes equal to speed function F as 

following: 

( ) ( )
.

coscos

2

1
2 v

n

a
r

n
F ⋅

⋅
⋅

+
=

θϕ
ρπ

       ( 4.6 ) 

Therefore, Eq. 4.6 can provide the speed of evolution using both the machine-dynamic 

related data, like the evaporated mass av in  Eq. 2.12 and the beam collimation parameter 

n in Eq. 2.13, and the substrate-kinematics related data, like the two angles, ϕ and θ, and 

the distance r, shown in Fig. 2.5. The latter data set, namely ϕ, θ, and r, represents the 

dependency of the speed function F on the geometric relation between a substrate and a 

vapor source; it implies that the speed function F varies widely from point to point on the 

surface of the substrate. 

4.3. Numerical scheme for level set equation 

Substituting the speed function F of EB-PVD process in Eq. 4.6 into the level set 

equation in Eq. 4.5 yields a Hamilton-Jacobi equation, namely 

( ) 0,, =+ zyxt H φφφφ          ( 4.7 ) 

where the Hamilton ( ) φφφφ ∇= FH zyx ,, . The θ in F of Eq. 4.6 depends on the normal 

vector to the surface of a substrate n̂  and the position vector x
r
. Since the term of ( )θcos  
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in Eq. 4.6 is calculated from the dot product of two vectors n̂  and x
r
, the Hamilton H in 

Eq. 4.7 is given as a linear equation of φx, φy, and φz. Thus, the Hamilton H can be 

regarded as convex function. The solution of the level set equation shown in Eq. 4.5 need 

not be differentiable, even with arbitrarily smooth boundary data (Sethian 1999). This is 

connected to the notion of appropriate weak solution that means a function for which the 

derivatives appearing in the equation may not all exist but which is nonetheless deemed 

to satisfy the equation in some precisely defined sense. Thus computational solution will 

requires a numerical technique that can handle this non-differentialbility. Osher and 

Sethian (1988) introduced a numerical algorithm to approximate the level set equation in 

Eq. 4.5. They relied on an essentially non-oscillatory (ENO) scheme which can 

accurately capture the formation of sharp gradients and cusps in the moving fronts with 

various orders of accuracy. In this Chapter, a numerical scheme with first order in time 

and second order in space is used (Sethian 1999),  which is given by  

])0,min()0,[max(1 −++ ∇+∇∆−= ijkijk

s

ijk

s

ijk FFtφφ      ( 4.8 ) 

where 
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where 
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where D means the shorthand notation of Dφ; D+ and D- are forward and backward first-

order difference operators; D++, D+-, and D-- are forward, centered, and backward second-

order difference operators; and the switch function m is given by 

( )
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xy
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x

yxm .               ( 4.11 ) 

As mentioned before, only source deposition is considered for the EB-PVD process, and 

this implies that the speed function F given by Eq. 4.6 for the EB-PVD is always non-

negative, namely that the surface always evolves outward. Therefore, the right term 

inside of the square bracket in Eq. 4.8 becomes always zero.  

Sethian and Strain (1992) showed that the approximation of normal vector n̂  can 

be biased along computational grid lines under the condition of anisotropic speed 

function and introduced a numerical technique to diminish the grid effect in two-

dimensional case. In this Chapter, it is extended to three-dimension case to derive the 
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normal ijkn̂  at the grid point (i∆x, j∆y, and k∆z), where ∆x, ∆y, and ∆z are the space steps 

along x, y, and z axis, respectively, as follows: 
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where wn is the weight coefficient that represents the number of approximation in the 

square bracket which has non-zero denominator and 
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If the any approximation in Eq. 4.12 vanishes with zero denominator, the term will be 

ignored in the recalculation of the weight coefficient wn. Then normalizing *
ijkn  obtains 

**ˆ
ijkijkijk nnn = . 

4.4. Simulation and Results 

The level set method for the EB-PVD process is embedded into the unified 

models of the EB-PVD process, discussed in Chapter 2, and then the integrated model is 

implemented using Matlab on a PC cluster LION-XO of Penn State’s ASET to predict 

the time-dependent deposition evolution of deposition layers in nano-order. A flow chart 
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for the EB-PVD simulator implementing the level set method as well as the unified 

models of the EB-PVD process is depicted in Figure 4.1.  
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Figure 4.1. Flow chart of the EB-PVD simulator implementing the level set method 

 

The simulator inputs include substrate geometry, ingot parameters, and process 

parameters, together with the process plan that constrains simulation period, ingot heating 

process, and substrate kinematics mode, etc. To prepare the dynamic simulation of the 

EB-PVD process, ‘EB scan emulator’ shown in Figure 4.1 decides, based on the given 
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scan pattern, the order of elements of the ingot mesh where EB impinges. ‘Computational 

grid generator’ in Figure 4.1 generates three-dimension computational grid with the space 

steps ∆x, ∆y, and ∆z. The initial value of φ at all computational-grid points, o
ijkφ , will be 

calculated as the distance from the grid point to the surface of the substrate, based on the 

definition of  in Eq. 4.2. In the main body of the simulator, at first, the machine dynamics 

model is computed which includes the EB current, the temperature tomography of the 

ingot surface, and the evaporation rate av and the beam collimation parameter n, 

respectively, of each element of the ingot mesh. In the next module, after calculating the 

normal vector n̂  of every grid point and inspecting the visibility of each grid point from 

vapor source, the speed function F of every grid point will be calculated using Eq. 4.6, 

with which the level set equation in Eq. 4.5 will be solved to approximate s
ijkφ  at every 

iteration during simulation using Eq. 4.8-4.11. Finally, the spatial location of both the 

substrate and the computational grid will be updated based on the given substrate 

kinematics mode. 

To validate the developed simulator, the numerical solution is compared with the 

experiment results by Yamaguchi et al. (2003), where YSZ was chosen as coating 

material. This specific paper by Yamaguchi et al. is chosen for comparison because of the 

thorough documentation of experimental parameters. In the experiments YSZ was 

deposited upon a hexagonal plate located over the ingot while the input power varied 

from 35kW to 60kW and the rotation speed also varied from 1rpm to 20rpm with or 

without the alternation of rotation direction about 180o as experiment parameters. As the 
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results of the experiments, the microstructures of coating layer, deposition rate and 

porosity were measured. The arrangement of the experiments is illustrated in Figure 4.2.  
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Figure 4.2. Experimental arrangement 

 

The substrate 60mm long in y-axis direction and 20mm wide in x-axis direction 

and 2.5mm thick in z-axis direction is mounted 300mm above the surface of an ingot. It 

is rotated counter-clockwise about the positive y-axis at the given rotation speed and, in 

some experiments, the rotation direction will be alternated at 180o. The three-dimensional 

computational grid, where the level set function φ will be calculated by solving the level 

set equation in Eq. 4.5, is placed on the center of the substrate just above the center of the 

ingot surface. The space steps along x, y, and z axis, ∆x, ∆y, and ∆z, are set to be equal to 

each other as ∆ = ∆x = ∆y = ∆z on each experiment. The themophysical properties of 

YSZ, summarized by Simon and Pal (1999), are used in this Chapter. In the simulation, 

the electron-beam power was fixed as 45kW and the time step was 0.01s for 
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computational experiments. The kinematics parameters used in the simulation runs were 

set to be same with the physical experiments by Yamaguchi et al. (2003). That is, two 

rotational modes, such as no alternation and alternation at 180o, were selected; the 

rotation speed was varied from 1rpm to 20rpm in both rotational modes. 

In particular, the size of the ∆ was varied from 1μm to 100nm and to 50nm to 

investigate the effect of ∆ on the resolution of the proposed model. Simulation period was 

fixed at 120sec with ∆ = 1µm and 60sec with ∆ = 100nm and 50nm, respectively. Table 

4.1 summarizes the machine process parameters and empirical parameters used in the 

simulation.  

 

Table 4.1. Parameters used in the simulation 

Machine parameters Empirical parameters 

Ingot height = 500 mm 

EB power = 45 kW 

Cathode heating efficiency ηA=3.0 mA/W  

Electron beam diameter = 3 mm 

Scan pattern = Swirl 

# of circulation of beam scan = 7 

Scan frequency = 100 kHz 

Variance of white noise of current and voltage = 0.01 

Initial temperature of ingot and crucible = 298.15 K 

Vapor flux scattering coefficient = 1 (no scatter) 

Condensation coefficient = 1 (ideal condensation) 

Evaporation coefficient = 1 (ideal evaporation) 

 

The thickness of deposition at the surface was calculated from the value of the 

level set function φ of every point of the computational grid. The change of sign of the 

value of φ from plus to minus in the computational grid is regarded as the change of 

thickness by the one space step. Since the level set method uses the discretized, 
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computational grid, the continuous change of the thickness can not be seen but the step 

function shape. The number of the grid point varied with respect to the size of the space 

step: 11×11×16 when ∆ = 1µm and 20×20×20 when ∆ = 100nm and 50nm, respectively. 

As mentioned before, the level set method can calculate the normal vector n̂  of every 

grid point, with which the evolution direction on the surface can be estimated. In every 

iteration the evolution vector will be constructed at (i×j) grid points for every i and j that 

has the zero- or the maximum negative-value of φ. Its unit vector and norm are given by 

the normal vector  n̂  and by the product of ∆t and speed function F, respectively. That is, 

there will be calculated the evolution vectors for every i and j in every nitr iteration, which 

is given by the simulation period dividing by ∆t. The nitr evolution vectors for every i and 

j will be added together to estimate the evolution direction. Figure 4.3 shows the 

screenshot of the simulation model including a rotating substrate over an ingot 

represented with square. 

 

 

Figure 4.3. The screenshot of simulation model in Matlab 
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Figure 4.4 shows the simulation results under various rotation speeds from 1rpm 

to 20rpm with ∆ = 1µm and without the change of the rotation direction. Figure 4.4(a), 

4.4(c), and 4.4(e) show the thickness of deposition in µm and the speed of evolution in 

10-4mm/sec against time in second under the different rotation speeds. Since the rotation 

was set to start at time 0, the speed of evolution asymptotically increases to the steady-

state speed of evolution during the early period. When the computational grid receded 

from the sight of vapor source, the speed of evolution decreased, while when it 

approached to the vapor source, the speed of evolution increased and became the 

maximum just above the ingot, as seen in the curve of the speed of evolution.  

As the rotation speed increases, there was no significant change in the deposition rate or 

the thickness of the deposited YSZ. This can be explained by the same residence time in 

the vapor plume even though the rotation speed varies. Significant differences, however, 

existed in the shape of the curves of the thickness of the deposition, which has the shape 

of step function. That is, at low rotation speed like 1rpm (Figure 4.4(a)), the interruption 

time when there was no increase in the thickness was long so that the horizontal step also 

was longer than at the high rotation speed like 20rpm (Figure 4.4(e)), where the 

horizontal step was short and even in the whole deposition time. Figure 4.4(b), 4.4(d), 

and 4.4(f) show the evolution directions at two points, into which the nitr evolution 

vectors were added together, respectively, and from which the structure of the deposition 

layer of YSZ could be estimated. The unit of x-axis is 10-8mm.  
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(a) 

 

(b) 

 

(c) 

 

 

(d) 

 

(e) 

 

 

(f) 

 

Figure 4.4. Simulation results under various rotation speeds with ∆ = 1µm and without 

the change of rotation direction: a) and b) with 1rpm, c) and d) with 5rpm, e) and f) with 

20rpm 
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(a) 

 

 

(b) 

 

(c) 

 

 

(d) 

 

(e) 

 

 

(f) 

 

Figure 4.5. Simulation results under various rotation speeds with ∆ = 1µm and the change 

of rotation direction at 180o: a) and b) with 1rpm, c) and d) with 5rpm, e) and f) with 

20rpm 
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At low rotation speed like 1rpm (Figure 4.4(b)), the ‘zigzag’ structure with about 6µm 

pitch is clearly seen, which similarly exhibited in the bent column with about 5µm pitch 

from the experiment results by Yamaguchi et al. (2003), shown in Figure 4.6. The higher 

magnification image in Figure 4.7 referred to Yamaguchi et al. (2003) shows more 

clearly the bent columns of the same experimental condition. As the rotation speed 

increases to 20rpm (Figure 4.4(f)), the evolution direction shows less-bent shape as small 

as about 0.3µm compared to the straight column with almost 0µm pitch from the 

experiment results shown in Fig. 4.6 (c). 

 

   

(a) 1rpm (b) 5rpm (c) 20rpm 

Figure 4.6. Experimental results under various rotation speeds (Yamaguchi et al., 2003) 

 

 

Figure 4.7. Bent columns under the rotation speed of 1 rpm (Yamaguchi et al., 2003) 
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When the rotation direction altered at every 180o, however, the deposition rate 

increased, compared to the condition of no alternation of the rotation direction, as seen in 

the comparison between Figure 4.4 and 4.5. This can be explained by the increase of the 

residence time in vapor plume. That is, there was not “no-deposition” period in the case 

of alternation of the rotation direction as seen in the speed of evolution shown in Figure 

4.5. Figure 4.5(b), 4.5(d), and 4.5(f) show the evolution directions at two points. The unit 

of x-axis is 10-8mm. At low rotation speed like 1rpm (Figure 4.5(b)), the ‘zigzag’ 

structure with about 10µm pitch is clearly seen, which similarly exhibited in the bent 

column with about 8µm pitch from the experiment results by Yamaguchi et al. (2003), 

shown in Fig. 4.8.  

 

 

Figure 4.8. Bent columns under the rotation speed of 1 rpm (Yamaguchi et al., 2003) 

 

In Table 4.2 the pitches of the ‘zigzag’ structure at various conditions are 

summarized to compare experimental results and those predicted using the unified 

dynamics computational models when ∆ = 1µm.  
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Table 4.2. Comparison of experiment and simulation for a plate coated with YSZ 

Experimental conditions 

Change of  
rotation direction 

RPM 
Predicted pitch 

Experimental pitch 
(Yamaguchi et al. 2003) 

No 1 rpm 6µm 5µm 

No 5 rpm 1µm ≥0µm 

No 20 rpm 0.3µm 0µm 

180o 1 rpm 10µm 8µm 

180o 5 rpm 2.5 µm ≥0µm 

180o 20 rpm ≥0µm 0µm 

 

Table 4.2 implies that the pitch of the ‘zigzag’ structure becomes larger with the 

alternation at 180o (Figure 4.5) than with no alternation of the rotation direction (Figure 

4.4). For example of low rotation speed like 1rpm, the pitch of the ‘zigzag’ structure with 

the alternation is larger than that without the alternation 

Figure 4.9 and 4.10 show 11 time marks at the same intervals. While there was no 

deposition in the point of 1, 2, 10, and 11 without the alternation of rotation direction 

(Figure 4.9), the deposition occurred at all time marks in the case of the change of the 

rotation direction (Figure 4.10).  

 

  

a) speed of evolution b) evolution direction 

Figure 4.9. Time marks with ∆ = 1µm, 1rpm, and no change of rotation direction 
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a) speed of  evolution b) evolution direction 

Figure 4.10. Time marks at the same with ∆ = 1µm, 1rpm, and the change of rotation 

direction at 180o 

 

 Figure 4.11 shows simulation results under various rotation speeds from 1rpm to 

20rpm when ∆ = 100nm without the alternation of the rotation speed. Figure 4.11(a), 

4.11(c), and 4.11(e) show the thickness of deposition in 100nm and the speed of 

evolution in 10-4mm/sec. During the simulation period of 60sec, at low rotation speed of 

1rpm (Figure 4.11(a)), the deposition rate was reduced to half of that observed at higher 

rotation speed (Figure 4.11(c) and 4.11(e)). This can be explained by the limitation of 

visibility of the point where the computational grid resided in the early stage of the 

simulation. This difference of the deposition rate will decrease as this simulation run 

longer. In the case of ∆ = 100nm shown in Figure 4.11, the shape of the thickness of 

deposition were similar to that with ∆ = 1µm, shown in Figure 4.4. That is, at low 

rotation speed like 1 rpm (Figure 4.11(a)), the interruption time when there was no 

increase in the thickness was long so that the horizontal step also was longer than at the 

high rotation speed like 20 rpm (Figure 4.11(e)). Figure 4.11(b), 4.11(d), and 4.11(f) 

show the evolution directions at two points, where Figure 4.11(b) shows just a part of the 

deposition layer. The unit of x-axis is 10-9mm. As in the case of ∆ = 1µm shown in 
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Figure 4.4, the amplitude and pitch of the ‘zigzag’ structure decreased as the rotation 

speed increased from 1rpm ((Figure 4.11(b))) to 20rpm ((Figure 4.11(f))).  

When the rotation direction altered at every 180o, however, the deposition rate 

increased, compared to the condition of no alternation of the rotation direction, as seen in 

the comparison between Figure 4.11 and 4.12. This can be explained by the increase of 

the residence time in vapor plume as mentioned before. Comparing the evolution 

directions under the same rotation speed in Figure 4.11 and 4.12, the amplitude and pitch 

of the ‘zigzag’ structure were larger with the alternation at 180o (Figure 4.12) than with 

no alternation of the rotation direction (Figure 4.11). For example of the middle rotation 

speed of 5rpm, the pitch of the ‘zigzag’ structure with the alternation, which is about 

12.5µm shown in Figure 4.12(d), is larger than that without the alternation, which is 

about 10µm shown in Figure 4.11(d). 
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(a) 

 

 

(b) 

 

(c) 

 

 

(d) 

 

(e) 

 

 

(f) 

 

Figure 4.11. Simulation results under various rotation speeds with ∆ = 100nm and 

without the change of rotation direction: a) and b) with 1rpm, c) and d) with 5rpm, e) and 

f) with 20rpm 
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(a) 

 

 

(b) 

 

(c) 

 

 

(d) 

 

(e) 

 

 

(f) 

 

Figure 4.12. Simulation results under various rotation speeds with ∆ = 100nm and the 

change of rotation direction at 180o: a) and b) with 1rpm, c) and d) with 5rpm, e) and f) 

with 20rpm 
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Figure 4.13 shows simulation results under various rotation speeds from 1rpm to 

20rpm with ∆ = 50nm and without the change of the rotation direction. Figure 4.13(a), 

4.13(c), and 4.13(e) show the thickness of deposition in 50nm and the speed of evolution 

in 10-4mm/sec. Contrary to the results with ∆ = 1µm and 100nm, at low rotation speed 

like 1rpm (Figure 4.13(a)), the deposition rate was larger than that at higher rotation 

speed (Figure 4.13(c) and 4.13(e)). Figure 4.13(b), 4.13(d), and 4.13(f) show the 

evolution directions at two points, where just a part of the deposition layer are depicted. 

The unit of x-axis is 10-9mm. As in the case of ∆ = 1µm and 100nm shown in Figure 4.4 

and 4.11, respectively, the amplitude and pitch of the ‘zigzag’ structure decreased as the 

rotation speed increased from 1rpm (Figure 4.13(b)) to 20rpm (Figure 4.13(f)). When the 

rotation direction altered at every 180o, the deposition rate slightly increased, compared 

to the condition of no alternation of the rotation direction, as seen in the comparison 

between Figure 4.13 and 4.14. 

Comparing the evolution directions under the same rotation speed in Figure 4.13 

and 4.14, the amplitude and pitch of the ‘zigzag’ structure were similar in both conditions 

with no alternation of the rotation direction (Figure 4.13) and with the alternation at 180o 

(Figure 4.14). As seen in Figure 4.13 and 4.14 where the space step of the computational 

grid ∆ = 50nm, the evolution directions are similar to the ‘zigzag’ structure at ∆ = 1µm 

and 100nm shown in Figure 4.4 to 4.12. Assuming that the structure of the deposition 

layer can be estimated from the evolution direction, the similarity verifies the feasibility 

of the proposed model and the developed simulator to estimate the deposition phenomena 

in the nano-level up to the 50nm. 
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(a) 

 

 

(b) 

 

(c) 

 

 

(d) 

 

(e) 

 

 

(f) 

 

Figure 4.13. Simulation results under various rotation speeds with ∆ = 50nm and without 

the change of rotation direction: a) and b) with 1rpm, c) and d) with 5rpm, e) and f) with 

20rpm 
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(f) 

 

Figure 4.14. Simulation results under various rotation speeds with ∆ = 50nm and the 

change of rotation direction at 180o: a) and b) with 1rpm, c) and d) with 5rpm, e) and f) 

with 20rpm 
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Hawkeye and Brett (2005) could control the thin film microstructure in nanoscale 

by using glancing angle deposition (GLAD) technique. That is, manipulating the 

substrate kinematics mode changed the geometries of thin film microstructures, resulting 

in various columnar structures such as zigzag or chevron, spiral, helical, or vertical post. 

For example, the helical columnar structure can be generated when a substrate is slowly 

and continuously rotated without the intermittent of the rotation direction as shown in Fig. 

4.15.  

 

 

Figure 4.15. Helical columnar shape from experiment in the low rotation speed (Hawkeye 

and Brett, 2005) 

 

When the normal vector n̂ , used as the unit vector of the evolution vector, is 

rotated by the rotating angle of the substrate relative to the y-axis shown in Figure 4.2, 

the resulting evolution vector can involve a change of the incidence angle of the vapor 

flux. For the case of 1rpm with ∆ = 1µm and without the change of rotation direction, 



119 

shown in Figure 4.4(a) and 4.4(b), the revised evolution direction is constructed with the 

rotated evolution vector, and the result is shown as Figure 4.16. This result shows that the 

proposed model and the developed simulator fairly well predict the deposition 

phenomena by using the level set method. 

 

Figure 4.16. Helical columnar shape from simulation in the low rotation speed 

4.5. Summary 

Based on the unified model of EB-PVD process, the integrated modeling is 

proposed by extending the level set approach into EB-PVD process. From the traditional 

deposition models that use the geometric distribution of vapor plume to predict the 

thickness distribution of coating, the speed function F is derived, which is critical to solve 

the level set equation. To accurately approximate solutions of the level set equation, the 

numerical technique borrowed from the numerical solutions of hyperbolic conservation 
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laws is applied. That is, the first order-forward difference scheme is chosen in time space 

and the second order difference scheme is chosen in spatial space, respectively. The 

proposed modeling method was implemented in Matlab; to verify it, the simulation 

results were compared with the experiments. With the literature about YSZ experiment 

using EB-PVD, the empirical parameters used in the model could be calibrated. In 

addition, it was investigated the effect of the rotation speed and the change of the rotation 

direction on the evolution of deposition and the deposition rate. The intrinsic geometrical 

feature like normal vector could be approximated by the level set approach, with which 

the evolution direction can be estimated, similar to the columnar structures shown in the 

experiments. At the micro level in the space step like 50nm, the simulation results 

showed the similar results with the experiments. 

 



 

Chapter 5 

 

Parameter selection by solving multiobjective optimization problem 

Decision making problems in highly complex system like EB-PVD inevitably 

involve multiple decision makers (DMs) working in a distributed team structures as well 

as multiple objectives to be pursued. This Chapter presents a new interactive fuzzy 

approach for solving multiple objective linear programming (MOLP) problems. In the 

approach, decision makers’ preference can be quantified with a membership function and 

a reference value, or threshold, of the membership function. A weighted sum of objective 

functions is assumed as a utility function, resulting in Pλ problem. Using the deviation of 

membership function from the threshold, a heuristic is developed to automatically search 

a set of weights factors in their space. It extends the DATC that was originally developed 

for distributed scheduling of heterarchical manufacturing systems by Prabhu (1995). It 

applies the feedback control algorithm for making “best” scheduling in real-time. The 

algorithm is developed by combining the interactive fuzzy approach and DATC. And it is 

implemented in Matlab and GAMS. The case study for manufacturing TBC made of YSZ 

using the EB-PVD process is provided to show the feasibility of the proposed algorithm. 

The formulation of an optimization problem is developed for the EB-PVD process, 

including four criteria: production cost, uniformity of coating thickness, collection 

efficiency of material on substrate, and coating lifetime. Physical models and statistical 

technique are used to develop the formulation and physical constraints also are described. 

To apply a heuristic developed for distributed environments with multiple decision 
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makers in different locations, the proposed problem is simplified with the given data and 

solved. The computational results are provided to show multiobjective optimization of 

process parameter in EB-PVD and to test the proposed algorithm. 

5.1 Problem formulation 

In this Chapter, the following multi objective linear programming (MOLP) 

problem is considered for an MODM problem: 

( )
0, subject to

 maximize

≥=

=

xbAx

Cxxf
        ( 5.1 ) 

where A is (m×n) matrix of rank m, b is an m-vector, x is an n-vector of decision 

variables, and C is (p×n) matrix. The ( ) { })(,),(),( 21 xxxxf pfff K=  are p distinct linear 

objective functions of the decision vector x, which are to be maximized in the decision 

space { }0,| ≥== xbAxxX . As mentioned before, it is assumed that there are p DMs 

and that each of them can handle only one linear objective function, so that the 

membership function of the fuzzy goal of each of the objective functions can be elicited 

from a DM individually. 

In the MOLP problem in Eq. 5.1, the objective functions are assumed to be in 

conflict, resulting that there is not a superior solution but only infinite efficient solutions. 

Mathematically, a point Xx ∈*  is said to be efficient if and only if there is no another 

Xx∈  such that ( ) ( )*xx ff ≥  and ( ) ( )*xx ff ≠  (Koopmans 1951). Usually, the set of all 

efficient solutions, called the efficient set, consists of an infinite number of points, so that 
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a “best” compromise or satisfactory solution among the efficient solutions should be 

chosen with respect to DM’s preference. 

When the decision space X is a closed convex set, objectives are concave on X, 

an efficient solution can be obtained by solving a single objective problem in which the 

objectives are combined using weights (Geoffrion 1967; Zionts and Wallenius 1976). The 

weighted sum of the objectives is assumed as the utility function of all p DMs in the form 

of ∑i ii f )(xλ . Since the fi(x)’s are linear functions, the utility function is also linear. As a 

result, the MOLP problem shown in Eq. 5.1 can be transformed into Pλ problem of the 

following form: 

( )

0,1,:subject to

Max  P

1

1

≥=∈

=

∑

∑

=

=

i

p

i
i

p

i
ii f

λλ

λλ

Xx

x

      ( 5.2 ) 

Each DM has expertise related to one of the p objective functions but potentially 

fuzzy or imprecise goal for this objective function. For example, a goal assigned by a DM 

to an objective may be to achieve “much larger than A and/or slightly less than B”. To 

quantify this type of statement, the membership function can be derived, by which each 

value assigned to objective function after calculation is mapped to [0, 1]. To derive a 

membership function ( ) pi
if

,,1, K=xµ , at first the minimum min
if  and maximum max

if  

of each objective function ( )xif  will be calculated under the given constraints. By 

considering the minimum and maximum value as well as the rate of increase of 

membership of satisfaction, a DM will decide the membership function ( )x
if

µ  based on 

his/her subjective judgement. By assuming that 
if

µ  is a strictly monotone increasing and 
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continuous function, the membership function of the fuzzy goal for each of the objective 

functions, ( ) pifi ,,1, K=x , can be defined by 

( )
( )

( )( ) ( )
( )








<
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=
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xx
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xµ       ( 5.3 ) 

where max21min
iiii ffff ≤≤≤  and ( )( )xii fd  is a strictly monotone increasing and 

continuous function with respect to ( )xif  and may be linear or nonlinear such as 

quadratic or exponential. Note that this function will be strictly decreasing and 

continuous in the problem seeking the minimum of objectives. 

After determining the membership function for each of the objective functions, to 

generate a candidate for the compromise or satisfactory solution, each DM is asked to 

specify his/her target value of the membership function, called the threshold, with which 

s/he might at least be satisfied. Let 
if

µ  be the threshold for the objective function, ( )xif . 

5.2. Heuristic for searching the set of weight factors 

Usually, many researchers have studied minmax problem (Sakawa et al. 1987; 

Mahapatra and Maiti 2005), in which the membership value of each objective function is 

penalized only when it is less than the threshold; therefore the policy is to increase the 

membership value beyond the threshold whenever possbile. With growing the number of 

DMs involved in this problem, the philosophy that penalizes only the under-achievement 

in a objective function should be adjusted to the situation with multiple DMs. In this 

Chapter, over-achievement as well as under-achievement in a objective function will be 
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penalized like early-tardy heuristic by Prabhu (1995). Actually, this strategy that assigns 

the penalty to both over- and under-achievement in an objective function has been 

common in scheduling problems in which penalties have been assigned for early and 

tardy completion of jobs. When there are multiple DMs involved in an MOLP problem, 

under-achievement in a objective function might not be accepted by the DM who 

manages the objective function. In addition, over-achievement in an objective function, 

which usually causes under-achievement in one or more objective functions, also could 

not be accepted by the other DMs. Therefore, the local goal for each objective function 

by individual DM is to minimize the absolute value of the difference between the 

threshold and the membership value: 

ii ffig µµ −=          ( 5.4 ) 

where 
if

µ  and 
if

µ  are the threshold and the membership value for the i-th objective 

function, respectively. By adopting the absolute value for the goal, the membership value 

of an objective function can be increased to meet its threshold and penalize it in both 

over- and under-achievement of the objective function. The global goal for all p objective 

functions by all p DMs is to minimize average membership value deviation of all 

objective functions: 

.
1

1
∑
=

=
p

i
ig

p
G           ( 5.5 ) 

If G is ‘0’, then the local goals of the objective functions are globally coherent and 

optimal, satisfying both the individual objective functions and the global goal. If G is not 

‘0’, then the local goals are not necessarily optimal and the heuristic is used to generate 
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the new set of weight factors with better global merit. As a result, instead of a minimax 

problem, this Chapter will focus on minimizing the deviation of the membership value 

from the threshold of an objective function.  

In most interactive approaches, the best compromise solution can be reached by 

either searching for the optimal weight set or successively reducing the weight factors 

space { }0,1| ≥==Λ ∑ ii λλλ  for the Pλ problem shown in Eq. 5.2. By searching the 

weight factors space based on a DM’s preference, the compromise solution may be 

reached. While these methods are based on a DM’s preference of the given solution for 

which he should compare the value of the whole objective functions, multiple DMs’ 

preferences can not be considered by those methods. 

In the heuristic, each weight factor of the objective functions will be adjusted by 

the weight factor controller associated to each objective function, which uses a local 

control law and local feedback without any knowledge about other DMs. Therefore, the 

heuristic can be viewed as a local “closed-loop” heuristic finding “best” set of weight 

factors because it uses the result of solution as feedback to modify the individual weight 

factor for use in the next iteration, illustrated in Figure 5.1. 
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Figure 5.1. "Closed-loop" structure of the proposed heuristic 
 

Figure 5.1 shows the closed loop structure of the proposed heuristic to find out the 

set of weight factors for the “best” compromise or satisfactory solution, where 
if

µ  is the 

threshold, 
if

µ  is the membership value, 
if

z  is the membership value deviation from the 

threshold, and iλ  is the weight factor of the i-th objective function. Note that only the 

weight factor of each objective function is controlled using the difference between the 

membership value and the threshold after solving the MOLP problem with the given set 

of weight factors. As the local law, the integral control law by Prabhu (1995) is chosen 

and implemented equivalently to the following equation: 

( ) ( )( )11)0()( −−−−+= mmm ff Mµµkλλ       ( 5.6 ) 

where m is the iteration number, )(mλ  is the weight factor vector, k  is the controller 

gain vector, fµ  is the threshold vector, ( )mfµ  is the membership value vector, and 

( )mM  is the average vector of the deviation of the membership value from the threshold 
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in the m-th iteration. Note that these vectors all are p-dimensional vectors. In each 

iteration, the membership value vector for objective functions is obtained from solving 

the MOLP problem and serves as a feedback for the weight factor controller. To maintain 

the constraint on the weight factors as Eq. 5.2, the constant value )(mM , the average of 

the deviation of the membership value from the threshold in the m-th iteration, is 

subtracted in m-th iteration so that every element in ( )mM  is identical as following: 

( )
( )( )

.1

p

m

mM

p

i
ff ii

∑
=

−
=

µµ
        ( 5.7 ) 

By the subtraction, the sum of the weight factors will be maintained as 1 in each iteration.  

At the end of iteration, each local goal shown in Eq. 5.4 will be computed based 

on the calculated membership value and the global performance as Eq. 5.5 will be 

calculated based on the every local goal of the p objective functions. The set of weight 

factors with the best global performance among those discovered in iterations can be used 

to generate the compromise or satisfactory solution based on the acceptance value of 

every DM, namely the threshold. The resultant heuristic can handle the complex situation 

involving multiple DMs who have different interest or preference from the others. 

5.3. New algorithm 

Following the discussion about the heuristic based on the “close-loop” control to 

search the set of weight factors, a general algorithm, which derives the compromise 

solution for multiple DMs from the efficient solution set especially from MOLP 
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problems, can be summarized as follows. First, the controller gain ik  ( 0>ik ) for each of 

objective functions is determined, this in turn will determine how the weight factors are 

changed. Higher ik  will increases the convergence rate. In addition, the termination 

criterion τ, is also defined at this time. In next step, the maximum max
if  and minimum 

max
if  of each of objective functions, ( ) pifi ,,1, K=x , are calculated to help DMs define 

the membership function defined in Eq. 5.3. In next step, every DM will be interviewed 

with providing both max
if  and max

if  obtained in previous step to elicit a membership 

function ( )x
if

µ  of the objective function ( )xif  which he/she manages. Many types of the 

membership function have been studied: linear, exponential, hyperbolic, hyperbolic-

inverse, and piecewise-linear functions (Sakawa, Yano and Yumine 1987). Every DM 

can choose the type of the membership function from this list. In next step every DM 

should set the threshold 
if

µ  for the objective function ( )xif . From next step, the 

proposed heuristic in Section 5.3 proceeds to find the set of weight factors pii ,,1, K=λ . 

To do that, the set of weight factors and the best global goal are initialized. The set of the 

weight factors will be initialized as an arbitrary set { }ipi  allfor  ,1|0 ==Λ λλ , which 

means that all the objective functions are given same weight factor. The initial best global 

goal, 0
bestG , also should be initialized as 1, the worst case. In next step, the MOLP 

problem transformed into Pλ problem formulation in Eq. 5.2 using the given weight 

factors is solved, providing the values of every objective function for the given weight 

factors. The membership value of p objective functions are calculated from the 

membership functions elicited by the DMs. The next step calculates the deviation of the 
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membership value from the threshold for every objective function, then calculating the 

local goals for every objective functions using Eq. 5.4 and the global goal using Eq. 5.5. 

Comparing this present global goal with the previous stored best global goal, the old best 

global goal is replaced with the present global goal when there is an improvement in the 

present global goal, namely the decrease of the global goal. In this case, it can jump to the 

steps in which new weight factors are calculated. The algorithm will stop the heuristic 

process when there is no improvement in the global goal over certain iterations τ. If there 

is any negative weight factor, the heuristic will stop. Otherwise, the newly generated set 

of the weight factors, { }iλλ i

m  allfor  ,|Λ = , will be provided into new iteration of the 

heuristic. After the heuristic stops, the efficient solution with the present best global goal 

is presented to every DMs. When anyone of them changes his/her mind, this algorithm 

can be restarted from the second step, in which any unsatisfied DM can change the 

membership function and/or threshold of his/her objective function. Otherwise, for new 

iteration, in next steps, the new set of the weight factors should be calculated using Eq. 

5.6. As shown in Eq. 5.6, the average of the deviation of the membership value from the 

threshold, )(mM , is calculated using Eq. 5.7. In next step, the new set of weight factors 

is generated using the feedback control method in Eq. 5.6. This newly generated weight 

factors will be provided into new iteration of the heuristic. Figure 5.2 summarizes the 

steps of the proposed algorithm.  
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Figure 5.2. Flowchart for the proposed algorithm 

5.4. Optimization problem formulation for EB-PVD process 

The problem considered is the Pareto optimal selection of a set of variables of 

EB-PVD process for the TBC made of YSZ. Table 5.1 summarizes variables, concerned 
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by multiple decision makers from various areas such as management, process planning, 

product design, and customer, as well as their units; Table 5.2 lists the constants and the 

variables in Table 5.1are restricted as follows: 

24,,2,1,0 L=≥ iX i          ( 5.8 ) 

 

Table 5.1. Variables of EB-PVD process 

Variable Description Variable Description 

X1 Cost of Material X12 Effective vertical distance (mm) 

X2 Cost of Energy X13 
Actual distance between source 
and substrate (mm) 

X3 Mass emitted by source (g)  X14 Maximum Radius (mm) 

X4 Total process-time (s)  X15 Mass collected on substrates (g) 

X5 Evaporation rate (g/s)  X16 Number of substrates 

X6 Minimum thickness (mm)  X17 Index of Diameter  

X7 Deposition rate (mm/s)  X18 Index of Columnar  

X8 Vapor pressure (mmTorr)  X19 Pressure/30  

X9 Melt pool temperature (K) X20 
substrate ofer  temperatuMelting

re temperatuSubstrate  

X10 Rotation speed (RPM)  X21 RPM/30  

X11 EB power (kW)    

 

Table 5.2. Constants for optimization problem of EB-PVD 

Constant Description Constant Description 

Km Price per gram ($/g) Kais Area of ingot surface (mm2) 

Ker Constant for evaporation rate Kmw Molecular weight (g) 

Ke Price per kilowatthour ($/Whr) Kvd Virtual source heigth factor 

Kd Density (g/mm^3) Kas Area of a substrate (mm2) 

Kmp Melting point of ingot (K) Kbp Boiling point of ingot (K) 

Kmps Melting point of substrate (K) Kecp Constant for vapor pressure 

Kesr Constant for substrate rotation   
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The system model will be developed under assumptions as follows: 

a. All substrates have the same shape and area; substrate temperature remains

 constant as pre-heating temperature.  

b. Only one ingot is used in the process and the composition maintains it orig

inal configuration all over the deposition. 

c. The rotation axis of the substrate holder is perpendicular to the ingot surfac

e, with which the holder of a planar shape is coaxial. 

d. The coater is batch-type machine with the features of planetary geometry, 

water loading on the planet, pump down time, etc. 

e. Both labor and equipment cost are constant and can be ignored. 

 

The four criteria (manufacturing cost, uniformity of coating thickness, collection 

efficiency of material on substrate and lifetime) are described below. 

5.4.1 Production cost 

Hill (1986) developed production cost analysis for industrial PVD system with the 

help of the cost analysis program which combines physical models of deposition 

processes with cost assumption to evaluate industrial processes with respect to production 

rate (throughput) and production cost. The four principal cost parameters were 

considered: material, electric power, direct labor, coater equipment. In this section, based 

on the assumption (e), only both material and electric power are considered to estimate 

the production cost of TBC using EB-PVD. The main factor affecting both parameters is 
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total process-time (X4). While achieving requirements for TBC, minimizing the coating 

time and minimizing the amount of material evaporated are necessary to gain the goal of 

production cost. Minimum thickness specification (X6) is also important to determine the 

amount of material used as well as the electric power used. The production cost of TBC 

(COST) is obtained by 

X2X1COST +=          ( 5.9 ) 

where the objective is minimizing the production cost of TBC (COST). 

The cost of material (X1) is greater than the cost for the mass emitted by source 

(X3) calculated as follows: 

X3KmX1 ⋅>         ( 5.10 ) 

where X3 is given from the total process-time (X4) and the evaporate rate (X5) as 

follows: 

X54XX3 ⋅=         ( 5.11 ) 

where the total process-time (X4) is larger than the time to make the minimum thickness 

(X6) with the deposition rate (X7) as follows: 

,X7/X6X4 ≥         ( 5.12 ) 

and, based on the assumptions that the specific evaporation rate (Langmuir 1913) is 

constant over the whole surface of melt pool and that the saturated vapor pressure at a 

melt pool’s temperature is similar to the chamber pressure (X8), the evaporate rate (X5) 

can be computed, as follows: 

.
X9

Kmw
X8KerKaisX5

1/2



















⋅⋅⋅=      ( 5.13 ) 

Yamaguchi et al. (2003) investigated YSZ deposition upon a plate over vapor source at 

difference input powers and kinematics modes. They provided the graphs showing the 

relation between the deposition rate and EB-PVD process parameters like the rotation 
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speed (X10) and the EB power (X11). To develop the equation for the deposition rate 

(X7) from the regression model of X10 and X11, the least squre method (Johnson and 

Wichern 2002) is applied and resulting equation of the depositio late is 

( )[ ]{ }
[ ]X110.2215.820.894

0.5X10sign10.3110.23.92X7

⋅+−⋅+

−+−⋅+−=
    ( 5.14 ) 

where sign(⋅) is -1 for a negative number, 0 for the number zero, or 1 for a positive 

number. 

The cost of energy (X2) is calculated from the total process-time (X4) and the 

input energy which contains EB power (X7) as well as the chamber pressure (X8) and 

substrate rotation (X10) as follows: 

.X10Kesr
X8

Kecp
X11X4KeX2 




 ⋅++⋅⋅>     ( 5.15 ) 

5.4.2. Uniformity of coating thickness 

The cosine law of emission models the directionality of evaporating molecules 

and the shape of the vapor plume (Glang 1970). Its variants have been used in several 

evaporation applications to model coating thickness of simple planar substrates (Schiller 

et al. 1982; Pulker 1984). In the Schiller’ model that is one of the deposition process 

models explained in Chapter 2, the normalized value for the coating thickness at any 

point with respect to that at a given point where the deposition rate was calculated. Hill 

(1988) proposed similar model to it only using vertical distance and radius from center of 

rotation and measured the uniformity of coating thickness (UNIFORM) with the model. 

Since EB-PVD is primarily a line-of-sight process, uniform coating is accomplished by 

continuous rotation in the vapor cloud during the deposition process (Singh and Wolfe 
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2005). Cho et al. (2005) developed an heuristic for EB-PVD process to find ‘best’ motion 

plan with the objective of reducing coating thickness variance, namely the uniformity of 

coating thickness. 

In this section, the uniformity of coating thickness is defined as the minimum 

ratio of coating thickness that the ratio is measured using the model proposed by Hill 

(1986). Instead of the actual source-to-substrate distance (X13), he used the effective 

vertical distance (X12) that means a new value for the X13. After fitting the measured 

curve of the distribution of coating thickness to the calculated curve of that by varying 

the X13, the virtual source height factor (Kvd) is decided, with which the X12 is obtained 

by 

X13/KvdX12 =         ( 5.16 ) 

From the effective vertical distance (X12) and the maximum radius (X14), UNIFORM 

can be defined as follows:  

22
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1UNIFORM
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+=       ( 5.17 ) 

where the objective is maximizing the uniformity of coating thickness (UNIFORM). 

5.4.3. Collection efficiency of material on substrate 

There have been several metrics developed to estimate the collection efficiency of 

material on substrate (COLLECT) (Hill 1986; Fuke et al. 2005). Hill directly considered 

both emitted materials and deposited materials; Fuke et al. used the ratio of the area of 

vapor plume subtended on substrate and total area of vapor plume. In this section, Hill’s 

approach is applied to define COLLECT of TBC by EB-PVD. Therefore, the COLLECT 
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is the ratio of mass collected on substrates (X15) and mass emitted by sources (X3). The 

model for predicting the COLLECT will be derived by two steps: i) determining the X15 

from the total volume of coating on all the substrate which can be approximated using the 

minimum coating thickness (X6) and the uniformity of coating thickness (UNIFORM) in 

Eq. 5.17 and ii) calculating the ratio of both the X15 and X3. The resulting equation of 

the COLLECT is given by 

( )[ ]{ }
X15/X3COLLECT

 /UNIFORMX6  Kas  X16  KdX15

=

⋅⋅⋅>
    ( 5.18 ) 

where the objective is maximizing the collection efficiency of material on substrate 

(COLLECT).  

5.4.4. Coating lifetime 

The original function of TBC is to increase the life of components which it 

protects (Bose and DeMasi-Marcin 1997). Thus, optimal TBC can be said to have a long 

lifetime as well as low density (Schulz et al. 2002). TBC lifetime (LIFE) was tested using 

the cyclic lifetime, which can be obtained from furnace rig test (Schulz et al. 1997). They 

found that the microstructure of TBC is one of critical factors to the cyclic lifetime; the 

effect of rotation speed and surface temperature, which mainly affect the microstructure 

of TBC, on the cyclic lifetime were investigated. According to them, both diameter and 

the structure of columnar were main factors of the microstructure of TBC that affected 

the cyclic lifetime. Therefore, the model for predicting TBC lifetime will be derived by 

two steps of regression analysis: i) replacing diameter and column by index X17 under 15 

and index X18 under 10, respectively, then, estimating the regression models for the 
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prediction of X17 and X18 from normalized process parameters of pressure, temperature, 

and rotation speed (X19, X20, and X21, respectively), ii) developing the equation for 

TBC lifetime from the regression models of X17 and X18. For the simplicity, the effect 

of vapor pressure on the cyclic lifetime is ignored. The models can be obtained by the 

least square method (Johnson and Wichern 2002). The resulting equation of TBC lifetime 

is 

( ) ( )

X181521X171456274LIFE

X21  X19 16.396 

 X21  0.311 - X20  11.263  X19  1.85 - 0.478X18

X2119.25X19 47.53 -

X21  19.9 - X20  33.55  X19  45.44  -12.37X17
22

⋅+⋅−−=

⋅⋅+

⋅⋅+⋅=

⋅+⋅

⋅⋅+⋅+=

   ( 5.19 ) 

where R-Sq(adj) = 88.5% for X17, R-Sq(adj) = 58.4% for X18, and the objective is 

maximizing the TBC lifetime (LIFE). Transforming the arrangement of columns into 

numerical index caused the low low R-Sq(adj) for X18. 

5.4.5. Multi-criteria problem formulation 

There are physical limitations of the EB-PVD coater as follows: 

24,,2,1,maxmin
L=≤≤ iXXX iii       ( 5.20 ) 

where min
iX  means the minimum value of iX , and max

iX  means the maximum value of 

iX . The physical constraints on various dynamics during the EB-PVD processing, which 

should be considered into the optimization problem. They are:  

� The mass collected on substrate is assumed to be smaller than 50% of the mass 

emitted by source. 

� In a time period, the evaprorate rate should be greater than the deposited mass 
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� The mass collected on substrate is same the mass calculated from the deposition 

rate and the total process-time 

These physical constraits can be expressed as follows: 

X15X7X4

X5X7X16KasKd

X35.0X15

=⋅

<⋅⋅⋅

<

       ( 5.21 ) 

The two normalized process parameters of pressure and rotation speed (X19 and X21, 

respectively) have the relationship with oritinal variables: 

213010

19308

XX

XX

⋅=

⋅=
        ( 5.22 ) 

The optimization problem to select a set of variables of EB-PVD process for the 

TBC made of YSZ can be formulated as the multi-criteria problem which has the four-

criterion related constraints in Eq. 5.12-5.19 and the physical constraints in Eq. 5.20-5.22 

as follows: 
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( 5.23 ) 

 

Substrate manipulation in the high intensity region of vapor plume can potentially 

improve the coating uniformity, the coating time, and the amount of material evaporated. 

However, this may reduce the total amount of the evaporated material that is deposited on 

the work-piece (Cho, Fuke and Prabhu 2005). Therefore, the optimization problem in Eq. 

5.23 has no optimal solution but Pareto optimal solution, or efficient solution.  
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5.5. Case study for Pareto optimal solution of TBC design  

In this section, the multi-criteria problem is will be solved, which includes the ten 

Inconel IN738 LC substrates 60 mm long in y-axis direction and 20 mm wide in x-axis 

direction and 2.5 mm thick in z-axis direction which is mounted side by side at a planar 

holder 300 mm above the surface ingot. The optimization problem in Eq. 5.23 should be 

simplified to linear problem. To do this, following are the assumptions to the variables in 

Eq. 5.23: 

i. COLLECT can be divided into maximizing COLLECT1 and minimizing 

COLLECT2 

ii. The temperature of melt pool (X9) remains constantly at Kmp+0.35(Kbp -Kmp) 

iii. The rotation speed (X10) is greater than 0.5rpm, resulting in that the X21 is 

greater than 0.0167 

iv. The square terms of and interaction term between X19 and X21 in Eq. 5.19 can be 

negligible 

v. The virtual source height factor (Kvd) = 1, resulting in that the effective vertical 

distance (X13) becomes same with the X12 (=300mm) 

vi. The evaporation coefficient becomes 1 for idealized evaporation 

vii. Nonlinear functions in Eq. 5.11, 5.12, 5.15, and 5.21 can be approximated as 

linear functions, as shown in Table 5.3. 

 

The given conditions of variables in Table 5.1 and 5.2 are listed in Table 5.4. The 

limitations of the variables in Eq. 5.23 are summarized in Table 5.5. 
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Table 5.3. Approximated linear functions 

# of Eq. Approximated linear function 

Eq. 5.11 10⋅X4 + 10⋅X5≥X3≥ X4 + X5 

Eq. 5.12 104 X6≥X4≥ 102X6 

Eq. 5.15 
X4 +X11+1000X10-100X8≥X2 

X2≥ X4 +KeX11+1000Ke⋅KecpX10-100Ke⋅Kesr⋅X8 

Eq. 5.21- 0.05 (X4 + X7)≥X15≥ 0.0001 (X4 + X7) 

 

Table 5.4. Conditions of EB-PVD process for the case study of TBC made of YSZ 

Variable Value Constraint Value Constraint Value 

X9 3249 Km 0.025 Kas 1200 

X10 > 0.5 Kais 3117.245 Kmp 2988 

X12 300 Ker 0.00044 Kbp 3733.15 

X13 300 Kmw 127.6105 Kmps 1588.5 

X14 100 Ke 0.045 Kecp 1 

X16 10 Kvd 1 Kesr 1 

X21 >0.0167 Kd 6.0*10-6   

 

Table 5.5. Limitations of the variables of EB-PVD process 

Variable Unit min
iX  

max
iX  Variable Unit min

iX  
max
iX  

X3 g 10 1200 X11 kW 20 65 

X4 sec 1 3600 X15 g 0 1200 

X5 g/s 0.01 1 X17  1 15 

X6 mm 0.01 2 X18  1 10 

X7 mm/s 10-6 0.05 X19  0.0333 1 

X8 mmTorr 1 30 X20  0.3 0.7 

X10 RPM 0.5 30 X21  0.0167 1 

 

With the assumptions above and the given conditions in Table 5.3, 5.4, and 5.5, the 

optimization problem in Eq. 5.23 is simplified in Eq. 5.24, where an inequality can be 

converted to an equation by adding a nonnegative slack variable. 
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( 5.24 ) 

 

Since the uniformity of coating thickness (UNIFORM) is fixed to be 0.81, Eq. 5.24 

includes four criteria in it. There are assumed three DMs, among whom DM1 deals with 

only COST (f1) , DM2 deals with COLLECT1 (f2) and COLLECT2 (f3), and DM3 deals 

with only LIFE (f4). In the following, the proposed heuristic is set up within Matlab and 

an interface (Ferris 1998) is used to pass the set of weight factors to GAMS where Pλ 

problem is solved and the efficient solution is provided. Let 005.0=ik  for all i and 

50=τ . Therefore, if there is no improvement in the global merit over 50 iterations the 

heuristic stop. min
if  are 7.5, 9×10-4, 10, and 147 for i=1,…,4, respectively and max

if  are 

369, 60, 1200, and 6980 for i=1,…,4, respectively. The objective function of Pλ problem 

is fomulated with the normalized crteria with their max
if  as follows: 

max
4

4max
3

3max
2

2max
1

1

44332211

LIFE
,

COLLECT2
,
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,
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max Z

f
Z

f
Z

f
Z

f
Z

ZZZZ

====

+++= λλλλ
.  ( 5.25 ) 

where 0 ≤ Zi ≤ 1, i=1,…,4. To experiment the effect of various membership functions on 
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the performance of this heuristic, it is assumed that DM1 select the linear type, DM2 the 

quadratic type, and DM3 the exponential type for ( )x
iZ

µ  as shown in Table 5.6, where 

min
if  and max

if  is transformed into 0min =iZ  and 1max =iZ , respectively.  

 

Table 5.6. Membership functions selected for the experiment 

i Membership function µZi(x) Graph of µfi(x) 
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Let the thresholds for each objective function be [0.5, 0.5, 0.5, 0.5], determined by the 3 

DMs. To start the iteration of searching the “best” set of weight factors, let 

ii  allfor  41=λ  since p = 4 and 10 =bestG  which means the worst scenario. These two 

values are temporary and will be updated during the heuristic. Figure 5.3 summarizes the 

various results, such as (a) the weight factors, (b) the value of objective function, (c) the 



145 

membership value, and (d) the best global goal. DMs changed the threshold of the 

objective function thrice without changing the membership function as seen in Table 5.7. 

 

 
(a) weight factor 

 

 
(b) objective values 

 

 
(c) membership value 

 

 
(d) best global goal 

 

Figure 5.3. The results from numerical example of the proposed algorithm 

 

Table 5.7. Best value with respect to interview with DMs 

# of Interview 

Value 
1 2 3 

Threshold [0.5 0.5 0.5 0.5] [0.5 0.5 0.8 0.5] [0.5 0.8 0.8 0.5] 

best 

weight factors 
[0.23 0.29 0.23 0.24] [0.25 0.25 0.25 0.25] [0.23 0.30 0.24 0.23] 

best 

objective function 
[0.30 1.00 1.00 0.73] [0.05 0.01 0.01 0.73] [0.30 1.00 1.00 0.73] 

best 

membership value 
[0.84 1.00 0.00 0.90] [1.00 0.00 0.98 0.90] [0.84 1.00 0.00 0.90] 

best 

global goal 
0.435 0.396 0.435 
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X-axis in Fig. 5.3 represents the number of iteration of the heuristic. As can be 

noticed in the figure, there were two interactions with DMs, when they change the 

threshold based on the given efficient solution and the membership value. During the first 

running of the heuristic, the weight factors, λ1, λ2, λ3 and λ4, were updated based on the 

deviation of the membership value from the threshold. As the weight factors were 

changed, the values of objective functions were calculated by solving Pλ problem by 

GAMS. The membership values of them were derived from the membership functions in 

Table 5.6, respectively, plotted in Fig.5.3(c). From the membership value shown in Fig. 

5.3(c), the global goal for the present efficient solution was calculated and compared with 

the present best global goal. If there was any improvement in the global goal, this value 

would be replaced into the new best global goal. Otherwise, the present best global goal 

would last until the improvement occurred. The change of the best global goal was 

plotted in Fig. 5.3(d), where the first value of the best global goal was 1 and it decreased 

as the iteration proceeded. If there was no improvement in the best global goal over 50 

iterations, the algorithm stopped and provided the result, including the value of the 

objective function and the membership value, as shown in Table 5.7. According to Table 

5.7, the best global goal was 0.396 in second interview, where the best value of objective 

function was [0.05 0.01 0.01 0.73] which corresponds to COST = 19.94, COLLECT 

(=COLLECT1/COLLECT2) = 0.05 (=0.48/9.6), and LIFE = 5119. The decision variables 

of the best value of objective function are listed up in Table 5.8 where includes the given 

value in Table 5.4. 
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Table 5.8. Value of variables for the best value of objective functions 

Variable Description Value 

X1 Cost of Material 0.3 

X2 Cost of Energy 19.643 

X3 Mass emitted by source (g)  10 

X4 Total process-time (s)  9.728 

X5 Evaporation rate (g/s)  0.272 

X6 Minimum thickness (mm)  0.01 

X7 Deposition rate (mm/s)  0.05 

X8 Vapor pressure (mmTorr)  1 

X10 Rotation speed (RPM)  0.501 

X11 EB power (kW)  25.787 

X15 Mass collected on substrates (g) 0.489 

X17 Index of Diameter  1 

X18 Index of Columnar  4.503 

X19 Pressure/30  0.033 

X20 
substrate ofer  temperatuMelting

re temperatuSubstrate

 
0.363 

X21 RPM/30  0.017 

 

5.6. Summary 

In this Chapter, a methodology is developed to derive the best compromise 

solution of MOLP problems when multiple DMs involve in the decision-making. A 

weighted sum of objective functions is assumed as a utility function, resulting in Pλ 

problem. The interactive fuzzy method is combined with a heuristic based on an iterative 

computing, called as DATC, which is originated to find “best” scheduling using the 

feedback control algorithm. The membership function with respect to the fuzzy goal for 

each of the objective functions and its threshold that represents the minimum level of 
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acceptance of the solution are decided by multiple DMs. The heuristic can automatically 

search the “best” weight set for the linear, additive utility function in the whole weight 

space by using membership function and threshold. It penalizes both under- and over-

achievement in the objective functions. In the proposed algorithm, multiple DMs will be 

interviewed to decide whether they will change the membership function and/or the 

threshold based on the selected solution until the “best” compromise solution is selected 

from the efficient solution set. 

For the case study, the complicated optimization problem for the EB-PVD process 

was suggested with the four criteria: cost (COST), uniformity of coating thickness 

(UNIFORM), collection efficiency of material on substrate (COLLECT), and lifetime 

(LIFE). To apply the heuristic the nonlinear optimization problem was simplified with 

the given data. The selected decision variables with respect to the best global goal are 

expected to be the guide line for the future process planning to accelerate the product 

development. 



 

Chapter 6 

 

 Simulation-based design of EB-PVD process controller 

In this Chapter, a simulation-based design of EB-PVD process controller is 

presented. Using simulation, a simplified model of the EB-PVD process is developed to 

relate current input to the EB gun and the coating thickness. This model is used to design 

and simulate a real-time PID controller. For simulating controlled dynamics, disturbance 

in input power is introduced. Simulation results are provided to indicate the controller 

performance. The controller uses real-time feedback from quartz-crystal microbalance 

(QCM) sensors. For the implementation of spatially distributed QCM sensors, the 

relationship between the coating thickness and the measured thickness by QCM is 

discussed.  

6.1. Development of feedback controller 

The closed-loop system considered for EB-PVD is shown in Fig. 6.1, in which a 

feedback control loop is constructed as a controller receives the outputs, G, from the EB-

PVD process and generates a new set of inputs, u, to manipulate the EB-PVD process to 

reach the given objectives, Gd, a priori, or reference points. 
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Controller
G
d u EB-PVD

Process
G

 

Figure 6.1. Block diagram for closed-loop process control 
 

The success of process controller development for nanostructured coatings 

depends on the acquisition of data about the EB-PVD process and sensor capabilities. 

Due to the complexity of the EB-PVD process, a controller model of EB-PVD process is 

limited to off-line simulation because the intensive computational requirement would 

prevent real-time control. In order to implement a real-time control, a process model 

require simplification which can be achieved, among other way, by reducing parameters 

of interest or by applying a lumped-parameter approach (Koomsap, 2001). Therefore, in 

this Chapter, the EB-PVD process will be simplified as single-input-single-output (SISO) 

system. 

6.1.1. Selection of system output and control parameter 

After the deposition of vapor particles occurs on the surface of the substrate, the 

nucleus grows and develops a distinct columnar microstructure in the EB-PVD process 

(Maissel and Glang, 1970; Wolfe, 2001; Yamaguchi et al., 2003). When the coating 

grows, it incorporates defects which effect on the thermal properties of the coating 

(Maissel and Glang, 1970). That is, the columnar structure of crystalline shows the gap 

between columns (intercolumnar porosity) and finer pores and gaps in a column 

(intracolumnar porosity) (Yamaguchi et al., 2003). However, the availability of sensors to 



151 

measure the real time states of the microstructure of coating has been one of the obstacles 

in the implementation of feedback control system for nanostructured coating processes. 

That is, although the development of the state-of-art sensors has been reported for in situ 

measurement during the EB-PVD process, those sensors are not usually available in the 

EB-PVD coater. Therefore, the in-line measurements for the control of the EB-PVD 

process are based on the availability of sensors. This situation forces the implementation 

of conventional sensors like thermocouples and quartz crystal microbalances (QCM). 

Controlling the thickness of the coating is of paramount importance in any coating 

process (Bose and DeMasi-Marcin, 1997) and the sensor to measure, like QCM, the 

thickness is available to us. Thus, this microstructure feature, i.e. thickness of coating, is 

selected as the output of the EB-PVD process G in Fig. 6.1. Hence, the goal-state 

microstructure, or the objective Gd, also has the same element as G as shown in Fig. 6.1.  

Since the EB-PVD process starts as EB guns emit the streams of electrons, the 

whole states of the EB-PVD process are governed by the power of EB. Moreover, it is 

relatively easy to manipulate the power of EB by the well-known control techniques like 

PID control. There are three variables to decide the amount of the EB power: input 

current flowing through the cathode in an EB gun A, input potential difference across it 

V, and acceleration voltage applied to the EB gun UB. The input current A is chosen as the 

input of the EB-PVD process u in Fig. 6.1 among the three variables, which will be 

manipulated by a feedback controller. The variance of input values of the three variables 

is considered as the main disturbance to the EB-PVD process.  
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6.1.2. Process modeling 

In step-response modeling, only the experimental, time-domain response of the 

process to a step input is required to obtain a process model (Bollinger and Duffie, 1988). 

A step-response test can be carried out relatively quickly and is relatively easy to analyze 

as long as a high-order dynamic model is not required. The digital EB-PVD simulator is 

used to experiment the step-response test in the ideal situation which has no noise in the 

three variables A, B, and UB. YSZ is selected as an ingot material. Time step T is set to be 

0.05s and the simulation duration is set to be 1000s. As a step input M, input current A is 

fixed at 25A. The thickness of coating is calculated at a point (0, 200, 500) when the 

center of ingot surface is set to be the geometric origin. The step response of EB-PVD is 

shown in Fig. 6.2. In Fig. 6.2(a), the EB-PVD process shows a delay before it reaches an 

approximated integration process after 200 sec, where the step response linearly increases 

with time. The delay time D was 6.45s as seen in Fig. 6.2(a), which means that a discrete 

index d for the delay time is 130. In Fig. 6.2(b), the step response of EB-PVD can be 

approximated as a line, namely the integration process up to 1000s. Thus, the EB-PVD 

process can be approximated as a first-order process with integration. The slope of step 

response 
ss

dtdG  shown in Fig. 6.2(b) was 1.0814×10-04 (mm/s). The process gain k can 

be obtained as follows: 

M

dt

dG

k ss=           ( 6.1 ) 

By Eq. 6.1, the process gain of the EB-PVD was calculated to be 4.3256×10-06.  
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a) 

 

b) 

 

Figure 6.2. Step response of first-order process with integration: a) t = 200s, b) t = 1000s 

 

The continuous and discrete first-order with integration can be modeled respectively as 

follows: 

)(
)(

Dtuk
dt

tdG
−⋅=          ( 6.2 ) 
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dnnn uTkGG −−− ⋅⋅+= 11         ( 6.3 ) 

where G is the output of the EB-PVD process, i.e. the thickness of coating, k is the 

process gain of 4.3256×10-06, D is the delay time of 6.45s, T is the time step of 0.05s, d is 

the discrete index of 130 corresponding to the delay time, and u is the input to the EB-

PVD process, i.e. the input current A to the cathode in the EB gun. 

6.1.3. Open-loop response to the change and disturbance of manipulated variable 

To determine the open-loop response to the change and disturbance of 

manipulated variable, input current A, two experiments are designed based on the 

simulation in the previous section. First, step changes in the input current A (±10A) are 

introduced at t=400s. Second, step disturbance in the three variables of the EB-gun, A, V, 

and UB, (0.3) is introduced at t=400s.  

Figure 6.3 shows the open-loop response of the thickness of coating with respect 

to step changes in the input current A (±10A) at t=400s, which means that the thickness 

of coating can be controlled by manipulating the input current A.  

Figure 6.4 shows the response of thickness of coating with respect to step 

disturbance in three variables of the EB-gun, A, V, and UB, (0.3). The disturbance in the 

system results in the change in the thickness of coating. Therefore, the feedback 

controller for the EB-PVD process needs to correct the effect of the disturbance on the 

coating thickness. 
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Figure 6.3. Response of thickness of coating with respect to step change in input current 

 

 

Figure 6.4. Response of thickness of coating with respect to step disturbance in the three 

variables of the EB-gun, A, V, and UB 

6.1.4. Design of feedback controller 

An EB-PVD coater has physical limitations on the input current A: 
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maxmin AAA ≤≤          ( 6.4 ) 

where Amin is set to be 0A and Amax is set to be 65A. 

The trajectory of the thickness of coating in the ideal situation is used to select a 

reference trajectory Gd in Fig. 6.1, which was produced when the input current A was set 

to be 25A. Two thickness set point is selected with the thickness of coating at t=600s. 

Figure 6.5 shows the reference trajectory with the thickness set points of 0.065mm at 

t=600s. 

 

Figure 6.5. A reference trajectory with the thickness set-point of 0.0656mm at t=600s 

 

The proportional-integral-derivative (PID) controller can be applied to this 

process control unless it destabilizes the system, results in a steady state error, or violates 

the physical constraints. The input current A, namely u in Fig. 6.1, is computed in the 

discrete form as follows: 

nnn uuu ∆+=+1          ( 6.5 ) 

2211 −− ⋅+⋅+⋅=∆ nnnon eKeKeKu        ( 6.6 ) 
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where Kp is the controller proportionality gain, Ki is the integral controller gain, and Kd is 

the derivative controller gain. 

The closed-loop EB-PVD process that employs the PID feedback controller has 

been simulated. The controller gains Kp, Ki, and Kd are set to be -176.68, -9.41, and -

53.3162, respectively. The controller is activated at t=400s. The disturbance in the input 

current, input voltage and acceleration voltage (0.3) is introduced in the period from 

t=400s to t=500s. 

Figure 6.6 shows the thickness of coating with the thickness set point of 

0.0656mm at 600s. In the closed-loop deposition controlled by the PID controller, the 

thickness of coating has been controlled at the desired value. In some simulation run, a 

small steady state error in the thickness of coating was observed after the input current A 

became 0. It is obvious that when the overshoot occurs the closed-loop system can not be 

correct it because all gain parameters are same negative sign. To solve the overshoot 

problem, the stop criteria need to be added to the closed-loop process control scheme 

shown in Fig. 6.1. 
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Figure 6.6. Thickness of coating with the thickness set point of 0.0656mm at 600s 

6.2. Implementation of spatially distributed QCM sensors 

The QCM read the change in crystal thickness (∆t) given by Eq. 3.27. These 

thicknesses of the deposition monitored by the QCMs become the output of the EB-PVD 

process G in Fig. 6.1. Since the attachment of a QCM to the surface of substrate is 

difficult, it prevents the direct measurement of the thickness of coating. Therefore, the 

transformation of the thickness measured by thickness to the thickness of coating needs 

to be studied. The inverse power function of source to substrate distance is of the 

following form (Fancey and Matthews, 1993) 

m
f kst −=           ( 6.8 ) 

where tf is the coating thickness on a substrate surface positioned directly above and 

facing the source, s is the source to substrate distance, k is a constant, and m is the index 

in the range -2.1 to 3.6. Using this function, the thickness dsoi can be calculated as 
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follows. 

m
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z
dsodso 








=          ( 6.9 ) 

Using the Schiller’ model described by Fuke et al. (2005), the thickness dsi can be 

calculated as follows. 
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With Eq. 6.8, the thickness dsoQCM can also be calculated from ∆t measured with a QCM. 

The schematic description of this calculation is shown in Fig. 6.7. 

 

 

Figure 6.7. Schematic description of calculation of the deposition thickness dsi 

from the thickness change in QCM 

 

Now, from the in-situ thickness measurement from multiple QCMs installed inside the 

EB-PVD chamber, the thickness of coating at any point can be estimated.  
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6.3. Summary 

The complicated EB-PVD process was simplified to the first-order process with 

integration using step-response modeling, which can be approximated as single-input-

single-output (SISO) system. Based on the proposed metamodel, a closed-loop process 

control was applied to the EB-PVD process. The PID controller was chosen to correct the 

deviation of the thickness of coating from the reference trajectory. In the simulation 

experiments, there was observed small steady-state error so that the controller might be 

improved by continuously updating the controller gain parameters. 



 

Chapter 7 

 

Conclusion 

This research has provided a unified dynamic computational model and digital 

simulation tool for the EB-PVD process. The unified model includes three dynamic 

models: machine dynamic model (MDM), substrate kinematics model (SKM), and 

deposition process model (DPM). First, MDM has been developed to predict the complex 

dynamics during the evaporation with reduced-ordered models. Second, SKM has been 

developed to efficiently compute the kinematics of substrate and manipulator motion. 

Third, three kinds of DPM have been developed to predict the coating thickness in two 

levels, macro-level in micrometers and micro-level in nanometers. The micro-level DPM 

based on level set method enables the estimation of the microstructure of a coating as 

well as the prediction of the coating thickness. Three dynamic models have been 

combined to construct the unified model that is implemented in Matlab to develop a 

digital simulation tool.  

A MCDM technique has also been developed for collaborative EB-PVD process 

parameter optimization. The developed simulator has been used to design and simulate a 

real-time PID controller. Anticipated benefits of this research are the development of a 

scientific basis through reduced-order mathematical models and efficient computational 

models for controlling nanostructured coating processes using EB-PVD. This can be 

expected to lead to systematically engineered processes with high repeatability and low 

variance instead of the current “trial and error/ recipe-based methods” used in industry. 
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7.1. Summary of conclusions 

In summary, the following conclusions have been drawn. 

1. The unified dynamic computational model based on the proposed finite 

element models allows us to calculate the geometric distribution of vapor 

plume and to predict coating thickness and its distribution. The 

computational model is generic and can be used to simulate the EB-PVD 

process for any 3D shaped substrate. 

2. The kinematic motion of a substrate was mathematically formulated, and a 

discrete state space model for the SKM was developed. The proposed 

SKM allows the analysis of the highly complex motion of substrate and 

help concurrent engineering for the design of holder. The matrix formation 

reduces the computational effort over 70% compared to the sequential 

formulation.  

3. Generic insight from traditional deposition models has led to develop the 

speed function F of the EB-PVD process, which is critical to solve the 

level set equation. The level set method allows us to characterize the 

evolution of coating surface multi-level. Up to 50 nanometer level, the 

proposed model can characterize the surface evolution and columnar 

structure, which agrees well with published experimental results. The 

underlying partial differential equations of the level set method have been 

solved using numerical techniques for over ten hours on a cluster of 132 

compute nodes of 2.4~2.6 GHz. 
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4. Selection of the best compromise solution based on collaboration of 

multiple decision makers has been pursued by MCDM algorithm that 

combines fuzz-logic approach with a continuous variable control approach 

to enable interactive optimization. The optimization problem for the EB-

PVD has been developed as highly nonlinear programming. The 

simplified linear programming in the reduced parameter window has been 

solved to generate the efficient solution set. The selected decision 

variables with respect to the best global goal are expected to be the guide 

line for the future process planning to accelerate the product development. 

5. The complicated EB-PVD process was simplified to the first-order process 

with integration using step-response modeling, which can be 

approximated as single-input-single-output (SISO) system. Based on the 

proposed metamodel, a PID controller was applied to the EB-PVD process 

to correct the deviation of the thickness of coating from the reference 

trajectory. 

7.2. Future work 

Based on the results obtained from this research, the recommendations for future 

work are as follows: 

1. The level set method was developed using the ray-casting algorithm that 

only can check macro-shadowing effect. Thus, new line-of-sight 

inspecting algorithm can be expected to increase the resolution of the 
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simulation result in nano-level by inspecting micro-shadowing in the 

computation grid. 

2. The deposition process model (DPM) was developed in two levels: 

macro-level in micrometers using the two traditional deposition models 

and micro-level in nanometers using the level set method. The macro-

level DPM can produce consistent results of the entire region of surface. 

On the other hand, the micro-level DPM can produce comparable results 

of the local, interested region of surface. Therefore, it would be beneficial 

to combine those two DPMs in a multi-level simulation where coating 

thicknesses can be simultaneously predicted in both macro-level and 

micro-level. 

3. The process parameter of the EB-PVD naturally interact each other. Thus, 

when one manipulated variable changes, it not only changes a 

corresponding controlled variable but also affects other controlled 

variables. Therefore, when the EB-PVD process is considered as multi-

input-multi-output (MIMO), the real-time control of the EB-PVD process 

will be more successful.  

4. Faster, parallel computing algorithm for optimization can be expected to 

realize the model predictive control using the proposed unified model 

because it can substantially improve computation ability. Moreover, the 

proposed unified model is also computationally efficient. Then, robust 

deposition control in nano-level can be achieved. 
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5. The experimental results from DOE will include the contribution by each 

main factor, the variance explained by the factors, and the interaction 

between the main factors. With statistical analysis, we can gain insights 

into the factors that have significant effect on the deposition process. 

Experimental results will also allow us to calibrate and tune the 

computational models, thereby improving the predictability of a digital 

simulator.
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