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ABSTRACT

The goal of the present study was to further clarify constraints to language
learning and help address questions about L2 learning that have noteyeffullly
resolved. The experiments examined the degree to which L2 learners and proficient
bilinguals are able to fully access grammatical and morphological features of the L2. The
specific aim of the study was to identify the ability of intermediate andraced English
German bilinguals to comprehend the assignment of grammatical gender and to interpret
the meaning of compounds. Grammatical gender is a feature that is typically considered
difficult to acquire in the L2. Particularly for those whose nalargguage does not mark
gender, such as English, the question has been raised whether full acquisition of gender
can take place and under which circumstances.

Experiment 1 set out to investigate the sensitivity of EngBshman and
GermanrEnglish L2 leaners to grammatical gender and introduced the paradigm of
translation recognition with simple nouns as a way to investigate gender processing.
Results indicated that Engligherman participants had particular difficulties in rejecting
correct noun translains with the wrong gender, and proficiency did not modulate these
effects. In contrast, Germdenglish participants showed robust gender effects, in which
participants took longer to reject wrong translations whose gender matched the gender of
the correctranslation compared to translations whose gender did not match that of the
correct translation. Results suggest that native speakers of German are sensitive to gender
matches and mismatches across translations, and leave open the possibility that L2
leamers of German who achieve nathike language competency may eventually begin

to show sensitivity to gender using this task. Data from enedated potentials with



EnglishGerman participants corroborated these findings, showing no statistical support
for sensitivity to gender in noun processing, and underscoring the sensitivity of L2
learners of German to semantics in translation. Data from a metalinguistic gender
assignment task, however, suggested that both Ef@bsiman L2 learners and German
English L2 learners were sensitive to the phonological gender distribution in German,
and L2 learners of German may use these distributions as a way to behaviorally
approximate nativéke gender use. In a final step, morphological processing in
compounding wagvestigated, and results for both language groups revealed sensitivity
in processing internal gender agreement in compounds, although the pattern of data were
not in the predicted direction. Together, the results of these experiments confirm previous
resuts on the difficulty of L2 gender processing in German (e.g., e.g., Sabourin, Stowe,
& de Haan, 2006) and also appear to show dissociations between tasks that require more

automatic processing and those that are

und e
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Chapter 1

Introduction

The adaptivity of the brain is such that we spend our lifetime learning,
reorganizing neural pathways in response to new experiences in ways that allow us to
acquire new knowledge amdew ski |l |l s wel | into advanced ag
and first step, to a college studentds gras
message, our brains are wired to continually learn. This neural plasticity is showcased
nowhere bettethan in the acquisition of a foreign language, particularly after the onset of
puberty when aging presumably limits ultimate language proficiency. Nonetheless, and in
spite of these constraints, adudign learn a second language, although anyone having
attempted, let alone succeeded, in such a feat will readily recount the numerous obstacles
they had to overcome in the process. That any such learning can take place at all is
startling given the complexity of the task: Learning a foreign language requoirestinan
mapping new word forms onto previous concepts and slotting them into the native
language grammatical system. In most cases, learning a foreign language to even a
rudimentary level requires understanding new grammatical structures, not to mention
phonological and pragmatic considerations. And still, native speakers of languages as
diverse as Mandarin, French, Xhosa, Tamil, Spanish, Arabic, German, Urdu, and English
are able to learn each otherés | anguages.

The past two decades has seen a markedhrigsearch focusing on bilingualism
and second language learning and the underlying cognitive processes that enable even

adult language learners to become skilled users of a given language. Several studies have



investigated the possibility of languagarisfer from a first language (L1) to a second
language (L2). Fewer have systematically investigated the acquisition of structures that
are particularly difficult for nomative speakers to acquire and that do not exist in the
native language, as is the ea®r grammatical gender in English. Using converging
evidence from behavioral and eventated potential (ERP) measures, the goal of the
present thesis is to examine whether the apparent insensitivity to a grammatical feature of
the L2, such as gendegfiects a fundamental representational absence of that feature or
rather an inability to utilize that grammatical information in L2 language processing.

While this thesis focuses on L2 acquisition of grammatical gender, | do not want
to lose sight of thébroader picture, which is to explore the extent and limits of L2
learning. Rather than an end in itself, investigating these structures becomes a window
into the acquisition process as a whole in the hopes of providing clues into the dynamics
of late L2 learning.

Chapter 2 will focus on issues of plasticity and constraints in second language
acquisition (SLA), including age of acquisition effects and potential L2 learning
mechanisms. | will also address the representation and processing of grammatiaal gende
in both first and second language. In the following chapter, Chapter 3, the general
motivations and predictions of the current studies will be presented, including an
overview of the methods and paradigms that were used. The experiments investigating
gerder processing in simple nouns will be presented first in Chapters 4 and 5, and the
behavioral paradigm will be extended to ERPs in Chapter 6. | will then address
theoretical and experimental issues in compounding and gender processing in Chapter 7,

before presenting the results of a compounding experiment. The final chapter then



attempts to integrate present findings with past research to provide potential implications
for gender processing, in particular, and second language processing more generally.

| would like to add a final note about terminology. In the following thesis, the

term figender o wil/ be used to refer to gram
inherent to a person or animate obje&ct is in
I n keeping with current conventions in psyc
wi || be used to describe any proficient sec

will indicate any speaker on a broad spectrum of the learning continuum.



Chapter 2

Plasticity and Constraints in Second Language Learning

In countries like the United States, exposure to a second language during
childhood is becoming increasingly prevalent; however, most studiennot seriously
undertake the study of a foreign language until high school or cblldgecdotal and
research evidence both suggest that the later in life learners are exposed to the second
language, the less successful the learners are in attaing tgrammar, and especially
the phonology. Accented speech is a common trait in the late L2 learner, and particular
grammatical features seem to show persistent difficulties well after the learner has
achieved saalled conversational proficiency. In tpeesent study in which participants
are late L2 learners (i.e., first contact with the L2 after the onset of puberty), age is a
particularly important consideration in characterizing patterns of language use in these
adult learners. Although early resdaxn age of acquisition (AoA) paid little attention to
specific language structures, more recent research has begun to show it is precisely by
investigating these specific structures that constraints in late L2 learning emerge. The
following literature reiew will detail the emergence of these constraints, focusing on one
grammatical feature, namely gender, that has proven to be one of the most difficult

features for late L2 learners to learn.

1 A notable and increasingly prevalent exception which | will later touch on is heritage speakers or children
of immigrants.



2.1 Age of Acquisition Effects

When considering constraints on second language learning, there is the distinct
possibility that the very age at which language learning begins places specific limitations
on the ultimate profi@ncy in that language. The idea of a critical period, of a bounded
time span within which language may be fully acquired, has fueled research to inform the
debate on factors determining the plastici
To date, bwever, research findings remain mixed and even suggest that some aspects of
language, and even some specific language structures, seem more prone to AoA effects
than others (for more extensive reviews of the critical period hypothesis, see Birdsong,
2005,and DeKeyser & Larsehlall, 2005; see also Hyltenstam & Abrahamsson, 2001;
MarinovaTodd, Marshall, & Snow 2000, 2001, as well as DeKeyser, 2000, and
Bialystok, 2002).

Lenneberg (1967) first implicated age as a determinant in successful language
learningin his book,Biological Foundations of Languadsee also Penfield & Roberts,
1959). In his work, Lenneberg addresses, among other topics, the concept of a critical
period for language, with an emphasis on the proposal that there are biological
underpinnings reflected in maturational development which determine this process.
Where a lack of development limits early learning, the decline in brain plasticity hinders
| earning at |l ater ages (cf. p . 179) . Ot he
howeve, because it is vague with respect to the specifics on how this critical period

limits second language learning (e.g., Johnson & Newport, 1989; Harley & Wang, 1997):
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Lennenberg n ot -eearningbh aotc k 8 10 a nsgewaegree | 'y hinder
languae learning into adulthood, but leaves their exact nature underspecified.

Johnson and Newport (1989) were among the first to empirically test the idea of a
critical period in second language learning. In their now seminal work, Johnson and
Newport studiedkorean and Chinese immigrants to the United States, testing them on a
range of language knowledge from English morphology to syntax using a sentence
grammaticality judgment task. I n the study
of English proiciency, with arrival before the age of 6 predicting natike command of
English. Arrival between the ages of 7 and 15, however, correlated negatively with
proficiency, and arrival after 15 showed no relationship between age and proficiency. The
authordgnterpreted the results as suggesting a critical period for L2 learning that ended by
the age of 15.

Other studies, however, raise doubt about the exact upper limit of a critical period
for L2. I n a reanalysis of J o Hakuigao(1994p nd Ne
found that a cubff age of arrival of 20 characterized the boundary of learning equally
wel | as Johnson and Newportdéds original bo
reported a continuing decrease in L2 learning with increasing ager; tiaimea specific
age cutoff, and also showed evidence for-L2 pairing effects. These two findings, a
cut-off age which is outside of puberty and even the finding of a lack of an exaatf cut
age, challenge the traditional view of the critical periggdthesis by which learning is
maturationally bounded by puberty.

In all three of these studies, the increase in variability among the late age of

arrival group compared to the early arrival group suggests the presence of other variables
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in determining sumessful L2 learning. While age continues to be the best predictor in
these studies, Birdsong and Molis (2001) make the case that other factors should be
further investigated, such as how much the target language is used and what types of
structures are té=sd. In this last respect, the results of Flege, ¥mnshian, and Liu

(1999) are particularly relevant to the present study, showing that age of arrival correlated
most with grammatical proficiency in the use of irregular morphology, not regular
morpholayy. Flege et al. tested Korean learners of English on a subset of items from the
original Johnson and Newport (1989) study and divided the items intdastd and

lexical items. While participants continued to be highly accurate in judgingoasied

items regardless of age of arrival, lexical items showed a marked decrease in accuracy as
a function of arrival age. The results suggest that those aspects of the grammar which are
less systematic were those most susceptible to age effects (see also BSrdSeneg,

2001).

Similarly, as seen throughout various studies, phonology seems to be more
affected by AoA than morphsyntax (e.g., Flege, Yedomshian, & Liu, 1999
SebastiarGallés, Echeverria, & Bosch, 2005). Perhaps most interesting of all is the
finding of neamative L2 proficiency among some of the second language learners (e.g.,
Birdsong, 1992; Birdsong & Mol i s, 20-01; Bo
nativenesso must in some ways benatigenesloi f i ed
in these studies, the existence of high proficiency among late learners suggests at a basic
level that in some cases learners can overcome the consequences of age.

The evidence thus suggests that the strong version of a critical period in L2

learning, n which there is a nelnear relationship between age and learning and where
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nativelike learning of the L2 is not possible after puberty may not exist. Rather, a linear
relationship between age and learning continues beyond puberty, indicating the
contiruous influence of factors such as cognitive decline, psychosocial factors, as well as
a loss of brain plasticity in the attainment of the L2. The current study, while focusing on
one particular grammatical feature, will attempt to address some of thesteagun by
obtaining measures of cognitive resources in addition to a detailed history of language
learning. In this manner, | hope to be able to begin to tease apart some of the independent
contributions to late L2 learning made by individual differerioesorking memory and

cognitive control.

2.1.1 Evidence on Age Effects

While controversy still exists over whether thes a critical period per se in L2
learning, it does appear that age can be one factor influencing the rate and extent to which
a second language is learned. Two general lines of research have attempted to further
address the consequences of age and gmofly in learning a second language,
increasingly trying to disentangle their effects on specific areas of language (i.e., syntax,
morphology, phonology). Neuroscientific studies, the first to be reviewed here, have
examined brain activity using tools $u@s functional magnetic resonance imaging
(fMRI), positron emission tomography (PET), and ewvestated potentials (ERPS) in
order to gain a better understanding of how L1 and L2 activation converge or diverge in
the brain. Behavioral studies, the secdayple of studies to be reviewed, use speed of

response (reaction time in milliseconds) and response accuracy in experimental tasks as a
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window into cognitive processing. The following section presents relevant research from

both types of studies as it pensto constraints and plasticity in L2 learning.

2.1.2 Neuroscience Studies

Neuroscientific evidence suggests extremeaneples in both plasticity and
constraints to L2 learning. Methods used in these approaches show sensitivity to
electrical potentials (event related potentials or ERPS), blood oxygen levels (functional
magnetic resonance imaging or fMRI), or glucose mdistinoand regional cerebral
blood flow (positron emission tomography or PET). Researchers can capitalize on these
sensitivities to ask the question of how the brain processes a second language and better
understand underlying brain mechanisms.

Due to its hgh temporal resolution, the recording of ERPs has provided important
evidence on the neural basis of language processing. Two early ERP studiesFa%eber
and Neville (1996) and Hahne and Friederici (2001), support the general claims of a
critical period, illustrating the constraints that late L2 learning places on ultimate
attainment of the L2. In ERPs, electrical brain activity is measured from the scalp and
time-locked to the onset of stimulus presentation. By averaging trials of stimuli with
similar linguistic characteristics, noise from other sources is reduced, producing a
waveform reflecting the processing of the linguistic characteristic of interest. \Weker
and Neville specifically investigated sentences with semantic and syntactic violations
suchas:

@The scient i s tevertofthetthearemz(sehantdaaxioi)s
() The sci ent i s ofproofthettheamamz (sydtactdaatioh)s
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(c0The scientist criticized Maxb6s proof o

Typically, nativespeakers ofEnglish reading sentences such as (a) show an
N400, a negativwgoing waveform around 400 ms after stimulus onset, which in this case
is the italicized wordevent as compared to a baseline control sentence, such as to
Aproof o i n (c) .ssuchmas (btypitallysisotv a P660e aposyear e
waveform around 600 ms after stimulus onset. Chiigggish participants in Weber
Fox and Nevilleds study ranged346n7-1Q htei r i n
13, and after 16 years of@gResults of the experiment revealed robust age effects in the
ERPs for syntactic violations, such as (b), in participants as young as 1 to 3 years of age.
In contrast, semantic differences between the L2 learners and the English native speaker
controls anly started to appear in participants arriving after the age of 11, so that before
the age of 11, semantic processing of the bilinguals looked similar to that of-native
English speakers. The results thus suggest that the age of L2 learning affectscsyntacti
processing more than semantic processing.

In another ERP study, Hahne and Friederici (2001) showed a similar divergence
between semantic and syntactic processing in an auditory listening task for native
Japanese bilinguals who were late L2 learners afm@e. Consistent with Webé&iox
and Neville (1996), there was an N400 effect for semantic violations similar in form and
distribution to that of native German speakers, while the P600 for syntactic violations did
not show significant modulations, suggegtmonnativelike syntactic processing.

While the studies by Webétox and Neville (1996) and Hahne and Friederici

(2001) provide evidence that supports the general critical period claims, other research
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suggests no lasting effects of age on L2 learnengl, even limited evidence that the L2

can completely replace the L1. Pallier et al. (2003) investigated language development of
Korean adoptees by French parents in France, thus taking advantage of an extreme
situation in which learners were completely offt from their L1 early in life. If AOA

effects reflect true maturational constraints, then exposure during the first few years of
life should be critical, showing both retention of the earlier learned Korean, as well as
less than nativdike processing bFrench. The adoptees, whose ages ranged between 20
and 32 at the time of testing, were adopted between the ages of 3 to 8 years, and all
reported having forgotten their maternal language, Korean. fMRI results showed no
differential brain activation for &rean compared to other unknown foreign languages,
suggesting that their initial L1 had been completely replaced by their L2, French.
Compared to native French speakers, the adoptees showed similar, although more
restricted, activation patterns when exgbte French language stimuli. While this study
seems to hol d more direct i mplications f
additiono, these result s, as revealed by
monolingual/L2 French participants and ther&an adoptees, do seem to suggest that a
second language can reach natike status, at least when the L1 is not maintained.
Other research similarly shows that early bilinguals use identical brain areas for language
processing in L1 and L2 (e.g., Hemuez, Martinez, & Kohnert, 2000; Klein, Milner,
Zatorre, Meyer, & Evans, 1995; but see also Perani al.,, 2003, suggesting subtle
differences). Other evidence, however, challenges the results of Pallier et al., showing

enduring benefits in pronunciation lata life as a result of early language exposure (Au,
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Knightly, Jun, & Oh, 2002; Knightly, Jun, Oh, & Au, 2003; Oh, Jun, Knightly & Au,

2003; Venturevra, Pallier, & Yoo, 2004).

Studies, such as Perani et al . d6shag 1998)
those by WebeFox and Neville (1996) and Hahne and Friederici (2001) depend on the
age of learning. The results of Perani et al. show similar evidence of brain plasticity for
late bilinguals where highly proficient late bilinguals (Itati&nglish) &tivate brain
regions identical to highly proficient early bilinguals (Spar@talan). Late bilinguals
with lower proficiency, on the other hand, do not (cf. Perani et al., 1996). Importantly,
this finding was for a listeninrgomprehension task, and mayggest that the type of
language task may show differential effects (see Kim, Relkin, Lee, & Hirsch, 1997, for
the opposite pattern in a sentence generation task).

Other neuroimaging studies have produced a mixed pattern of results, providing
evidence fo both constraints and brain plasticity, often within the same study. Of
particular interest is a study by Wartenburger, Heekeren, Abutalebi, Cappa, Villringer,
and Perani (2003), which shows different patterns of activation for grammatical and
semantic pocessing. In this fMRI study, three groups of Ital@arman bilinguals (early
learners with high proficiency, late learners with high proficiency, and late learners with
low proficiency) were tested on grammaticality and semantic judgment tasks. Omly earl
bilinguals activated similar grammatical areas to native German speakers, while highly
proficient bilinguals activated similar semantic areas to native German speakers,
regardless of L2 AoA. These results suggest differential effects of proficiencyahd A

on L2 grammar and semantic development similar to WEbg&rand Neville (1996),
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highlighting the fact that grammatical knowledge seems to be particularly difficult to
acquire later in life, a point which will be returned to later in this thesis.

The imaging studies reviewed here and elsewhere (e.g., Abutalebi & Green, 2007)
show extended brain activation in L2 processing specifically for areas implicated in
cognitive control, suggesting increased processing difficulties compared to native
speakers. Athte same time, images from grammatical and semantic judgment tasks also
show activation differences between native and L2 language speakers which would
implicate qualitatively different, in addition to more effortful, L2 processing (e.g.,
Abutalebi & Green2007; Wartenburger et al. 2003; Rueschemeyer, Fiebach, Kempe, &
Friederici, 2005).

Other studies investigating sentence processing using electrophysiological
measurements also support these conclusions. In a recent study usingelavedt
potentials (ERs), Rossi, Gugler, Friederici, and Hahne (2006) investigated the
processing of morphosyntactic agreement and word category violations in late L2
learners of German and late L2 learners of Italian with either high or low proficiency.
One of the componentshich they were expecting was a left anterior negativity (LAN)
which is implicated in morphosyntactic processing such as morphosyntactic violations, as
well as a P600, reflecting integration and reanalysis of syntactic information. Results
suggested that lile low proficiency bilinguals showed qualitatively and quantitatively
different processing (an absence of a LAN, and a delayed P600 respectively), high
proficiency bilinguals of both languages showed equivalent processing to native
speakers. There wereo rtemporal or amplitude differences between the two groups.

These results contrast with earlier results showing constraints to L2 syntactic processing
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(Hahne, 2001; Hahne & Friederici, 2001; Web®x & Neville, 1996). One possible

reason for the differels in results could be due to the nature of the materials. While
previous studies had used passive sentences, the study by Rossi et al. presented sentences
in the active voice, which tend to be less complex than passive constructions. If the type

of materal is truly the source of the different patterns, the results provide more evidence

for processing load, and not a critical period, in limiting natike L2 processing.

Recent research has also qualified the initial support for Rbitresemantic
processing. While previous studies specifically investigated sentence structures with
semanti c anomal i es, a more recent study
paradigmo has found more nuanced results i
can becme nativelike. Kotz and ElstorGuttler (2004) specifically addressed this
concern in a priming paradigm using a lexical decision task (LDT) with late German
English bilinguals. Typical priming is tested by presenting word pairs such &s didy
and askig participants to judge whether the pair is related or not. In contrast to semantic
anomaly testing, LDT presents lists of words to which participants must decide whether
they are words or nonwords. Within these lists, primes and targets are imbedded,
allowing the testing of priming without presenting overt word pairs as used in other
research paradigms. As a result, the LDT task provides a measure for testing more
automatic processing that is less influenced by participamtrolled strategy effects (cf.
Shelton & Matrtin, 1992).

Kotz and ElstorGittler (2004) investigated two types of semantic priming:
associative and categorical. In associative priming, presentation of a prime word that is

associatively related to the target (i.e., a relationship betwsens in which one term
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leads to the other) speeds decision making on the subsequent target word (€.g., boy
girl). Categorical priming (i.e., a relationship between terms in which both terms belong
to the same category but do not lead to one anotheryssspeeded decisions on the
target when the prime is categorically associated with the target (e.gi, jumyor).
Results indicated that advanced and lower proficiency bilinguals indeed showed
differential processing. Both groups showed associativaipgi in their ERP results;
however, advanced bilinguals displayed greater sensitivity to categorical priming than
lower proficiency bilinguals. But even the categorical priming in the advanced group did
not approximate that of native English speakers Agdal, Donald, Meuter, Muldrew, &
Luce, 1990, for other fingrained differences in semantic processing for the L2, as well
as WebeiFox & Neville, 1996, for AoA effects). Interestingly, these ERP results contrast
with behavioral results from the same task which the advanced group showed
categorical priming similar to that of native speakers.

The evidence at the neural level thus seemed mixed, showing both constraints and
plasticity as a function of proficiency and the age at which the L2 was firstelbar
While syntactic processing appears particularly vulnerable to age and proficiency effects,
even semantic processing shows constraints. Once thought more open tdikeative
processing, L2 semantic processing, upon closer examination, also differsLfrom
processing. These results suggest that while L2 learners may achievelikative
behavior, they may never achieve natitke processing, maintaining instead persistent

fine-grained differences between the L1 and the L2.
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2.1.3 Behavioral Evidence

While neuroscientific research supports the advantages of early L2 learning, some
behavioral evidence suggests that evenye&f learning will produce differential
outcomes compared to L1 learning. Earlier research by Pallier and colleagues on speech
perception suggests that even slight delays in early L2 language learning can affect the
L2, distinguishing the L2 speaker fromtive speakers of the same language (Pallier &
SebastiarGallés, 1997; see also Bosh & Sebastzailés, 1997; Bosh & Sebastian
Gallés, 2003; Sebastipallés & SoteFaraco, 1999). In the Pallier and SebasGailés
(1997) study, Spanis@atalan bilingua with exposure to Catalan by the age of six
performed an acoustical classification task in which they had to decide whether words
contained [ e] or [0], t wo sounds which ar ¢
Spanish. The results of the classition task and a following discrimination task showed
sensitivity among Catalan monolinguals, but not Spa@atalan bilinguals, in
discriminating between these sounds. Participants then judged the previous stimuli as to
their categorical fit with Spanigh e | , Catalan [ e], or Catalan
judgment task continued to reveal differences in vowel processing between the two
groups.

In contrast, research by Minagaawai, Mori, and Sato (2005) with early
KoreanJapanese bilinguals shied no behavioral differences in categorical perception
between bilinguals and native speakers in discriminating Japanese long/short vowel
distinctions. Neainfrared spectroscopy, however, revealed differential cortical

processing of Japanese for eachugro
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While fine-grained differences exist even for early L2 learners, at least for
phonology, there is also evidence that early L2 learning, even if discontinued for a while,
conveys benefits for later L2 phonological and grammatical development. A readyt s
by Au and colleagues (Au, Oh, Knightly, Jun, & Romo, 2008) specifically investigated
childhood learners of Spanish who then did not use the language until later in puberty
(around 14 years of age). Compared to childhood overhearers (i.e., childrewevhear
a language growing up, but do not actively use the language), these language learners not
only showed more nativikke phonology, but also more nathike grammar, as
measured by nourand verbphrase production and a sentence grammatiealityment
task. These results seem to contrast with the earlier results of Pallier et al. (2003) in
which Korean adoptees showed no active memory of their L1, Korean. However, in the
Au et al. (2008) study, the childhood speakers still had some languagetdoppbeir
L1 in that participants were childhood speakers of Spanish living in Southern California,
who still had contact with Spanigpeaking relatives, although they themselves rarely if
ever spoke Spanish between the ages of 7 and 12. In additibe,tabe of testing, they
had already gone through a phase of #Arel ea
In contrast, participants in the Pallier et al. study had neither language support in their
community, nor a rdearning phase at testingo(f results supporting the idea that
childhood speakers have an advantage over novice Korean learnetsamneg see Oh,

Jun, Knightly, & Au, 2003).

Other recent behavioral evidence also suggests that, in many ways, L1 and L2

speakers process a givemdaage differently, and that adult L2 processing differs from

child native language processing. The main argument of Clahsen and Felser (2006) is that
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adult secondanguage learner sentence parsing does not resemble the parsing of children
whose patternsewveal shortages in working memory (WM) (cf. p. 28, and Felser &
Roberts, 2007). If both children and adult L2 learners place high demands on WM
resources, and this factor is the main determinant in parsing strategies, one would expect
their patterns of betvior to be similar. Instead, Clahsen and Felser propose a shallow
structure hypothesis by which L2 learners simply do not encode syntactic information to
as much detail as adult L1 parsers. Thus, while WM plays a role in child processing, it
does not playas significant a role in adult L2 sentence processing (but see Michael &
Gollan, 2005; Hoshino, Dussias, & Kroll, under revision).

The picture that emerges from these data is complex, and efforts to reconcile all
of these results must inevitably takeoirdccount variables such as the language pairings
under investigation, the age of learning and proficiency, as well as the type of language
support and learning environment the bilingual has received. While to my knowledge no
one has systematically compdrall of these variables, one study which begins to address
these questions is Bialystok and Miller (1999) (see also Birdsong & Molis, 2001). In this
study, two learner groups (ChineBaglish and SpanisBnglish), each with two levels of
AO0A (younger tharl5 and older than 15), were compared to native English speakers on a
spoken and written grammaticality judgment task. The study not only addressed issues of
AoA and proficiency, but also looked at language pairing, since the grammatical
structures undermmive st i gation in English either ove
(Chinese or Spanish) or did not: While the future tense and present progressive are

formed similarly in English and Chinese, they are formed differently in Spanish. In
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contrast, while botlEnglish and Spanish use a similar system of determiners and plural
markings, Chinese uses neither.

Results showed significant differences in responses between the two language
groups, but not between age groups within a language group. Specificallyret@nt
progressive sentences were easier for all language groups, including native English
speakers, regardless of proficiency. Only the Chinese group showed an effect of the
degree of language overlap for the other structures, and they exhibited #ut eff
regardless of age group. Bialystok and Miller (1999) account for this result by citing the
overall higher L2 proficiency of the Spanish group, suggesting that structural effects are
most evident at earlier stages of learning. The fact that the twoadgagroups differed
in their response to language structure and were unaffected by age did not support a
critical period. Bialystok and Miller also speculate that the nature of the language
pairings may have allowed the Spanish group to acquire highels le¥ proficiency,
given equal amounts of exposure and time.

What are the implications of these results, particularly as they pertain to language
pairings, for some of the other findings on L2 plasticity and constraints? A quick
evaluation, both of the wtlies reviewed here and other studies, suggests that language
pairings play a role in the findings presented here. Particularly the results of Birdsong and
Molis (2001) are relevant, as they undertook a replication of Johnson and Newport (1989)
with identcal materials, but instead of Kore&mglish and ChinesEnglish participants,
they tested a group of SpaniBnglish bilinguals. Their results, in contrast to those
reported by Johnson and Newport, showed no evidence of a critical period and even

found malest evidence for nativiike grammatical attainment in some of the older
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participants. A review of other language pairings suggests that particularly for pairings
across language families (e.g., Chinésglish, ItalianGerman, Russiaerman,
Japanes&erman) that there are increased findings of constraints to L2 processing
(Johnson & Newport, 1989; Wartenburger et al., 2003; Hahne 2001; Hahne & Friederici,
2001), but that early language learning (WelBex & Neville, 1996, Wartenburger et al.,
2003) anddr high levels of L2 proficiency (Rossi et al., 2006; Wartenburger et al., 2003)

attenuate these limits.

2.2 Accounting for the Difference: Models of L2 Learning

2.2.1 Linguistic Models of L2 Learning

Several models exist which make specific predictions about the extent to which
L2 learning can take place and how close L2 language processing can come to native
language processing. The Failed Functional Features Hypothesis (FFH, Hawkins & Chan,
1997; Hawkins & Franceschina, 2004) specifically takes a critical period into account,
proposing that after the critical period, L2 learners cannot learn certain language features,
or can only learn them with great difficulty. In contrast, Schwartz and Sprouse (1994,
1996) offer the Full Transfer/Full Access Hypothesis (FTFA) by which L2 ézarfirst
transfer their entire L1 grammar into their L2 and subsequently draw on full access to
Universal Grammar (UG) to restructure parameters and acquire structures unique to the
L2. While the former proposal predicts strong constraints to late LRitgarthe latter

proposal suggests that natiMee attainment is possible. Schwartz and Sprouse also
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predict that languages with more featural overlap might be more conducive to L2
learning, accelerating initial learning through transfer.

Jiang (2000) simarly suggests a transtsased model of SLA in which L2
lexical representations depend on the transfer of L1 representations. However, only
languageshared properties can be transferred so that lanegpegrfic features are not
integrated into the L2 presentation. Instead of being stored in the mental lexicon,
semantic, syntactic, and/or morphological information may be stored in general or
episodic memory, making automatic processing impossible of such features. Crucially,
unlike the FTFA hypothesi4)JG does not exist to allow attainment of these missing L2
specific features, forcing learners to rely on explicit linguistic knowledge in order to
correctly use features such as languggecific inflectional morphology (see also Sorace,
2003).

In supportof his theory, Jiang (2004, 2007) noted that Chinese L2 learners of
English displayed particular insensitivity to morphological processing of the plural
marker, which does not exist in Chinese, but were sensitive to other violations such as
pronounverb ageement and verb argument structure (2007) in a mewindow
reading paradigm. Ofine, however, L2 learners displayed high accuracy in a written
test in using the plural marker. Jiang interprets the results in support of a Competence
Deficit Approach (DA), in which L2 learners have incomplete lexical representations in
the L2 that hamper automatic, but not explicit, processing. A Performance Deficiency
Approach (PDA) would have predicted difficulties in accessing or controlling akeady
internalized langage competence. Because L2 learners showed difficulty in a receptive

(i.e., reading) task, which was not under explicit control, a PDA could not account for
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these results (For other research arguing against fAétgvenental representations see
Coppeties, 1987; Liceras, 1997; Lozano, 2003; Hawkins & Liszka, 2003; for the
opposite view see Birdsong, 1992; Bruhn de Garavito, 1999; Montrul & Slabakova,
2003; White & Genesee, 1996).

Finally, in his competition model, MacWhinney (1987, 1997) also focuses on
transfer and interference between L1 and L2 in language learning, albeit without the
influence of UG (see also Bates & MacWhinney, 1981). Instead of linguistic structure,
universal cognitive structures (i.e., shared learning mechanisms) drive languageyiearn
MacWhinney represents acquisition in a connectionist model in which learning occurs as
a result of the strength and validity of different grammatical or semantic cues in the input
rather than innate principles or parameters. The L2 learner initi@hsfers the L1
system into the L2. Over time based on the input the learner receives, the two languages
then begin to diverge, with the developing L2 system becoming more Hlikévia its

ability to process L2 input.

2.2.2 Statistical Learning Models of L2 Acquisition

What mechanisms then underlie the ability, or inability, to acquire a second
language as an adult? Whaeveral proposals exist, the potential learning mechanism
that | wil/ briefly consider here is the p
in the speech stream. In many ways statistical learning mechanisms are similar to and
compatible with Mic Whi nneydés Competition Model, and

t he model 6s under |l ying |l earning mechani sm
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regularities and coccurrences in corpora form the basis of much of the learning in
emergentist views (MacWiney, 2006). Early linguists argued that probabilities could

not play a significant role in language learning (e.g., Chomsky, 1980); however,
increasing evidence in more recent years has shown that statistical learning, as opposed to
or in addition to rulelearning, can in fact take place and may be one of the main
mechanisms underlying both first and second language learning (Ellis, 2000, 2002).

Recent evidence suggests that both child and adult language learners use
statistical probabilities within and tveeen words to extract meaningful speech segments
from the speech stream. Saffran, Aslin, and Newport (1996) showed-thaht&old
infants, even after only 2 minutes of exposure to a created language, could discriminate
between words and nonwords, andrenamportantly words and part words, by using
transitional probabilities between sounds. Newport and Aslin (2004) then investigated
whether adults could apply statistical learning to nonadjacent syllables or
consonant/vowel segments. Interestingly, theyntbthat participants only learned word
boundaries based on consonant and vowel segments, but not based-amjanent
syllables, a pattern that matches natourring language patterns (see also
Pierrehumbert, 2003, and Maye, Werker, & Gerken, 20@2fufther discussion of child
language learning).

Some researchers have also shown that infants are able to abstract not only words,
but also grammar from speech streams (Gomez & Gerken, 2000). Data on distributional
properties of language in artificizaiguages have shown the ability of adults to extract
grammatical genddike categories of nouns (Brooks, Braine, Catalano, Brody &

Sudhalter, 1993; Frigo & McDonald, 1998) as well as syntactic properties (e.g., Billman,
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1989). However, it is debated wheththese patterns still comply with a statistical
learning mechanism or rather show an independent algebraicdbasdsl learning
mechanism for syntax (McClelland & Plaut, 1999; Marcus, 1999). As McClelland and

Plaut point out, statistical learning mechamssare powerful enough to generalize in such

a manner so as to gbassetdhkbeappeagaackmpodr fi

discussion is the finding that acquiring increasingly complex features of language, such
as syntax and morphology, may pg&ed on learning mechanisms sensitive to
distributional properties of a given language and that these distributions can be
generalized to account for apparent rules in a language (but see also Jackendoff, 2002;
Marcus, 2001; and Pinker & Ullman, 2002, tmunterarguments).

How would a statistical learning mechanism then be instantiated in bilingual or
second language learning (c.f., Saffran, 2003)? One could argue that multiple sets of
statistics might be confusing, or that once the statistical mechasiemad to and used
for one language, it is unavailable when learning another language. The evidence
suggests, however, that this is not the case. The work by Maye, Werker, and Gerken
(2002) looking at bimodal vs. unimodal frequency distributions of spebhells some
potential light on this issue and suggests that the very distribution of speech may allow
for multiple sets of statistical constraints.

Other research on adults provides evidence that statistical learning may not be a
domainspecific mechanismbut instead may act as part of a single segmentation
mechanism that can be used for speech, as well as tone, segmentation (Saffran et al.,
1999). This finding is important because, together with the evidence for statistical

learning in both children anddalts, it provides potential support for a more general
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learning mechanism unbounded by or with only limited developmental constraints into
adulthood (see also Wilkins & Wakefield, 1995; Uliman, 2004, for similar perspectives
regarding age constraints waistill advocating general ruleased mechanisms). In this
way, statistical learning appears to complement other accounts of language learning,
particularly connectionist models, in late bilingual language learning. Statistical learning
of novel languagem adulthood complements research suggesting successful L2 learning
among late learners can proceed outside of a critical period (Saffran et al., 1999; Newport
& Aslin, 2004).

The review of the literature on L2 learning as presented here paints a complex
picture, suggesting both constraints as well as incredible plasticity in the learning process.
Several of the models reviewed in the last two sections offer the possibility that L2
learning can proceed similarly to L1 learning. Some research, in cohiagbyoposed a
dissociation between automatic and fautomatic language representation (e.g., Ellis,

1984), suggesting that the outcome of L2 learning may be Hie/e2 performance but

not nativelike processing (see also Carroll, 1989). It is possibs Jiang (2000) points

out, that reaching a more advanced stage of processing (i.e., a lexical entry with
integrated semantic, syntactic, and morphological information), while difficult to attain,

can occur dAif suffici erkisavdlablk hArdprocessed bye xt u a
the learnero (2000, p. 54). Some structure
difficulties, regardless of the level of language proficiency, and this is the topic to which |

will turn next.
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2.3 Grammatical Gender in Language Processing

Grammatical gender no longer exists in Endlisto that if an English speaker
were to name a cat, shet woaoald dpsi mpl gndayay
many languages of the world, however, speakers would also indicate the grammatical
gender of the cat. In German, for instance, the gender of a noun is marked on the article
so that a cat, regardless of its biological sefeminine, (di@minine Katze.a), but a dog is
masculine (defascuine Hundiog. The German gender system actually comprises three
genders, masculinelér), feminine ¢lie), and neuterdag, and varying sources describe
the distribution of each in the éBman lexicon as being either 50%, 30%, 20%
respectively (Bauch, 1971, as quoted in Hohlfeld, 2006) or, based on the CELEX
database and taking word frequency into account, 43%, 38%, and 19% (Schiller &
Caramazza, 2003). What makes gender particularhcdiffto learn in German is that its
assignment, as can be seen from the example above, is relatively arbitrary. Unlike some
gender systems such as Tamil, where nonhuman objects are classified as neuter while
human objects are classified by their naturahdge, there is no inherent connection
between the biological gender and grammatical gender of a noun. | use the term
Arelatively arbitraryo to describe the Ger
there is at | east s o nderassigmnent (ofaBoidag Qpyz, & o a
Pechmann, 2006; Bordag & Pechmann, 2007; Schiller, Muente, Horemans, & Jansma,

2003; Schwichtenberg & Schiller, 2004), a point to which | will return shortly.

% As a Germanic language, English used to have a gender, as well as a case system, similar to German, but
these disppeared by early Middle English (cf. Cambridge History XIX.4).
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In many ways grammatical gender is a lexsymtactic feaire that is distinct
from other language features. Research suggests that grammatical gender is processed
differently from properties such as number, and violations in gender show heavier
processing costs than number violations (Barber & Carreiras, 2@#nder also
provides a challenge to general assumptions of language learning. In L1 learning, there is
limited evidence that even adult L1 speakers of a geinflecting language continue to
have difficulty in assigning gender, in this case for phono#dlyiambiguously marked
nouns (Bates, et al., 1995)The first half of this section reviews several monolingual
models on how gender is represented in the mind, along with supporting empirical
evidence. | then address the question of whether genderrésegped the same way in
the L2 and to what extent natiike representation is possible. Motivations for the

current study within the framework of gender processing conclude this chapter.

2.3.1 Representation of Gender in the L1 Lexicon

Linguistic research addresses the question of the representation and organization
of language in the mind, and several models capt@wsettheories of organization. The
overarching idea behind these models is that the mental lexicon stores words according to
their phonological, syntactic, and semantic properties, as well aslingoistic

properties, and that these characteristics fotatiomships between words and even parts

3 Although, rather than reflecting true difficulty with gender, it is possible that the class of nouns under
investigation was an irregular form gradually regularizing (e.g., Pinker & Ullm20R2)2In L2 learning,

gender seems particularly sensitive to the influences of the L1 and relatively insensitive to other factors,
such as general L2 proficiency, showing persistent deficits even after the language learner has attained
general fluency (e.gBrun de Garavito & White, 2000; Sabourin, 2006).
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of words. This organization is thought to influence the way we process language, as
reflected in the speed at which we recognize, produce, or make decisions about language.
Several theories exist about exactly hdwe torganization and processing takes place and
precisely when grammatical gender becomes available to the system.

The discussion here is limited to visual word recognition and comprehension, in
view of the experiments that will follow (for a comparisonaird recognition and word
production, see Heim 2005). The starting point for each of these theories is the idea that
in order to read a word, the reader must access the phonology, orthography, and meaning
of a word. Compr e h e n s intacatic dndhteematic anctmns \(cé,s a
Coltheart, 1978; Glushko, 1979; Seidenberg & McClelland, 1989). Under debate, and
important to the current discussion, is how prior gender information presented in a gender

marked article or adjective affects the prateg of a subsequent word.

2.3.2 Models of Language Processing and Gender

Accessing a word in our lexicon is a complergqess. From the moment that we
see a word to the instance of retrieving it from our lexicon, our mind goes through many
steps before a word is identified. And yet all these steps are rapidly completed: the skilled
reader can process five words or more ggond (Rayner & Pollatsek, 1987). Research
in support of different models of reading often divides this lexical access process into two
stages, a prelexical/lexical and a postlexical stage (see Hernandez, Bates, & Avila, 1995,
for a review). The prelexad stage encompasses the processing which occurs before the

word is recognized and which is largely automatic, without the need for reflection, while
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the postlexical stage involves processing after the lexical item has been accessed. This
second stage i©ibught to be more controlled and under the influence of the reader (cf.,,
Posner & Snyder, 1975, for more on the distinction between automatic and controlled
processing) While two models within this framework, the Checking model and the
Intralexical modelmaintain a more modular (i.e., independent) view between these two
stages, a third, the Interactive model, views the stages as interacting with one another. As
a result, each model makes different proposals about when gender information from a

previous aticle becomes available in the processing of a subsequent noun.

2.3.2.1 The Intralexical Model

The Intralexical Model for word processing draws analogies with word
production models, such as those by Levelt and colleagues (e.g., Levelt, 1989; Levelt,
Schriefers, Vorberg, Meyer, Pechmann, & Havinga, 1991; Level, Roelofs, & Meyer,
199 ) and distinguishes between the retriev
lexical entry and associated syntactic and semantic information, and the actual word form
or lexeme which specifies the phonolodjodor, 1983; Swinney, 1979; for reviews see
Bat es, Devescovi, Pizzamiglio, D6AmMIi co &
1987; Friederici & Jacobson, 1999). In this division, the grammatical gender of a noun is
part of its lexical representation. The Intralexical Model makes similar adaptions fo
word recognition as Dell and colleagues have made for word production (e.g., Dell &
Sheaghda, 1992). Significantly, unlike the Levelt model for word production, the

intralexical model permits feelack between the gender node and the lemma node so
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that gender information from the article becomes relevant to the processing of the noun
pre-lexically or lexically. Reading a genderarked article would activate the gender
node, and this activation would spread to all nouns with the same gender. As ahesult, t
gender of a preceding article could function to narrow the selection of following nouns,
speeding the ultimate noun selection. In this way, gender information becomes available

pre-lexically or lexically, while maintaining the modularity of the theory.

2.3.2.2 The Checking Model

The Checking Model by Friederici and Jacobson (199®es not necessarily
specify the architecture in the mental lexicon like the Intralexical model, but rather
emphasizes a neurocognitive model based on the phases of processing (Friederici, 2002).
Word processing moves from the identification of phonentethe identification of the
word form, then the word category, the lemma and morphological information, semantic
and syntactic integration, and finally processes of reanalysis and repair. As a modular
theory, the Checking Model argues that the preceg@rgler information, such as that of
an article, is not used to control lexical access. Instead, the gender information of the
article stays active until after the noun is accessed and is then used in a syntactic
congruency check against the lexical gendéormation of the noun in a pokxical

checking mechanism (see also Faussart, Jakubowitz, & Costes, 1999).
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2.3.2.3 Interactive Models

Interactive models are based on connectionist views, rather than modular views of
the lexicon. As a result of the nonmodularity, semantic or syntactic context information
can interact with the legal processing to reduce the possible candidates for selection
(e.g., Bates, Devescovi, Hernandez, & Pizzamiglio, 1996; Bates, Elman & Li, 1994;
Elman & McClelland, 1988; MacDonald, Pearlmutter & Seidenberg, 1994;
MacWhinney, 1989; Rumelhart & McClelland986). Many sources of information,
from the sentence as a whole to the context of the discourse, can serve to activate and
constrain possible words for selection, often before the reader encounters the actual word.
In essence, the reader predicts the upng word based on the information at hand. In
this model, gender, as presented in a preceding article or a geadexd adjective to a
noun, could serve to piactivate a subgroup of nouns with the same gender, or inhibit a
subgroup of nouns with a diffent gender. The p#exical nature of this model makes
similar predictions to Intralexical models, and as a result the two are difficult to
distinguish (cf., Friederici & Jacobson, 1999). However, both the Interactive and
Intralexical model differ stronglfrom the posiexical checking mechanism offered by

the Checking model.

2.3.3 Empirical Support for the Representationof Gender

Compelling evidence for the unique status of grammatical gender in the mental
lexicon comes in part from research by Barber and Carreiras (2005), who directly

compared grammatical gender and grammatical number. On an intuitive level, one would
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suspect that gender agreement and number agreement would function similarly; however,
there is good reason why gender is typically considered a feature of the lexical
representation while number is considered a morphological property (see also Koester et
al., 2004, and Tokowicz & MacWhinney, 2005, for further discussion of the dissociations
in processing number and gender). In the ERP study of Barber and Carreiras, participants
read Spanish word pairs (Experiment 1) and sentences (Experiment 2) with noun
adgctive (e.g., far@nmouse@ltonign) Or articlenoun pairs (e.g., @-piangiang, Which were
matched or mismatched for gender or number. The critical result for word pairs was that
while there were no significant differences in the size or distobutf effects for gender
versus number agreement in the LAN or the N400, gender agreement violations produced
significantly longer latencies than number disagreement in the P3 component. The P3 has
been implicated in indicating stimulus relevance to a,taskl its production indicates
completion of stimulus categorization (Donchin, 1979). Longer latencies in gender
agreement thus indicate that participants took longer to register gender violations than
number violations, suggesting different underlyinggessing strategies or mechanisms

for gender and number agreement. In Experiment 2, word pairs embedded in sentences
showed a significant difference between gender and number disagreement only in late
phases of the P600, and not in the LAN or earlier phaséise P600, replicating their
previous results (Barber & Carreiras, 2003). These findings suggest that gender
disagreement results in costlier reanalysis processes than number disagreement. Barber
and Carreiras argue that the lack of a conceptual re&tip for gender in many

languages and its resulting arbitrary assignment to a noun forms the basis for the purely

l exi cal status of gender . Because of gend
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mechanism would need to monitor both the syntacticgmatéon and lexical access
processes in order to repair a detected inconsistency. Only a single syntactic integration
process would need to check number agreement since number has an autonomous
representation during syntactic analysis, thus leading tatestly reanalysis for number
agreement than for gender agreement.

Other research has further examined the time course over which grammatical
gender information becomes available to lexical and syntactic processing. This research
also supports the findisgof a late reanalysis in gender assignment. Early research on
prelexical effects suggested that a grammatical gender prime would activate all lexical
entries that matched the prime in gender. This proposal was problematic as there is a
large subset of legal items matching any given gender, leading to a rather inefficient
strategy if used to discriminate among lexical alternatives. Instead, Schriefers et al.
(1998), following the arguments of Tanenhaus, Dell, and Carlson (1987), proposed that
the processig of gender information occurs early, but later helps to reduce the number of
lexical candidates activated by previous semantic information. In this account, gender
primarily serves an inhibitory function, but could also reduce lex@#dxical priming
effects when there is a gender disagreement, as between a target noun and a definite
article. This account seems to integrate late gender processing models, which argue for
initial coarsegrained processing, ignoring features like gender until later @inces
(Mitchell et al., 1995), and early parsing theories in which immediate processing of
gender blocks gendéncongruent alternatives via lateral inhibition (Vosse & Kempen,

2000).
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The Mitchell et al. (1995) model is based on findings with native Dytehlsers

in which they fail to use grammatical gender to disambiguate a relative clause, both on
line and to some extent even-tiffe (Brysbaert & Mitchell, 1996; 2000). However, later
research in Russian challenged this view (Akhutina et al., 1999; Bak&riPugach,
2005; van Berkum et al. 1999). As pointed out by Sekerina & Pugach (2005), the
research by Brysbaert and Mitchell depended on a syntactic use of gender which has
largely changed in preseday colloquial Dutch; gender is now rarely used iratieé
clauses on relative pronouns. Together with the results of other studies, the evidence
would point to the probability that gender is used during syntactic parsing to
disambiguate sentences.

Several studies have further investigated whether gendemafion interacts
with semantic relatedness at later stages of sentence processing for native speakers of
gendermarked languages (Friederici & Jacobsen, 1999; Guillelmon & Grosjean, 2001,
Gunter et al., 2000). In an ERP study with monolingual Germaicipamnts, Gunter et
al. (2000) further confirmed the idea of early parallel activation and later interaction.
Although there is debate concerning the interpretation of the components of the ERP
record, typically the N400 effect is associated with lexiaadl @emantic integration
processing whereas syntactic violations are associated with the P600 (Brown & Hagoort,
1993; Osterhout & Holcomb, 1992). Gunter et al. showed that semantic and syntactic
processes run in parallel at early stages, such that gerfolenation and word meaning
are available concurrently. This parallel processing interacted only at later stages: all
nouns of low cloze probability elicited an N400 regardless of gender mismatch compared

to nouns of high probability, while gender violatsobetween the definite article and the
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noun evoked a LAN; these two effects did not interact. However, the two variables did
interact during a later P600 component.

Recent child language research has also shown that children learning Spanish as a
first language are able to use grammatical gender to establish reference in sentence
interpretation as early as 34 to 42 months (\liams & Fernald, 2007). Using the
same methodology, LeWilliams and Fernald showed the same ability in naBpanish
speaking dults, suggesting that by the age of three, children already possess a highly

developed gender processing system.

2.3.4 Representation of Gender in the L2

The question then arises whether L2 learners of a language with grammatical
gender process gender in this same way as native speakers. In particular, two models of
L2 learning introduced earlier in Chapter 1 make comgepredictions about the
ultimate ability of an L2 speaker to learn grammatical gender. According to the Full
Transfer/Full Access Hypothesis (FTFA, Schwartz & Sprouse, 1994; 1996) the L2
learner transfers the entire L1 grammar as the stgpomng of leaning. Once the L1
grammar is transferred, learners have full access to Universal Grammar (UG) during the
course of development to restructure parameters and to acquire even L2 structures not
present in the L1. In the context of the FTFA, L2 learners cdelklop nativdike
representations of gender even as late learners and regardless of whether the L1 already
had a gender representation or not (although gender in the L1 may facilitate L2 gender

acquisition). On the other hand, the Failed Functional Festidypothesis (FFH,
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Hawkins & Chan, 1997; Hawkins & Franceschina, 2004) maintains that certain features
of a language can only be learned with great difficulty, if at all, after a certain critical
period. According to this hypothesis, after the onsetuldfepty, L2 learners only have
access to functional features already extant in their L1. As a result, L2 learners must
approximate new features by using compensatory strategies such as explicit rule learning.
L2 learners without representations for gendeul never develop them, and would
need to rely on explicit rules, if available, to assign gender to nouns.
Particularly a | ate syntactic process
discussed by Friederici and Jacobsen (1999), may not be availabéesame way to L2
learners. However, the behavioral study of Taraban and Kempe (1999) questions the
viability of such checking mechanisms, and computational models in general, suggesting
instead that a culeased/connectionist model may afford a more parsious mechanism
for both L1 and L2 gender processing. While not closed to the possibility that both
gendermarked lexical representations, as well as heuristics for processing gender, could
be used, they question how individuals would choose which mébhasgke (cf. discussion
on p. 121). Taraban and Kempe argue that particularly for L2 learners, a checking
mechanism makes little sense if they do not know the gender to be checked in the first
place. Their data showed that both L1 and L2 speakers of Russi@d on
grammatically inflected adjectives to help disambiguate the gender of nouns and to
choose appropriate verb forms in a foradmbice task. However, only L2 speakers
showed faster naming latencies for reading opaque (i.e., ambiguous) noungarisom
to transparent nouns when there was a disambiguating adjective. The results suggest that

L1 speakersé performance was already at

c
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asymptote. L2 performance, however, revealed sensitivity to-andings. Based on
connectionist modeling, Taraban and Kempe suggest that L1 and L2 speakers of Russian
were on a different point of the same continuum in learning. If L1 and L2 gender
processing are on the same continuum, a checking mechanism would not gwpgdata

as readily because such a mechanism should not be sensitive to cues such as the
reliability of noun endings as reflected in the L2 data.

Other factors that underlie the assignment of grammatical gender in L2 learners
are noun frequency (Sabouri2006), and congruency effects (cf. Guillelmon &
Grosjean, 2001). Guillelmon & Grosjean found that there were strong grammatical
congruency and incongruency effects for monolinguals and early bilinguals in an
auditory naming task in which participants hadname the final noun of an auditorily
presented phrase (e.g., la jolie glacthe pretty ice). Late bilinguals were insensitive to
congruency, in that RTs were the same regardless of whether the determiner and
adjective matched or mismatched. Based esdlresults, Guillelmon and Grosjean were
able to rule out speed of response, production skills, and language proficiency as possible
explanatory factors. This research suggests that at least late bilinguals engage a different
process to compute gender.

However, behavioral data may not always reflectlina processing and there is
the possibility that although learners are not able to produce gender the way a native
speaker would, their neural processing may still reflect sensitivity to gender. Tokowicz
ard MacWhinney (2005) specifically exploited ERPs to test L2 learners because the more
temporally finegrained resolution of the ERP record allows the identification of distinct

components in processing over time. They postulated that ERP methodology would b
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sensitive to implicit knowledge that is often not reflected in behavioral data. Their ERP
results showed that, indeed, native English speaking L2 learners of Spanish implicitly
processed gender disagreement, even though these same participants wareeat ch
making these discriminations on an offline grammaticality judgment task. When these L2
learners then underwent training in a pilot study, they showed marked improvement in
their explicit knowledge of gender agreement. This suggests that L2 learndrslead
Al earnd grammat i cal gender and may simply
learning. This is precisely what Taraban and Kempe (1999) suggested in their model.
They were able to track the emergence of gender competence as a functiorrieheape
using modeling, revealing that L2 and L1 users are at different points on the same
learning curve in the emergence of grammar

Sabourin (2006) and Taraban and Kempe (1999) also suggest that the relationship
bet ween the bil i nyaml ihthe bt cenditigity tg granmgnatisal p | a
gender. In a study investigating L1 transfer effects in L2 learning, Sabourin (2006)
showed t hat the nature of the L2 Il earner
determining the success with which thender system was learned and used. This
achievement was above and beyond general language proficiency, showing that the
knowledge and use of gender stands separate from general syntactic proficiency. While

L2 learners of Dutch from various language baokgds could successfully complete a

*In contrast, Hahne and Friederici (2001), discussed earlier in this chapter, showed an absence of the P600
for late bilinguals and a delayed N400 effect signifying that bilinguals process the L2 oot sind
differently than monolingual counterparts. Since the bilingual speakers in the study by Hahne and
Friederici were Japanesgerman speakers, the differenaeshe two studies could be due to the degree of
similarity between the L1 and the L2. In fact, Tokowicz and MacWhinney found that for determiner
number violations, EnglisBpanish bilinguals were not sensitive to these grammatical violations,
postulatinghat a mismatch between the L1 and L2 structures could have caused interference.
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gender assignment task, performance on a gender agreement task correlated strongly with
the language background: language learners with a similar gender system to Dutch
(German) had the highest scores, followed by k@mwith a different gender system
(French). Learners who were native speakers of English, a language that does not overtly
mark grammatical gender, performed at chance for gender agreement even though they
performed relatively well on the gender assigntnent as k. Whil e they se
the correct gender as reflected in their high identification scores, they were not able to use
gender in the agreement task. The results suggest that language pairings may play a
crucial role in determining the ability ttransfer a grammatical system from L1 to L2.

Other research also suggests that processing resources may affect language transfer so
that native speakers of a language without a particular construction in their L1 needed in
the L2 may require additionabgnitive processing resources such as working memory to
acquire the ability to use that constructionliole (Hoshino et al., in revision).

There is also evidence that both L1 and L2 users of languages with genders use
frequency heuristics to help selegipeopriate gender markers (see Sabourin, 2006, for a
discussion of this). Sabourin found that both L1 and L2 speakers use a default strategy of
assigning the more frequently used gender in situations where gender assignment is more
ambiguous. Since both LaAnd L2 speakers use this heuristic, this would suggest that
underlying language processing between native and L2 learners may not be that different
after all, or that they at least have access to the same implicit inferencing mechanism.

Other research ftiner points to the importance of morphophonological, semantic,
and syntactic cues (that is, noun endings, natural gender, and agreement cues

respectively) in assigning gender (Oliphant, 1998; Bordag & Pechmann, 2008). Research
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such as Oliphant (1998) andRowicz and MacWhinney (2005) focuses on languages

where gender assignment follows extremely regular phonological patterns (e.g., words in
ltalian as well as Spanish ending in /a/ are typically feminine and /o/ are masculine)
Gender congruence betweetide and noun are thus fairly transparent, making this type
of system easier for L2 learners to acquire than that of a language, such as German,
where phonological patterns are not as regular or widespread. Where phonological
patterns do exist in Germalearners seem to be quick to pick up on these cues in order to
bootstrap their way into the gender system (e.g., Bordag, Opitz, & Pechmann, 2006).
Recent research in the learning of grammatical gender in children has noted
general cros$inguistic differences, with Romance systems, such as Spanish, typically
being easier to acquire than Germanic languages (cf. KarsSifoith, 1978;
Kuchenbrandt, 2008; Kupisch, 2007; Lle6 & Demuth, 1999; Méhring, 2001), although
German children do master gender by aroumel age of 3 (Mills, 1986). Both the
transparency of the assignment rules as well as the saliency of the gender markings seem
to come into play in determining the ease with which the system can be learned (see also
Bates & MacWhinney, 1989, and Slobin & Bey1982, for the relevance of cue salience
in language learning). For instance, a majority of the Spanish lexicon is made up of
regular nouns in which nouns endingiia are masculine and nouns endingi & are
feminine (cf. Harris, 1996). In contrast,rfoal properties of the German noun correlate

rat her weakly with a nounds gender cl ass.

® One could also argue that the ERP results in Tokowicz and MacWhinney showing sensitivity to gender
violations in early learners might in fact be due to phonological pattenich are relatively easy to detect
and could therefore have nothing to do with the actual understanding of the gender system.
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transparent do seem particularly salient, even to native speakers. According to
Schwichtenberg and Schiller (2003), native speslof German are indeed sensitive to
semantic gender assignment regularities. Participants presented with categories and
gendermarked pseudavords preferentially selected pseuwdords marked with a gender
associated with the given category (e.g., predatwe typically masculine). Hofmann
(2005), in an ERP experiment, also showed that native German speakers are sensitive to
phonology and derivational morphology in gender assignment in addition to semantics.
Participants were presented with a German naod one of three gender adjectives
(weiblich i feminine, mannlichi masculine, orséchlichi neuter)and had to decide
whether the gender pairing was correct or not. Results revealed an increased sensitivity to
derivationalmorphology over semantic gendeand increased sensitivity to semantic
compared to phonological gender in guiding gender decisions.

Kuchenbrandt (2008) compared the learning of grammatical gender in
monolingual Spanish and monolingual German speaking children with balanced Spanish
German bilingual children. Data collection comprised audio recordings made in a
naturalistic setting between the ages of 1;02 (years; months) and 2;03. Both the bilingual
SpanishGerman children and the monolingual German children showed a delay in
learning thephonological preconditions of gender marking in German in comparison to
the learning of gender in Spanish by their monolingual Spanish counterparts. The
bilingual group consistently showed a delay in Spanish compared to the Spanish
monolingual counteparts, but an acceleration in German in comparison to native
German children (See also Kupisch, 2007, for similar results). It thus stands to reason

that if children learning German as a native language show certain delays in gender
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learning by comparison witpeers learning a Romance gender system, then it is plausible
that late L2 learners of German could also show increased difficulty in learning
grammatical gender compared to late L2 learners of languages such as Spanish.

A difficulty in deciding whether gnder processing in L2 learners will ever
approximate that of native speakers is that the ERP studies reviewed here, while
immensely helpful in disentangling the tirneurse of processing, have not controlled for
the level of language proficiency. In fatte bilingual studies have by and large used L2
speakers of intermediate proficiency. It is hard to know then whether L2 users who
behaviorally display neamative ability in assigning gender would also show a time
course of processing similar to natiyeeakers (e.g., Perani et al. 1998) or, alternately,
whether a behavioral insensitivity to gender might show electrophysiological evidence
for sensitivity (Tokowicz & MacWhinney, 2005). L1 ERP studies typically show the
influence of gender in later syntactprocessing. Interestingly, effects of bilingualism
emerge at this later processing point (e.g., the P600), implying that bilinguals may have
particular difficulties with syntactic integration or reanalysis. It stands to reason that if
connectionist modsl of gender processing are correct, bilinguals should show an
increasing ability to engage in these late syntactic processes the more they are exposed to
a language. The present study thus further investigates the representation of grammatical
gender andt$ implications for their accessibility in the L2. While previous work has
looked at high (Sabourin, 2006) and low (Tokowicz & MacWhinney, 2005) proficiency
learners, the current study investigates a wider range of proficiency, including both a set
of highand low proficiency learners. By looking at German, in which gender assignment

Is less transparent than in languages such as Spanish (cf. Tokowicz & MacWhinney,
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2005), the role of proficiency in modulating the acquisition of an arguably more d#ficult

to-learn gender system is examined. Furthermore, the current study goes beyond looking
at gender knowledge and additionally addresses lexical access of gender in L2 learners,
providing further evidence for whether L2 learners of a gendered language can use

gender online.



Chapter 3

General Directions and Methodologies

The review of the literature in Chapter 2 provides a picture of the complexity of
L2 learning. While some of the behavioral and neuroimaging research sugussts
proficiency is key in modulating constraints on L2 acquisition (e.g., Abutalebi et al.,
2005; Perani et al., 1998), other research provides equally compelling evidence for the
role of age of acquisition and L2 pairings (Birdsong & Molis, 2001). Agssible
reason for the apparent discrepancy in the conclusions of these studies is that different
studies have examined different aspects of the semantic/syntactic interface. The focus on
grammatical gender and morphology in the present work was chodeeralely because
these are the aspects of language processing that have often been reported to be the most
difficult for L2 learners to acquire. The current dissertation study addresses these issues
using native speakers of English learning German antenapeakers of German
learning English. The language pairing of German and English is ideal because while
English is a Germanic language, it no longer uses a grammatical gender system. By
examining a structure that does not exist in the Engéislman bil ngual 6s L1, t
can provide further needed insights into issues of language learning as well as help
explain how bilinguals achieve language control and modulate potentiallangssge

activation.



45

3.1 Goals of the Present Research

The current study further examines the role of gender in bilingual language
processing using both cognitive and neurocognitive measures. The aim is to identify the
factors thatconstrain access to aspects of the grammar and semantics in the L2 and then
to localize their effects over the time course of processing. Research in the monolingual
domain has not been able to fully determine when grammatical gender becomes available
for processing during lexical access. The results of the current study can potentially
adjudicate between alternative models of gender processing, while clarifying the nature
of L2 gender representation.

To further investigate these ideas, the study examiBedman grammatical
gender in simple and compound nouns. German has a gender system in which nouns are
marked for masculine, feminine, or neuter gender. In simple noun processing, as
reviewed in the previous chapter, gender assignment is relatively arlf@rgr, di@minine
Katzes, which indicates either a male or female cat), although there are some
phonological rules which guide selection (in the example above, nouns endimgy in
typically take the feminine gender). How do learners of German whose tetguage
does not have a comparable gender system learn an arbitrary assignment?

Gender processing in compound nouns is more complex, but also more
systematic. While gender assignment in compounds still follows the same arbitrary
system, if a person ks the gender of each of the constituents, then assignment of
gender to the entire compound is relatively easy: Compound nouns take their gender from

t he final noun SO0 t hat whil e inWei no i s ma
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noun @A Wei rugd Rrevious ERP rasearch has shown that native speakers of
German are sensitive to compound nouns that show an incongruence in the genders of
their constituents, such as in the example
least for native sgpakers, compound nouns are processed as decomposed units (Koester et
al., 2004). This raises the question of whether L2 learners of German show this same
sensitivity to gender incongruence and whether L2 proficiency modulates the process of
decompositionlf L2 learners are not sensitive to grammatical gender as they process the

L2 online, then they should be indifferent to the congruence of the gender and the noun.

If they are sensitive to gender, then gender/noun congruence should matter, with different
response | atencies for compounds in which
compounds in which there is an incongruence. A related question, however, is whether
the L2 learners decompose at all. One possibility is that they decompose compaainds lik
native speakers, but are not sensitive to the gender mismatch. Another possibility is that
they treat compounds like single lexical units, in which case they would also not be
sensitive to the mismatch.

The current chapter lays out the framework for éxperiments conducted on
gender processing in L2 learners. In an initial step, learners with varying degrees of
proficiency were tested on their knowledge of grammatical gender for simple nouns. The
experiment was then adapted for use with ERPs in ordgaito a more fingyrained
temporal analysis to investigate the possibility that the implicit processing of grammatical
gender may not be reflected in behavioral or-lo# tasks (e.g., Tokowicz and
MacWhinney, 2005). The third experiment examined theeiggfuigrammatical gender in

L2 morphological processing to determine whether L2 learners of German represent the
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two noun components of a compound noun as separate lexical items or as a single lexical
item. The experiments involved not only different typdslanguage pairings (native
English learners of German and native German learners of English) but also intermediate
and advanced proficiency speakers for each language pair. This allowed us to examine
the effect of the development of proficiency on issaidanguage transfer. Since all three
experiments used the same translation recognition task, | first present a general overview
of the methods for each of the experiments here. A more detailed discussion of
compounding, relevant specifically to the pdins of Experiment 3, will be reserved

for Chapter 5 where that experiment is described.

3.2 General Method

Each of the experiments used a translation recognparadigm to address
grammatical gender and compound issues in order to further evaluate lexical access in the
mental lexicon, as well as the architecture used in decomposing morphologically complex
words. In translation recognition, a word is preseriegne language and followed by a
word in the other language. The bilingual must decide whether the second word is the
correct translation of the first word (De Groot, 1992). In the variant used in the present
experiments, the critical comparison is bedtweword pairs that are not translation
equivalents and their controls matched on word length and frequency. The speed with
which the participant is able to reject a nontranslation word pair depends on the amount
of interference caused by form and meaningriap between the two words. Learners at

different levels of proficiency may be differentially sensitive to form and meaning
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overlap, as well as to gender incongruence. Previous research has shown that translation
recognition is sensitive to developmenthbnges in reliance on the L1 form (Ferres et
al., 2006; Sunderman & Kroll, 2006; Talamas, Kroll, & Dufour, 1999). Unlike
production tasks which require greater L2 proficiency for successful completion,
translation recognition is a receptive task, whighareless proficient L2 learners are able
to perform at a relatively high level of accuracy. As a result, we were able to test
participants of lower proficiency in addition to higher proficiency bilinguals, allowing for
a wider range of proficiency among ethpresent sample of participants. These
characteristics made translation recognition ideal to further investigate the role of
proficiency in modulating grammatical access. Translation recognition additionally
avoids the complication in many production taskhere pictures are named of using only
concrete nouns; in this way more abstract nouns could be tested withpimfierency
participants, tapping into a broader spectrum of the mental lexicon. An additional
advantage specifically for the ERP study wlzest using a receptive task reduced artifacts
caused by muscle movements, a particular challenge in ERP production studies. Each of
the online experiments was followed by an-difie gender assignment task of the critical
items (e.g., Jiang, 2004; Tokowi&& MacWhinney, 2005) in order to assess-lofé
explicit processing of gender and the role of tdeknands (McLaughlin et al., 2004).
Translation recognition paradigms use either forward or backward translation
orders. In backward translation, participgfirst see a word in their L2, followed by a
word in their L1. In forward translation, participants first see the word in the L1, followed
by the second word in the L2. Previous research has either used a combination of forward

and backward translatioe.g., de Groot & Comijs, 1995; de Groot, Delmaar, & Lupker,



49

2000; Talamas et al., 1999) or backward translation exclusively (Sunderman & Kroll,
2006). Experiment 1 used only forward translation from English to German in order to
allow preparation of the gelered article in German for L1 English speakers. The order
of presentation (i.e., English first, German second) was not changed for the native
German speakers, however, in order to keep any gender preparation in translation
consistent across the languag@ups. As a result, native English speakers engaged in
forward translation, while native German speakers completed backward translation. In
addition, each noun was preceded with an article to explicitly activate gender in word
recognition. Participants ¢énefore saw sequences such as THE CAJIE KATZE and
then had to respond whether the second noun phrase was a correct translation of the first
noun phrase. All three experiments used a version of the task in which participants
respond "yes" to correct talations and "no" for incorrect translations via a button press
on a keyboard or button box. In all cases, the critical trials were the "no" trials. In
Experiment 2 the paradigm was adapted for EEG, thus enabling ERP data collection. In
ERP studies, oneoacern is that movements, such as eye movements from reading and
eyeblinks, cause artifacts in recording which obscure the data. To minimize movement
artifacts, the timing of the sequence was modified for the ERP study to be detailed in
Chapter 3. The congund study, Experiment 3, used the same procedure and timing as
Experiment 1.

A subset of the materials included cognates, a situation common for a language
pairing such as English and German with common linguistic roots. In all three
experiments, rathehéan attempting to limit items to naxognate stimuli, cognates were

included as a subset of the critical items. Cognates were matched to noncognate controls
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on lexical factors, such as frequency, familiarity, and word length, in order to assess the
effectsof cognates status and crdasguage lexical activation. Because of the close link

of cognates across languages, and the natural occurrence of cognates within each
language, they can provide a window into L1 transfer issues. Particularly in a language
paring (EnglishGerman) in which the L1 does not have grammatical gender, cognate
processing could potentially reveal an increased difficulty in acquiring sensitivity to
gender for this subset of words. Similar to other recent bilingual studies of graaimatic
gender, greater difficulties in gender processing were anticipated for cognates than

noncognates (Lemhofer, 2006).

3.2.1 Participants

Participants were recruited from two different groups: (1) native English learners
of German, and (2) native German learners of English. Since GdEnglish learners
drawn from a German university setting are typically already morecpofiin their L2
than their US counterparts, experiments in Germany focused on relatively high
proficiency late L2 learners. To assess L2 proficiency, participants completed a language
experience questionnaire that included-saiings of L2 proficiencyln addition to the
language background questionnaire, participants also completed online measures of
cognitive performance, including memory span (using the operation span task) in the
participantdéds L1 (Turner & Engiman,taskl® 8 9 ;
measure of executive control (e.g., Bialystok et al., 2004; Lu & Proctor, 1995; Simon &

Rudell, 1967), and a simple picture naming task in both L1 and L2 to assess language
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proficiency and dominance (e.g., Jared & Kroll, 2001). Each of theks imdescribed in

more detail below. Using these ancillary tasks, participant groups could be matched on
cognitive resources, and proficiency differences between groups across experiments
could be controlled. Individual difference measures in cognitioritias were important

not only to match groups but also to evaluate processing resources needed for L2 learners
to acquire and implement a language construction which does not exist in their L1. Their
ability to acquire gender in German and use it oniimey be dependent on available
processing resources (e.g., see Hoshino et al., under revision, for a similar argument

about the acquisition of subjeegrb agreement).

3.2.2 Experiment 1: Simple Nouns

In Experiment 1, participants judged translations of simple nouns such as THE
CAT i DIE KATZE. As seen in the example below, the presence or absence of the
correct translatio was manipulated and whether the gender of the German article agreed
or conflicted with the simple noun. Correct and incorrect translations were presented with
gender matches and mismatches to the target translation gender. For the correct
translations towhich participants respondeges fillers were developed which were
frequency and length matched for the critical wordisher e wer e t hree c
conditions:
1) German items which did not match the critical English item in either
gender or the tranglan e.g., THE SCARF (der Schadl)DAS BRETT
(the board)
2) German items which matched the critical English item in gender but not

the translation e.g., THE SCARF (der SchaDER KNOPF (the
button)
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3) German items which matched the critical English item irtridweslation,

but not in the gender e.g., THE SCARF (der SchaAS SCHAL
(the scarf)

Note that in this third condition, the presented German article and noun are
ungrammatical, whereas in Conditions 1 and 2, the German article and noun pair are
grammaical, although they are the wrong translation of the English word.

As reviewed in Chapter 2, there seems to be a discrepancy betwdiaie affid
online performanceWhile L2 learners seem to master grammatical gender itineff
assignment tasks, theyh persistent difficulties with more dme processing. The
logic of the Experiment 1 was to determine whether a receptive task, such as translation
recognition, would reveal greater sensitivity to grammatical gender than previously
reported for producte tasks. Another goal of Experiment 1 was to determine whether
nativelike L2 gender processing is possible for late L2 learners. While several lines of
research point to the role of language proficiency in acquiring grammatical gender
systems, researchduas that done by Guillelmon and Grosjean (2001) suggests that late
bilinguals as compared to early bilinguals process grammatical gender in a completely
different manner, which is not modulated by their level of proficiency. Similarly,
Silverberg and Saunel (2004) and Kotz and Elstdgbittler (2004) showed that language
pairing and age of acquisition constrain access to word meaning in the L2. It is therefore
likely that even highly proficient late bilinguals will not process gender mismatches in
the samavay as native German speakers.

In contrast to these findings, Sabourin (2006) showed that high proficiency

EnglishDutch bilinguals were able to successfully complete a gender assignment task,

but only performed at chance on a gender agreement task. ddepem whether the
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translation recognition task is most similar to a gender assignment or gender agreement
task, it is possible that native English speakers who had achieved a high level of
proficiency in German as the L2 would show sensitivity to gendmmatches. If
proficiency modulates language transfer, then high proficiency ErGksiman learners

might be able to process gender similar to the Getlaragilish learners.

The pattern of results may also depend on available cognitive resources in
addtion to |l anguage proficiency. While resea
guestions the role of certain individual differences such as working memory (WM), other
research has implicated a role for WM in language processing. Michael and Gollan
(2005)peci fically suggest that WM may be i mpo
suppress the unintended language of processing. The research of Hoshino, Dussias, and
Kroll (under revision) also suggests a curious dissociation of WM in language
processig. In a study examining subjeetrb agreement, they found that higher WM
span monolinguals were more sensitive to d
poster so) t han | ower span monolingual s. N
bilinguals. However, bilinguals as a whole had significantly higher reading spans than
their monolingual counterparts. So while span did not seem to make a difference in how
bilinguals processed distributive number, the very fact of bilingualism seemed to have
impactd their WM resources (see also Kroll, Michael, Tokowicz, & Dufour, 2002). |
know of no previous research that has investigated the role of cognitive resources in
modulating language transfer effects in this context. En@isiman bilinguals with
higher ognitive resources may as a result be more likely to acquire structures in the L2

that do not exist in the L1.
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3.2.3 Experiment 2: Simple Nouns in ERPs

A particular challenge in designing bilingual studies is the fact that behavioral
tasks often have difficulty delineating the exact time course of language processing.
Recent evidence from ERP studies even points to a dasisocbetween behavioral and
ERP results, suggesting a distinction between implicit and explicit grammatical
processing (Kotz, Holcomb, & Osterhout, 2007; McLaughlin, Inoue, & Loveless, 2000;
Tokowicz & MacWhinney, 2005; Webdfox & Neville, 1996). To adess this problem,

Guo, Misra, Tam, and Kroll (2008) have adapted the translation recognition task for use
with ERPs to be able to compare behavioral and ERP measures in this paradigm. To my
knowledge, translation recognition has only been used infrequeitti ERPs (Brenders,

van Hell, & Dijkstra, 2007; VigHColet, Pérelle, & GarciaAlbea, 2000), thus
providing converging evidence for the behavioral studies, as well as giving a more
detailed picture of the time course over which gender is processdeperiment 2,
participants were presented with word pairs like those presented in Experiment 1,
focusing on grammatical gender assignment to single constituent nouns.

Previous ERP research on gender agreement with monolinguals has shown that
incongruene in syntactic gender agreement elicits a-dafterior negativity (LAN)
(Barber & Carreiras, 2005; Gunter, Friederici, & Schriefers, 2000; Koester et al., 2004). |
therefore expected that if L2 learners register gender incongruence, they should show a
LAN (see also Zwitserlood, 1994). Gender violations within sentence contexts have also
elicited a P600 (Gunter et al., 2000; Hagoort & Brown, 1999), but it is unlikely that this

effect can be captured in simple artiglerd presentations as used in the presardies.
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Translation mismatches, on the other hand, should tap into semantic processes reflected
by an N400 (e.g., Barber & Carreiras, 2003), which is likely to be modulated by language
proficiency, such that more proficient participants exhibit largédNeffects than less
proficient participants (e.g., Kotz & Elstaaittler, 2004). The N400 and LAN are likely

to interact, so that there will be a pair of effects, one showing decreased N400 amplitude
for correct translations and another a LAN for gendematches. For a pairing such as
ATHE ©CBlEeminine PUPPRqO , there may be an absence
matches across translation, but there should be an increased N400 because of the
translation mismatch. | nE CADI MDA caeXKATZE 40N a p a
there should be a LAN because of the mismatch in gender, but a reduced N400 for the
correct translation. Using translation recognition, we can therefore take advantage of the
fact that the LAN and N400 tap into different synim@and semantic processes to further
determine how these two processes interact.

If gender sensitivity is modulated by language proficiency, then like the
predictions for the behavioral experiments, we would expect increasing sensitivity to
these effectsuch that lower proficiency EnglisBerman bilinguals show a decreased
effect on the N400 and LAN as compared to higher proficiency Er@Gl&iman
bilinguals. There may also be a dissociation in behavioral and ERP effects similar to
Tokowicz and MacWhinney2005), whereby learners show a seeming insensitivity to
gender effects in the behavioral studies but reveal sensitivity to gender incongruence in

the ERP study.
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3.2.4 Experiments 3: Compound Nouns

If less proficient L2 learners of German are not as sensitive to grammatical
gender, then it is I|Iikely that they wil!/l
presence of gender incongruence because they will focus only on the translation of the
base noun. It is also possible that they will judge the translation correct as long as the
gender agrees with either the first or the second constituent, but will nointavelized
the rule that the final constituent determines the gender of the compound. With increasing
proficiency, learners may become increasingly sensitive to this rule. Thus, the
performance of proficient but late Engh§&erman learners would be exped to
resemble that of native German speakers.

Previous research with monolingual English speakers processing compounds
suggests that the final constituent of a compound acts as an access code to the full
meaning of the compound, where initial or coneuatrattention is focused on the final
constituent (Juhasz et al., 2003). As a result, this natural attention to the final part of the
constituent in English might facilitate correct retrieval of the compound gender in
Ger man, even i f tifeenalited thd releathantieerfirsal chnatituennird
German defines the compound gender. If L2 learners are aware of the gender of this final
constituent, they will then correctly assign the gender to the entire compound. Accuracy
results from a gender signment task will serve as baseline comparison to determine
whether participants knew the gender of the individual constituents.

A possible confound was the possibility that the relative frequency of the

compound itself could influence whether morpholagidecomposition takes place with
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compounds in bilinguals. For instance, compounds of high frequency may encourage
wholeword processing of the compound and gender since learners would have
encountered the compound and its associated gender more frequemiyntrast, low
frequency compounds may encourage decomposition of the compound in order to extract
its meaning based on the constituents. This decomposition would be reflected in an
increased sensitivity to grammatical incongruities across constitygotaded that the
participants are sensitive to grammatical gender in the first place. Therefore, items were
chosen from intermediate textbooks of German over a range of frequencies, and
individual and overall constituent frequency was therefore coetf@cross conditions,

in order to minimize the influence of item frequency.

3.3 Proficiency Measures

3.3.1 Gender Assignment Task

3.3.1.1 Materials and Procedure

After completing the translation recognition task, participants completed a
computefbased gender assignment task in which they were presented with the German
simple nouns and/or constituents of tmampound nouns that made up the critical items
in Experiments 1 and 2. German nouns were presented as black letters on a white
background in Courrier New, 26 size font, and participants selected one of three

keyboard keys to indicate the gender ofthemou( ic 6 f or fAder o0, ibo
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das). After presentation of a fixation sign (+) for 250 ms, participants were presented with
the German word. Words stayed on the screen until participants made a decision or
timed-out after 5000ms. Participanigere told to make their selections as quickly and

accurately as possible.

3.3.1.2 Data Analysis

Responses in which participants chose the wrong gender were excluded from
reaction time and accuracy analyses as errors. Items with naming latencies below 300 ms
and above 3000 ms and those deviating two and aSldff r o m a psamedni ci par
were also excluded.

The task served two purposes. First, it provided an approximation of their actual
gender knowledge of the critical items, apart from the translation task. Because of the
longer timeout, and even though reaction times were meakun addition to task
accuracy, the task was more similar to-lofé gender knowledge tasks used in other
experiments (e.g, Jiang, 2004; Tokowicz & MacWhinney, 2005). In this way, more
explicit processing of gender and the role of tdsknands could be ssessed
(McLaughlin et al., 2004). Furthermore, the assignment task allowed us to perform post
hoc analyses on the translation recognition data, examining the pattern of response for
data on which participants explicitly knew the gender, as reflectedelrygérformance

on the gender assignment task.
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3.3.2 Picture Naming Task

As a measure of proficiency independent of thitical translation recognition
task, participants were asked to name pictures in both their L1 and their L2. Pictures were
chosen on a range of difficulties based on naming accuracy data from a previous L2
German picture naming experiment (pilot data fdisra, Guo, Bobb & Kroll, in

preparation)

3.3.2.1 Materials and Procedure

In order to gain a closer to independent measure of proficiency in each of the
languages, participants first named pictures in their L1 and then in their L2, as activation
of the L2 before L1 is known to cause naming delays in the L1 (e.g., Jared & Kroll,
2001). Participants named 30 pictures in each language, using only the bare noun, and
these sets were matched on English character and syllable length, English naming
accuracy, German character and syllable length, German naming accuracy, English KF
frequency English CELEX frequency, German CELEX frequency, and English
imageability across blocks/languages>(.05). The language of naming for each set was
counterbalanced across participants (but not the order of language presentation, as
indicated above). Amdditional 15 pictures served as practice trials before each block.
Naming was recorded using a digital recorder and coded for accuracy after the
experiment. Please see Appendix A for the complete set of items.

Participants received written instructions the computer screen which were

reiterated by the experimenter. Their task was to name the pictures as bare nouns as
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quickly and accurately as possible. On each trial, participants were presented with a
fixation point (+) at the center of the screen. yinere asked to press the space bar of a
keyboard to make the fixation sign disappear, allowing trials to proceepaselfl. The
fixation was followed by a 500 ms blank interval, after which time the target picture
appeared. The picture remained on thee until the participant responded or timed out
after 5000 ms, after which the fixation point reappeared and the next trial started.
Participants named the first set of practice and 30 critical pictures in English, after which
they were given a short lake before continuing the next practice set and 30 critical
pictures in German. If participants did not know the name of the picture, they were

i nstructed to respond Anoo Al dondét Kknowo

3.3.2.2 Data Analyses

Responses in which pictures were incorrectly named or where responses were
repaired vere excluded from reaction time analyses as errors. Items with naming
latencies below 300 ms and above 3000 ms and those deviating two an&BAdfedim
a participantdéds mean were also excluded. V
were exclued from reaction time analyses but were included for accuracy analyses.
Technical errors causing a failure to name were treated as missing data.

Response accuracy was initially judged according to conservative and liberal
criteria. Conservative criterigequired exact production of the expected picture name

whereas liberal criteria allowed some variation in naming to accommodate synonyms
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(e. g., Apl aned for Afairplaneod) . However,

proficiency, the conservative ana@s will be presented here.

3.3.3 Language History Questionnaire

We assessed participant sd wurkausigguage e
guestionnaire. Participants provided information about their native language, languages
spoken at home, age of first exposure to the languages they knew, the length of any stays
abroad, as well as a s@§sessment of their L1 and L2 languagpabilities in reading,
writing, speaking, and listening comprehension. -&lhgs were made on a scale of 1 to
10 (1 being not proficient and 10 being very proficient). The full questionnaire is

provided in Appendix B.

3.4 Individual Difference Measures

3.4.1 The Simon Task

The Simon task has been used extensively in the work of Bialystok and
colleagues to assess the cognitive consequences of bilingualism (e.g., Bialystok, 2001,
Bialystok Craik, Grady, Chau, Ishii, Gunji, et al., 2005; Bialystok, Craik, Klein,
Viswanathan, 2004)in the variation of the task used in the current study, participants
saw either a red or blue square on a computer screen which appeared either to the left of
fixation, at fixation, or to the right of

square was red, the participant pushed the tab key on thealeftside of the keyboard,



62
and if it was blue, the backslash key on the rigdmid side of the keyboard. The task

required inhibition of any prepotent response related to location and fo¢hs oalor of

the square. In congruent trials, the square appeared on the same side as the correct button
response (e.g., a red square appearing left that required a response with the left hand),
while in incongruent trials, the square appeared on the sippside of the button
response (e.g., a blue square appearing left that required a response with the right hand).
In central trials, the square appeared at fixation. Theatled Simon Effect, or measure

of inhibitory control, was measured by subtragtiRTs on correct congruent trials from
correct incongruent trials. RTs on incongruent trials tend to be longer than congruent

trials due to inhibition of the prepotent response to location (cf. Simon & Rudell, 1967).

3.4.1.1 Materials and Procedure

For each trial, a fixation sign appeared at the center of the screen for 350 ms,
followed by a blank screen for 150 ms. A square (28 x 28 pixels), either red or blue, was
presented either at center or 2° right or left of the center of the screen. The square remained
on the screen until the participant responded or for 2000 ms. If thensesp@s correct, a
new trial started, after an interval of 850
was presented in the center of the screen for 1500 ms, followed by an interval of 850 ms,
before the next trial began.

There were three experantal blocks with seven trials for each condi&ioa (colors)

x 3 (location) for a total of 42 trials in each block and 126 trials in the task. The order of trials

was randomized.
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3.4.1.2 Data Analysis

Trials with incorrect responses or responses over 1500 ms were considered errors and
excluded from both reaction time and accuracglyses. Trials immediately following an
error were also excluded from analyses. For each of the three conditions (congruent,
incongruent, and central) mean RT and accuracy were calculated. The Simon effect was

calculated by subtracting the mean congruéhfi®@m the mean incongruent RT.

3.4.2 The Operation Span Task

The OperatiofrSpan task, or @pan, provided a nelanguag specific measure of
cognitive resourcesL@ Pointe & Engle, 1990Turner & Engle, 1989) and has several
statistical advantages over other measures of working memory, including a high internal

and testretest reliability (e.g., Klein & Fiss, 1999).

3.4.2.1 Materials and Procedure

In the Gspan task, participants read simple math@abequations (e.g., (2*2)
1 = 3) presented on a computer screen and had to decide whether the equation was correct
or incorrect. As soon as a decision was made via button press, a word appeared on the
screen. Participants were told to remember thedwafter a set of two to six operation
and word strings, the woldECALLappeared on the screen, gradticipans had to then
recall the list of remembered words. 60 equations and 60 words were taken from

Tokowicz, Michael, and Kroll (2004), which were ldson Turner and Engle (1989), and
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were translated into German for use with the Gerfaglish bilinguals. As a result,
participant groups completed-$pan in their L1. ltems in English and German were matched
across each set size on English and Germamaciea length, German syllable length,
German frequency (CELEX), German Leipzig frequency, English log frequency, English
familiarity, and English imageability. Differences between sets were not significan0§).
Please see Appendix C for the full sématerials.

On each trial, participants initiated t
( TAB) or the Anoo button (BACKSLASH). A fi
the screen for 1000 ms and was then replaced by an equation. Pagigieaatthen to
judge the accuracy of the equation by pres
the participant responded or after 3750 ms, a word appeared in the middle of the screen
for 1250 ms. The word was replaced by a fixation point andhanatquation was
presented. This procedure continued until the set size was completed. Sets consisted of
two to six equation/word pairs. Participants started with sets of two pairs, and the set size
increased after every three sets. After the completiom ckt, the word RECALL
appeared in the center of the screen. At this point, participants had to type into the
computer all the words that they could recall from the set. The order of their response did
not matter, but they were instructed not to entedabeword of the set first. When they
finished recalling as many words as possible, they pressed the ESC key to enter their

responses and begin the next set.
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3.4.2.2 Data Analysis

Mean RTs were calculated separately for trials in which participants had to respond
Ayeso and @Anoo. Out | i e BB above al bawtthe fmeandweras r e s
excluded from analysig.he Gspan score for each individual was calculated by taking the
total number of correctly recalled words for trials on which the mathematical equation
was correctly judged.

Together with the measures of profiaignthe measures of individual cognitive
resource differences provided a more complete picture of the subset of bilinguals tested
in the current study. These variables were then used as predictors in regressions to better

evaluate the impact of proficieneyd cognitive resources on L2 gender processing.



Chapter 4

Experiment 1. Gender Processing in Simple Nouns

4.1 Experiment 1A: English-German L2 Learners

The firgd experiment set out to investigate the sensitivity of L2 learners of German
to grammatical gender. As discussed in Chapters 1 and 2, past research on L2 gender
processing has shown that L2 learners display a particular difficulty with grammatical
gender Previous studies on native English speakers learning a gendered L2 have, by and
large, used offine measures (e.g., Sabourin, Stowe, & de Haan, 2006), more complex
sentence structures (e.g., Taraban & Kempe, 1999), or have focused on gender systems
with more transparent gender assignment (e.g., Tokowicz & MacWhinney, 2005). Some
have argued for a dissociation in L2 learners between being able to identify the gender of
a noun and being able to use it in context (e.g., Guillelmon & Grosjean, 2001; Sabourin e
al., 2006) or have claimed that while L2 learners may learn compensatory strategies to
perform at nativdike levels, they will never attain natilie processing (Carroll, 1989;
Ellis, 1984; Hawkins & Franceschina, 2004). By using a translation raagtéask, the
present study hoped to provide anlme measure of gender sensitivity in a task that
should be relatively easy for second language learners at different levels of proficiency to
complete. Furthermore, although the translation recogniisk tequires judgments of
word pairs out of sentence context, it has been shown to be sensitive to grammatical class

(Sunderman & Kroll, 2006).
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A second goal of Experiment 1A was to evaluate the role of proficiency in
modulating sensitivity to gender. Wiincreasing proficiency, participants should display
not only faster and more accurate processing of translation equivalents, but also
increasing sensitivity to the matched and mismatched gender conditions. In particular,
participants with higher proficrey should show longer response latencies in rejecting
translations with the right article but wrong noun since the initial presentation of the
gender should confirm the anticipated translation only to be violated with the presentation
of the noun. This @l ati on bet ween expectation (and
response) and presentation (and having to
result in processing costs as participants revise their response. Responses in this condition
should contrasttengly with response times to wrong article, wrong noun translations
that require no response revision. In contrast, lower proficiency participants, who may
not be as sensitive to grammatical gender, should show no difference in processing these
two condiions since the defining difference between the conditions is the match or
mismatch of gender to the correct translation. Finally, participants with lower L2
proficiency should show particular difficulty rejecting items with the wrong article and
the corret noun translations assuming they are not sensitive to gender. This could result
i n |l ower accuracy scores on this condition
though the translation is wrong) as well as slower response times. However, if a
maturational (i.e., critical period) account of L2 learning is correct, then participants,
regardless of proficiency, should not show gender sensitivity in these conditions since all

of the EnglishGerman participants in this group are late learners of &rm
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4.1.1 Method

4.1.1.1 Participants

Eighty-two native and dominant English speakers with intermediate to advanced
proficiency in German participated in Experiment 1A and were recruited from fevera
large universities in the norast and souttvest of the United States. All 82 were

included in the analyses.

4.1.1.2 Materials

Sixty critical simple English nouns were included. Each noun was paired with
three German translations: A. an incorrect translation item which matched the correct
translation in gender (e.g., forthegch i sh o6t he rabbitod whRse tri
Haseo6, THEDBRARRKNDPRuo), B. an incorrect translation item which
did not match the correct translation in gender (e.g., THE RABBIDASeuter
BRETTwarg and C. an item whiclwas the correct translation but was assigned an
incorrect gender (e.g., THE RABBIT *DASeuter HASE). The three possible German
translations for each English word were matched as closely as possible on frequency and
word length. Care was taken that timedrrect gender assignment could not form a
plausible gender assignment in a different case (e.g., zero plurals or genitive case or
dative case).

The English translations were divided into matching triads which were item

matched on gender, frequency andrevlength (e.g., THE RABBIT (der Hasé)THE
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SCARF (der Schal) THE KNIGHT (der Ritter)), and the same incorrect translations

were assigned for conditions A and B for these three items (e.g., DER KNOPF (the

button), DAS BRETT (the board)). The items wénen cycled through in such a way so

that across three participants, all items and all conditions would be seen, and each
participant would see all the English words, but would only see a given incorrect German
translation form once. However, by virtuetbe triads across participants sharing two of

the three German incorrect translation forms, each participant would also see almost all
the same German incorrect translation forms, allowing us to control for lexical familiarity

(see Tablel.1 below for an example of this distribution).

Table4.1: Example distribution of items across three conditions for thealriEnglist
words SCARF (der Schal), RABBIT (der Hase), and KNIGHT (der Ritter). DER K}
(the button) and DAS BRETT (the board) are each grammatical in German on the

Condition
1 2 3
(German is grammatical)  (German is ungrammatical) (German is grammatical)
right article, wrong noun (CI) wrong article, right noun (IC) wrong article, wrong noun (I1)

Participant1: THE SCARF i DEWRE KWNMIPGHT 1 DIAFSE RR AIBTEEIRT i
Participant22THE RABBI T 1 DBRE KSNOWPRF i DASESENAGHT 1
Participant 3T HE KNI GHT i DIEHRE KRNOPEI T i DOAHE BALCRARF 1 D

Note.In Condition 2, the presented German article and noun are ungrarainatierea
in Conditions 1 and 3, the German article and noun pair are grammatical, althot
are the wrong translation of the English word.

T-tests were performed to ensure that across conditions and participant lists as
well as across conditionwithin a given participant list, German frequency and word
length as well as English frequency, age of acquisition, word length, and imageability
were not significantly different. Tabke2 below illustrates the mean lexical properties of

the English items Because the items were cycled through the conditions of the



70

experiment, they were the same across conditions. A full listing of the items is given in
Appendix D.

Items were also avoided which would be considered false cognates, although a
subset of 15agnate items were included. 60 filler English simple nouns (45 noncognate
and 15 cognate) with correct translations

frequency to the critical W@Anoo items acros

Table4.2: Mean Lexical Properties for the critical English words

Variable Mean SD
Frequency (per million word$) 105.8 191.1
Log Frequendy 1.7 0.5
Frequency (per million Word%) 104.8 162.7
Familiarity (100-700) 551 48.9
Length in syllables 1.5 0.8
Length in characters 5.3 1.7
Age of Acquistion (100-706) 296.5 98.4
Imageability (100-700) 510.8 102.8

Note.?Baayen, R. H., Piepenbrock, R., & Gulikers, L. (1998)u | er a, H.
W. N. (1967)<Coltheart (1981)°Gilhooly, K. J. & Logie, R H. (1980)

The distribution of gender in the critical items corresponded to the natural
distribution of gender in German where 50% of all words are masculine, 30% feminine,
and 20% neuter. However, overall, including fillers, participaats slose to an equal
distribution of gender across lists. The reason that the fillers were designed this way was
to avoid a strategic bias based on the presentation of the article prior to the German
translation.

In addition, 112 compound nouns were addsdfillers to be used for another

experiment (see Experiment 3) and will not be discussed further in this chapter. None of
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the individual constituents of the compounds in the filler items appeared as simple nouns.

In this way, participants only saw a giveonstituent once in the entire experiment.

4.1.1.3 Procedure

Participants wee tested individually in a quiet room on a PC usingrime
stimulus presentation software (Schneider, Eschman, & Zuccolotto, 2002). For the
translation recognition task, text appeared in white in bold Courier New 24 font size on a
black background. Prioto each trial, a fixation sign (+) appeared at the center of the
computer screen. When participants were ready to begin, they pressed the spacebar to
initiate the trial. First an article and noun in English appeared in the center of the screen,
presentedvord by word, followed by an article and noun in German. The English article
remained on the screen for 200 ms followed by an-stierulus interval (ISI) of 100 ms
and then the English noun for 700 ms and an ISI of 700 ms. The German article then
appeard for 200 ms, with an ISI for 100 ms, and then the German noun appeared for 700
ms. After presentation of the noun, participants were asked to indicate as quickly as
possible whether the German noun phrase was the correct translation of the English noun
pr ase by pressing a Ayeso button or a fAno
4000 ms from onset of the German noun to respond before the next fixation sign
appeared (see Figudel for an illustrationof a trial). Participants completed 15 practice
items including all three types of incorrect translation types. Before beginning the actual

experiment, they were verbally reminded to pay attention to the accuracy of the German
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article paired with the Germanoun, and to reject the translation as incorrect if the article

did not agree with the noun.

Figure4.1: An illustration of a trial in the simple nowxperiment.

After completion of the translation recognition task, participants completed the
Operation Span task followed by the Gender Assignment task. They then completed the

Simon task and a Language History Questionnaire.

4.1.2 Results and Discussion

Two types of analyses were conducted. First, general analyses over the entire data

were run. In a second selective sétinalyses, for each participant, only items identified
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with the correct gender during the later gender assignment task were included in the
translation recognition analyses. Since the pattern of results was identical in both
analyses, only the overall algses are reported here. Whenever the assumption of
sphericity was violated, as indicated by
corrected using Greenhou&eisser estimates of sphericity. Incorrect responses (18.5 %
of the data), as well as itemsth response latencies below 300 ms and above 3000 ms or
deviatingtwoandaha8Ds fr om a participantodos mean (5.
from reaction time analyses.

Reaction times as well percent accuracy scores by particibapta(id item [£2)
were entered into a oneay repeated measures analysis of variance (ANOVA) with
simple noun translation type (correct gender, incorrect noun; incorrect gender, correct

noun; incorrect gender, incorrect noun) as the independent variable.

4.1.2.1 Latencies

The results revealed a main effect of translation tydg1(.29, 102.23) = 784,
MSE = 28088.43,p < .001; F2(1.56, 91.73) = 65.77MSE = 25513.77,p < .001).
Pairwise comparisons using a Bonferroni adjustment indicated that participants rejected
right article, wrong noun translations faster than wrong article, right noun transl4ti
<.001) and also rejected wrong article, wrong noun translations faster than wrong article,
right noun translationg(< .001). The difference in reaction time between wrong article,
right noun and wrong article, wrong noun translations approadbadicance p < .1).

Pairwise comparisons by items showed a similar pattern of results, with faster reaction
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times for right article, wrong noun translations than wrong article, right noun translations
and significantly faster reaction times for wronga&t wrong nouns than wrong article,
right nouns p < .001). There was no significant difference between right article, wrong
noun translations and wrong article, wrong noun translatipns.(l). Mean participant

latencies are displayed in Figut.
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Figure4.2: Mean translation latencies for Engli€erman learners as a function
translation conditin where CI = right article, wrong noun; IC = wrong article, r
noun; and Il = wrong article, wrong noun.

4.1.2.2 Accuracy

The results for accuracy data revealed corroborating results to those found for the
latencies, with a main effect of translation type for both participant and item data
(F1(1.34, 108.83) = 454.3MSE = 237.8, p < .001;F2(1.48,87.49) = 499.60\SE =
144,91, p < .001). Pairwise comparisons for participant data using a Bonferroni

adjustment showed that both the right article, wrong noun translation condition and the
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wrong article, wrong noun translation comaiit were significantly more accurate than the
wrong article, right noun conditiorpg < .001) but were not significantly different from
each otherg > .1). The same pattern of data was found for item data. Mean participant

accuracy scores are displayedrigure4.3.
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Figure4.3: Mean translation accuracy for Engl&erman learners as a function
transhtion condition where CI = right article, wrong noun; IC = wrong article,
noun; and Il = wrong article, wrong noun.

Overall, these results suggest that these participants were not sensitive to
grammatical gender processing in the translation retiogriask. Latencies and accuracy
scores did not significantly differ between the right article, wrong noun translation
condition and the wrong article, wrong noun translation condition, again suggesting that
these participants were not sensitive to geraenoss translation. Furthermore, the
particular difficulty participants faced in rejecting the wrong article, right noun
translations, as reflected in increased latencies and decreased accuracy scores, indicates

that if anything, they were particularlyrted to the semantics of the translation task and
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not able to focus in on the gender component of the task. It is possible, however, that a
subset of participants in this group with higher proficiency might begin to show an
increased ability to process granatical gender.

To investigate the role of proficiency in gender processing, participants were
grouped according to proficiency using a median split based on their percent accuracy
score on the gender assignment task. Although not completely independédre of
translation recognition task since the critical German items were the same, the gender
assignment task was used as it represented the most accurate indication of grammatical,
and particularly gender, knowledge in this population of L2 German leairane4.3
shows mean scores between the two proficiency groups on various aspects of their
language history questionnaire, as well as on cognitive processing as measured by the

Simon task and the operatigpan task.
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Table4.3: Characteristics of EnglisGerman participants in Experiment 1A
Proficiency Group

Less proficient More proficient

. Significance of
English-Germar English-German g

group difference

(n =42) (n =40)
Age (years) 28.2 27.0 ns
(12.4) (9.8)
L1 self-ratings (10-pt scale) 9.5 9.6 ns
(0.7) (0.5)
L2 self-ratings (10-pt scale) 6.6 7.8 0.001
(1.7) (2.0)
L2 age of acquisition (years) 15.4 14.5 ns
(7.8) (5.0)
Months of adult L2 immersion 13.0 17.7 ns
(20.3) (30.9)
Simon effect (ms) 27.7 43.2 0.020
(35.0) (22.3)
Operation span (1-60) 48.0 46.9 ns
(7.6) (7.6)
Gender assignment (ms) 1646.0 1293.0 0.001
(395.5) (203.2)
Gender assignment accuracy (%) 50.6 70.9 0.001
(6.6) (7.4)

Note Standard Deviations are in parentheses

Reaction times on the translation task, as well percent accuracy scores, were
entered into a 3 x 2 mixed ANOVA with simple noun translation type (correct gender,
incorrect noun; incorrect gender, correct noun; incorrect gender, incorrect noun) as a
within-participants variable and proficiency group (high vs. low) as a between
participants variable. Analyses were conducted treating both participants and items as
random variables. In the item analysis, proficiency group was a wiignm variable.

Item analyss were based on the English noun, for which a German translation was

presented in each of the three critical conditions over a full counterbalance (see
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description of materials above). As a result, translation type remained a-igthin

variable as in tl participant analyses.

4.1.2.3 Latencies by Proficiency

Leveneos tgensity of vafiance smdmated that the variances between
proficiency groups for participant~1) data were significantly different for the right
article, wrong noun conditionF(1,78) = 7.16,p < .01) as well as the wrong article,
wrong noun conditionK(1,78) = 9.35,p < .01) and approached significance for the
wrong article, right noun conditiori-(1,78) = 2.81p < .1). The data were thus corrected
by taking the reciprocal square root of each valué @/in each condition. Results
revealed a main effect of translation type (1.35, 105.58) = 58.5MSE= 3.89E006, p
< .001; F2(1.56, 84.09) = 81.78MSE = 47910.51,p < .001) and a main effect of
proficiency group £1(1,78) = 6.24MSE= 4.58E005,p < .05;F2(1, 54) = 82.28MSE=
29135.18,p < .001). There was no significant interaction between translation type and
group. Pairwise comparisons of the participant data of the types of translations using a
Bonferroni correction revealed that the righticde, wrong noun condition and the wrong
article, wrong noun condition were significantly different from the wrong article, right
noun condition ffs <.001) while their difference from each other approached significance
(p <.1). Pairwise comparisons of thiem data yielded identical results. Uncorrected

participant means by proficiency group are reported in Figdre
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Figure4.4: Mean translation latencies for Engli€erman learners as a function
translation condition and proficiency where CI = right article, wrong noun; IC =\
article, right noun; 1l = wrong article, wrong noun; hi = high prafi@y; and low = lo\
proficiency.

4.1.2.4 Accuracy by Proficiency

L e v e n & d@f hlombgenreity of variance indicated that the accuracy variances
between proficiency groups for participaftl] data were significantly different for all
three translation conditions (right article, wrong noun conditle:80) = 17.64p <
.001; wrongarticle, wrong noun conditior¥(1,80) = 11.89p < .01; wrong atrticle, right
noun condition:F(1,80) = 4.09p < .05). The participant data were corrected by taking
the arc sine tr a/hif)f o eactavalieoimeach aandition. RedultsX
revealed a main effect of translation tygel(1.65, 131.69) = 370.78SE= 124.02p <
.001;F2(1.55, 91.64) = 491.46)SE= 275.32p < .001) and a main effect of proficiency

group E1(1.65, 80) = 43.69MISE= 197.13,p < .001;F2(1, 59) = 91.13MSE= 178.68,
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p < .001) but no interaction. Pairwise comparisons with a Bonferroni correction showed
that participants were significantly more accurate in the right article, wrong noun and the
wrong article, wrong noun conditions than the wrong article, right couadition (bothp
< .001), but that they were not significantly different from each otper (1). Item

comparisons yielded identical levels of significance. Uncorrected participant means are

reported inFigure4.5.
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Figure4.5: Mean translation accuracy for Engl&erman learners as a function
translation condition and proficiency where CI = righicde, wrong noun; IC = wror
article, right noun; 1l = wrong article, wrong noun; hi = high proficiency; and low =
proficiency.

The results of these analyses showed that while participants increased in both
speed and accuracy in translation recagnitvith increased proficiency, their sensitivity
to the finer nuances of gender did not change as a function of proficiency. Regardless of
the level of proficiency, the right article, wrong noun condition and the wrong article,
wrong noun condition did nodiffer significantly from each other. If anything, mean

trends suggest that latencies were shorter in the right article, wrong noun condition than
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the wrong article, wrong noun condition, against the predicted direction of results.
Differences between ése two conditions and the wrong article, right noun condition
appeared to increase with increasing proficiency, at least in the item analysis, possibly
indicating increased conflict between choosing the appropriate semantics and focusing in

on the task ofender processing.

4.2 Experiment 1B: German-English L2 Learners

The adaptation of the translation recognition task used in Experiment 1A has not
been used ingst research with native speakers of German learning English. The goal of
the next experiment was to determine whether native speakers of German would be
sensitive to the matching or mismatching gender conditions in the tranlation recognition
task. Becausehe order of presentation was kept constant over the two experiments
(English first, German second), the direction of translation changed for native German
participants so that they were translating from the L2 into their dominant language. The
rationale behind this decision was to allow both participant groups to anticipate the
German translation after having seen the English probe. Due to the difference in
translation direction, a direct comparison between language groups cannot be made in the
present stdy using the present translation recognition paradigm. However, results of the
native German speakers should give some indication whether conditions such as the
comparison of the right article, wrong noun condition and the wrong article, wrong noun
condition could be sensitive to gender knowledge and gender processing. Results of this

study can therefore help address whether null results between these two conditions in
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Experiment 1A were due to the language group and/or proficiency, or due to task

limitations.

4.2.1 Method

4.2.1.1 Participants

Twenty-eight native German speakers who were L2 learners of English were
recruited for the experiment from a large university in Germany. Seven native German
L2 learners of English were recruited at a large university in the northeast of the United
States and were included in the sample even though they were immersed in the L2
environment, as their data did not pattern differently from the other sample. AftG&l

participants were therefore included for analysis.

4.2.1.2 Materials

The same materials as in Experiment 1A were used.

4.2.1.3 Procedure

The same proedure was used as in Experiment 1A.
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4.2.2 Results and Discussion

Reaction times as well percent accuracy scores bicipart 1) and item [E2)
were entered into a oneay repeated measures analysis of variance (ANOVA) with
simple noun translation type (correct gender, incorrect noun; incorrect gender, correct
noun; incorrect gender, incorrect noun) as the independerdbiea Whenever the
assumption of sphericity was violated, as
freedom were corrected using GreenheGsgsser estimates of sphericity. Incorrect
responses, as well as items with response latencies below 30@rab@ae 3000 ms or

deviating2.55SDs from a participantés mean, were e

4.2.2.1 Latencies

The results revealed a main effect of translation tyji€2, 68) = 35.98MSE =
2888.07,p < .001;F2(2, 118) = 8.46MSE= 19284.23p < .001). Pairwise comparisons
using a Bonferroni adjustment indicategrsficant differences between all conditioms (
< .05) where patrticipants rejected wrong article, right noun translations fastest, followed
by wrong article, wrong noun translations. Participants were slowest to reject items in the
right article, wrong aun condition, suggesting sensitivity to grammatical gender across
translations. Pairwise comparisons by items showed a similar pattern of results, with
significant differences between the right article, wrong noun condition and the wrong
article, right nain condition p < .01) with faster latencies in the latter condition. Items in

the wrong article, right noun condition were also rejected faster than items in the wrong
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article, wrong noun conditionp(< .05). Mean participant latencies are displayed in

Figure4.6.
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Figure4.6: Mean translation latencies for Gerrdanglish learners as a function
translaton condition where CI = right article, wrong noun; IC = wrong article,
noun; and Il = wrong article, wrong noun.

4.2.2.2 Accuracy

Because accuracy data were at ceiling for this group of participants, scores were
first normalized by taking the arc sine transformation (aécgifX00)) of each value in
each condition for both participant and item data. The results for accuracy data revealed
no significant differences between conditiord <€ 1;F2(2, 118) = 1.48MSE= 104.93,
p > .1), although there was a trend in the meangdsticipant and item for slightly lower
accuracy scores in the right article, wrong noun condition, corroborating findings in the

latenciesUncorrected mean participant accuracy scores are displayed in Eigure
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Figure4.7: Mean translation accuracy for Gerrdanglish learners as a function
translation condition where CI = right article, wrong nol@;= wrong article, rigt
noun; and Il = wrong article, wrong noun.

The results of these initial analyses suggest that native German speakers who are
learners of English are sensitive to grammatical gender across translations. Particularly
the differencebetween the right article, wrong noun condition and the wrong article,
wrong noun condition provides compelling evidence for this sensitivity. Results seem
analogous to Stroelike effects, such that participants in this situation must override
prepotentresponses to accept the translation as correct based on the validity of the gender
after the appearance of the noun indicates a translation violation. The fact that response
times are faster in the wrong article, right noun condition than the wrong ,awicdag
noun condition could be due to additional semantic priming in the former condition.

To explore the potential impact of proficiency level on task performance, as was
done in Experiment 1A, the Germ&mglish bilinguals were also split up into highda

low proficiency groups.
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As the gender assignment task did not provide a measure of their L2 grammatical
proficiency, groupings were based on whether participants had studied English at the
university level or not. Tablé.4 shows mean scores between the two proficiency groups
on various aspects of their language history questionnaire, as well as on cognitive

processing as measured by the Simon task and the OpeBatontask.

Table4.4: Characteristics of Germenglish participants in Experiment 1A
Proficiency Group

Less proficient More proficient  Significance of
German-Englisr German-Englisk  group difference

(n=15) (n=20)

Age (years) 26.7 28.4 ns
(2.6) (7.4)

L1 self-ratings (10-pt scale) 9.2 9.6 .090
(0.7) (0.7)

L2 self-ratings (10-pt scale) 6.7 8.1 .002
1.4) (1.0)

L2 age of acquisition (years) 10.3 10.5 ns
1.9 (1.4)

Months of adult L2 immersion 5.6 7.8 ns
(5.0) (7.1)

Simon effect (ms) 34.1 44.2 ns
(21.7) (19.9)

Operation span (1-60) 46.4 46.9 ns
(7.0) (7.3)

Gender assignment (ms) 918.0 961.0 ns
(81.2) (106.3)

Gender assignment accuracy (¥ 96.4 96.7 ns
(1.2) (1.5)

Note.Standard Deviations are in parentheses

Reaction times on the translation taak well percent accuracy scores by
participant F1) and item 2) were entered into a 3 x 2 mixed ANOVA with simple noun
translation type (correct gender, incorrect noun; incorrect gender, correct noun; incorrect

gender, incorrect noun) as a witiparticpants variable and proficiency group (high vs.
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low) as a betweeparticipants variable. In the item analysis, proficiency group was a
within-item variable. Item analyses were based on the English noun, for which a German
translation was presented in eacli the three critical conditions over a full
counterbalance (see description of materials in Experiment 1A above). As a result,

translation type remained a withitem variable as in the participant analyses.

4.2.2.3 Latencies by Proficiency

Results revealed a main effect of translation typ&(Z, 66) = 34.24MSE =
2974.25,p < .00L; F2(2, 118) = 9.23MSE = 39084.21,p < .001), a main effect of
proficiency group only in the item analysiB1(< 1;F2(1, 59) = 120.42MSE= 9939.79,

p < .001) and no significant interaction between translation type and gFsup {). As

there was nagroup x condition interaction, pairwise comparisons of the participant and
item data of the types of translations using a Bonferroni correction were identical to
results from ungrouped data with significant differences between all three condigons (
<.05). Pairwise comparisons of the item data of the groups revealed significantly faster
reaction times in the higher proficiency group, against the mean trends of participant data

(p < .001). Participant means by proficiency group are reported in Fcgire
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Figure4.8: Mean translation latencies for Germlanglish learners as a function
translation condibn and proficiency where CI = right article, wrong noun; IC = wi
article, right noun; 1l = wrong article, wrong noun; hi = high proficiency; and low =
proficiency.

4.2.2.4 Accuracy by Proficiency

As in the ungrouped data, the participant data were corrected by taking the arc
sine transf or/10@))ofeadah vale ; eachsconditio. Results revealed no
main effect of translation type and no effect of proficiency grdtgp< 1). Mean trends
again corroborated finding in the latencies, with lower accuracy in the right article, wrong
noun condition than in the othéwo conditions. There was, however, a significant
interaction between group and proficiency in the item analyzis< 1; F2(2, 118) =
3.46,MSE= 151.44p < .05). To follow up the significant interaction, separate ANOVAs
were run for each proficiencygup. Results showed a significant effect of condition only

for the lower proficiency group (lowF2(2, 118) = 4.08 MSE = 167.20,p < .05; high:



89
F2(2, 118) = 1.08 MSE = 135.53,p > .1). Pairwise comparisons with a Bonferroni

correction revealed significilg lower accuracy scores in the right article, wrong noun
condition than the wrong article, right noun conditign<{ .05). No other differences

were significant. Uncorrected participant means are reported in Hdgure
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Figure4.9: Mean translation accuracy for Gerrdanglish learners as a function
translation condition and proficiency where CI = tigiticle, wrong noun; IC = wrot
article, right noun; 1l = wrong article, wrong noun; hi = high proficiency; and low =
proficiency.

The results of the proficiency analyses suggest that in native speakers of German,
there appears to be little consenoe of additional proficiency in their L2 English. Note
that the range of proficiency in this group is much smaller than for the Etgdigman
group, and their L2 proficiency overall higher. Overall, participants in the higher
proficiency group were fasteo respond than counterparts in the lower proficiency
group, indicating, not surprisingly, that processing speed decreased as a function of L2
proficiency. While there was a hint of an interaction of condition with proficiency group

in the item analysisf the accuracy data, the pattern of the result was in the direction of
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previous results, showing a decreased accuracy for items in the right article, wrong noun
condition compared to the other conditions. Results in the analysis by proficiency
corroboratd previous analyses indicating that the right article, wrong noun condition
posed particular difficulties for native German speakers both in processing speed and
accuracy. These results suggest that this group of bilinguals was sensitive to gender
acrosstanslations.

Overall, Experiment 1B provides evidence that the translation recognition task is
sensitive to gender processing, at least in native speakers of German. Similar to results
with native English speakers in Experiment 1A, participants in ExpeertirtB showed an
overall decrease in response latencies with increasing L2 proficiency, but no interaction
of proficiency with translation conditions. Significantly, overall results and results by
group demonstrated increased latencies for the righteartiesiong noun condition over
the wrong article, wrong noun condition, suggesting that the GeEnglish participants

were revising their response after the presentation of the German noun.

4.3 General Discussion

The main purpose of the present experiment was-foldo Primarily, the
experiment sought to characterize the type of gender processing of L2 learners of German
whose native language, English, does notehgrammatical gender. Secondly, the
experiment investigated the role of proficiency in modulating sensitivity to gender in late
L2 learners. The results of Experiment 1A suggest that, overall, this group of L2 learners

was not sensitive to gender in therrent paradigm. Participants showed no significant
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difference in latencies or accuracy scores between the right article, wrong noun condition
and the wrong article, right noun condition. If anything, mean trends suggest a pattern of
results in the oppo@tdirection, with faster reaction times in the right article, wrong noun
condition over the other conditions. Participants also demonstrated particular difficulty
with the wrong article, right noun condition as reflected in significantly slower response
latencies and lower accuracy scores which indicate high false alarm rates in this
condition. Similar to previous results in translation recognition, these results suggest that
even learners are sensitive to semantics idlinen L2 language processing (e.g.,
Sunderman & Kroll, 2006). Anecdotally, several participants upon debriefing indicated
that they had realized an error in their choice in this condition milliseconds after having
made a response. Consistent with other research and L2 theories of languagsipg,

this observation points to late effects of gender processing which are more open to
strategies. With a high level of L2 proficiency, learners may eventually acquire a strategy
for computing gender assignment but that strategy may not be avdilalyig the initial
stages of identifying the meaning of words in the L2.

Experiment 2A, with more proficient German speakers of English, demonstrated
that the translationecognition task itself is sensitive to gender processing. While no
strong compariso between language groups can be made, the results leave open the
possibility that participants with a more natilee command of German might begin to
show sensitivity to gender using this task. A gaost investigation of data patterns in the
means oftie EnglishGerman learners revealed that 31 out of the 82 participants indeed
showed longer latencies in the right article, wrong noun condition than the wrong article,

wrong noun condition, and 18 showed differences above the median difference in native
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German speakers. These findings agree with other estimates oflilail@ speakers in

a sample of L2 learners which range from 5 to 20 % of the sample (as quote by Birdsong
& Mollis, 2001). As Long (1990) points out, even the presence of a single 4hi&&avie2
speaker would refute the critical period and suggest that dA@&eseattainment is
possible, perhaps not for all, but at least for some.

A possibility to be explored is whether L2 German learners, although they show
little sensitivity to online grammatical gender processing in the current experimental
paradigm, might nevertheless be able to use grammatical gender in a task more under
their explicit control. Previous research in both monolinguals and bilinguals has
suggested that speakers of a language with grammatical gender are sensitive to
regularities, such as the phonological features of a noun in assigning gender (Bordag, et
al., 2006;Bordag & Pechmann, 2007; Schiller et al., 2003; Schwichtenberg & Schiller,
2004). Interestingly, the study by Schiller and colleagues (2003) found a dissociation
between behavioral and ERP results, where native speakers of German completing a
gender assignent task showed a sensitivity to phonological rules behaviorally, but not in
ERP measures. They did, however, find a strong effect of semantic gender information on
gender decision (see also Hofmann, 2005, for similar results and similar dissociations).
These results suggest that probabilistic rules play an important role in determining
syntactic gender decisions, particularly at later processing stages, then do not appear to
influence initial gender processing. The question then remains how native spebker
language without gender might use phonological rules in order to learn gender in an L2
whose gender assignment appears to be, at least superficially, relatively arbitrary. This is

the question to be addressed in Chapter 5.



Chapter 5

Analysis of Gender Assignment Data from Experiment 1

The results of Experiment 1A suggest that while performance in rejecting nouns
with incorrect gender is only barely above chance, Englishman participants are still
able to recognize incorrect gender assignment some of the time. What mechanisms might
help learners boedtrap their way into the gender system? One possibility is that
phonological features might provide particularly salient codgbe L2 learner in deciding
the gender of a given word. For instance, in Germanj éfending on a noun typically
indicates feminine gender. This cue is the first gender cue that children learning German
acquire (MacWhinney, 1978; Mills, 1986) and isalthe most frequent phonological
gender cue in German, whereby 90% of words endingeimre feminine. Previous
research by Bordag and colleagues with bilingual L2 speakers of gendered languages
indicates that bilinguals are, in fact, sensitive to phayioéd cues (EnglistGerman:
Bordag et al., 2006; Czeg¢berman: Bordag & Pechmann, 2007). In Bordag et al. (2006),
results of a gender picturaming task and a grammaticality judgment task with L1
German speakers showed no sensitivity to these phonolog@&ader rules, while
intermediate speakers of German (L1 English) revealed an influence of the phonological
noun form in both reaction time and accuracy. Other monolingual German research, such
as Hohlfeld (2006), suggests that this phonological informatioly comes into play at
later processing stages such aslio tasks, but is not used-tine, similarly suggesting

different processing strategies for monolingual and bilingual speakers, or at least the
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possibility that learners are on a differentrpaf a learning continuum than monolingual
speakers (see Bordag et al., 2006, and Taraban and Kempe, 1999, for similar views). To
further investigate the extent of gender knowledge in this sample of bilinguals, gender
knowledge of L2 learners was assessed metanlinguistic task This task was similar to

the sort used in past research that has been used to determine whether apparent failures to
use subtle aspect of the grammar in the L2 reflect a failure of knowledge or a failure of
processing. The samamaple of participants as in Experiments 1A and 1B were tested,

allowing a similar comparison to the one made by Bordag and colleagues.

5.1 Gender Assignment: Endjsh-German learners

5.1.1 Method

5.1.1.1 Participants

The data from Experiment 1A served as the basis of the current analysis, so that

data from the same 82 Enghk§&erman learners in Experiment Was used.

5.1.1.2 Materials

Even though participants assigned gender torigital items in Experiment 1,
seventyfive of the items were selected for further analysis according to the following
criteria. Using the phonological gender categorization of nouns in Bordag et al. (2006),

nouns from the gender assignment task were @ividto three categories: typical,
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ambiguous, and atypical. While most feminine nouns end in st@var{d most

masculine and neuter nouns end in a consonant, there are a few exceptions to this
distribution, with feminine nouns ending in a consonant oicolase and neuter nouns
ending ini e. Based on this distribution, nouns in the typical category were feminine
nouns ending iiie. Nouns in the ambiguous category were masculine or neuter nouns
ending in a consonant. Nouns categorized as atypical wereirfienmouns ending in a
consonant, or masculine or neuter nouns endifg.imwentyfive nouns were selected

from each category and were matched on German word length (as well as English word
length of the translation), Familiarity, English Age of Acquasiti German and English
frequency, and Imageability (see Tablg). The full set of items are available in

Appendix E.

Table5.1: Characteristics of the 75 items in the Gender Assignment task by
category

Typical Ambiguous Atypical Sig. Sig. Sig.

Variable 1) ) (3) 1vs.22vs.31vs. 3
German frequenéy 10.8(2.2) 10.8(1.8) 99(25 0.89 0.16 0.16
German length 6.0 (1.5) 5.9 (1.4) 6.1(1.7) 0.77 058 0.79
English Log frequen&/ 1.6 (0.7) 1.7 (0.5) 1.8 (0.7) 0.82 050 041
Familiarity” (100-700) 557.3 (41.5) 560.9 (51.1) 581.7 (41.7) 0.38 0.68 0.21
English length 5.5 (2.0) 5.5(2.3) 5.8 (2.2) 095 0.62 0.54
Age of acquisitiofi (100-700) 310.6 (84.6) 304.8 (93.4) 301.7 (100.6) 0.86 0.96 0.90
Imageability (100-700) 509.1 (114.4) 526.6 (88.8) 523.2(108.2) 0.31 0.95 0.34

Note. Standard Deviations are in parenthes€uasthoff, U. (2002)"Baayen, R. H
Piepenbrock, R., & Gulikers, L. (1995Foltheart (1981)°Gilhooly, K. J. & Logie, R H
(1980)
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5.1.1.3 Procedure

After completion of the &anslation recognition task and the operaspan task,
participants were presented with bare stem nouns in all capital letters and had to decide
via button press whether the given noun was masculine, feminine, or neuter. Participants
used three keys onglcomputer keyboard (c, b, m) to indicate the gender. Key
assignment mapping was kept consistent between participants. Response latencies and

accuracy were recorded and analyzed.

5.1.2 Results and Discussion

Whenever the assumption of sphericity w
test, the degrees of freedom were corrected using GreenBaisger estimates of
sphericly. Incorrect responses, as well as items with response latencies below 300 ms
and above 3000 ms or deviatng&bs f r om a participant 6s mesea
reaction time analyses. Reaction times and percent accuracy scores by participant (
and iem (2) were entered into a oweay repeated measures analysis of variance
(ANOVA) with noun type (typical gender assignment, atypical gender assignment,

ambiguous gender assignment) as the independent variable.

5.1.2.1 Latencies

Results revealed a main effect of noun typg&(2, 162) = 48.97MSE=

46125.94p < .001;F2(2, 72) = .68,MSE= 32755.02p < .001). Pairwise comparisons
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using a Bonferroni adjustment indicated that participants assigned gender significantly
faster to the typical nouns than the atypical noprs .001), and assigned gender
significantly faster to the gpical nouns than the ambiguous noyns: (001). Participant

mean latencies are reported-igureb. 1.
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Figure5.1: Mean gender assignment latencies for EngBgnman learners as a funct
of gender category where typ = typical gender assignment, ambig = ambiguous
assignment, and atyp = atypical gender assignment.

5.1.2.2 Accuracy

Accuracy results showed a main effect of noun tydZ, 162) = 155.59SE=
192.78p< .001;F2(2, 72) = 42.34MSE= 224.17 p < .001). Pairwise comparisons
using a Bonferroni adjustment indicated that participants assigned gender significantly

more accurately to the typical nouns than the ambiguous or atypical psuns001).
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The ambiguas and atypical nouns did not significantly differ in accurgcy (1).

Participant mean latencies are reported in FigL.ze
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Figure5.2: Mean gender assignment accuracy scores for ErGisinan learners as
function of gender category where typ = typical gender assignment, ambig = am
gender assignment, and atyp = atypical gender assignment.

Overall results on response latencies indicated significantly faster response
latencies for typical nouns as compared to typical and ambiguous nouns. Percent
accuracy scores corroborated this finding, with greater accuracy for typical nouns.
Interestingly, he percent accuracy in the other two categories mirrored accuracy rates
seen in the translatiemecognition task. Unlike Bordag et al. (2006) in which atypical
nouns were processed the slowest, in this group of learners, ambiguous nouns showed the
slowestlatencies. Upon closer inspection of the items included in this analysis, several of
the items in the atypical category did in fact follow predictable gender rules, such as

Leitung(faucet or pipe)Erfahrung(experience), andhnung(hunch) which all enaéh 1
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ung, an ending that takes the feminine gender. These items may have made distinguishing
the gender of items in this category easier, thus accounting for the difference in findings
with Bordag et al. Given the already small sample of words, a new snaltisout these

items was not performed, but in the future it would be worthwhile to conduct a new

analysis replacing these three items.

In a next step, the question was asked whether this reliance on gender rules would
change based on proficiency. Foisthurpose, participants were split into the same two
proficiency groups as in Experiment 1A based on overall accuracy scores on the entire
sample of gender assignment data (i.e., not just the select 75 critical items of the current
analysis). While thisedection criteria is not completely independent of the task, for the
purposes of cross comparisons with Experiment 1, the same grouping seemed important.
Reaction times on the gender assignment task as well percent accuracy scores by
participant F1) and iem F2) were entered into a 3 x 2 mixed ANOVA with noun type
(typical, ambiguous, atypical) as a witkparticipants variable and proficiency group
(high vs. low) as a betwegrarticipants variable. In the item analysis, proficiency group

was a withiritem variable and noun type a betwatams variable.

5.1.2.3 Latencies by Profidency

Again, there was a significant main effect of noun tygH2, 160) = 51.1MSE
= 43619.78p < .001;F2(2, 72) = 24.98MSE= 63191.22p < .001) and a significant
main effect of proficiency groug-((1, 80) = 30.05MSE= 326069.07p < .001;

F2(1,72) = 238.97TMSE= 20347.26p < .001) as well as a significant interactidti(2,
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160) = 5.655MSE= 43619.78p < .01;F2(2, 72) = 6.58MSE= 20347.26p < .01). To

follow up the significant interaction, separate ANOVAs were performed for each
proficiency group. Results for the low proficiency group revealed a significant effect of
noun type E1(2, 82) = 27.52MSE = 65649.42p < .001;F2(2, 72) = 25.0MISE=
5821.30p<.001). Pairwise comparisons using a Bonferroni adjustment indicated that low
proficiency participants assigned gender significantly faster to the typical nouns than the
atypical nounsf < .001), and the ambiguous noups<(.001). There were no significant
differences between the atypical and ambiguous nqumsX). Results for thiigh

proficiency group revealed a significant effect of noun tyfil§1.61, 62.85) = 34.16,

MSE= 25392.47p < .001;F2(2, 72) = 13.44MSE= 32717.18p < .001). Pairwise
comparisons revealed significant differences between all three types of ppun8(@1).

Participant mean latencies are reported in Fi§Le
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Figure5.3: Mean gender assignment latges for EnglisiGerman learners as a funct
of proficiency and gender category where typ = typical gender assignment, a
ambiguous gender assignment, atyp = atypical gender assignment, Low
proficiency, and High = high proficiency.

5.1.2.4 Accuracy by Proficiency

There was a significant main effect of noun typ&(@, 160) = 164.32MSE=
180.76,p < .001;F2(2, 72) = 41.759MSE= 451.03p < .001), and a significant main
effect of proficiency groupH1(1, 80) = 118.0IMSE= 211.18p < .001;F2(1, 72) =
159.83,MSE=91.01,p <.001), but these results were not sisipg given that gender
assignment accuracy was the criteria by which the groups were selected in the first place.
However, and more importantly, there was also a significant intera&tiqg,(160) =
6.39,MSE= 180.76p < .01;F2(2, 72) = 6.48MSE= 9101,p < .01). To follow up the
significant interaction, separate ANOVAs were run for each proficiency group. Results

for the low proficiency group revealed a main effect of noun tifi€2, 82) = 89.26,
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MSE= 242.07p < .001);F2(2,72) = 59.94MSE= 21458, p < .001). Pairwise

comparisons using a Bonferroni adjustment indicated that participants assigned gender
significantly more accurately to the typical nouns than the ambiguous or atypical nouns
(ps < .001). The ambiguous and atypical nouns did notifggntly differ in accuracygq

> .1). Results for the high proficiency group also revealed a main effect of noun type
(F1(2, 78) = 82.06MSE= 116.30p < .001;F2(2,72) = 20.03MSE= 327.47 p<.001).
Pairwise comparisons using a Bonferroni adjustrnmaitated that participants assigned
gender significantly more accurately to the typical nouns than the ambiguous or atypical
nouns ps < .001). The ambiguous and atypical nouns did not significantly differ in

accuracyy > .1). Participant mean latenciae reported in Figurg.4.
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Figure5.4: Mean gender assignment latencies for EngB&nman learnerssaa functiol
of proficiency and gender category where typ = typical gender assignment, a
ambiguous gender assignment, atyp = atypical gender assignment, Low
proficiency, and High = high proficiency.
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Results by proficiency revealed significartun type by proficiency interactions
in both latencies and accuracy, suggesting that, contrary to results in Experiment 1A,
increased proficiency does change the way participants in this subset of L2 learners
assign gender to nouns. Pairwise comparisorscouracy for each proficiency group,
however, suggests that the general pattern does not change between groups. Pairwise
comparisons for latencies, on the other hand, revealed different relationships between
conditions by proficiency, whereby the higlopciency group shows significant
differences in latencies between all three conditions. The low proficiency group only
showed differences between the typical and ambiguous conditions. In a next step, the
gender assignment data from Gerramglish learnersvas analyzed in order to provide a

comparison for these two Engli€berman learner proficiency groups.

5.2 Gender Assignment: GermanEnglish learners

5.2.1 Methods

5.2.1.1 Participants

The data from Experiment 1B served as the basis of the current analysis, so that

data from the same 34 Germanglish learners in Experiment 1A was used.

5.2.1.2 Materials

Materials were the same as in the analysis of Experiment 1A.
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5.2.1.3 Procedure

The procedure was the same as above.

5.2.2 Results and Discussion

Reaction times as well percent accuracy scores by participangfd item 2)
were entered into a orveay repeated measures anays variance (ANOVA) with noun
type (typical gender assignment, atypical gender assignment, ambiguous gender

assignment) as the independent variable.

5.2.2.1 Latencies

Results revealed a main effect of noun typ&(2, 68) = 9.90MSE= 3320.69p
<.001;F2(2, 72) = 3.35MSE= 4802.70p < .05). Pairwise comparisons using a
Bonferroni adjustment indicated that participants assigned gender significantly faster to
the typical and the atypical nouns than the ambiguous npanrs.Q1). There was no
significant difference between the typical and atypical nopns.(). Pairwise
comparisons for items revealed significantly faster latencies for the atypical than
ambiguous noung(< .05) but no other significant differences. Participant mean latencies

are reported in Figurg5.
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Figure5.5: Mean gender assignment latencies for Geriaglish learners as a funct
of gender category where typ = typical gender assignment, ambig = ambigende
assignment, and atyp = atypical gender assignment.

5.2.2.2 Accuracy

Accuracy scores were normalized using an arcsin transform. Accuracy results
showed no effect of noun typd%(2, 68) = 1.57MSE = 24.25,p > .1; F2 < 1).

Uncorrected participant means are reported in Fi§ue
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Figure5.6: Mean gender assignment accuracy scores for GeEnglish learners as
function of gender category where typ = typical gendegassent, ambig = ambiguo
gender assignment, and atyp = atypical gender assignment.

The results suggest that Gerrfanglish learners are sensitive to gender rules in
their native language. Unlike the results of Bordag et al. (2006), native speakers of
Geman did show sensitivity to phonological rules, showing significantly slower reaction
times to ambiguousiynarked nouns than to typical or atypical nouns. These findings,
however, are in line with other monolingual research, such as Schiller et al. (20@&3),
did find sensitivity to phonological gender rules in native speakers. The lack of a clear
distinction between typically and atypically marked nouns sheds some doubt on this
interpretation but may be due, as previously noted, to the types of iteloded in the
atypical category. Significantly, the pattern of the GerBaglish learners approximated
those of the Englisserman learners in their sensitivity to the typical noun condition
(which had the phonologicak ending rule for feminine noung)nlike the German

English learners, EnglisGerman learners additionally showed a significant distinction in
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response latencies between the typical and atypical conditions, with longer latencies in

the atypical condition. These results may suggest anasedesensitivity of English

German learners to properties such as the phonological distribution of noun endings in
assigning gender in an effort to fimake sen

gender to nouns.

5.3 General Discussion

The overall picture that emerges from the results of both Experiment 1 and this
metalinguistic task confirms previous findings that second language learners of German
have a dficult time processing grammatical gender. In Experiment 1, while there were
clear developmental patterns in the data in which participants responded faster and more
accurately with increased proficiency, increased proficiency did not seem to change how
gender was being processed: Participants continued to show particular difficulties in the
condition in which they had to ignore the semantic information of the translation and
focus on the accuracy of the gender. Despite improved performance, the fgiisn
learners also did not seem to be sensitive to the gender of wrong translations when it
matched the gender of the correct translation. The results of the gender assignment task
shed potential light on these difficulties, revealing that nouns withaaliant cue to
gender pose particular challenges to L2 learners. Conversely, those nouns which do have
a phonological cue for the appropriate gender are much easier to process, suggesting that
learners can use features, such as phonological markingsptsirbp their way into the

gender system. While gender sensitivity is apparent in a task which is more under the



108

| earner6s control, as in the gender assign
translation recognition task, does not seem to shah sensitivity. One possibility for

further investigation would be to reanalyze data from Experiment 1 as a function of
whether the cues were consistent or not. This issue will be returned to in the General
Discussion, in order to consider whether sevigjtito cues in a metalinguistic task might

have implications for how it could be exploited in-love processing. Another possibility

is that the timing of the gender assignment task and the translation recognition task is not
sensitive enough to measudevelopmental changes in gender processing, and this

possibility will be explored in more detail in Experiment 2.



Chapter 6

Experiment 2: Simple Nouns in ERPs

Recent years have seen a rise in the use of -egkated potentials (ERPS) to help
disentangle the time course of language processing, although the actualaggtar
measuring cortical brain activity from the human scalp, electroencephalography (EEG),
has existed since the work of the German psychophysiologist Hans Berger in the early
1900s. In order to understand ERPs, it is helpful to first discuss someafbackground
to EEG. Neural brain cells communicate via electric impulses, and the collective impulse
generated by a group of neurons in the cer
surface with the help of electrodes placed on the scalpe3he actual impulse that is
transmitted is very small (bet ween 5 to 1
recorded, amplified brain activity is called EEG (For a more detailed explanation of EEG
as well as ERP, please refer to Coles & Rugg,/198ck, 2005, or Molfese, Molfese, &
Kelly, 2001). While the temporal precision of EEG/ERPs is very good (within
milliseconds of processing), due to the physiology of the EEG, the spatial resolution (i.e.,
being able to locate where in the brain the atgti's coming from) is very poor. This
Ai nver se problemo as it is called is due t
not only directly beneath it, but also from surrounding cortical areas, which complicates
the localization of the activitysee Van Petten & Luka, 2008)Vith certain modeling
techniques, however, it is possible to begin to disentangle the brain regions from which

the signal originates.
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It is very difficult, however, to identify the brain response to a specific item from
the ontinuous EEG. ERPs address these constraints by taking only the part of the EEG
stream that specifically relates to the processing of a stimuli/event of interest in a process
called fAtime | ockingbo. The signal sdd thes
produce the evenelated potential or ERP. The averaging technique allows random
variation in neural activity which is unrelated to the appearance of the stimuli to be
filtered out, leaving only electrophysical activity related to the stimuli. Tlakpef the
resulting weaveforms, also called components, have been related to specific cognitive
processes and can be used to provide insight into the processing mechanisms of the brain.
ERP components are typically classified by their polarity (positszenegative
going waveform), peak latency (point in time, in ms, at which the waveform peaks),
and/or waveform (the order of appearance such as first negativity). A P600 would be a
positivity 600 ms after stimulus onset, while an N1 would be the firsttnigaafter
stimulus onset. Components occurring early in the time course of processing, typically
before 100 ms, are |l abeled fiexogenouso anc
features of the stimulus such as frequency, color, and contrast. Cemtpadhat appear
| ater are termed Aendogenouso and appear t
the cognitive state of the participant. In a time window betweenil@00 ms after
stimulus onset, components may be sensitive to both physitailgsi and psychological
factors (see Donchin et al., 1978, and Regan, 1989, for further discussion).
The interpretation of ERPs generally follows two alternative approaches: a
physiological approach in which the anatomical source within the brain iszedabr a

functional approach which focuses on the cognitive processes correlated with the ERP.
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The current study will focus on a functional approach, using ERPs as a window into the
cognitive processing of a second language. As such, a brief overviewterftipl
components of particular interest and their related cognitive processes will be provided in

the following section.

6.1 ERP Components of Interest

6.1.1 The LAN (250-500 ms)

The left anterior negativity (LAN) usually peaks around -850 ms and has a
frontal or left frontal distribution. It has been found to indicate morphosyntactic
violations such as gender (e.g., Deutsch & Bentin, 2001; Gunter et al., 2000; Hofmann,
2005; Koester et al.,, 2004) but has also been interpreted to reflect increased working
memory load in a seahce context (e.g., Coulson, King, & Kutas, 1998; Kluender &
Kutas, 1993). Given that the translation recognition paradigm used in the present study
should make fewer demands on working memory than a sentence task, it was anticipated
that LANSs, if presentwould reflect the detection of morphosyntactic violations. LAN
effects are often registered in combination with a P600 component in a sentence context
(e.g., Barber & Carreiras, 2005, Experiment 2; Hagoort & Brown, 1999; Hagoort,
Wassenaar, & Brown, 2003However, studies at the word level (i.e., not in a sentence
context) have shown a LAN400 pattern with no P600 to gender disagreement (e.g.,

Barber & Carreiras, 2005, Experiment 1; Hofmann, 2005).
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6.1.2 The N400 (300600 ms)

One of the most important components implicated in lexical processing is the
N400. The N400 is a negative deflection that typically peaks at 400withs a
centroparietal distribution and seems to reflect {mstal semantic processing (e.g.,
Holcomb, 1993; for a review see Kutas & Federmeier, 2000). According to Holcomb and
Grainger (2006), there are several components which form a set leadinghepNd400
indexing lexical processing. In specific, it is believed that the P150 is involved in the
processing of elemental features in lexical processing. The effects of the P150 are
relatively small, located posterior and in the right hemisphere. Th®,Ngbich has a
broader distribution in more frontal sites, is believed to be involved in processing the
relative position of letters. Lexical selection of single words is then indexed by the P325
which has a right hemisphere distribution. This temporafjq@ssion fits well with the
combination of visual discrimination and lexical processing, moving from a feature to a
more global level, which then culminates in the N400, where form and meaning interface.

At the sentence level, Hagoort & Brown (1999) irtigested the syntactic nature
of gender by presenting gender congruent and incongruent -subicfe phrases at either
the beginning or the end of a sentence. In addition to a syntactic P600 effect, results
showed an N400 gender congruency effect, with areased negativity for incongruent
nouns, but only at sentenfieal position, as a consequence of the syntactic violation.
These results supported the idea that processing agreement is a syntactic, not
conceptually, driven process. At the word level, egieawed in Chapter 1, Barber &

Carreiras (2005) found an N400 effect to gender violations in native speakers of Spanish.
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6.1.3 The P300 (306750 ms)

The P30 is a positive shift in the EEG between 300 and 750 ms and can appear
either frontecentrally or centregparietally. It is a widespread component, seen in any
task that requires stimudthasl Idipamradi ggrag do ow
task involves detection of novel stimuli, the distribution is more frontal and is called a
P3a (e.g., Hillyard & Picton, 1987). The P3b shows a more parietal distribution in
response to stimuli that are attended and requireraetind also appears in response to
contextupdating operations (e.g., Squires, Squires, & Hillyard, 1975; for a review see
Polich, 2007). The P300 may also index memaigted storage operations, showing an
involvement of working memory as well as neurdiibitory mechanisms (for a recent
review of these issues, see Polich, 2007). As reviewed earlier, Barber and Carreiras
(2005) found delayed P3 latencies at the word level in gender disagreement compared to
number disagreement and interpreted these fysdeés indicating a gender reanalysis
process (see also Barber & Carreiras, 2003).

The picture that emerges from ERP research is that lexical processing is complex,
with many different neurocognitive components at different time points with different
scalpdistributions. Beyond mere behavioral issues, one sees the interaction of systems,

and the overlap but also specificity of various systems.

6.2 Experiment 2: Simple Nouns in ERPs

In view of the findings of Tokowicz and MacWhinney (2005), Webex and

Neville (1996), Osterhout, McLaughlin, Inoue, and Loveless (2000), and most recently
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Kotz, Holcomb, and Osterhout (2007), a dissociation between ERP and behasgioltal re
was expected. Specifically, similar to the study by Tokowicz and MacWhinney
investigating grammatical gender, it was anticipated that ERP results would show
sensitivity to grammatical gender violatiorend semantic violationeven though
behavioral reults for the Englisttserman L2 learners had shown relatively low accuracy

rates in detecting gender violations.

6.2.1 M ethod

6.2.1.1 Participants

10 native speakers of English learning German ase@nd language with
intermediate proficiency volunteered to participate and were paid for their participation
($20/hour). All except one of the participants had previously participated in Experiment
1. All participants were right handed and reported dpdire of neurological disorders
and had normal or correct¢éotn o r ma | vision. One participan
to technical difficultiesTable6.1 provides language background information for éh@s

participants.
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Table6.1: Characteristics of Participants in Experiment 2
ERP Participants

(n=9)
Age (years) 22.67
(2.74)
L1 self-ratings (10-pt scale) 9.6
(0.68)
L2 self-ratings (10-pt scale) 7.31
(1.06)
L2 age of acquisition (years) 13.89
(1.62)
Months of adult L2 immersion 8.22
(9.3)
Simon effect (ms) 29.72
(28.26)
Operation span (1-60) 50.38
(4.9)

6.2.1.2 Materials

162 simple nouns were distributed such that all items appeared in each of three
critical conditions across three versions. The thréeal conditions were the same as in
Experiment 1. A. an incorrect translation item which matched the correct translation in
gender, B. an incorrect translation item which did not match the correct translation in
gender, and C. an item which was the eofrtranslation but was assigned an incorrect
gender. Within each version, each of the items appeared once in English as the prime of a
translation pair and once in German as a target translation of another pair. Across
versions, the order of language metion (i.e., if the item first appeared as an English

prime or first in German as a target translation) was counterbalanced. Within each
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version, items were matched across conditions on frequency and word length in English
and German, as well as Engliabge of acquisition, familiarity, and imageability. Some of

the items from Experiment 1 were used, so that accuracy on these items served as an
additional variable for matching where possible. These repeated items were frequently,
but not always, matchedith new false translations, minimizing but not eliminating the
factor of previous item exposure. Lexical characteristics of the critical items are provided

in Table6.2. For a full list of the materials, ghse refer to Appendix F.

Table6.2; ltem Norms

Descriptive Statistics Mean Std. Deviatiol
German frequenéy 10.7 2.2
German log frequenBy 1.4 0.6
German length 5.4 1.4
English frequency 70.5 81.1
English log frequendy 1.6 0.5
English frequency? 71.3 80.4
English familiarity (100-700) 550.7 50.5
English length 5.2 1.6
English age of acquisition (100-760)  297.9 77.7
English imageability (100-700) 536.6 93.0
L2 gender accuracy (%) 58.1 22.4

Notes Quasthoff, U. (2002)*Baayen, R. H., Piepenbrock, R., & Gulikers, L. (19
‘Kul er a, nds, W. N&1967)°@oltheart (1981)'Gilhooly, K. J. & Logie, R H
(1980)

6.2.1.3 Procedure

The procedure was similar to the behavioral study except for a few changes in

timing parameters to accommodate electrophysiological responses and minimize ocular
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artifacts. Stimulus presentation was as follows: Prior to each trial, Bofixaign (+)
appeared at the center of the computer screen. Participants were told that they could blink
when the fixation sign was visible but to avoid blinking during stimulus presentation.
After they had finished blinking, they pressed a button torbdw trial, followed by an

ISI of 250 ms. First an article and noun in English appeared in the center of the screen,
presented word by word, followed by an article and noun in German. The English article
remained on the screen for 300 ms followed by #er-stimulus interval (ISI) of 300 ms

and then the English noun for 300 ms and an ISI of 500 ms. The German article then
appeared for 500 ms, followed by an ISI of 300 ms, and a German noun for 500 ms. After
presentation of the German noun, participantsewte indicate as quickly as possible
whether the German noun phrase was the correct translation of the English noun phrase
by pressing a fAiyeso button or a finoo butto
of the noun to respond before the next fixatsign appeared. Response hand was
counterbalanced. Participants completed 15 practice items with feedback including all
three types of incorrect translations. Similar to the behavioral experiment, participants
were verbally reminded to pay attentiorthe accuracy of the German article paired with

the German noun, and to reject the translation as incorrect if the article did not agree with

the noun. Additional practice trials were provided if participants had trouble with the

timing or procedure.
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6.2.1.4 EEG Recording and Analysis

The continuous electroencephalogram (EEG) wasroceed using a 64hannel
sintered Ag/AgCI electrode array mounted in an elastic cap according to t#@ 10
system (QuikCap, Neuroscan Inc.). Recordings were referenced to a site between CZ and
PZ during recording and sreferenced offine to the averagactivity of the left and right
mastoids. El ectrode i mpedances were kept
measured by electrodes placed on the outer canthus of each eye. Vertical eye movements
were measured by electrodes placed on the upper and dobitl ridge of the left eye.

Eye recordings were later used -bffe to reject contaminated trials. The
electrophysiological signals were amplified using Neuroscan Synamps with a band pass
filter of 0.05 to 100 Hz and a sanqj rateof 500 Hz.

Only trials with correct responses were included in the analyses.-gtiprelus
baseline of 200 ms and an epoch duration of 800 msspiostlus were used to compute
average ERPs per condition. Trials with eye movement artifacts or blinks andopeak
peak defledbns over 200 yuV were rejected. A digital lepass filter of 30 Hz (24
dB/oct) was applietvhen analyzing the data dffe.

Based on visual inspection, components of interest and two corresponding time
windows were selected for further investigation. Meanplitudes were calculated over
each of the time windows corresponding to the component of interest, an early negativity,
or N250, between 200 and 300 ms, and a late negativity, or N400, between 300 and 600
ms. Two sets of analyses were conducted forheime window, one on three

representative electrodes for the midline sites (FZ, CZ, and PZ) and one on representative
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electrodes for the lateral sites (left hemisphere: F3, C3, and P3; right hemisphere: F4, C4,

and P4) in which each electrode corresponed frontal, central, or parietal site. The

relative location of these electrodes can be seen in Appendix G. For each dependent
variable (i.e., mean amplitudes of a given component), a 4 (translation condition: right
article, right noun; right article, mwng noun; wrong article, right noun; wrong article,

wrong noun) X 3 (electrode: frontal, central, parietal) ANOVA was conducted. For the

lateral sites, the additional variable of hemisphere (left vs. right) was included. For the
variable of translation cod i t i o n, the fAright articl e, ri

even though this condition constituted AfAye

constituted ANnoO responses. l nclusion of t
perceivedgrammat i cal ity of the Awrong article, ri
mor e i ke Ayeso responses i f participant ¢

violations for correct noun translations. If anything, inclusion of this fourth variable
constituteda conservative approach, even though it represented a different type of
response. Typically, a |l arger P3 would be
expected to Apull downo or attenuate the N
it would make it more difficult to find any effects on the N400. Violations of sphericity

of the data were corrected using the Greenh@eisser correction (Greenhouse &

Geisser, 1959). Followp comparisons for significant effects will only be performed for
condition or interactions of electrode or hemisphere with condition, since the main
interest in the present experiment is how translation conditions differ as opposed to how
ERPs pattern more generally. While data were collected from both the onset of the

German article and the German noun, the following analyses will focus on the noun
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presentation. Only the EEG results, and not behavioral results, will be reported here as
these are of primary interest to the current experiment, and these data are of an
explbratory nature. ERPs elicited by critical nouns at representative elesitesieare
presented in Figuré.1l. For ERPs from the full 64 electrodes, please refer to Appendix

G.

F4

c3 w ez W ca

(3

Figure6.1: ERP waveforms at all 9 electrode sites for all four conditions, where CC
article, right noun; IC = wrong article, right noun; CI = right article, wrangn; and Il :
wrong article, wrong noun. Note negative plotted up.

6.2.2 EEG Results

Visual inspection of the componis revealed a general pattern of an initial
negative peak at 100 ms, consistent with an N100, followed by a positivity or P2

maximally peaking just before 200 ms. These components were followed by two
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additional negative peaks. The first of these negateaks occurred approximately 250

to 300 ms into stimulus processing, consistent with an anterior negativity or possibly an
N250. While the distribution of effects seems to concentrate over the left hemisphere and
central sites, similar patterns are alsegent over the right hemisphere. The N250 is also
followed by a negativity at around 400 ms, consistent with NR58400 pairings
documented by Holcomb and Grainger (2006, see discussion above). While the earlier
component could be characterized as a agiterior negativity (LAN), because of its
broad distribution, and also the following negativity around 400 ms, the earlier negativity
is hereafter referred to as an N23@cording to the features of the second negativity, it

is termed as N400, whicas followed by a positivity around 600 ms with a centro
parietal distribution, consistent with a response P3. This positivity, however, was not very

distinct and seems to be influenced by the preceding N400.

6.2.2.1 N250

In the analysis by hemisphere, there was a significant main effect of conéition (
(1.90, 15.20) = 6.1MMSE = 13.29 p < 0.05) and hemispherE (1, 8) = 9.00MSE =
8.83,p < 0.05), and a significant interaction of condition x electrde¢2(44, 19.54) =
3.98, MSE = 3.73,p < 0.05). To further investigate the effects of condition, three one
way ANOVAs were run on thaverage amplitudes over hemispheres for electrodes at
frontal, central, and parietal sites. Results revealed significant differences at central sites
(F (1.89, 15.13) = 5.49\ISE= 2.80,p < 0.05) and parietal site§ (1.95, 15.60) = 12.41,

MSE= 2.39,p < 0.01) but not frontal site$-((1.98, 15.81) = 1.29YISE= 3.65,p >.1).
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Pairwise comparisons using a Bonferroni correction revealed larger amplitudes at central
sites in the right article, right noun condition than the right article, wrong noun @mditi
(p < .05) and the wrong article, wrong noun conditipn<(.05). No other differences
were significant fs > .1). Similar to the comparisons at central sites, pairwise
comparisons using a Bonferroni correction revealed larger amplitudes at paristai site
the right article, right noun condition than the right article, wrong noun condpieh (
.01) and the wrong article, wrong noun conditipr(.01). Additionally, there was also a
significant difference between the wrong article, right noun condtiod the wrong
article, wrong noun conditionp(< .05). These comparisons suggest the influence of
semantic processing on translation, but do not indicate a strong influence of gender
sensitivity in translation at lateral sites, although possibly a hirinoéffect of gender
mismatch.

In the analyses fomidline electrodes, results revealed a main effect of condition
(F (2.01, 16.09) = 7.14/SE= 8.22,p < 0.01) but no main effect of electrode (1.12,
8.93) = 2.90,MSE = 38.29,p > 0.1). There was, hower, a significant condition x
electrode interactionH (2.29, 18.31) = 5.13MSE = 2.18, p < 0.05). To further
investigate the interaction, separate ANOVAs were performed for each electrode site
(FZ, CZ, PZ) revealing significant effects of condition & ¢ (2.10, 16.77) = 8.23,
MSE= 3.10,p < 0.01) and PZK (1.67, 13.30) = 11.26/ISE= 4.02,p < 0.001) but not
FZ (F (2.07, 16.56) = 1.80MSE = 4.03,p > 0.1). Pairwise comparisons using a
Bonferroni correction revealed more positive amplitudes at QBarright article, right
noun condition than the right article, wrong noun conditipn<(.05) and the wrong

article, wrong noun conditionp(< .01). At PZ, identical to CZ, comparisons revealed
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more positive amplitudes in the right article, right noundibon than the right article,
wrong noun conditiong(< .01) and the wrong article, wrong noun conditipr<(.001).
These results, similar to the results by hemisphere, suggest that participants are sensitive

to the semantic incongruence of the tramsiest but not the gender mismatch.

6.2.2.2 N400

In the analysis by hemisphet&ere were significant main effects of conditidh (
(1.83, 14.60) = 6.99MISE= 17.27,p < .01) and electrodd=((1.04, 8.36) = 7.13ISE=
58.35,p < .05), but not of hemispher& (1, 8) = 3.06 MSE= 12.66,p > .1). The main
effect of condition was quidied by a significant condition x hemisphere interactién (
(2.94, 23.48) = 6.12MSE = .66, p < .01). To follow up the significant condition X
hemisphere interaction, separate ANOVAs were conducted for amplitudes averaged over
electrodes in each hemispleResults revealed significant effects of condition for both
left and right hemispheres (lefe (1.86, 14.89) = 5.29MSE = 2.68,p < .05; right: F
(1.89, 15.09) = 8.2IMSE = 3.27,p < .01). Pairwise comparisons using a Bonferroni
correction for the I hemisphere revealed significantly more positive amplitudes in the
right article, right noun condition than the right article, wrong noun condifioh .05).
Amplitude differences between the right article, right noun condition and the wrong
article, wong noun condition approached significanpe(.1). Pairwise comparisons for
the right hemisphere revealed significantly more positive amplitudes in the right article,
right noun condition than the right article, wrong noun conditps (05) and the wmag

article, wrong noun conditiom(< .05). Like the previous results, these results seem to
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support semantic awareness in the second language learners, but not sensitivity to
grammatical gender.

In the analyses for midline electrodes, results revealedia @ffect of condition
(F (2.03, 16.27) = 8.84VISE= 9.22,p < 0.01) as well as a main effect of electroffe (
(1.13, 9.02) = 7.63MSE = 42.63,p < 0.05), but no interactior((2.32, 18.55) = 2.61,
MSE = 2.37,p < 0.1). Pairwise comparisons for the maifiect of condition using a
Bonferroni correction revealed significantly more positive amplitudes in the right article,
right noun condition than the right article, wrong noun condits (05) and the wrong
article, wrong noung < .05). Amplitudes irthe wrong article, right noun condition and
the wrong article, wrong noun condition also differed significanly (05) with more
positive amplitudes in the former condition. Pairwise comparisons for the main effect of
electrode using a Bonferroni cortien revealed marginally more positive amplitudes for
PZ over FZ p < .1) and CZ|f > .1). These results, particularly the comparison of the
conditions, again underscore the role of semantics in the processing of translations, and
the absence of an obviogender effect, at least in this sample of participants.

In summary, significant differences between conditions were found both in the
200-300 ms (N250) time window and the 3600 ms (N400) time window. The general
trend was for significant differencestbeve en t he fAyeso trials (r
transl ati on) and the two Anoo conditions
article, wrong noun condition and the wrong article, wrong noun condition). However,
there was no significant differencetiveen these latter two conditions, suggesting that
the significant difference between the fAye

the difference in semantics. The lack of a significant difference between these two
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conditions is of particulaimportance, as a difference in sensitivity to these two
conditions could have indicated a sensitivity to gender. There was also no significant
difference between the right article, right noun condition and the wrong article, right
noun condition, indicatig that these two conditions were processed similarly. In essence,
even though the for mer was a finoo conditi

correctly) and the | atter a Ayeso condit.

wrong article, righihoun condition as a correct translation.

6.3 General Discussion

Statistically there seems to be little support for gender sensitivity in this sample
of second laguage learners of German; however, visual inspection of the components at
midline sites suggests that there may be hints of an effect of gender processing. Please

refer to Figures.2

T
ER )

Figure 6.2: Waveforms for all four conditions at electrode sites FZ, CZ, PZ. Note ne
plotted up.

While the right article, wrong noun condition and the wrong artigl®ng noun
condition seem to pattern very similarly, there is a reduction in the amplitude of both the
N250 and the N400 for the wrong article, right noun condition. There is an even further

reduction in amplitude for the right article, right noun coodit If the effect had been
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purely semantic, as suggested by the statistical analysis, one would have expected the
components in these two conditions to show few differences, similar to the other two
conditions. The madlation of the components suggests that the wrong article, right noun
condition is not actually being processed identically to the correct translations. To further
explore this possibility, correct items from the wrong article, right noun condition could

be plotted against i ncorrect items from th
could also be plotted for comparison.

Due to the exploratory nature of the study at this point, it is not possible to
conclusively state whether with increasing proficig these waveforms might begin to
significantly diverge between conditions. Clearly evidence from a group of native
speakers of German who are learners of English is necessary as a comparison to the
German learner group in order to see the effect of gemaeessing in each of these

conditions.



Chapter 7

Experiment 3: Gender Assignment in Compounding

Results from the previous chapters suggest that there are constraints to late L2
acquisition of morphosyntax. The results from the gender assignmast however,
allow us to entertain the possibility that there may be sensitivity to gender processing in
late L2 learners when there is consistency in the underlying structure. This chapter
focuses on a different aspect of morphology, compounding in &egrwhich on the one
hand is more complex in that it has two (or more) components, but on the other hand is
also more regular with more systematicity: Assigning gender to German compounds
made up of two or more nouns follows the rule that the gender amitre compound
takes its gender from the final (head) constituent. If the constraints seen in the previous
experiments are due to irregularity (i.e., the arbitrariness of the gender assignment), then
late L2 learners of German may not generalize thigiliba to compounding. If,
however, the constraints are about morphosyntax in general, and given that participants
will be processing two items in parallel, one may see similar or new manifestations of
constraints in compounding. The following experimerdaswconducted together with
Experiment 1, providing the advantage of an entirely within subject design which will
enable the examination of the relationship between the processing of grammatical gender
and compounding. Given the rich and lively debate iclpslinguistic literature about

the representation of multimorphemic words and its relevance to bilingualism, before
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presenting the actual experiment, | will embark on a slight digression in order to provide

additional theoretical background to compounding

7.1 Background to Compounding

It has been argued that compounds provide a window into the first word
formation process as a tkgnddf, 2002, p.i2p0). Ortike | i n g u
abstract morphemes that are less transparent in meaning, the meaning of the individual
constituents of a compound and the relationship between the constituents tend to be more
apparent . A fAblackbihddsi bl atlerehorcel ar bi i
represents more than one <cat, but fso doe
Linguists hypothesize that in the development of language, words were initially more
concrete, and multimorphemic words tedd& be transparent compounds before
language, and morphemes, became more opaque and the relationship between the sign
and the signified arbitrary. The compound has therefore become a representative of the
initial multimorphemic process and a tool for istigating lexical processing
mechanisms in general (Libben, 2006). Recent evidence from rpekadg studies in
the monolingual domain further supports the idea that compounds behave like
morphologically complex words (e.g., Fiorentino, 2006; Shoolmamérews, 2003).

Evidence from speech errors in compounding further suggests that compounds
engage general lexical processing mechanisms (Stemberger, 2001). While speech errors
in compounds are rare, when they do occur, they pattern similar to othet $peeah

errors. For instance, constituents of a compound, just like two adjacent nouns, may
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exchange positions. Thus a speaker might p
to when adjacent words are switched, constituents of a compound etdailitesl stress,
such that the error compound and the target compound have the same stress pattern. In
the example above, the primary stress woul
on Obox6é in the target C 0 mp o uemdto display at hi s
AsyHrAticked processing of compounds (Stemberg
A general requirement of compounds is that constituents be free morphs. This
means that each constituent of a compound can stand alone as a word. (An exception to
this woudbe so <call ed Acranberry morphso (Arc
constituents does not have transparent meaning). As a result, issues which arise for
general research in word processing must also be taken into consideration for compound
processing. At He same time, constituents are morphemes, so that morphological
constraints will also play an important role in processing. In the sections that follow,

some of the research relevant to the compounding experiment will be highlighted.

7.2 Morphological Access

A crucial question is how compounds, and morphologically complex words in
general, are represented in the mind. In general there are two competing claims about
how morphology is accessed. One maintains that compounds are represented as single
words, and in another, compounds are decomposed into their individual constituents or
morphemes.Nok o mposi ti onal Awhol e wordo theories

Li sting Model, and connectionist theories,
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describe morphological access in which initial activation occurs at the whole word level
and morphological constituents play no role in word processing (see also BgBée, 1
McClelland et al. 1986). On the other extreme are compositional theories (Dell, 1986;
Levelt et al., 1999; Libben, et al., 1999; Taft, 2004; Taft & Forster, 1976) in which there
Is initial activation at the whole word level with subsequent activabibtransparent
morphemes (late decomposition) or initial activation of morphemes followed by whole
word activation (early decomposition). Within these models, several factors can modulate
activation such as semantic transparency in which only semanticaligparent words
are decomposed (Marsléfilson et al., 1994; Schreuder & Baayen, 1995) and frequency
where only infrequent words, and new forms that are not represented in the mental
lexicon, are decomposed (Caramazza et al, 1988).

Dual Route Models (I$eGunter, & Friederici, 2003; Marcus et al., 1995; Pinker
& Prince, 1988) propose an intermediate position which takes both a lexical (full form)
route and a constituent (morphological parsing) route into consideration. If they are
activated in parallela race between the two routes ensues in which factors such as
frequency, morphological productivity, and semantic transparency determine the outcome
of the race. Alternatively, each of the routes might be activated by a different word type,
in which familiar words are processed by a lexical route and unfamiliar words by a
constituent route (see also Baayen et al., 1997, Isel et al., 2003; Zwitserlood, 1994).

Partial support for a Dual Route Model comes from studies such as Koester et al.
(2004), in which prticipants were acoustically presented with -“wemstituent
compounds. In the first experiment, participants were asked to judge the gender

agreement between a determiner and the compound or compare the compound to a
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visually presented word on a semaiiasis. Even though gender in German agrees with
the right (head) constituent, gender incongruities with both the left and the right
constituent elicited lefanterior negativities (LANs), supporting morphosyntactic
decomposition. In contrast, in a seconghb&iment, when linking elements were tested,
number violations only elicited an N40O effect for head constituents, a finding which
disagrees with predictions made by {p#irsing models.

Research in the bilingual domain also seems to support aaliieimechanism
for morphological processing, identical to the one used by monolinguals. Hahne, Mueller,
and Clahsen (2006) investigated regular and irregular inflected participial inflection and
noun plurals in bilinguals, expecting different brain activatifmmsviolations of irregular
and regular forms. By this logic, irregular forms are stored agorts in the lexicon so
that misapplication of the irregular inflection would produce a lexical violation similar to
a pseudoword. In contrast, misapplicatioh a regular inflection would be seen as
combinatorial violations. ERP results confirmed findings in the monolingual domain,
where violations of regular patterns revealed a morphosyntactic P600 and violations of
irregular inflections a lexical N400.

More recent evidence further suggests that bilinguals might rely more on a full
storage route than native speakers. Silva and Clahsen (2008) investigated regular past
tense forms as well as deadjectival nominalizations (e.g., words endingss o ity)
in aseries of masked priming experiments. Results showed that unlike in native speakers,
inflected and derived word forms produced no, or reduced, priming in adult L2 learners,
supporting the idea that L2 learners store morphologically complex words as whole

lexical entries rather than decomposed units. These findings were particularly striking for
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the regulary inflected words, as these tend to show robust priming effects in L1 and are

thought to benefit most from a decomposed representation.

7.3 Frequency Issues

Frequency effects are closely related to the discussion of morphological access.
Indeed, several researchers have suggested that word frequency modulties tivbiee
is full or partial word form processing (e.g., Lehtonen & Laine, 2003). In a previous
study using Finnish, which is a highly inflected language, Lehtonin and Laine (2003)
found that balanced FinnisBwedish bilinguals decompose low, medium, afl as high
frequency words while monolinguals treated high frequency words as full forms. They
postulated that by virtue of being bilingual, participants were not exposed enough even to
high frequency words to develop full form entries. These resultgastrgtrongly with
the previously cited research by Silva and Clahsen (2008) who argue ffmrfallisting
preferences in L2 learners. Lehtonen et al. (2006) followed up on this study by comparing
Swedish monomorphemic and multimorphemic words in a stiyestigating
morphological effects in a visual lexical decision task. Swedish, unlike Finnish, is a more
morphologically limited language, thus allowing them to disentangle whether previous
results were due to bilingualism (i.e., a decrease in exposwach of the languages)
and whether morphological richness of a language would modulate these effects. In
contrast to their previous study, Lehtonen et al. found that bilinguals decomposed only
low-frequency words; in this morphologically less complexglaage, bilinguals did

indeed develop full form representations of words. They concluded that in addition to
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frequency, morphological complexity of a language plays into the type of morphological
access in bilingualism (see also Portin, Lehtonen, & Laid@6 Zor similar resultsj.

Frequency effects of constituents have, however, been taken into consideration in
compound research. Using reaction time and eyetracking in naming, lexical decision, and
sentence reading tasks, Juhasz et al. (2003) manipulateeldtive frequency of each of
the constituents in English compounds while keeping the overall frequency of the
compounds constant. They found that it was the frequency of the final constituent which
determined the effectiveness of the processing of dingpound. Juhasz and colleagues
proposed that the ending lexeme plays a crucial role in accessing the meaning of a
compound, and, if not accessed before, is coactivated with the full compound meaning.
Eyetracking research by Andrews et al. (2004) furtheggests that the elements of a
compound are activated in retrieving the whole compound word.

An additional factor which must be considered is concreteness (Crutch, 2006;
Crutch & Warrington, 2005). Crutch and Warrington reported a fundamental difference
in how abstract and concrete words are organized in the mental lexicon in a recent case
study of a patient with semantic refractoriness access disorder. Patients with this disorder
appear to be unable to understand simple verbal instructions but upondimgodulelay

of 15 to 20 seconds, vastly improve their performance. Whereas concrete words are

6 Regarding frequency effects in morphology, however, one must be aivane types of frequency
which can influence morphological patterns. Important for the proposed experiments waime
German is that in Germaih appears that phonological frequency takes precedence over morphological
frequency (Clahsen et al., 1998arcus et al.,1995; Stemberger, 2001). Thus, even though pdréeadi
enhave the same frequency as suffix¢ss argued to be the regular suffix because it generally does not
add a syllable to a word. In German, shorter words are more frequeniotigger words, indicating a
preference to keep words shofthere appears to Hétle research that considers the consequence of
frequency type (phonological vs. morphological) for the processing of compound nouns.
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organized via semantic category, abstract concepts are organized by semantic association.
In the patient of this case study, abstract concepts appeared to bedrtorelatedness
effects that are typically found with concrete words but did show semantic association
effects. In contrast, concrete words showed the expected semantic similarity effect, but
were not affected by semantic association. Crutch and Weonngterpreted this double
dissociation as a qualitative difference in the organization of abstract and concrete
knowledge within the mind. Tokowicz and Kroll (2007) further showed in a sample of
second language learners that the ambiguity of translaiodsof word meaning is
correlated with concreteness, which may suggest processing implications that are likely
to extend to compounds as well.

Closely related to the idea of abstract and concrete knowledge is the role of
transparency in word formation. &te is some evidence, however, that in production
studies, while morphology is important in speech planning, semantic transparency does
not seem to play a role in morphological preparation (Roelofs & Baayen, 2002). In a
pictureword interference (PWI) styd specifically investigating compound nouns,
Dohmes, Zwitserlood, and Bolte (2004) found that morphologically related distractors
facilitated picture naming, regardless of transparency, providing corroborating evidence
that semantically transparent and gpa words share morphemic representations.

Gumnior et al. (2006) note that previous production studies have been largely
limited to paradigms such as pictusrd interference (PWI), which, by the nature of the
task, require the use of concrete objectlisTapproach to production poses obvious
limitations to the results found in these studies and, similar to the argument advanced by

Crutch and colleagues (2005) discussed above, points to a subset of the lexicon which has
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not been tested in speech prodoctinamely abstract words. For these reasons, Gumnior
et al. (2006) introduced the use of a translation Stroop task with distractor words (cf. La
Heij et al., 1990). Results suggested that findings using a word translation task with an
increased subset abstract words had comparable results to traditional PWI studies, but
allowed the use of a larger and more varied set of materials. We followed a similar
research strategy in the current experiment by using a translation recognition task, as
discussed in Gapter 2.

A final consideration for bilinguals is the cognate status of compound
constituents. It is possible that one or both constituents of a compound are cognates
across the languages under investigation in the proposed studies (English and German),
ard this situation poses processing costs and/or benefits which may be unique 4o cross
linguistic situations. The use of crelsguistic cognates to investigate general
morphological processes has become increasingly prevalent. Indeed, empirical evidence
syports the idea that cognate words pattern very similarly to wigmguage
morphologically related words (Sanch€asas & Garcidlbea, 2005). Particularly in
the domain of primed word recognition, research suggests that cognates seem to be
represented imilarly to morphologically related words at the lexical level (Sanchez
Casas & Almagro, 1999). However, this research also suggests that cognates might pose
a special type of morphological relationship. It is important to note that these studies have
largely used language pairings in which the languages have a shared script, such as
Catalan and Spanish (e.g., Gatglhea et al., 1998; Sanch€zasas et al., 2000). Thus it
is difficult to determine whether differences between cognates and other morpHologica

effects are due to the lexical status of cognates per se, or the additional factor of an
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overlap in orthography/form (although see Gollan et al., 1997, forredasted issues that

arise with script differences across target and prime). It is clear,vieowhat form
similarity in and of itself does not define the special status of cognates (e.g.,-Garcia
Albea et al., 1996).

As reviewed above, there is increasing evidence for morphological decomposition
in monolinguals and limited evidence for decompositin bilinguals as well. The
following experiment is an initial attempt to address the representation and processing of
compounds and use of grammatical gender in late L2 learners of German. As an initial
investigation, and given the range of proficieriegted and the resulting limitation in
available materials (i.e., lower proficiency participants know fewer compounds),
variables such as world length, frequency, and AoA were not orthogonally manipulated,
and instead were kept constant across conditiByskeeping these factors constant
across conditions, and by using relatively familiar compounds, there was a bias, if
anything, towards whole word processing. In Koester et al. (2004), the finding in
Experiment 1 that native speakers of German were sengit the gender of the initial
(nonhead) constituent of a compound is somewhat surprising, particularly since other
studies have suggested that the very prosody of a word indicates that the upcoming word
is a compound (Isel et al., 2003) and becausegdmer of the initial constituent is
irrelevant in determining the gender of the compound. Prosody could act as a cue to
gender agreement, encouraging whole word processing, although the results of Koester et
al . suggest t hat a st reotr ie the linyial grocessidgp af she 6 t
compound. Previous research from the visual domain in monolinguals has also suggested

that compounds are decomposed (e.g., Zwitserlood, 1994). However, little is known



137

about how L2 learners of a gendered languageesept and subsequently process
compound words. Analogous to auditory processing, visual processing, as in the
following experiment, contains a cue to compound status in the relatively longer length of
the word in comparison to simple nouns. This cue caitdilarly act as a cue to
encourage whole word processing in L2 learners. From a frequency point of view, L2
words of are of general lower relative frequency for L2 learners, which should encourage
decomposition along the arguments that frequently usedsaare stored holistically for

ease of processing, while less frequently used words can be computed with relatively
little cost to the processing system.

One possibility is that proficiency might modulate processing, so that with
increasing proficiency,hie functional frequency in the L2 increases, leading to higher
functional frequency of the compounds and an increased likelihood of whole word
processing. Participants with lower L2 proficiency on the other hand should be more
likely to decompose compound®ne problem in teasing apart these predictions that
needs to be kept in mind is that lower proficiency participants are also less likely to know
the gender of words, so that if they do not show sensitivity to constituent gender, one

cannot be sure wheththis is due to lack of gender knowledge or processing differences.
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7.4 Experiment 3A

7.4.1 Method

7.4.1.1 Participants

The same 82 participants as in Experiment 1A participated in the current
experiment as trials for this experiment were intermixed with Experiment 1A. This
approach provided an entirely withparticipant context for both experiments within

which to examine the relationship between gender processing and compounding.

7.4.1.2 Materials

60 critical compounds were selected and distributed as follows: German has a
gender system in which nouns are marked for masculine (der), feminine (die), or neuter
(das) gender. Compound nouns take their gender from the final noun solthiatl e A wi n e ¢
i s mascul i ne (Ader Wei no) and Afgl asso i s
AWeinglasd is neuter (das Weinglas). By vi
within a compound, two types of compounds ekistgreementigreement (AA) where
the gender agrees with both the first and second constituent, and vialgteament
(VA), where the gender disagrees with the first constituent, but agrees with the second
constituent. Critical compounds were selected by choosing-noun componds, half
of which had constituents that matched each other in grammatical gender (e.ge der

RegemascWaldmasg, and half that did not match each other in gender (e.g., derSpiel
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platznasy. As a result, a total of 24 cognate and 36 noncognatg@ond nouns were
evenly divided into matched AA and VA lists, for a total of 60 critical compounds. In
addition, critical items had a close eteeone matching across language translations so
that the translation of the first constituent in German mapméal the first constituent in
English, and the translation of the second constituent in German onto the second
constituent in English as closely as possible (e.g., der Vogelkafig, the bird cage). Items
which did not have this or®-one translation relatitship were included in the fillers.

A particular consideration in choosing critical items was the issue of zero plurals
and other case forms of gender. A given form of an article sudie aan match onto not
only femininebut alsoplural. In most caseghe plural form of the noun changes in a
distinct way (e.g., die Katzg die Katzegsy, but in some cases, no change to the noun
takes place (e.g., das Zimme# die Zimmef,omd. Similarly, der can either indicate
nominative masculine singular, ogenitive feminine singular/genitive plural (die
Bursteom der Blrstg). Care was taken to choose items so that in the violation
conditions (AV, VV, VA), the presented article could not be a plausible gender for a zero
plural or a gender in another cdeem.

Lists of AA and VA were matched as a group based on Leipzig Frequency
(Quasthoff, 2002) followed by word length for the total compound, constituent frequency
and word Il engths and frequency in English
generally matchd itemby-item as closely as possible and then across participant lists
and conditions. Tablé.1 shows mean values for each compound group on each of these
properties. For the full set of items, pleasteréo Appendix H. Some compounds insert

linking elements between constituents. These were avoided if adding the linking element
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created a plural form of the constituent. Since some items carry not only grammatical but
also biological gender, items withatogical gender were excluded, including jobs such

as 6die Gesch2aftsfraud. Only singular noun
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Table7.1: Characteristics of Critical Compound Itenm German and English

(;(;\mpound\'%pe Significance
German Compound  Class Frequency Leip:  14.70 14.83 0.80
(2.25) (1.78)
CELEX Log Frequency 0.22 0.29 0.61
(0.38) (0.47)
Word Length 10.97 10.47 0.40
(2.24) (2.34)
Constituent 1 Leipzig Frequency 10.07 10.50 0.42
(1.89) (2.24)
CELEX Log Frequency 1.50 1.45 0.71
(0.65) (0.55)
Word Length 5.20 5.20 1.00
(1.16) (1.69)
Constituent 2 Leipzig Frequency 10.77 10.43 0.65
(2.47) (3.15)
CELEX Log Frequency 1.29 1.42 0.48
(0.69) (0.67)
Word Length 5.77 5.17 0.18
(2.03) (1.29)
English Compound  Word Length 9.90 10.27 0.61
(2.22) (3.27)
Constituent 1 Word Length 5.13 5.17 0.94
(1.55) (2.00)
KF Frequency 99.50 108.27 0.83
(148.26) (173.94)
CELEX Frequency 119.25 129.96 0.82
(177.46) (181.01)
CELEX Log Frequency 1.70 1.82 0.65
(0.62) (0.42)
Familiarity 578.56 582.19 0.76
(48.06) (37.67)
Age of Acquisition 275.84  277.26 0.96
(91.31) (87.10)
Imageability 572.15 576.56 0.82
(75.96) (66.29)
Constituent 2 Word Length 4.73 5.10 0.41
(1.53) (1.86)
KF Frequency 105.82 139.83 0.44
(138.74) (187.31)
CELEX Frequency 166.96  144.68 0.78
(384.66) (185.97)
CELEX Log Frequency 1.78 1.85 0.64
(0.60) (0.60)
Familiarity 558.83 572.81 0.29
(54.42) (43.34)
Age of Acquisition 264.55 283.05 0.50
(75.71) (100.89)
Imageability 532.31 544.93 0.59
(85.97) (87.65)
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Two lists were created where the critical compounds were assigned a different
determiner in the second list. Items which were previously in the AA condition (der
Regenwald) now were part of the VV condition (*das Regenw@&ldilarly, items in the
VA condition (der Spielplatz) were assigned a determiner which agreed with the first
constituent, creating the AV condition (*das Spielplatz). An item which appeared in the
AA condition and VA condition in the first list would appea the VV condition and AV
condition in the second list, and vice versa. For a given list, half of the critical items
would appear in the fiyeso condition, and h
were therefore created, 24 cognate and 36 ogmate compounds, where half would
require a fAyeso response and half would re
gender agreement but based on translation accuracy (e.g., THE MAILBOER
ESSTISCHining tanld- The same compound fillers were dder both lists and contained
equal numbers of AA and VA items. Compound fillers were matched on length and
frequency to critical items across lists and conditions, but not individually matched item
by-item. In addition, 112 single nouns were added &exdilfor Experiment 1. None of
the individual constituents were repeated as constituents of another compound either in
the critical items or in the filler items, and none of the constituents appeared as simple
nouns in the filler items. In this way, paigiants only saw a given constituent once in the

entire experiment.
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7.4.1.3 Procedure

The same procedure as in Experiment 1A was used. Of particular importance is
the fact that compound nouns were presented visually as a whole on the screen (e.g.,

ESSTISCH, not ESS then TISCH).

7.4.2 Results and Discussion

7.4.2.1 Yes Trials

Anal yses of the Ayeso trials showed a
participant analysisH1(1, 81) = 10.29MSE= 10351.57p < .01;F2(1, 58) = 2.95MSE
= 23833.86,p < .1), with significantly fasdr participant latencies in the violation,
agreement condition, VA, than in the double agreement conditionMMA VA = 1221
ms, AA = 1272 ms). Analyses for accuracy data confirmed these results, with a main
effect of compound type in the participant & F1(1, 81) = 9.09MSE= 113.87p <
.01;F2(1, 58) = 2.37MSE= 158.75,p > .1), where participants had significantly higher
accuracy scores in the VA than in the AA conditiMil( VA = 78.52 %, AA = 73.50 %).

Figure7.1 provides a summary of the findings.
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Figure7.1: Mean translation accuracy and mean response latencies for Eaglistal
learnes as a function of compound condition where AA = agreement, agreement (
gender of the compound agrees with both constituents) and VA = violation, agr
(i.e., the gender of the compound agrees with only the second constituent).

7.4.2.2 No Trials

Analyses of the fAnoo trialsFa<elywtal ed
equivalent response latencies in the agreement violation condition, AV, and the double
violation condition, VV M1: AV = 1562 ms, VV = 1557 ms). In the accuracy analysis, a
main effect of compound type was fourfell(1, 81) = 22.24MSE = 74.59,p < .0Q1;

F2(1, 58) = 5.16MSE= 115.65p < .05), with higher accuracy scores in the VV than the
AV condition M1: VV = 26.04 %, AV = 19.68 %). Figuré2 provides a summary of the

findings.
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Figure7.2: Mean translation accuracy and mean response latencies for Eaglistal
learners as a function of compound condition where VV = violation, violation tfie
gender of the compound violates both constituents) and AV = agreement, violati
the gender of the compound violates only the second constituent).

7.4.2.3 Proficiency in Compounding

Next, the role of proficiency in modulating these effect was investigated. Unlike
in Experiment 1A, participants could not be divided actwydlo L2 proficiency based on
their accuracy in the gender assignment task because investigation of the homogeneity of
variances using Leveneb6s test indicated th
different from each otheF(1, 80) = 16.22p < .001 for the AA condition, anB(1, 80) =
6.38,p < .05 for the AV condition). Attempts to transform the data using the natural log,
inverse square root, reciprocal, square root, square, or cube failed to equalize the
variance.

Instead, a difference sawas computed for response latencies between the AA
and VA condition fi&A), ahdite AViane \8Vocontition farlthe ( A A

~

Anoo t rMM)l,s anAdvV correlations with particip
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perfor med. F ost differénees lfetwweea the tiva memdures appear to be
positively rel ated t o participants?o Scor e
correlation was not significant € .067,p> . 1) . For the finoo trial
the two measures appearice negati vely correlated to par
assignment task, but this correlation was again not significamt-(13, p > .1). These
preliminary analyses suggest that proficiency may not modulate sensitivity to gender in
compounding.

The results of these analyses suggest that ErGksiman L2 learners may in fact
be sensitive to gender in compounding to a limited degree. For correct translation trials,
participants showed significantly faster and more accurate responses to item¥ M the
than the AA condition. Conversely, for the incorrect translation trials, participants were
more accurate to reject compounds in the VV than the AV condition. Proficiency,
however, did not appear to modulate these effects. In some respects, theges fandin
puzzling, because the direction of the effects in the correct translation trials goes against
the predictions, in which faster responses were predicted for the AA condition. One
possibility is that participants simply knew the compounds in the \fAlition better, but
this would not explain the reversal of the effect for the incorrect translations, in which
one would then predict faster rejection of items with which participants were more
familiar, in this case the AV condition. These unexpectediteesuill be discussed in
greater detail in the general discussion.

Similar to Experiment 1B, in a next step, the paradigm was used with a group of
GermanEnglish L2 learners in order to further investigate compounding. Like the caveat

in Experiment 1A and.B, direct comparisons between language groups are difficult to
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make since the EnglisBerman group performed forward translation, but the German
English group performed backward translation. Results of the study, however, can still
provide insight into hev gender processing may proceed in compounding and as a result

may shed light on the previous results of the EngBgihman bilinguals.

7.5 Experiment 3B

7.5.1 Method

7.5.1.1 Participants

The same 35 participants as in Experiment 1B participated in the present

experiment.

7.5.1.2 Materials

The same materials as in Experiment 3A were used.

7.5.1.3 Procedure

The same procedure as in Experiments 1A, 1B, and 3A was followed.
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7.5.2 Results and Discussion

7.5.2.1 Yes Trials

Amongthe Germatng !l i sh | earners, analyses of
effect of compound typeFQ(1, 34) = 1.67MSE= 4490.23p > .1;F2 < 1, M1: VA =
967 ms, AA = 988 ms)Analyses for arcsin transformed accuracy data reveatedia
effect of compound type~(Q(1, 34) = 34.31MSE = 64.89,p < .001;F2(1, 58) = 5.89,
MSE = 170.56,p < .05), where participants had significantly higher accuracy scores in
the VA than in the AA condition (uncorrectdil: VA = 94.86 %, AA = 86.10 %dVI2:

VA = 94.89 %, AA = 86.13 %). Figuré3 provides a summary of the findings.
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Figure7.3: Mean traslation accuracy and mean response latencies for E+gésimal
learners as a function of compound condition where AA = agreement, agreement
gender of the compound agrees with both constituents) and VA = violation, agr
(i.e., the gender dhe compound agrees with only the second constituent).
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7.5.2.2 No Trials

Anal yses of the fAnoo trials reveimtheed a s
participant analysisH1(1, 34) = 15.88MSE= 3982.00p < .001;F2(1, 58) = 3.21MSE
= 16866.78p < .1), with faster response latencies in the agreement violation condition,
AV, than in the double violation condition, VMML: AV = 951 ms, VV = 1011 ms).
Analyses for arcsin transformed accuracy data revealedin effect of compound type
in the participant analysis=1(1, 34) = 5.48MSE= 51.44,p < .05;F2 < 1),with higher
accuracy scores in the AV than the VV condition (uncorrebtédVV = 88.76 %, AV =

91.62 %). Figur&.4 provides a summary of the findings.
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Figure7.4: Mean translation accuracy and mean response latencies for Haglistal
learners as a function of compound condition where VV = violation, violation (i.¢
gender of the compound disagrees withhbminstituents) and AV = agreement, viola
(i.e., the gender of the compound agrees with only the second constituent).
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7.5.2.3 Proficiency in Compounding

To explore the possible role of L2 proficiency in modulating these translation
effects, a difference scor eAAJa sa nadg ati hne cflonnopc
(VV-AV) and correlated with L2 seffiting scores, since the scores on the gender
assignment task in the participantsod L1 wc
knowledge. Results revealed a negative correlation between latency differences and L2
selfratings, but this correlation was not significamt< -.086, p > .1). Likewise, the
positive correlation between gatifgfwasmeonces ©C
significant ¢ = .187,p > .1). These results suggest no modulation of gender ségsitiv
compounding by L2 proficiency.

Similar to the EnglistGerman L2 learner group, there seems to be partial support
for gender sensitivity in compounding within the translation recognition paradigm.
Accuracy data for t hentiihighes accutacyirates is judgiegv e a | e
translations in the VA condition than the
both faster response latencies and higher accuracy scores for the AV condition than the
VV condition. This sensitivity, howeverdoes not seem to be modulated by L2

proficiency.

7.6 General Discussion

Across both language groups, there is evidence that participants processed
compounds in&ch of the conditions differently. One difficulty in interpreting the results,

especially for EnglistGerman L2 learners, is the inability to control for individual
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learner knowledge of compounds. Since, by virtue of the stimuli, different items had to
beused in each condition, it is plausible that compounds in one condition may have been
better known to learners than compounds in the other condition. While the items were
matched on native speaker norms, they were not matched for norms based on the present
EnglishGerman L2 sample, which may have lead to betvemamlition variance. Future
work would need to account for this individual learner variance in order to address the
contribution of compound type to processing differences.

While the pattern of datbetween language groups is not identical, it is striking
that both the Engliskeerman and the Germdnglish L2 learners show differences in
the VA over the AA conditi o+Gerfanil? ldagneggss 0 r e ¢
showed faster response latencesd higher accuracy scores in the VA condition,
GermanrEnglish L2 learners showed higher accuracy scores, but no latency differences.
Assuming that item variability is not the source of these effects, this finding may point to
the fact that these two langge groups process these types of compounds similarly.
Further, these results suggest that both groups may be sensitive to the internal gender
violation/agreement between constituents and by extension may point to decomposition
of the morphemes. If parfmants had been processing the two types of compounds as
whole units, one would have predicted no differential pattern across conditions. The lack
of an effect in the reaction time data of the Gertgaglish group, however, sheds some
doubt on this intermtation, as one would have expected a differential cost in processing
as well. And yet, Germaknglish L2 learners also show a dissociation between the
groups in both response | atency and-respon

Germangrouponlg hows t his effect for the fAnod tri
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the opposite direction (higher accuracy in the VV than the AV condition). The fact that

results are less clear for the Engisle r man group for the fAnoo
given the already established fact from Experiment 1A that rejecting translations based

on their gender is a difficult task. If anything, response accuracies are even lower in the

present experiment (between 20 and 25 % as opposed to 30 or 35 %).

A particularl relevant factor for the present results is the fact that participants in
both language groups are engaging in two tasks, one semantic, and the other grammatical,
as they complete the translation recognition task. For the Er@ésiman L2 learners,
the £mantic task of matching the content of the nouns across translations might be easier
relative to the task of judging the gender accuracy for a given translation. For the
GermanrtEnglish L2 learners, the reverse should be true, where judging the gender
accuacy is easy (since this is based on their knowledge of their L1), but judging the
semantic match of the two words could be more difficult. These differences may help
explain the differences both across fAyeso
Onre way to dissociate the semantic and grammatical effects would be to use a different
paradigm which does not require the use of both types of judgment. A task similar to
Hofmann (2006) might provide such a paradigm, in which participants are shown an
adjedive such agemininge masculine or neuterwhich is followed by a German word.
Participants then decide whether the pairing is correct or not. To approximate the present
paradigm, participants could be shown the actual article followed by the nouni(DER
SPIELPLATZ) and then decide whether the pairing is correct or not. A traditional
translation recognition paradigm could be used to investigate semantic effects, in which

participants would judge translation presentation such as PLAYGROUND
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SPIELPLATZ. Bycompleting additional tasks such as these, it may be possible to begin

disentangling the independent contributions of semantic and grammatical processing in

translation recognition.



Chapter 8

General Discussion

In the past decade there has been a notable increase in research investigating
bilingualism and second language (L2) learning. Many recent studies suggest that the
cognitive artitecture underlying L2 performance is remarkably adaptive to
accommodate acquisition of a new language. However, some limitations remain. The
goal of the present study was to further clarify constraints to language learning and help
address questions aliolt2 learning that have not yet been fully resolved. The
experiments examined the degree to which L2 learners and proficient bilinguals are able
to fully access grammatical and morphological features of the L2. The specific aim of the
study was to identifyhe ability of intermediate and advanced Engl&érman bilinguals
to comprehend the assignment of grammatical gender and to interpret the meaning of
compounds. Grammatical gender is a feature that is typically considered difficult to
acquire in the L2. &ticularly for those whose native language does not mark gender,
such as English, the question has been raised whether full acquisition of gender can take
place and under which circumstances. The current study aimed to contribute to the
resolution of curent debates about the degree to which L2 learners can acquire and
process subtle aspects of the mative language. In this chapter, the major findings of
each of the experiments will first be summarized. Results will then be interpreted within

the contek of the developmental and representational issues raised in Chapters 1 and 6.
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After addressing some additional considerations, general conclusions will be made and

further directions will be proposed.

8.1 Summary of Findings

Experiment 1A set out to investigate the sensitivity of L2 learners of German to
grammatical gender and introduced the paradigm of translation recognition with simple
nouns as a way to invegéte gender processing in L2 learners. An additional goal of the
experiment was to investigate the role of proficiency in modulating sensitivity to gender
in late L2 learners. Results indicated that participants had particular difficulties in
rejecting corect noun translations with the wrong gender. An increase in proficiency did
not change how gender was being processed: While performance improved overall with
increasing proficiency, even the more advanced learners continued to show difficulties in
judging the wrong article, right noun condition. With increased proficiency, they also did
not show sensitivity to the gender of wrong translations when it matched the gender of
the correct translation. In contrast, results from Experiment 1B with GeEmgish L2
learners showed robust gender effects, in which participants took longer to reject wrong
translations whose gender matched the gender of the correct translation compared to
translations whose gender did not match that of the correct translation.sRegidiest
that native speakers of German are sensitive to gender matches and mismatches across
translations, and leave open the possibility that L2 learners of German who achieve
nativelike language competency may eventually begin to show sensitivityehdeg

using this task.
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In a next step, data from the gender assignment task were analyzed by choosing
words from the critical items which corresponded to three types of gender assignment
patterns: typical, in which nouns endingimare typically assignethe feminine gender;
ambiguous, in which nouns ending in a consonant are either assigned the masculine or
neuter gender; and atypical, in which nouns ending in a consonant are assigned the
feminine gender or nouns ending iie are assigned the masculine meuter gender.
Results suggested that both Englisérman L2 learners and Germanglish L2 learners
were sensitive to this gender distribution. Both groups showed slower response times and
decreased accuracy in assigning gender to nouns with ambigeadsrgassignment
patterns. EnglisiGerman L2 learners, however, showed an additional dissociation
between the three levels. While Gerntamglish learners had similar response times and
accuracy rates on the typical and atypical categories, Ef@@ksman éarners showed
significant differences between all three categories, with fastest response rates in the
typical category, followed by the atypical category and then the ambiguous category.
Analyses by proficiency group showed that this dissociation betaletree levels held
only for higher proficiency Englisserman learners, suggesting, unlike the proficiency
results of Experiment 1A, that proficiency modulates sensitivity to gender in a task that is
mor e under t he part i ci paggestotsat witlo mereased . Th
proficiency, L2 learners of German become more sensitive to the phonological
distributions in the L2, which may be a way that they are able to behaviorally
approximate nativike gender use.

In Experiment 2, ERPs were used lwihe same paradigm and similar materials

from Experiment 1 to investigate the possibility that the timing parameters of Experiment
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1 may not have been sensitive enough to detedinergender sensitivity. Preliminary

data from Experiment 2 statisticabhowed no sensitivity to gender in noun processing

in the sample of 9 participants and underscored the sensitivity of L2 learners of German
to semantics in translation. Together with the results from Experiment 1, the statistical
results from Experiment uggest that more dime measures are able to distinguish L2
performance from native performance, showing an inability to exploit genderlineon
processing. Visual inspection of the components, however, indicated a reduced amplitude
for both the N250 rad the N400 in the wrong article, right noun condition and a further
reduction in amplitude for the right article, right noun condition for both of these two
components. Had the effect been purely semantic, one would have expected these two
components tohow similar amplitudes. There is some indication therefore that there
may be the beginnings of a sensitivity to gender in this sample of participants. Further
testing with a larger sample is needed to tease apart these effects.

In the final experiment, LZender processing was used as a way to investigate
how morphologically complex words are represented in the L2 mental lexicon. The same
paradigm as in Experiments 1 and 2 was used, but this time with German compound
words. Results for the Englisherman 12 group in Experiment 3A revealed sensitivity

i n processing internal gender agreement

Anoo trials, although the pattern of dat a

however, did not appear to modte these effects. Germa&mglish L2 participants in

Experi ment 3B also showed sensitivity to

Anoo trials, but again not in the predict

these effects.

r
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Together, the redts of these experiments confirm previous results on the
difficulty of L2 gender processing in German (e.g., Sabourin, Stowe, & de Haan, 2006)
and also appear to show dissociations between tasks that require more automatic
processing (Experiments land&2nd t hose that are under the
gender assignment). While clear developmental patterns exist in the data, showing faster
and more accurate performance with increasing proficiency, increasing proficiency itself
does not appear tbe sufficient to modulate these effects, nor confer ndittee
processing of gender. Overall, L2 learners of German in this sample of participants
remained relatively insensitive to grammatical gender idiren processing, although
there are hints in thERP data, as well as Experiment 3, of an emerging sensitivity to
gender. The analysis of the gender assignment data also suggests that L2 learners may
rely on distributional properties of gender to bootstrap their way into the gender system,
displaying amore nativelike behavior (distinct from nativéke processing) on typicaly

marked nouns.

8.2 Implications for Late L2 Learning

8.2.1 The Critical Period Hypothesis

In Chapter 1, several models of L2 learning were introduced which explicitly or
implicitly address the claims of éhCritical Period Hypothesis. In the Failed Functional
Feature Hypothesis (Hawkins & Chan, 1997), the ability to learn language features

becomes difficult to impossible after a critical period. The Full Transfer/Full Access
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Hypothesis (Schwartz & SprousiE96), on the other hand, proposes that L2 learners can

develop language structures unique to the L2 even after a critical period. In the
Competence Deficit Approach (Jiang, 2000), incomplete lexical representations of L2
specific features hamper automatiut not explicit, processing. Computational models
(Bates & MacWhinney, 1981) and statistical learning models (Saffran, Aslin, & Newport,
1996) were also considered, which draw on shared cognitive learning mechanisms and
linguistic cues and distributiohprobabilities that drive language learning.

The evidence as provided by the current study suggests constraints on the extent
to which this sample of late L2 learners had learned grammatical gender at the point in
language development at which they wemstéd. Taking these constraints into
consideration, within the possibilities framed by the theories above, three general
explanations of the data are possible:

First, L2 learners are not acquiring the structure, eithdmenor oftline, which
would provde evidence for a hard constraint on the late acquisition of grammatical
structures not present in the L1. The fact that Englishman participants are showing
some sensitivity to gender would suggest that a strong version of a hard constraint (i.e.,
Hawkins & Chan, 1997) is not tenable.

A second possibility is that L2 learners are acquiring the structure but using a
gualitatively different computing structure. This possibility would be similar to the
Competence Deficit Approach, suggesting difficultiesonline processing, but the
ability to use strategies and rules for more successful explicit processing. In fact, this
possibility concurs with the data presented in the current study, which showed particular

difficulties for L2 learners of German in geriments 1 and 2, but revealed sensitivity to
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gender rules and distributional properties in the analysis of the gender assignment task. In
the less speeded and more explicitly gerfdeused gender assignment task, participants
showed a sensitivity to gdar for a subset of nouns with a particularly salient
phonological marking, and sensitivity to these cues increased with increasing proficiency.

A third possibility is that late L2 learners may approximate the behavior of native
speakers, but not have tbegnitive resources to respond quickly enough. As a result, this
slower time course leaves the system more open to other effects. The seeming salience of
the semantics for L2 learners in the translation recognition task documented here and
elsewhere (Sundman & Kroll, 2006) seem particularly relevant for this point. It is
possible that a decrease in the availability of cognitive resources and the resulting slower
processing speed of the Engh&erman L2 learners left the system more open to
semantic effets. Significantly, the GermaBnglish L2 group was still sensitive to gender
effects despite the semantic nature of the task, suggesting their ability to deemphasize
semantic information in performing the translation task. Particularly relevant to tiis thi
possibility is research such as that by McDonald (2006), who showed that native
speakers, when put under cognitive stress or load, actually perform likeatige
speakers. Similar to the pattern seen in L2 learners, these native speakers showed
partiaular difficulties with some structure such as the regular past, while other structures
such as word order seemed less susceptible to stress.

While the pattern of data presented in this study cannot fully distinguish between
the latter two alternatives, ére does seem to be enough evidence to reject the strong
version of the Failed Functional Feature Hypothesis which constrains acquisition of L2

specific features to a critical period.
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8.2.2 Representation of Gender in the L2 Lexicon

Chapter 2 also addressed several monolingual models of gender representation in
the mental lexicon. To review briefly, in the Intralexical Mb{feodor, 1983; Swinney,
1979), the grammatical gender of a noun is part of its lexical representation. Gender
information becomes activated with the appearance of the gendered article and can
therefore show prelexical or lexical effects with the activatod the noun. Interactive
Models (Bates, Devescovi, Hernandez, & Pizzamiglio, 1996) are most consistent with
computational learning models and conceive of a nonmodular view of the lexicon in
which semantic and syntactic context interact with lexical @®ing. In this account,
gender can serve to constrain lexical access, and, similar to the Intralexical Model, also
predicts prelexical and lexical effects. Prelexical effects assume that participants are
predicting lexical candidates based on the availabl#extual semantic and syntactic
information in order to narrow the possible selection. Seeing a gendered article would
thus preactivate lexical items of the same gender (for a more detailed description of this
process, see Friederici & Jacobson, 1999).

These two theories can be distinguished from the Checking Model by Friederici
and Jacobson (1999), whereby gender becomes activated with the appearance of the
gendered article, but is only used in a gesgical checking mechanism after activation of
the roun. Recall that previous research has questioned the viability of the Checking
Model for L2 gender processing (Taraban & Kempe, 1999) on the basis of the difficulty

L2 learners display in learning gender in the first place.
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The validity of these theoridsas been largely tested in lexical decision tasks and
gender priming studies. In the present study, due to the nature of the task, an additional
variable involving semantic priming becomes relevant. Assume that a participant sees the
translation pairs THBDOG (der Hund) DER TISCH (the table). Upon seeing the word
dog the translation equivaletund should become activated. In a postlexical checking
view, the articleder does not become relevant until after the German ndistch
becomes activated, athieh point the translation should have been rejected. The article
should bear no effect on the translation decision. According to a prelexical account, the
article would send activation to other masculine (der) words, including the kwurd
The wordHund has now received activation from the English noun and the German
article, and this additional activation must be overcome for the participant to reject the
wrong translation. The prelexical account, but not the postlexical account, would predict
different processing between this condition and a condition in which the gender does not
match the gender of the translation (e.g., THE DOBIE PUPPE (the doll)). It would
seem that a prelexical account could account best for the Géingdish L2 speaker
resultswith longer latencies in the right article, wrong noun condition as illustrated
above. The fact that EnglisBerman L2 speakers do not show this effect could suggest
that their lexical representations are incomplete (Jiang, 2000), so that seeing adgendere

article does not spread activation to the relevant noun.
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8.2.3 Morphological Access

As discussed in Chapter 6, an imjamt question in both the monolingual and
bilingual domain that has not yet been fully resolved is how morphologically complex
words are represented in the mind. While some theories claim morphologically complex
words are represented as whole words (Bwibeth, 1983), others have argued for
decomposition of words (Taft, 2004) or even a race model between these two possibilities
(Gunter & Friederici, 2003). Research reviewed in the bilingual domain is no less clear
on how the bilingual mind processes wor@s one hand, there seems to be evidence for
decomposition of L2 words (e.g., Lehtonen & Laine, 2003), while on the other, a default
to treat morphologically complex L2 words as whole units (Silva & Clahsen, 2008). The
results of Experiment 3 on gendeopessing in German compound nouns provide some
preliminary evidence to these questions, suggesting the possibility of decomposition in
both EnglishkGerman and Germalanglish L2 learners.

One limitation in Experiment 3 was that by virtue of testing a braade of L2
proficiencies, materials had to be relevant to lower proficiency participants. As a result,
items could only be selected from a small pool of possible compounds, and item
characteristics such as frequency and length, while controlled, coulik rothogonally
manipulated. Past research as reviewed in Chapter 5 has pointed to the relevance of these
factors in bilingual decomposition (e.g., Portin, Lehtonen, & Laine, 2006), and future
research would need to attempt to account for their influemcd.2 processing of

compounds.
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Another limitation in the present investigation is that the results of Experiment 3
in many ways depend on the presupposition of gender sensitivity in late L2 learners. As
the results of Experiment 1 and 2 illustrated, amdiacussed above, this assumption may
have not been met in this sample of Englidrman L2 learners. However, while
alternate explanations of the data are possible, there does seem to be some evidence in

both language groups for decomposition.

8.3 Additional Considerations

An important additional consideration introduced briefly in this chapter and in
previous chapters is the extent to which the nature of tkebtases participants towards
semantic processing. On the one hand, participants might not be able to access
grammatical structures within the timeframe of the experiment, particularly if it is a later
lexical process (Friederici & Jacobson, 1999). Ondtieer hand, the task itself might
minimize the influence of grammatical processing, making the reduced gender sensitivity
in the present experiments less surprising. By focusing on translation which typically
emphasizes semantic matches or mismatches éetwerds, gender processing may not
have come to bear on the translation decision being made.

Another possibility is that the language environment plays a role in modulating
gender sensitivity. It is possible that, with enough context, sensitivity to gémdiee
EnglishGerman learner group would begin to emerge. Research such as Schwartz and
Kroll (2006) looking at bilingual language processing in sentences suggests that the

sentence context only exerts an influence under high constraint conditiortsicinnizh
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semantic cues were available (see also Van Hell, 1998; Duyck, Van Assche, Drieghe, &
Hartsuiker, 2007). The fact that many studies investigating gender have looked at these
effects in sentence contexts offers the possibility that the broadeirstiegframework
around the noun phrase may in fact be relevant.

The more global context around the L2 may also be important in influencing
gender processing. Research by Linck, Sunderman and Kroll (in preparation) showed that
immersion context affects ttability to suppress the L1, while findings by ElstGiittler,

Gunter, and Kotz (2005) suggest that the language environment influences priming
effects in sentence processing. In the study by ElGtatler and colleagues, by
preceding the alL2 task witha movie in either the L2 or the L1, crdamguage priming
effects were either absent (after watching the L2 movie) or enhanced (after watching the
L1 movie) leading the researchers to propose that the preceding L2 exposure allowed
partici pamttsoot a hfez da2m tih eaerghage effexts. A dolow i n g
up study to the current experiments which could address the idea of more global context
effects would be to test Englisherman participants immersed in the L2 environment.
Inducing the zoomedto L2 mode may be critical in developing sensitivity to subtle
grammatical features of the L2. Analagous perhaps to a developmental stage, zooming
may serve a similar purpose as the retrieval of the L1 translation equivalent in mediating
the L2, as propsed in the Revised Hierarchical Model (Kroll & Stewart, 1994). In the
proposal of the RHM, the L1 provides a temporary scaffold until the L2 learner can
directly mediate the L2. Similarly, immersion contexts may serve as a stepping stone in

developing grenmatical sensitivity.
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8.4 Conclusions and Future Directions

As indicated earlier, the merging of semantic and lexical processing in the current
paradigm makes difficult to tease apart the independent contributions of each, although
investigating gender processing in a context that merges semantic and lexical processing
was at the same time an important innovation of the current study. An important next step
would be to investigate the individual influence of each using an adapted, or different,
paradigm. As proposed at the end of Experiment 3, a typical translation recognition task
with bare noun translations in conjunction with a gender matching task may tbegin
address this question.

The current study thus provides more evidence to the growing body of literature
documenting constraints to L2 learning. Particularly the lack of modulation of effects by
proficiency points to the extreme difficulty in learningrteén L2-specific language
structures. By investigating a structure particularly difficult to acquire, however, the
approach to ultimate attainment was conservative, leaning if anything towards a null
result in findings. In this respect, the glimpses afidgr sensitivity in both the gender
assignment task, in trends of the ERP data, and in the compound study are particularly
hopeful, suggesting that perhaps with a broader sample of proficiency, or more
participants with a higher L2 proficiency, and withspilble methodological adaptations,

gender sensitivity may begin to emerge.
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Critical Items for Picture Naming Task

Appendix A

Picture ltem Purpose English name Length Log Fred German name Length Log Fred
AIRPLANE experimental airplane 8 1.9 flugzeug 8 4.3
APPLE practice apple 5 3.4 apfel 5 2.6
BAT practice bat 3 2.7 fledermaus 10 1.4
BELT experimental belt 4 3.3 guertel 6 2.1
BICYCLE experimental bicycle 7 1.8 fahrrad 7 4.9
BIRD experimental bird 4 0.0 vogel 5 3.7
BOOK practice book 4 6.1 buch 4 5.2
BOTTLE experimental bottle 6 4.8 flasche 7 3.6
BOY experimental boy 3 5.9 junge 5 4.2
BREAD experimental bread 5 4.3  brot 4 3.4
BUTTERFLY experimental butterfly 9 2.4 schmetterling 13 1.4
BUTTON experimental button 6 3.3 knopf 5 25
CAKE experimental cake 4 3.6 torte 5 1.1
CAR experimental car 3 5.9 auto 4 4.8
CHAIR experimental chair 5 4.9  stuhl 5 3.7
CHEESE practice cheese 6 3.5 kaese 4 2.1
CHERRY experimental cherry 6 2.1  kirsche 7 1.4
CHURCH experimental church 6 5.2  kirche 6 54
CLOCK experimental clock 5 3.7 uhr 3 6.6
Cow experimental cow 3 3.7 kuh 3 3.7
CROWN practice crown 5 3.2  krone 5 3.3
CUP experimental cup 3 4.4 tasse 5 2.4
DOG experimental dog 3 4.8 hund 4 4.1
DOOR experimental door 4 6.0 tuer 3 4.8
DRESS experimental dress 5 45 kleid 5 3.7
EAR experimental ear 3 45 ohr 3 3.9
EGG experimental egg 3 45 ei 2 3.9
EYE experimental eye 3 6.3 auge 4 5.7
FLOWER experimental flower 6 4.5  blume 5 35
FOOT experimental foot 4 5.8 fuss 3 4.6
FORK experimental fork 4 2.8 gabel 5 1.6
GIRL experimental girl 4 6.1 maedchen 7 5.4
GLASSES experimental glasses 7 3.5  brille 6 29
GLOVE experimental glove 5 3.0 handschuh 9 2.3
GRAPES experimental grapes 6 0.0  weintrauben 11 0.0
HAIR practice hair 4 5.3 haare 5 4.3
HAT practice hat 3 4.2  hut 3 3.0
HEART experimental heart 5 51 herz 4 5.0
HORSE experimental horse 5 49 pferd 5 4.2
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3.3
2.2
4.3
4.3
14
3.7
2.1
4.2
2.6
3.2
0.0
1.6
1.4
1.8
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3.3
2.5
0.0
3.6
3.1
2.6
2.7
3.3
2.4
2.9
1.9
1.9
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4.8
4.2
1.6
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Notes®Baayen, Pepenbrock, & Gulikers, 1995)



Appendix B

Language History Questionnaire

Subject Number: Date:

This questionnaire is designed to give us a better understanding of your experience with
other languages. We ask that you be as accurate and as thorough as possible when answering the

following questions.

Part |

1. Gender:

2. Age: years

3. Do you have any known visual and/or hearing problems (either corrected oreghed)?
¢ No
¢ Yes [Please explain:

4. Native Country/Countries (Please check all that apply.)
¢ United States
¢ Other [Please specify: ]

5. Native Language(s) (Please check all thatiyap
¢ English
¢ Other [Please specify: ]

6. Language(s) spoken at home. (Please check all that apply.)
¢ English
¢ Spanish
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¢ German

¢ Chinese

¢ Other [Please specify: ]
Part Il

The next section of the qutionnaire deals with your second language learning

experience.

7. Have you studiednysecond language(s)?
¢ NoA If NO, please go to Part IV (on the final page of this questionnaire).
¢ YesA If yes, which languads)?

8. If you studied any second language(s) before cqllg@gase check all of the following that
apply and indicate the starting age and length of study for any second language(s) learned
before college.

¢ Home/Outside of Schodl Language(s):

Starting age? For how long?
¢ ElementarysSchooli Language(s):

Starting age? For how long?
¢ Middle Schooli Language(s):

Starting age? For how long?
¢ High Schooli Language(s):

Starting age? For how long?

9. Have you studiednysecond language(s) in cefje?
¢ NoA IfNO, please go to Question # 13.
¢ YesA Ifyes, which languade)?

For how long?

Less than one semester
1-2 semesters
3-4 semesters
5-6 semesters
7-8 semesters
8+ semesters

O 00000
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10. Please list the mostdvanced second language course(s) you have completed in college:

11. Are you currently taking at least one second language course in college?
¢ No
¢ YesA |Ifyes, which courgs)?

12. Are you: (Please check all that apply and indicate which language each applies to if you have
studied more than one second language at college.)

¢ A Spanish, German, etc. 3 student.

¢ Taking a second languafm a requirement but interested in being a major or minor.
¢ Taking a second language for a requirement; NOT interested in being a major or
minor.

A second language minor.

A second language major.

A second language graduate student.

Other [Please explain: ]

O 0 0 0

13. Have you studied and/or lived abroad?
¢ Yes
¢ No
If YES, where and when did you study, for how long, and what language(s) did you

speak?

Country Approx. dates Length of Stay Language
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14. What do yowconsider to be your primary second language? (You may check more than one if

you feel that you have multiple Aprimaryo se
¢ English

¢ Spanish

¢ German

¢ Chinese

¢ Other [Please specify: ]

15. What languageayou currently think is youdominantanguage (i.e., the language you are
most comfortable using on a daily basis)? (Please check one)

¢ English

¢ Spanish

¢ German

¢ Chinese

¢ Other [Please specify: ]
Part llI

The next section asks you to rate your skills in yoprimary second language. If English is

your primary second language, then rate yourself on your native language in this section (you

wi || rate your English skill s Isexdné&lanjuage, | f you
please indicate your skills for each language separately by writing the language next to the

number that matches your skill level.

What language(s) are these ratings for?

16. Your reading proficiencyn this language. (1=not literate and 10=very literate)

17. Your spelling proficiency in this language. (1=not good and 10=very good)

18. Your writing proficiency in this language. (1=not literate and 10=very litgrate
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19. Your speaking ability in this language. (1=not fluent and 10=very fluent)

20. Your speech comprehension ability in this language. (1=unable to understand conversation
and 10=perfectly able to understand)

21. In my second language classes, | get:

Mostly As
Mostly As and Bs
Mostly Bs
Mostly Bs and Cs
Mostly Cs

O 00 00
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Part IV

The next section of the questionnaire deals with your English language skills. Please

rate yourself on each measure by dirg the appropriate number.

These ratings are for ENGLISH.

22. Your English reading proficiency. (1=not literate and 10 = very literate)

23. Your English spelling proficiency. (1=not good and 10=very good)

24. Your Erglish writing proficiency. (1=not literate and 10=very literate)

25. Your English speaking ability. (1=not fluent and 10=very fluent)

26. Your English speech comprehension ability. (1=unable to understand convessatio
10=perfectly able to understand)
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27. Do you have any additional comments to make? Please irehydedditional language
experience that you have not included in other portions of this questionnaire.

Thank you for wur participation!




Appendix C

Words and Equation Stimuli Used in the Operations Span Task
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Trial Type SetSize  Equation English German Correct Respons
Word Word
practice 4 (8/4)+3=1 father Vater no
practice 4 (3*4)-3=9 uncle Onkel yes
practice 4 (16/4)+2=2 money Geld no
practice 4 (12/3)-2=2 degree Diplom yes
practice 6 (2*6)-3=5 dollar Dollar no
practice 6 (2*5)-2=8 wood Holz yes
practice 6 4*3)-4=4 metal Metall no
practice 6 (14/2)+2=9 dog Hund yes
practice 6 (10/2)+3=2 chest Kasten no
practice 6 (9*1)-2=7 blood Blut yes
critical 2 (18/3)-4=2 hotel Hotel yes
critical 2 (4*1)+2=2 author Autor no
critical 2 (16*1)-9=7 poem  Gedicht yes
critical 2 (10/1)-2=3 mouth Mund no
critical 2 (7*2)-6=8 piano Klavier yes
critical 2 (9/3)-1=6 tree Baum no
critical 3 (20/2)-9=1 foot Fuld yes
critical 3 (8/8)+6=3 rain Regen no
critical 3 (14*1)-8=6 group  Gruppe yes
critical 3 (Q4/7)+2=4 clock Uhr yes
critical 3 6*1)+2=3 dust Staub no
critical 3 2*2)+5=9 island Insel yes
critical 4 (10/5)+1=3 dinner Essen yes
critical 3 (5*2)-5=9 Dbottle Flasche no
critical 3 (10/5)+3=9 il Hugel no
critical 4 (12/2)-4=2 lake See yes
critical 4 (12/2)-5=6 king Konig no
critical 4 6*2)-8=9 girl Frau no



Critical Stimuli in Experiment 1

Appendix D

Translation Condition

English Word Length Log frequenc§ German Translatior ci m ic
THE HOLE 4 1.76 das Loch DAS OBST DER WITZ DER LOCH
THE WOOD 4 1.87 das Holz DAS OBST DER WITZ DER HOLz
THE BREAD 5 1.88 das Brot DAS OBST DER WITZ DER BROT
THE ROPE 4 1.51 das Seil DAS MEER DER MORD DER SEIL
THE TENT 4 1.58 das Zelt DAS MEER DER MORD DER ZELT
THE GOAL 4 1.49 das Ziel DAS MEER DER MORD DER ZIEL
THE SHIRT 5 1.67 das Hemd DAS GEMUSE DER FUCHS DER HEMD
THE SHEEP 5 1.61 das  Schaf DAS GEMUSE DER FUCHS DER SCHAF
THE PALACE 6 1.64 das  Schloss DAS GEMUSE DER FUCHS DER SCHLOSS
THE SCARF 5 0.95 der Schal DER KNOPF DAS BRETT DAS SCHAL
THE RABBIT 6 1.07 der Hase DER KNOPF DAS BRETT DAS HASE
THE  KNIGHT 6 1.09 der Ritter DER KNOPF DAS BRETT DAS RITTER
THE SPOON 5 1.14 der Loffel DER SCHIRM DAS SCHACH DAS LOFFEL
THE SCREAM 6 1.17 der Schrei DER SCHIRM DAS SCHACH DAS SCHREI
THE COUGH 5 1.14 der Husten DER SCHIRM DAS SCHACH DAS HUSTEN
THE TIP 3 1.4 der Hinweis DER DAUMEN DAS GEMALDE DAS HINWEIS
THE FOAM 4 0.89 der Schaum DER DAUMEN DAS GEMALDE DAS SCHAUM
THE BELT 4 1.35 der Glrtel DER DAUMEN DAS GEMALDE DAS GURTEL
THE BACK 4 3.09 der Ricken DER WERT DIE GEFAHR DIE RUCKEN
THE HEAD 4 2.66 der Kopf DER WERT DIE GEFAHR DIE KOPF
THE LOOK 4 2.77 der Blick DER WERT DIE GEFAHR DIE BLICK
THE ENTRANCE 8 1.68 der Eingang DER VORTRAG DIE AHNUNG DIE EINGANG
THE ACCIDENT 8 1.7 der Unfall DER VORTRAG DIE AHNUNG DIE UNFALL
THE STOMACH 7 1.61 der Magen DER VORTRAG DIE AHNUNG DIE MAGEN
THE BONE 4 1.45 der Knochen DER TEPPICH DAS ERLEBNIS DAS KNOCHEN
THE PROOF 5 1.5 der Beweis DER TEPPICH DAS ERLEBNIS DAS BEWEIS
THE SWEAT 5 1.48 der Schweil} DER TEPPICH DAS ERLEBNIS DAS SCHWEISS




Appendix E

75 Critical Items Used in Gender Assignment

Type Word Gender Length Frequency Translation Length Log Frequenc’ﬂf
Typical ABGASE F 6 14 exhaust 7 0.78
Typical AUFGABE F 7 8 assignment 10 0.94
Typical AUSNAHME F 8 10 exception 9 1.43
Typical FAHNE F 5 12 flag 4 1.32
Typical FLASCHE F 7 11 bottle 6 1.92
Typical GESCHICHTE F 10 7 story 5 2.23
Typical HERBERGE F 8 14 hostel 6 0.77
Typical HOSE F 4 12 pants 5 1.22
Typical KANNE F 5 16 can 3 3.32
Typical KARTE F 5 9 card 4 1.67
Typical KIRCHE F 6 8 church 6 2.2
Typical KISTE F 5 12 crate 5 0.55
Typical LIEBE F 5 9 love 4 2.55
Typical LUGE F 4 12 lie 3 1.92
Typical MIETE F 5 11 rent 4 1.64
Typical MUNZE F 5 13 coin 4 0.95
Typical PUPPE F 5 10 doll 4 1.27
Typical REISE F 5 9 trip 4 1.76
Typical SCHLANGE F 8 11 shake 5 1.19
Typical SCHWACHE F 8 11 weakness 8 1.35
Typical SPRACHE F 7 9 language 8 2.12
Typical STELLE F 6 8 position 8 2.29
Typical STIMME F 6 9 voice 5 2.37
Typical TUTE F 4 13 bag 3 1.8
Typical WASCHE F 6 13 laundry 7 1.09
Atypical FERIEN F 6 11 vacation 8 1.13
Atypical UMWELT F 6 10 environment 11 0
Atypical ZUVERSICHT F 10 11 confidence 10 1.81
Atypical FRUCHT F 6 14 fruit 5 1.77
Atypical STADT F 5 6 city 4 2.34
Atypical ARBEIT F 6 7 work 4 2.92
Atypical LEITUNG F 7 10 pipeline 8 0.66
Atypical TEE M 3 12 tea 3 1.95
Atypical LUFT F 4 8 air 3 2.4
Atypical FAHRT F 5 9 ride 4 1.55
Atypical MUSIK F 5 8 music 5 2.13
Atypical KARTOFFEL F 9 14 potato 6 1.1
Atypical NACHT F 5 7 night 5 2.63
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Atypical AHNUNG F 6 11 idea 4 2.44
Atypical ZUKUNFT F 7 7 future 6 0.92
Atypical GABEL F 5 14 fork 4 1.17
Atypical MUTTER F 6 8 mother 6 2.63
Atypical GEBURT F 6 10 birth 5 1.78
Atypical ZWIEBEL F 7 14 onion 5 1.02
Atypical ANKUNFT F 7 11 arrival 7 1.58
Atypical WELT F 4 6 world 5 2.87
Atypical ERFAHRUNG F 9 9 experience 10 231
Atypical FENSTER F 7 9 window 6 2.13
Atypical HAUT F 4 10 skin 4 1.96
Atypical HOCHZEIT F 8 11 wedding 7 1.51
Ambiguous ELEND N 5 12 misery 6 1.32
Ambiguous GESPRACH N 8 8 conversation 12 0
Ambiguous  ERLEBNIS N 8 11 experience 10 231
Ambiguous GURTEL M 6 13 belt 4 1.35
Ambiguous VEREIN M 6 8 club 4 1.95
Ambiguous ~ SCHNITT M 7 9 cut 3 2.25
Ambiguous GESCHIRR N 8 14 dishes 6 1.32
Ambiguous OHR N 3 11 ear 3 1.63
Ambiguous BERUF M 5 10 job 3 2.39
Ambiguous KOCH M 4 9 cook 4 1.7
Ambiguous BRIEF M 5 9 letter 6 2.09
Ambiguous GESPENST N 8 14 ghost 5 1.31
Ambiguous KORPER M 6 9 body 4 2.47
Ambiguous SCHUSS M 6 13 shot 4 1.95
Ambiguous BEWEIS M 6 10 proof 5 15
Ambiguous SCHAL M 5 13 scarf 5 0.95
Ambiguous  GARTEN M 6 10 garden 6 2.05
Ambiguous TRAUM M 5 10 dream 5 1.77
Ambiguous  KLAVIER N 7 12 piano 5 1.43
Ambiguous  EINGANG M 7 11 entrance 8 1.68
Ambiguous TANZ M 4 11 dance 5 1.67
Ambiguous SCHUTZ M 6 9 protection 10 1.74
Ambiguous WINTER M 6 9 winter 6 1.91
Ambiguous SACK M 4 12 bag 3 1.8
Ambiguous RITTER M 6 12 knight 6 1.09

Notes *Quasthoff, U. (ZOOZfBaayen, R. H., Piepenbrock, R., & Gulikers, L. (1995)



Appendix F

Critical Items Used in Experiment 2

English Word Log Frequendy Length Gender Article German Word Log Frequency Frequenc?( Length Cl 1l IC
SATURDAY 0 8 M DER SAMSTAG 1.60 7 7 DER WALD DIE HERBERGE DAS SAMSTAG
FOREST 0 7 M DER WALD 1.71 10 4 DER TROCKNER DAS GESPRACH DIE WALD
DRIER 0.6 5 M DER TROCKNER 15 8 DER SAMSTAG DAS BENZIN DAS TROCKNER
CONVERSATION 0 12 N DAS GESPRACH 2.22 8 8 DAS BENZIN DER TROCKNER DER GESPRACH
GASOLINE 0.69 8 N DAS BENZIN 1.23 11 6 DAS GESCHIRR DIE UMWELT DER BENZIN
DISHES 1.32 6 N DAS GESCHIRR 0.85 14 8 DAS GESPRACH DIE LEITUNG DIE GESCHIRR
ENVIRONMENT 0 11 F DIE UMWELT 1.54 10 6 DIE LEITUNG DAS GESCHIRR DAS UMWELT
PIPELINE 0.66 8 F DIE LEITUNG 2.03 10 7 DIE HERBERGE DER SAMSTAG DAS LEITUNG
HOSTEL 0.77 6 F DIE HERBERGE 0.00 14 8 DIE UMWELT DER WALD DAS HERBERGE
TRASH 0.67 5 M DER MULL 0.48 11 4 DER SENF DIE ABGASE DAS MULL
MUSTARD 0.76 7 M DER SENF 0.60 14 4 DER SCHAL DAS RAD DIE SENF
SCARF 0.95 5 M DER SCHAL 0.00 13 5 DER MULL DAS GEPACK DIE SCHAL
BIKE 0.98 4 N DAS RAD 1.40 11 3 DAS GEPACK DER SCHAL DER RAD
BAGGAGE 0.98 7 N DAS GEPACK 1.04 21 7 DAS TUCH DIE SCHEIBE DER GEPACK
CLOTH 1.67 5 N DAS TUCH 0.48 13 4 DAS RAD DIE DUSCHE DIE TUCH
PANE 0.44 4 F DIE SCHEIBE 1.00 12 7 DIE DUSCHE DAS TUCH DAS SCHEIBE
SHOWER 1.26 6 F DIE DUSCHE 1.00 13 6 DIE ABGASE DER MULL DAS DUSCHE
EXHAUST 0.78 7 F DIE ABGASE 0.00 14 6 DIE SCHEIBE DER SENF DAS ABGASE
ARROW 0.96 5 M DER PFEIL 0.85 14 5 DER STIEFEL DIE WASCHE DIE PFEIL
BOOT 1.03 4 M DER STIEFEL 0.95 13 7 DER RITTER DAS LINEAL DAS STIEFEL
KNIGHT 1.09 6 M DER RITTER 0.90 12 6 DER PFEIL DAS GESPENST DAS RITTER
RULER 0.94 5 N DAS LINEAL 0.00 16 6 DAS GESPENST DER RITTER DER LINEAL
GHOST 1.31 5 N DAS GESPENST 0.70 14 8 DAS GEWICHT DIE KREIDE DER GESPENST
WEIGHT 1.97 6 N DAS GEWICHT 1.61 10 7 DAS LINEAL DIE ZITRONE DER GEWICHT
CHALK 1.03 5 F DIE KREIDE 0.30 14 7 DIE ZITRONE DAS GEWICHT DAS KREIDE
LEMON 1.15 5 F DIE ZITRONE 0.00 15 7 DIE WASCHE DER PFEIL DAS ZITRONE
LAUNDRY 1.09 7 F DIE WASCHE 1.04 13 6 DIE KREIDE DER STIEFEL DAS WASCHE
CAGE 1.15 4 M DER KAFIG 0.48 13 5 DER EIMER DIE FERIEN DAS KAFIG
BUCKET 1.15 6 M DER EIMER 0.70 13 5 DER BACH DAS FASS DAS EIMER
CREEK 1.16 5 M DER BACH 0.90 11 4 DER KAFIG DAS LOCH DAS BACH
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BARREL 1.18 6 N DAS FASS 0.48 12 4 DAS LOCH DER BACH DIE FASS
HOLE 1.76 4 N DAS LOCH 0.95 11 4 DAS ELEND DIE ZWIEBEL DER LOCH
MISERY 1.32 6 N DAS ELEND 1.15 12 5 DAS FASS DIE KISTE DER ELEND
ONION 1.02 5 F DIE ZWIEBEL 0.60 14 7 DIE KISTE DAS ELEND DAS ZWIEBEL
CRATE 0.55 5 F DIE KISTE 1.08 12 5 DIE FERIEN DER KAFIG DAS KISTE
VACATION 1.13 8 F DIE FERIEN 1.32 11 6 DIE ZWIEBEL DER EIMER DAS FERIEN
FOX 1.17 3 M DER FUCHS 0.60 11 5 DER AUFSATZ DIE MUNZE DAS FUCHS
ESSAY 1.18 5 M DER AUFSATZ 1.00 14 7 DER KNOPF DAS MEHL DIE AUFSATZ
BUTTON 1.25 6 M DER KNOPF 0.78 13 5 DER FUCHS DAS SCHACH DAS KNOPF
FLOUR 1.43 5 N DAS MEHL 0.60 9 4 DAS SCHACH DER KNOPF DIE MEHL
CHESS 1.2 5 N DAS SCHACH 1.00 13 6 DAS BLATT DIE PUPPE DIE SCHACH
LEAF 1.22 4 N DAS BLATT 1.66 9 5 DAS MEHL DIE SEIDE DER BLATT
DOLL 1.27 4 F DIE PUPPE 0.70 10 5 DIE SEIDE DAS BLATT DAS PUPPE
SILK 1.41 4 F DIE SEIDE 0.78 12 5 DIE MUNZE DER FUCHS DAS SEIDE
COIN 0.95 4 F DIE MUNZE 0.90 13 5 DIE PUPPE DER AUFSATZ DAS MUNZE
TRUNK 1.32 5 M DER STAMM 1.23 12 5 DER GURTEL DIE WOLKE DAS STAMM
BELT 1.35 4 M DER GURTEL 0.78 13 6 DER BART DAS SCHWEIN DAS GURTEL
BEARD 1.37 5 M DER BART 1.00 12 4 DER STAMM DAS SEIL DIE BART
PIG 1.28 3 N DAS SCHWEIN 0.70 13 7 DAS SEIL DER BART DER SCHWEIN
ROPE 1.51 4 N DAS SEIL 0.78 13 4 DAS KORN DIE LEBER DIE SEIL
SEED 1.46 4 N DAS KORN 0.78 12 4 DAS SCHWEIN DIE GABEL DER KORN
LIVER 1.16 5 F DIE LEBER 0.90 13 5 DIE GABEL DAS KORN DAS LEBER
FORK 1.17 4 F DIE GABEL 0.60 14 5 DIE WOLKE DER STAMM DAS GABEL
CLOUD 1.51 5 F DIE WOLKE 0.70 13 5 DIE LEBER DER GURTEL DAS WOLKE
TIP 1.4 3 M DER HINWEIS 1.71 10 7 DER TOPF DIE FREUDE DIE HINWEIS
POT 1.41 3 M DER TOPF 0.85 12 4 DER RAHMEN DAS  GEFANGNIS DIE TOPF
FRAME 1.44 5 M DER RAHMEN 2.06 8 6 DER HINWEIS DAS El DAS RAHMEN
PRISON 1.85 6 N DAS  GEFANGNIS 1.67 9 9 DAS El DER RAHMEN DIE GEFANGNIS
EGG 1.58 3 N DAS El 0.95 12 2 DAS GLUCK DIE ZUKUNFT DER El
LUCK 1.67 4 N DAS GLUCK 1.97 8 5 DAS  GEFANGNIS  DIE WURST DER GLUCK
APOLOGY 0.92 7 F DIE ZUKUNFT 2.29 7 7 DIE WURST DAS GLUCK DAS ZUKUNFT
SAUSAGE 0.83 7 F DIE WURST 0.95 13 5 DIE FREUDE DER HINWEIS DAS WURST
JOY 1.62 3 F DIE FREUDE 1.90 9 6 DIE ZUKUNFT DER TOPF DAS FREUDE
PROOF 1.5 5 M DER BEWEIS 1.68 10 6 DER FLUGEL DIE LUGE DIE BEWEIS
WING 1.53 4 M DER FLUGEL 1.34 11 6 DER WITZ DAS  SCHICKSAL  DAS FLUGEL
JOKE 1.55 4 M DER WITZ 1.04 11 4 DER BEWEIS DAS TOR DIE WITZ
FATE 1.53 4 N DAS SCHICKSAL 1.90 10 9 DAS TOR DER WITZ DER  SCHICKSAL
GATE 1.71 4 N DAS TOR 1.46 8 3 DAS BROT DIE JUGEND DER TOR
BREAD 1.88 5 N DAS BROT 1.45 11 4 DAS  SCHICKSAL DIE FAHRT DER BROT
YOUTH 1.82 5 F DIE JUGEND 2.16 10 6 DIE FAHRT DAS BROT DAS JUGEND
RIDE 1.55 4 F DIE FAHRT 1.76 9 5 DIE LUGE DER BEWEIS DAS FAHRT
LIE 1.92 3 F DIE LUGE 1.38 12 4 DIE JUGEND DER FLUGEL DAS LUGE
GIANT 1.56 5 M DER RIESE 0.00 13 5 DER SPIEGEL DIE KETTE DIE RIESE
MIRROR 1.62 6 M DER SPIEGEL 1.56 9 7 DER STAUB DAS SCHAF DAS SPIEGEL
DUST 1.67 4 M DER STAUB 1.28 11 5 DER RIESE DAS SCHLOSS DIE STAUB
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SHEEP 1.61 5 N DAS SCHAF 0.30 13 5 DAS SCHLOSS DER STAUB DER SCHAF
PALACE 1.64 6 N DAS SCHLOSS 181 10 7 DAS MESSER DIE GLOCKE DIE SCHLOSS
KNIFE 1.58 5 N DAS MESSER 0.85 11 6 DAS SCHAF DIE WAFFE DER MESSER
BELL 1.61 4 F DIE GLOCKE 0.00 13 6 DIE WAFFE DAS MESSER DAS GLOCKE
WEAPON 1.4 6 F DIE WAFFE 1.38 11 5 DIE KETTE DER RIESE DAS WAFFE
CHAIN 1.53 5 F DIE KETTE 1.23 12 5 DIE GLOCKE DER SPIEGEL DAS KETTE
DANCE 1.67 5 M DER TANZ 1.32 11 4 DER UNFALL DIE ANKUNFT DIE TANZ
ACCIDENT 1.7 8 M DER UNFALL 1.48 9 6 DER MORD DAS OHR DIE UNFALL
MURDER 1.71 6 M DER MORD 1.49 10 4 DER TANZ DAS KLAVIER DIE MORD
EAR 1.63 3 N DAS OHR 1.40 11 3 DAS KLAVIER DER MORD DER OHR
PIANO 1.43 5 N DAS KLAVIER 1.15 12 7 DAS MEER DIE AUFGABE DER KLAVIER
OCEAN 1.4 5 N DAS MEER 1.75 10 4 DAS OHR DIE HOCHZEIT DER MEER
ASSIGNMENT 0.94 10 F DIE AUFGABE 2.33 8 7 DIE HOCHZEIT DAS MEER DAS AUFGABE
WEDDING 151 7 F DIE HOCHZEIT 1.26 11 8 DIE ANKUNFT DER TANZ DAS HOCHZEIT
ARRIVAL 1.58 7 F DIE ANKUNFT 1.30 11 7 DIE AUFGABE DER UNFALL DAS ANKUNFT
PATH 1.71 4 M DER WEG 2.44 7 3 DER MANTEL DIE GEFAHR DIE WEG
COAT 1.73 4 M DER MANTEL 1.30 12 6 DER MOND DAS ZIEL DIE MANTEL
MOON 1.73 4 M DER MOND 1.77 11 4 DER WEG DAS HEMD DIE MOND
GOAL 1.49 4 N DAS ZIEL 2.27 7 4 DAS HEMD DER MOND DER ZIEL
SHIRT 1.67 5 N DAS HEMD 1.23 12 4 DAS SCHIFF DIE MIETE DER HEMD
SHIP 1.67 4 N DAS SCHIFF 1.72 10 6 DAS ZIEL DIE FAHNE DER SCHIFF
RENT 1.64 4 F DIE MIETE 1.36 11 5 DIE FAHNE DAS SCHIFF DAS MIETE
FLAG 1.32 4 F DIE FAHNE 1.08 12 5 DIE GEFAHR DER WEG DAS FAHNE
DANGER 1.87 6 F DIE GEFAHR 2.17 8 6 DIE MIETE DER MANTEL DAS GEFAHR
FLIGHT 1.76 6 M DER FLUG 1.32 10 4 DER TRAUM DIE TUTE DIE FLUG
DREAM 1.77 5 M DER TRAUM 1.30 10 5 DER RAUCH DAS TIER DIE TRAUM
SMOKE 1.77 5 M DER RAUCH 1.11 11 5 DER FLUG DAS LIED DIE RAUCH
ANIMAL 2.06 6 N DAS TIER 1.57 10 4 DAS LIED DER RAUCH DER TIER
SONG 1.53 4 N DAS LIED 1.36 11 4 DAS KLEID DIE ADRESSE DER LIED
DRESS 1.93 5 N DAS KLEID 1.18 12 5 DAS TIER DIE REISE DER KLEID
ADDRESS 1.7 7 F DIE ADRESSE 1.36 11 7 DIE REISE DAS KLEID DAS ADRESSE
TRIP 1.76 4 F DIE REISE 1.48 9 5 DIE TUTE DER FLUG DAS REISE
BAG 1.8 3 F DIE TUTE 0.70 13 4 DIE ADRESSE DER TRAUM DAS TUTE
WASTE 181 5 M DER ABFALL 0.78 13 6 DER LARM DIE HAUT DIE ABFALL
NOISE 181 5 M DER LARM 1.28 11 4 DER REGEN DAS FETT DIE LARM
RAIN 1.86 4 M DER REGEN 1.63 10 5 DER ABFALL DAS FLEISCH DAS REGEN
FAT 1.94 3 N DAS FETT 111 12 4 DAS FLEISCH DER REGEN DER FETT
MEAT 1.86 4 N DAS FLEISCH 1.52 10 7 DAS HOLZ DIE DIAT DER FLEISCH
WOOD 1.87 4 N DAS HOLZ 1.60 11 4 DAS FETT DIE UHR DER HOLZ
DIET 1.75 4 F DIE DIAT 0.60 13 4 DIE UHR DAS HOLZ DAS DIAT
CLOCK 1.56 5 F DIE UHR 2.86 6 3 DIE HAUT DER ABFALL DAS UHR
SKIN 1.96 4 F DIE HAUT 1.60 10 4 DIE DIAT DER LARM DAS HAUT
TREE 1.86 4 M DER BAUM 1.38 10 4 DER HALS DIE GEBURT DIE BAUM
NECK 1.88 4 M DER HALS 1.57 11 4 DER SCHMERZ DAS DACH DIE HALS
PAIN 1.88 4 M DER SCHMERZ 1.20 11 8 DER BAUM DAS GEWEHR DIE SCHMERZ
ROOF 1.68 4 N DAS DACH 1.40 9 4 DAS GEWEHR DER SCHMERZ DER DACH
GUN 181 3 N DAS GEWEHR 1.08 13 6 DAS KREUZ DIE FLASCHE DER GEWEHR
CROSS 1.82 5 N DAS KREUZ 1.46 10 5 DAS DACH DIE BRUCKE DIE KREUZ
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BOTTLE 1.92 6 F DIE FLASCHE 1.42 11 7 DIE BRUCKE DAS KREUZ DAS FLASCHE
BRIDGE 1.79 6 F DIE BRUCKE 0.00 10 6 DIE GEBURT DER BAUM DAS BRUCKE
BIRTH 1.78 5 F DIE GEBURT 1.36 10 6 DIE FLASCHE DER HALS DAS GEBURT
SUCCESS 2.02 7 M DER ERFOLG 2.27 7 6 DER DRUCK DIE SPRACHE DIE ERFOLG
PRESSURE 2.03 8 M DER DRUCK 1.70 8 5 DER SCHLAF DAS DORF DIE DRUCK
SLEEP 2.09 5 M DER SCHLAF 1.36 11 5 DER ERFOLG DAS ERLEBNIS DIE SCHLAF
VILLAGE 2.13 7 N DAS DORF 1.72 10 4 DAS ERLEBNIS DER SCHLAF DER DORF
EXPERIENCE 231 10 N DAS ERLEBNIS 1.20 11 8 DAS SCHILD DIE EHE DER ERLEBNIS
SIGN 2.01 4 N DAS SCHILD 0.70 12 6 DAS DORF DIE STELLE DER SCHILD
MARRIAGE 1.98 8 F DIE EHE 181 10 3 DIE STELLE DAS SCHILD DAS EHE
POSITION 2.29 8 F DIE STELLE 2.30 8 6 DIE SPRACHE DER ERFOLG DAS STELLE
LANGUAGE 2.12 8 F DIE SPRACHE 2.12 9 7 DIE EHE DER DRUCK DAS SPRACHE
LETTER 2.09 6 M DER BRIEF 1.93 9 5 DER RAUM DIE BEWEGUNG DIE BRIEF
SPACE 21 5 M DER RAUM 2.20 8 4 DER BERICHT DAS BLUT DIE RAUM
REPORT 2.13 6 M DER BERICHT 2.11 8 7 DER BRIEF DAS BILD DIE BERICHT
BLOOD 2.15 5 N DAS BLUT 1.60 10 4 DAS BILD DER BERICHT DER BLUT
PICTURE 2.03 7 N DAS BILD 2.35 8 4 DAS GESETZ DIE RUHE DER BILD
LAW 2.22 3 N DAS GESETZ 1.97 8 6 DAS BLUT DIE WAHL DER GESETZ
REST 2.34 4 F DIE RUHE 1.87 9 4 DIE WAHL DAS GESETZ DAS RUHE
ELECTION 1.86 8 F DIE WAHL 2.03 7 4 DIE BEWEGUNG DER BRIEF DAS WAHL
MOVEMENT 2.28 8 F DIE BEWEGUNG 2.04 9 8 DIE RUHE DER RAUM DAS BEWEGUNG
FLOOR 221 5 M DER BODEN 2.16 8 5 DER ABEND DIE FRAGE DAS BODEN
EVENING 2.27 7 M DER ABEND 2.05 7 5 DER GRUND DAS HERZ DIE ABEND
REASON 2.37 6 M DER GRUND 2.38 7 5 DER BODEN DAS SPIEL DIE GRUND
HEART 2.16 5 N DAS HERZ 1.90 9 4 DAS SPIEL DER GRUND DER HERZ
GAME 2.17 4 N DAS SPIEL 2.16 7 5 DAS GEFUHL DIE STRASSE DER SPIEL
FEELING 2.31 7 N DAS GEFUHL 1.85 9 6 DAS HERZ DIE AHNUNG DER GEFUHL
STREET 241 6 F DIE STRASSE 231 7 6 DIE AHNUNG DAS GEFUHL DAS STRASSE
IDEA 2.44 4 F DIE AHNUNG 1.32 11 6 DIE FRAGE DER BODEN DAS AHNUNG
QUESTION 2.47 8 F DIE FRAGE 2.80 7 5 DIE STRASSE DER ABEND DAS FRAGE
JOoB 2.39 3 M DER BERUF 1.79 10 5 DER KORPER DIE HILFE DIE BERUF
BODY 2.47 4 M DER KORPER 1.78 9 6 DER PUNKT DAS BUCH DAS KORPER
POINT 2.61 5 M DER PUNKT 2.04 9 5 DER BERUF DAS GEBIET DIE PUNKT
BOOK 2.44 4 N DAS BUCH 2.00 8 4 DAS GEBIET DER PUNKT DER BUCH
AREA 231 4 N DAS GEBIET 2.22 9 6 DAS GELD DIE LUFT DER GEBIET
MONEY 2.61 5 N DAS GELD 2.26 7 4 DAS BUCH DIE STIMME DER GELD
AIR 2.4 3 F DIE LUFT 2.02 8 4 DIE STIMME DAS GELD DAS LUFT
VOICE 2.37 5 F DIE STIMME 2.16 9 6 DIE HILFE DER BERUF DAS STIMME
HELP 2.58 4 F DIE HILFE 2.33 8 5 DIE LUFT DER KORPER DAS HILFE

Notes."Baayen, R. H., Piepenbrock, R., & Gulikers, L. (199Qyasthoff, U. (2002)



Appendix G

ERP Waveforms of all 64 Channels



