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ABSTRACT

Soft errors in data paths are gaining importance as technology scales down, because of increased speed, the number of stages in pipelines, and the decrease in device sizes and supply voltages. In this work, first we consider flip-flop and adder circuits, representing the data-path elements in present day processors for detailed circuit level soft error analyses. We perform simulations to analyze the effect of increasing threshold voltage in flip-flops and dynamic voltage and frequency scaling on the soft error rate in the adder circuits. Second, we also experiment with techniques to improve the soft error rate in these circuits. Next, we propose a new approach to model soft errors in larger circuits, which can be applied to designs that use cell libraries. These cell libraries are characterized for soft error analysis and utilize analytical equations to model the propagation of a voltage pulse to the input of a state element. The average error of the SER estimates, using our approach compared to the estimates obtained using circuit level simulations, is 6.5% while providing an average speed up of 15000. We have demonstrated the scalability of our approach using designs from the ISCAS-85 benchmarks.

Increasing variability in device parameters not only affects the behavior of contemporary ICs, but also their vulnerability to transient error phenomenon, especially soft errors. Such variations in device parameters are caused by static process variations, dynamic variations in power supply and temperature values and slow degradation of individual devices due to phenomena like Hot Carrier Injection (HCI) and Negative Bias Temperature Instability (NBTI). In the next part of our work, we analyze the impact of
such variations on the Soft Error Rates (SER) of combinational logic circuits. Tools that model threshold degradation of NMOS devices due to HCI and PMOS devices due to NBTI in logic circuits were built based on existing methodologies. Results were obtained for custom designed circuits and ISCAS-85 benchmarks. A detailed analysis of the effects of threshold variations on SER is also presented with interesting observations. Finally, the results of experimental measurements of SER in different set-ups and different devices including a microcontroller and a microprocessor are presented in the Appendix. While the experiments on the microcontroller showed no errors, the microprocessor had many failures, thus clearly indicating the trend in soft errors with technology scaling. The results presented here show the increase in error rates with voltage scaling as well.
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Chapter 1

Introduction

Soft errors in combinational circuits are becoming as important as errors in memory elements. Continuous device scaling and increasing pipeline lengths contribute to the increase in soft error rates in data-path structures. The masking effects that prohibit the increase in soft error rates in logic circuits are not sufficient to prevent further rise in error rates.

Soft errors are temporary errors caused mainly because of external radiations. Such radiations directly or indirectly induce localized ionization capable of upsetting internal data states. The kinetic energy of the particles hitting silicon substrate generates electron hole pairs as they pass through the p-n junctions. These electron hole pairs generate short duration current pulses that cause soft errors. In memory circuits and latches, these errors are just a flip in the stored values, which result in temporary changes in the output of combinational circuits. In logic circuits, errors occur when the temporary changes in the output are latched [1], [2].

1.1 Sources of Radiation Induced Soft Errors

The energy particles that cause significant increase in the number of electron hole pairs include 1) alpha particles, 2) high energy cosmic ray induced neutrons and 3) neutron induced boron (\(^{10}\)B) fission. The first type consists of alpha particles emitted
from packaging materials and from the interaction of cosmic ray thermal neutron with boron present in the P-type regions of the devices [3]. A single alpha particle can generate anywhere from 4 to 16fC/m over its entire range.

The second type of particles result from high-energy cosmic ray induced neutron flux and is strongly dependent on altitude. The intensity of the cosmic ray neutron flux increase with increase in altitude. The primary reaction by which cosmic ray induced neutrons cause SER is by silicon recoil. The impinging neutrons knock off the silicon from its lattice. The displaced silicon nucleus breaks down into smaller fragments each of which generates some charge. The charge density for silicon recoils is about 25 to 150fC/m, which is more than that from alpha particle strike. So cosmic ray neutrons have a higher potential to upset the circuit. Thus, currently, cosmic ray induced neutrons seem to be the major source of soft errors in circuits.

The third significant source of ionizing particles is from the neutron induced $^{10}$B fission. $^{10}$B, an isotope of p-type dopant (about 19.9%), is unstable and on impact from neutron, it absorbs the neutrons and breaks apart with the release of an alpha particle and $^7$Li (Lithium). Both these byproducts are capable of inducing soft errors. To reduce SER due to alpha particle induced soft errors, one can use pure materials and shield the circuit so that components with higher alpha emission rates are physically isolated from the sensitive circuits. But such solutions are generally not effective against the neutrons as they are highly penetrative. The intensity of these neutron radiations depends on altitude, geomagnetic region and solar cycles [4]. Recent works [5], [6] and [7] have shown the effect of technology scaling on soft errors. In [4], a study on radiation flux noted that particles of lower energy occur far more frequently than particles of higher energy. Thus
as CMOS device sizes decrease, they are more easily affected by these lower energy particles, potentially leading to a much higher rate of soft errors.

In sum, these high energy particles striking the silicon substrate generate electron hole pairs as they pass through the p-n junctions. These electron hole pairs generate short duration current pulses that cause soft errors. In memory circuits and latches, these errors flip the stored values while they cause transient glitches at the output of combinational circuits. In combinational circuits, errors occur when these transient glitches are latched by state elements [8].

1.2 Soft Errors in Logic Circuits

As mentioned earlier, memory elements are the first to be affected by such radiations as these memory elements store logic values either in capacitors or as feedback circuits that could be easily upset. Errors resulting from direct strikes on state elements have been the focus of research for many years [6], [9]. As a result of reducing pipeline depth and downscaling of nodal capacitance and supply voltages, radiation induced soft errors in combinational logic is gaining increasing attention. These logic errors are expected to become as important as directly induced errors on state elements [10]. Thus a detailed evaluation and modeling of soft errors in various components of data paths is essential.

In combinational circuits, there are three inherent masking mechanisms that prevent the propagation of any given pulse along a path towards the input of a state element. The first mechanism is logical masking, which is determined by the logic
structure, and directly depends on the input patterns. The second mechanism is electrical masking, a function of the inherent delays of logic gates in the circuit. Finally, latching-window or time-window masking is a function of the flip-flop set-up and hold time.

The masking effects can be better understood with the help of Figure 1.1, which shows an example of a pipeline stage having a NAND based structure with their states. Assuming a particle strike causes a negative pulse at node B, the inherent delay (i.e. the finite bandwidth) in the gates before the next set of registers result in the progressive attenuation of the pulses as shown in the figure. This represents electrical masking where the pulse is much smaller when it reaches O1. Also, note that the pulse at B does not cause any change on node E. This is due to the logical property of the NAND gate preventing any pulse propagation and hence called logical masking. Latching-window or time-window masking is also illustrated in Figure 1.1. The pulse should occur within the set-up and hold time of the latching element to cause an error. Pulses that occur outside this window, as in two of the cases illustrated, do not result in a soft error.

Although the three masking mechanisms have been the reasons for fewer errors in logic circuits, with scaling, the effect of both electrical and latch-window masking is reduced. This is due to lower supply voltages and capacitances, higher frequencies and decreasing pipeline depths. In fact the number of errors in logic circuits is predicted to overtake the number of errors in unprotected memory [10]. Further, our results from experimental measurements of soft errors on various devices show an increased number of failures with scaling. Thus it has become important to analyze and to model soft errors in combinational logic circuits.
In this work, we first begin with a circuit level analysis of soft errors in common data path elements. Here, at first, a detailed analysis of threshold variation effects on Soft Error Rates (SER) in flip-flops is presented. Next, an analysis of SER in adder circuits is presented. A detailed analysis of the various masking effects in combinational circuits is studied in the case of prefix adders. Further, the effect of voltage and frequency scaling is studied and the results are presented. Next a couple of techniques to improve the SER in adder circuits, based on the results are presented. The methodology used to model soft errors in detailed circuit analysis is not scalable for predicting soft errors in larger logic blocks. This has necessitated techniques to model and hence predict soft errors in larger data path circuits efficiently and accurately.

![Diagram of a pipeline stage](image)

**Figure 1.1:** An example pipeline stage
Recently, there have been various approaches to estimate SER in logic circuits efficiently \[11\], \[12\], \[13\], \[14\], \[15\], \[16\], \[17\] and \[18\]. In this work, a new approach to estimate SER of logic circuits is presented. This method attempts to capture electrical, logic and latch window masking concurrently. The approach is applied to designs that use cell libraries characterized for soft error analysis, and utilizes analytical equations to model the propagation of a current pulse to the input of a state element.

Soft error is only one of the major sources of reliability problems that are affecting modern day circuits. These reliability problems are caused by the increasing variability in device parameters, which not only affect the performance and power of circuits but also their vulnerability to soft errors. Such variations in device parameters are caused by static process variations, dynamic variations in power supply and temperature values, and slow degradation of individual devices due to phenomena like Hot Carrier Injection (HCI) and Negative Bias Temperature Instability (NBTI). Here, the impact of such variations on the SER of combinational logic circuits is analyzed. Since the analysis involves changing individual parameters, detailed circuit level simulations were used. A detailed analysis of effect of threshold variations on SER is also presented with interesting observations.

### 1.3 Organization of the Thesis

The remainder of this thesis is organized as follows. In Chapter 2, a detailed analysis of data path components for soft errors is presented along with results for a few optimization techniques. Chapter 3 presents the Soft Error Analysis Tool for Logic
Analysis (SEAT-LA), a fast and accurate tool to measure SER in logic circuits. Chapter 4 presents the results of effects of other reliability issues and variations on soft errors. Finally, Chapter 5 concludes the thesis summarizing the results and contributions of this thesis.

Appendix 1 presents the experimental measurement of soft errors in different devices, emphasizing the importance of technology scaling from the results presented. Additionally, Appendix 2 provides additional information on the details of different designs used for soft error evaluation in this thesis.
Chapter 2

Soft Error Analysis in Data-path Components

In this chapter, analyses of two important components of data paths are presented. First, a brief review of the preliminary work done on different flop-flop designs is given after presenting a methodology to measure SER at the circuit level. Next, the effects of changing the threshold voltages on the soft error vulnerability of different flip-flop designs are presented. Different adder circuits are also analyzed for soft error rates in terms of critical charge ($Q_{\text{critical}}$) and the results are presented here. A few optimization techniques are proposed, based on the above analyses in each case.

2.1 Measuring SER

Soft errors occur when the collected energy $Q$ at a particular node is greater than a critical charge $Q_{\text{critical}}$, which results in a bit flip at that node. This concept of critical charge is used for the estimation of soft error rate (SER) in this chapter. According to the model proposed in [6] (Eq. 2.1):

$$SER \propto N_{\text{flux}} \times CS \times \exp \left( -\frac{Q_{\text{critical}}}{Q_s} \right)$$  \hspace{1cm} 2.1$$

Where $N_{\text{flux}}$ is the intensity of the Neutron Flux, $CS$ is the area of the cross section of the node and $Q_s$ is the charge collection efficiency which strongly depends on doping. $Q_{\text{critical}}$ is proportional to the node capacitance and the supply voltage. Thus, $Q_{\text{critical}}$ can be
defined as the minimum charge collected due to a particle strike that can cause a soft error. If the charge generated by a particle strike at a node is more than $Q_{\text{critical}}$, the generated pulse is latched on, resulting in a bit flip. This concept of critical charge is generally used to estimate the sensitivity of SER in memories. The value of $Q_{\text{critical}}$ can be found by measuring the current required to flip a memory cell and can then be derived using Eq. 2.1.

The particle strike itself is modeled as a piece-wise linear current waveform, where the waveform’s peak accounts for funneling a charge collection and the waveform’s tail accounts for a diffusion charge collection. By changing the magnitude of the peak of the waveform and appropriately scaling the waveform, we try to find the minimum height for which the wrong value is stored in the memory element including flip-flops. A similar approach has been used in prior work [7]. However, a transient change in the value of a logic circuit does not affect the results of a computation unless it is captured in a memory element like a flip-flop. Therefore, to measure $Q_{\text{critical}}$ of a combinational logic, we inject a current pulse and try to latch the wrong value at the output of the logic chain. Logical masking, electrical masking and latching-window masking can mask a logic error. Such masking reduces the de-rating effects of soft errors. Thus another terminology called the timing window ($t_w$) is introduced. This timing window can be defined as the fraction of the clock period for which a given particle strikes at a node would cause a bit flip to occur at the flip-flop connected to the output of the logic circuit. Timing window ($t_w$) captures both electrical and time-window masking effects in logic circuits. Similar definitions have been used in recent works as well [14], [17].
While analyzing data path circuits in this work, we inject the current pulse only to those nodes that produce the change in the output, thus ignoring logical masking, as the effect of logical masking does not remain the same across different technologies. For flip-flops, the internal nodes, where the logical value is stored as charge, were chosen. For logic circuits the input nodes were chosen to inject the current pulse.

### 2.2 Soft Errors in Flip-Flops

#### 2.2.1 Review of SER Analysis in Flip-Flops

In [19], we have presented a detailed analysis of soft errors in flip-flops along with the implementation of a couple of optimization techniques. Here a brief review of the work is presented. Flip-flops, important component of pipelined architectures, are becoming more susceptible to soft errors. Thus, this work analyzed soft error rates on a variety of flip-flops. The flip-flop designs studied here encompass many types of designs which include master-slave, pulse triggered, sense amplifier based flip-flops and two scannable latches. These designs were implemented and simulated in HSPICE [24], using the 70 nm Predictive Technology Model (PTM) [23].

First, the critical charge for the susceptible nodes in each design was evaluated. From the results, it was observed that, in general, the pulse triggered flip-flops had a higher \( Q_{\text{critical}} \), while some designs, like the semi-dynamic and sense amplifier based flip-flops, had a higher \( Q_{\text{critical}} \) for one type of bit flip. Also, the double edge triggered design was found to have the least \( Q_{\text{critical}} \) of all the designs considered. Further, two hardening
techniques were implemented and these results were presented. One attempts to increase
the critical charge by increasing the gate capacitance, while the other improves the
overall robustness of the circuit by replicating the master stage of the master slave flip-
flops, which leads to reduced power and area overhead.

2.2.2 Effect of Threshold Voltage on Flip-Flop SER

We characterize three different flip-flops: the transmission gate flip flop (TGFF),
the semi-dynamic flip-flop (SDFF) and the C$^2$MOS flip-flop (C$^2$MOS), for estimating the
effect of increasing threshold voltages ($V_{th}$) on $Q_{critical}$. Please refer to Figure 2.1 for
detailed schematics of these designs. There are two different effects of the change in
threshold voltages on flip-flops. Firstly, the soft error rate of the flip-flop itself could
change. This is found by evaluating $Q_{critical}$ at the most susceptible node [19]. Secondly
the ability of the flip-flop to latch onto an error at the input could change. This effect will
be useful in analyzing its behavior in a data path.

Since we focus on data paths, we list the $Q_{critical}$ at the input of flip-flop in
Table 2.1. The results for 1 to 0 transitions for the node S and the input D, for TGFF are
presented here. The $Q_{critical}$ of the internal node S remains almost constant. In fact there is
a slight reduction in the value, which is not evident from the values given in the table.
There are two factors that could affect the change in $Q_{critical}$. The gain of the inverter, for
which the node S is an input, increases with an increase in threshold voltage [20]. This
should result in a significant reduction in $Q_{critical}$. Also the transmission gate present at the
slave stage would lead to a greater $Q_{critical}$ for the node as the threshold voltages increase.
These two factors effectively cancel out each other; hence the $Q_{\text{critical}}$ remains almost constant. At the input $D$, the presence of the transmission gate results in a large increase in $Q_{\text{critical}}$. Similar simulations were done on a C$^2$MOS flip-flop, which also has master-slave stages similar to that of the transmission gate flip-flop. In this case, since there is no inverter in the path to the output, $Q_{\text{critical}}$ increases for both the nodes $S$ and $D$.

---

Figure 2.1: Flip-Flop designs
One of the pulse triggered designs, a semi-dynamic flip-flop, is also tested for changes in $Q_{\text{critical}}$. This design has few large sized devices resulting in a much higher $Q_{\text{critical}}$. Here, the node $X$ is the most susceptible node. Since this node feeds back into a NAND gate, when the threshold increases, due to the increase in delay of the NAND gate and two inverters, $Q_{\text{critical}}$ also increases. Thus the flip-flop by itself has a higher $Q_{\text{critical}}$ as threshold voltage increases. At the input the greater overlap time helps pull down voltage at node $X$ more and thus reduces the $Q_{\text{critical}}$. When $V_{\text{th}}$ increases by 0.2V, the flip-flop fails to latch the input data. Therefore, $Q_{\text{critical}}$ is not listed in the table.

What is to be noted from the results is that the $Q_{\text{critical}}$ at the input nodes of flip-flops increased rapidly with $V_{\text{th}}$. This rapid increase in $Q_{\text{critical}}$ offsets the possible reduction in $Q_{\text{critical}}$, due to the increased gain of static logic gates with increase in $V_{\text{th}}$. In sum, in data paths with unbalanced delays, delay balancing can be done by increasing the threshold voltage of the paths with smaller delays including that of the flip-flops in the path. This technique results in reduced leakage in these paths and also increases the robustness of the paths [20].

**Table 2.1: $Q_{\text{critical}}$ for different Flip-Flops**

<table>
<thead>
<tr>
<th></th>
<th>$\Delta V_{\text{th}}$</th>
<th>$Q_{\text{critical}}$ at input/C</th>
<th>$Q_{\text{critical}}$ at most susceptible node/C</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDFF</td>
<td>0</td>
<td>6.06E-21</td>
<td>1.24E-20</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>5.08E-21</td>
<td>1.33E-20</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$C^2$MOSFF</td>
<td>0</td>
<td>3.69E-20</td>
<td>7.12E-21</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>5.64E-20</td>
<td>7.17E-21</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1.68E-19</td>
<td></td>
</tr>
<tr>
<td>TGFF</td>
<td>0</td>
<td>1.99E-20</td>
<td>7.36E-21</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>1.77E-19</td>
<td>7.36E-21</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>3.87E-17</td>
<td>7.36E-21</td>
</tr>
</tbody>
</table>
2.3 Evaluation of SER in Adders

Adder circuits are an integral part of data path circuits. A detailed analysis and comparison of soft errors will give a clearer insight on the tradeoffs in selecting the adder structures for fault tolerance. Here, two of the common prefix adders, which are the most commonly used adders in present day designs, are analyzed for soft errors. The prefix adders are analyzed for soft errors to find the $Q_{critical}$ and timing window ($tw$) values. The Brent-Kung (B-K) [21] and Kogge-Stone (K-S) [22] adder structures used here for $Q_{critical}$ analysis are shown in Figure 2.2. The P and G represent “Propagate” and “Generate” signals, which are functions of the adder inputs. The $€$ cell outputs the “Block Propagate” and “Block Generate” values to be used by the other $€$ cells and also to generate the carry. S are the sum values obtained from propagate and carry-in into the bit. Intuitively, we can see that the K-S adder has a greater number of cells and shortest path to the carry. On the other hand, B-K tends to have a higher fan-out and could potentially have more multi-bit errors. These adders are compared with a ripple carry adder here.

In this work, we start with analyzing for possible multiple bit errors caused by single particle strikes at different nodes for a B-K adder and present the results. Next we compare the B-K adder and the K-S adder to Ripple Carry (RC) adder with respect to their $Q_{critical}$ values. All simulations were done with 1V supply voltage with the adders working at 0.5GHz. Next, we analyze the effect of voltage and frequency scaling on the $Q_{critical}$ and timing window ($tw$) and present the results here. Voltage scaling simulations were done at 1 V, 0.8 V, and 0.6 V while the frequencies used in frequency scaling were
1, 0.75 and 0.5 GHz. Then, we run the adder circuits at the maximum frequencies in our voltage scaling simulations.

Based on the above results, we try to improve either the $Q_{\text{critical}}$ or the timing window of the adder circuits. To increase the timing window, we use a Semi-Dynamic Flip-Flop (SDFF) instead of the Transmission Gate Flip-Flop (TGFF) that we used in our initial simulations. Since the SDFF has a shorter set-up time than a TGFF, the timing window should decrease. It has been shown that increasing the threshold voltage increases $Q_{\text{critical}}$. Thus, we simulate the B-K adder to observe the $Q_{\text{critical}}$ and $tw$ with increases in threshold voltages. All circuits in our simulations were custom designed and laid out in 70 nm Predictive technology model [23] and simulated using HSPICE [24].

For better abstraction, the nodes presented in our analysis are those in which a particle hit here would affect the whole carry chain and are outputs or inputs of the basic cells.

![Four-bit Prefix Adder Structures](image_url)

Figure 2.2: Four-bit Prefix Adder Structures
2.3.1 Comparison of Adder Structures

Figure 2.3 shows the $Q_{\text{critical}}$ (Log scale) values for the three types of adders. First we analyze the B-K adder and compare the values evaluated at various nodes. As clearly seen from the results, the $Q_{\text{critical}}$ for a node to cause a flip at all the sum outputs are similar. For example it shows that the $Q_{\text{critical}}$ values for a pulse at the node C0 affecting the outputs S1, S2 & S3 are comparable. Thus the node C0 fans out almost equally to the sum outputs. However, the $Q_{\text{critical}}$ for all above outputs flipping together is much higher. This is due to the difference in the time at which the particle strike has to occur at C0 to cause a flip in each output in the same clock cycle. This concept is better explained using Figure 2.4.

![Figure 2.3: Comparison of B-K, K-S and RC Adders](image-url)
Figure 2.4 shows that the same current pulse caused by a particle strike (at node C0) at different points of time induces flip in different outputs. But to flip all the outputs together, a much larger pulse is required, as shown. From this we could infer some interesting facts. Firstly, due to difference in paths to the various outputs, the time at which the pulse needs to occur at a node to cause a bit flip (and also the timing window) may be different even if the $Q_{critical}$ are comparable. Another subtle fact to be noted, demonstrated by the increased $Q_{critical}$ for multi-bit errors, is that as the collected charge ($Q_{coll}$) at the node increases the timing window of the node also increases, since there is a greater chance for that pulse to be latched on at the outputs. Another interesting trend was noted in some gates closer to the output latch. Here, capacitance effects mitigate the flipping nature of the output, thus increasing the $Q_{critical}$ of the nodes. One example is pulses occurring at node C0 directly affected the output S1, hence increasing the $Q_{critical}$ for some input patterns. Since these capacitance effects are functions of input patterns, they could be modeled as special cases of logical masking.

---

Figure 2.4: Multi-bit errors caused due to pulse at C0
In Figure 2.3, B-K, K-S and RC adders are compared with respect to their $Q_{critical}$ at the node C0. In the B-K and K-S, the $Q_{critical}$ required to flip the different sum outputs are comparable. The RC on the other hand intuitively has a progressively increasing $Q_{critical}$ as shown. Also, the K-S adder has comparatively lower $Q_{critical}$ values. This is because of the short carry chains in the case of K-S adders. But the K-S adder has comparatively greater area susceptible to soft errors due to the larger number of cells. However, because of the structural property of the adders there are fewer multi-bit errors occurring in a few nodes in the K-S adders (Node C1 in Figure 3). Thus the B-K adder, which has more nodes that fan out equally to many outputs, could have a greater number of nodes that cause multiple-bit errors on a single particle strike.

### 2.3.2 Effect of Voltage and Frequency Scaling

Figure 2.5 shows the result of scaling both voltage and speed together in a B-K adder. Here, the adder was run at 1 GHz, 0.833 GHz and 0.5 GHz with 1V, 0.8 V and 0.6V as supply voltages, respectively. The adders were run at maximum possible speeds at each supply voltage. As seen from the results, for most of the nodes as the voltage and frequency are scaled, $Q_{critical}$ reduces slightly. Thus, the $Q_{critical}$ reduction is not drastic with supply scaling as expected. Next, we kept the frequency at 0.5 GHz and increased the voltage from 0.6 V to 1 V and observed the change in $Q_{critical}$ and the timing window, $tw$. 
The effect of voltage scaling on the $Q_{\text{critical}}$ is studied in Figure 2.6. Clearly, for most of the nodes, $Q_{\text{critical}}$ increases by a small amount as voltage increases, but for some nodes the increase is more evident (Node C0 in Figure 2.6). This is because, the ripple effect, which results in a glitch, covers a larger portion of the clock at the smaller voltage. This overlaps partly with the set-up and hold time of the flip-flop and a smaller current pulse (which adds on to the glitch), and hence a smaller $Q_{\text{critical}}$ is needed to flip the output for lower voltages. Also, sometimes, especially in the case of multiple bit errors, $Q_{\text{critical}}$ decreases as voltage increases. This might be due to the change in set-up and hold time constraints of the flip-flop, resulting in the change in the timing window of the outputs. For example, for a pulse at C0 to flip all of S1, S2 and S3 together, $Q_{\text{critical}}$ decreases as the voltage is increased from 0.8 V to 1 V. This is because there is less overlap time between the timing windows of each output node for a pulse at C0.

Figure 2.5: Effect of Voltage and Frequency Scaling
Figure 2.7 shows the effect of voltage scaling on the timing window, $t_w$. Clearly, the timing window also reduces as voltage is increased. Thus, apart from an increase in the $Q_{critical}$ values, as voltage increases, there is reduction in the value of $t_w$, which will reduce the soft error rate significantly.
Now, at a supply voltage of 1V, a separate simulation was conducted in which the frequency was increased from 0.5 GHz to 1 GHz. Figure 2.8 presents the result of increasing frequency on $Q_{\text{critical}}$ values. In most cases a very slight decrease in $Q_{\text{critical}}$ with increase speed is noticed. But in some cases (Node C0), the $Q_{\text{critical}}$ values decreases drastically as speed increases. This is because the glitches formed due to the ripples created in the adder occupy a larger portion of the clock cycle with increased speed and hence only a small pulse is required to aid this glitch to flip an output. Also, the timing window increases as the speed scales, which is intuitive since set-up and hold time become a bigger percentage of the clock period with increase in speed. Thus by analyzing the voltage and frequency scaling separately, we can see that either increasing voltage or decreasing speed will result in a higher $Q_{\text{critical}}$ and a shorter timing window, thus making the circuits more robust. Also, scaling down both frequency and voltage at the same time
does not affect the soft error rate as much; however, a small reduction in $Q_{\text{critical}}$ was observed.

![Diagram](image_url)

**Figure 2.8**: Effect of scaling frequency on $Q_{\text{critical}}$

### 2.3.3 Changing $tw$ and $Q_{\text{critical}}$

Apart from the above simulations, other simulations were performed to improve either the timing window or $Q_{\text{critical}}$ of the B-K adder. Firstly, a different flip-flop, the Semi-Dynamic Flip-Flop (SDFF), having smaller set-up time, was used to measure both $Q_{\text{critical}}$ and $tw$. When compared to a transmission gate flip-flop initially used for simulations, the $Q_{\text{critical}}$ did not change much for most of the nodes and increased slightly for multiple bit errors. More importantly, the timing window of the adder reduced, especially for multiple bit errors as shown in Figure 2.9.
Secondly, the threshold voltage of the circuit along with the flip-flops was increased to see the effect on both $Q_{\text{critical}}$ and $t_w$. Though, as expected, there was a marginal increase in the $Q_{\text{critical}}$, the effect on the timing window was more pronounced. As shown in Figure 2.10, the timing window of the circuit increased for almost every node as the threshold voltage was increased.

To summarize, in this chapter, detailed circuit-level analyses of different components of data-paths and the effect of different optimization techniques were presented. The insights obtained from the results presented here could be used for making important design decisions while choosing architectures and optimization techniques for a given application. The accurate circuit techniques used in this chapter to measure SER cannot be used to model SER in larger data path circuits, as the procedure is not very scalable. Thus, a faster tool that could model SER for larger circuits is necessary for predicting soft errors in logic circuits. In the next chapter, such a tool built on a new
A methodology is proposed and presented. This tool is verified using the HSPICE circuit simulation and is shown to be scalable for larger benchmarks circuits.

![bar chart showing the effect of increasing threshold voltage on tw](image)

**Figure 2.10**: Effect of increasing threshold voltage on $tw$. 

*S1, S2, S3, C0, S1 & S2, C0, S2, S3, C0, S1, P1, S2, P1, S3, P1, S2 & S3, P1, S3, G2, S2, C1, S3, C1, S2 & S3, C1, S3, G2*
Chapter 3

SEAT-LA: A Soft Error Analysis Tool for Logic Analysis

In this chapter, we propose a new approach to estimate SER for logic circuits that attempts to capture concurrently the three masking effects. A tool known as SEAT-LA (Soft Error Analysis Tool – Logic Analyzer), has been developed using the above methodology. This tool is a part of the hierarchical Soft Error Analysis Toolset (SEAT) that supports different levels of abstractions. The tool is verified for accuracy with simulations using HSPICE, with the assumption that HSPICE is the most accurate standard available.

The rest of the chapter is organized as follows. In Section 3.1, a basic introduction to soft errors in logic circuits and related works is presented. Section 3.2 describes the methodology used in SEAT-LA for soft error analysis. The tool implementation is discussed in Section 3.3. Section 3.4 presents verification of the tool by HSPICE and soft error estimates for some ISCAS circuits.

3.1 Modeling Soft Errors in Logic Circuits

In logic circuits, as mentioned earlier, there are three inherent masking mechanisms that prevent the propagation of any given pulse along a path towards the input of a state element. Logical, electrical, and latching window or time window masking are the three masking effects that are to be modeled for SER estimation in logic
circuits. Recent works have proposed different methods to model the above masking effects [10], [5], [12], [13], [14], [15], [16], [17] and [18]. In [10] electrical masking is categorized into two further effects: an increase in rise and fall time and delay degradation. It models these two categories separately and then combines them to model electrical masking. However, they do not verify their methodology using device or circuit level analysis results. The SERA tool [13] combines probability theory, circuit simulation, graph theory, and fault simulation to estimate SER. This tool characterizes inverter chains and extends the results to all gates, which can result in inaccuracies.

In contrast, our approach characterizes each cell in the library. In [14], a mathematical model, based on set-up and hold time, was used for timing window (\(tw\)) estimation, while the electrical masking effect was determined using noise rejection curves on various gates. Instead of noise rejection, we actually model the transfer of a glitch across the combinational logic. The tool ASERTA used in [17] models soft errors by modeling electrical masking using mathematical equations for pulse propagation. However, they do not consider the effect of pulse heights on the electrical masking as we do in our work. Also, our approach to re-convergent nodes is very different from the methodologies presented above. Thus, our approach is unique from all the previous approaches that have been proposed to date [10], [5], [12], [13], [14], [15], [16], [17] and [18]. There have been various works on glitch modeling for power consumption [8], [25]. These models, however, do not calculate all glitch properties such as pulse amplitude and width required for modeling SER. A mathematical expression to model glitch amplitudes as it propagates through logic gates is proposed in [26]. In this work, we propose a mathematical expression for output amplitude based on geometrical calculation on
approximated input pulse widths. We also use a mathematical expression for the output pulse width based on approximating the output voltage to a trapezoidal or a triangular pulse.

3.2 Characterization and Methodology

3.2.1 Logic Cell Characterization

Our methodology assumes that a soft error upset is modeled by the injection of a current pulse. The first part of our characterization involves capturing the current-voltage transfer characteristics for the logic cells in our library for different current pulses occurring at the input nodes. The output of this characteristic table provides the output voltage pulse parameters that include the pulse magnitude, width, and the rise and fall times of the output voltage pulse. The characterization is performed for different input and output capacitances and current pulses. The device level version of SEAT was used to determine the dominant type of current pulses for which this characterization needs to be done. One disadvantage of this approach is that for a large library, the number of tables will also be large.

The second pre-characterization involves delay characterization for all the cells in our library. This characterization may already be available for the target cell library. Our analytical models for calculating glitch amplitude and width propagation require these delay values. It is well known that the delay of a gate is a function of both the slope and the load capacitance. Hence, in our work, we have characterized the delay and slopes of
the output for each of the basic cells for different input slopes and for different input combinations by varying the load capacitance.

Figure 3.1 shows a portion of the delay characterization table for an inverter. Thus, for each load capacitance \( (C_L) \) and input slope, the delays \( (d_1 \text{ for } 1\rightarrow 0 \text{ transition and } d_2 \text{ for } 0\rightarrow 1 \text{ transition of the output}) \) and the output slopes (rise time \( t_r \) and fall time \( t_f \) of the output) are listed. As shown in Figure 3.1, the output delay and slopes can be obtained by indexing, using the input slopes \( (t_{if} \text{ and } t_{ir}) \) and \( C_L \). An important note is that the delay and slope values are a function of the input states of various gates. For example, Table 3.1 shows the delay and slope values for two different states of a XOR gate. Consequently, it is necessary to know the input state of the gate for finding the delay in addition to the load capacitance and input slope.

### 3.2.2 Flip-Flop Characterization

This characterization is used to determine the \( tw \) of the flip-flops used in our designs. Our characterization involves sweeping a voltage pulse of a specific width and height at the input of the flip-flop and finding the time for which this pulse is latched by the flip-flop using HSPICE simulation. This time is then used to calculate the timing window \( (tw) \) by dividing this over the clock period that the circuit is operating at. This characterization is repeated for different pulse widths and heights. The fact that the height of the pulse is also used to characterize the \( tw \) makes this method more accurate. For example, two pulses of same width, but different heights, might have different \( tws \), making our approach more accurate than approximations such used in [17], which
assume that only a pulse completely encapsulating the latching window can cause an error.

![Diagram](image)

**Figure 3.2** shows the variation of the timing window with increasing pulse width for a positive voltage pulse of magnitude of 1V for two different flip-flops, Transmission Gate (TGFF) and a Hybrid Latch Flip-Flop (HLFF). Clearly, although the variation is
linear at different portions, there are lower slopes for lower pulse widths and higher slopes at larger pulse widths. This difference will not be captured by the linear equations as represented in [10], [14]. Also, note that at very high pulse widths, it does not matter if either of the flip-flops is used, as the timing window for both is the same.

![Flip-Flop characterization](image)

**Figure 3.2:** Flip-Flop characterization

### 3.2.3 Modeling Voltage Glitch Propagation

Next, we propose a set of mathematical equations assuming a triangular or trapezoidal pulse for determining how the voltage pulse amplitude and width vary as they propagate through logic gates towards the flip-flop input.

First, we focus on estimating the amplitude of the output voltage pulse given the input pulse width ($PW_i$) and the slopes of the output pulse ($t_f$ and $t_r$). Assuming a linear
output slope, for a 1->0 output pulse of an inverter, the minimum output voltage $V_{o_{min}}$ can be calculated as follows (Eq. 3.1):

$$V_{o_{min}} = \begin{cases} 1 - \frac{PW_i}{t_f \times 1.25}, & PW_i < t_f \times 1.25 \\ 0, & PW_i > t_f \times 1.25 \end{cases}$$ \hspace{1cm} 3.1$$

Here, $t_f$ is the output fall time which was found from the delay and slope table discussed in section 3.2.1. $t_f$ is the time required for the output changing from 90% to 10% of supply voltage, $V_{dd}$. Consequently, we use a scaling factor of 1.25 to mimic a complete swing from $V_{dd}$ to zero. Similarly, for a 0->1 output pulse of an inverter, the maximum output voltage $V_{o_{max}}$ can be given as follows (Eq. 3.2):

$$V_{o_{max}} = \begin{cases} \frac{PW_i}{t_r \times 1.25}, & PW_i < t_r \times 1.25 \\ V_{dd}, & PW_i > t_r \times 1.25 \end{cases}$$ \hspace{1cm} 3.2$$

Where, $t_r$ is the rise time of the output pulse (from 10% to 90% of $V_{dd}$). The accuracy of the model is directly dependent on the accuracies of the pulse width and the slope values from the pre-characterized tables. Figure 3.3 shows the verification of this model for a simple inverter where $V_{min}$ is the minimum output voltage observed using circuit simulation and $V_{min_{calc}}$ is the voltage calculated using the above model. Next, we focus on estimating the width of the output voltage pulse. The width of the output pulse can be modeled as a function of delay of the gate. Approximating the output pulse to be a triangular pulse, we model the output pulse width ($PW_o$) using the following equation (Eq. 3.3):
PW_o = (PW_i - d_1) + X * d_2 \quad \text{3.3}

Where the delays d_1 and d_2 are the first and second transition delays of the output waveform and as in Eq. 3.4

\[ X = \left( \frac{V_{dd}}{2} - V_{O_{\text{min}}} \right) \frac{2}{V_{dd}} \quad \text{3.4} \]

for a 0 → 1 input pulse and as in Eq. 3.5

\[ X = \left( \frac{V_{O_{\text{max}}}}{2} - \frac{V_{dd}}{2} \right) \frac{2}{V_{dd}} \quad \text{3.5} \]

for a 1 → 0 input pulse

---

**Figure 3.3:** Calculated voltage amplitude for an inverter
This scaling using $X$ is performed, because delays ($d_1$ and $d_2$) in the characterization table are determined at 50% switching point ($V_{dd}/2$) assuming full voltage swing, while actual voltages are swinging only to $V_{omin}$ or $V_{omax}$. Figure 3.4 can be used to explain the value of $X$ for positive input pulse. As can be seen the distance between the negative edge of input pulse and the positive edge of output pulse is not the delay $d_2$; rather, it is just a fraction of it given by the expression for $X$.

Figure 3.4: Modeling pulse propagation

The pulse width estimation method was verified with basic gates, using a trapezoidal pulse as input of varying pulse width. Figure 3.5 shows the results for a NAND gate where “pwidtho” is the observed pulse width from circuit simulation while “pwidthcalc” is the calculated pulse width. As can be seen, for larger pulse widths, the mathematical model matches circuit simulation results exactly. But for lower pulse widths, the model underestimates the output pulse widths. This does not affect the accuracy of our methodology significantly, because the timing window of smaller pulses is very close to zero. Hence, the equations proposed above can accurately model the pulse propagation, provided the characteristics are accurate.
3.2.4 Soft Error Estimation Methodology

Figure 3.6 shows our methodology as applied to a logic chain for a specified set of primary inputs. Here, current pulses are injected into each node. The corresponding voltage pulse is obtained by using the values from a current-voltage (I-V) transfer table. Once a corresponding output voltage is obtained, the propagated pulse width and amplitude at the output of each gate along the path are calculated, using the equations presented in the previous sections and the pre-characterized delay models. Since we also account for the state of each node when propagating the pulse, logical masking is accounted for inherently. Once the voltage pulse propagates to the flip-flop, the pulse-width and amplitude values are used to obtain the corresponding $tw$, using the flip-flop characterization table explained in section 3.2.2.
Once the $tw$ for a node to one output is known, assuming the probability of a pulse hitting a node $N$ to be $P_N$, which is a factor of area occupied by the node, the pulse size, etc., the soft error rate for the output (for example O in Figure 3.6), $SER_O$, can be calculated as follows (Eq. 3.6):

$$SER_O = \sum_N P_N \times tw$$ \hspace{1cm} 3.6

Thus if the circuit has $m$ outputs, the overall SER is (Eq. 3.7):

$$SER = \sum_m SER_O$$ \hspace{1cm} 3.7

### 3.2.5 Re-convergent Paths

The soft error estimation methodology discussed above requires enhancements for handling re-convergent paths. Here, the pulse propagation has to be considered as a special case. There are two important factors that affect the pulse propagation through such paths. The first factor is the input conditions at the re-convergent node, which can
either result in a magnified or a mitigated pulse at the output re-convergent node. Another important factor is the delay difference between the two paths that lead to the re-convergent gate. This determines the delay of the gate and also determines whether the output pulse can be considered a single pulse or two different pulses. In our methodology, both these factors can be taken into account by characterizing the cell delays and the slopes by varying the time difference between glitches occurring at multiple inputs of the re-convergent gate. After a certain time difference between the arrivals of the glitches, these edges can be considered as separate pulses and hence, the input pulses at the re-convergent gate propagate to the output as two separate pulses. Note that in both cases, the equations presented in previous sections can be used to obtain the pulse characteristics.

### 3.3 SEAT-LA Tool Flow - Implementation

Figure 3.7 shows the SEAT-LA tool implemented as a part of the bigger tool flow. The tool was implemented using perl and Tcl scripts to work in conjunction with other required tools. As can be seen from Figure 3.7, the back annotated gate level net-list is taken as input. The tool, design compiler from Synopsys, is used to extract the paths from each node to the output. The tool also requires knowledge of the capacitance at each node, using which the delay and slope tables are to be indexed. These capacitances were obtained from the back annotated net-lists. The state of each node was obtained for a given input vector using the model-sim simulator. Once the state of every node is obtained, SEAT-LA (in Figure 3.7) computes the pulse propagation from each node to
the output and also calculates the value of $tw$ as explained in the Sections 3.2.3 and 3.2.4. This analysis is done for each path of every node. Thus, as described in Section 3.2.4, the SER is obtained by summing up the $tw$ values for all nodes in the path.

3.4 Results and Discussion

In this section, we present the validation results. First we present the $tw$ results of simulations using small designs from the ISCAS benchmark: c17, a 4-bit ripple carry adder, a 2x4 decoder and the logic chain shown in Figure 3.6. All our designs were mapped using the following four pre-characterized cells: an inverter, a 2-input NAND, a 2-input NOR and a 2-input XOR gate. Also, each of the outputs was connected to a Transmission Gate Flip-Flop (TGFF). All our pre-characterizations were performed for the 70 nm Predictive Technology Model using HSPICE circuit level simulations. We compare the $tw$ obtained from our tool with those observed by HSPICE. Next we calculate the error rates based on $tw$s and compare them with HSPICE results. Thus we
also assume that the results obtained from HSPICE as accurate. Finally, we present the results of running the tool on bigger ISCAS benchmarks.

### 3.4.1 Timing Window Verification

In this section, we present the timing window ($tw$) of the various designs obtained using SEAT-LA and compare them to observed timing window from HSPICE simulations. Each of the smaller designs was implemented using Micro Magic MAX, a VLSI layout tool with 70 nm PTM technology transistor models. These designs were simulated using HSPICE and the extracted gate-level net list was also given as an input for the tool. Next, the timing window was measured using HSPICE simulation by moving the current pulse over a clock period at every node to obtain “tw HSPICE” (See Figures 3.9-3.11) for a given input. The timing window, “tw SEAT-LA”, was calculated by the tool SEAT-LA for the same input for each node using the extracted net-list.

The timing windows for the ISCAS benchmark c17 (schematic in Figure 3.8) are presented in Figure 3.9. Here, the observed and calculated timing windows differ by a mean error margin of 9.8% and a maximum error of 14.4%. The c17 circuit does have a re-convergent node at o23 as shown in Figure 3.8. Thus, at certain input states, a pulse at G11 can propagate through both nodes G16 and G19 to o23. Since the delays to both the nodes are same, the delay difference between the two pulses is zero. Thus, the delay corresponding to both inputs switching is used to calculate the output voltage characteristics by our tool, instead of treating them as two separate glitches at the two different inputs of G16. The timing window evaluation for node G11 for two different
cases illustrates the importance of re-convergent modeling. In Figure 3.8, the timing window for a pulse at G11, when it propagates through both G16 and G19, results in a timing window of 0.127. On the other hand, if the timing window is calculated assuming that the pulse propagates only through G19, the resulting value is 0.094.

Figure 3.8: C17 schematic

Figure 3.9: C17 timing window results
Figure 3.10 presents the results for a 4-bit ripple carry adder. The adder has four sum and one carry outputs and 13 internal nodes. The states of the various nodes were such that transients caused at only 4 of the 13 nodes propagated to the output with a non-zero probability; thus, only these results are presented here. As seen from the calculated results, apart from one value, there is a good match (mean error of 3.6%) between the observed and calculated values. It was found that this mismatch was due to the difference in the actual slope and the characterized slope, which affected the accuracy of the pulse magnitude.

Figure 3.10: Timing window for an adder

Figure 3.11 shows the calculated and observed timing windows for the decoder and the logic chain. The observed and calculated values match for most of the nodes, except for node “ab” in Figure 3.11. The mean error was calculated to be 13.8% for the
decoder and logic chain in Figure 3.6. In the case of node “ab”, the tool underestimated the timing window: the reason for that is explained below.

We observed that our tool slightly underestimates the timing window values for nodes that are farther away from the outputs while for the nodes closer to the output, the tool overestimates the timing window. For example, in the c17 results presented in Figure 3.9, the timing window for G11, which was farther away from the output, is underestimated while for the nodes closer to the output (G10, G16 and G19) it is overestimated. This is because, for current pulses occurring at nodes farther away from the output, the error in the result is mainly due to the approximations in reading the delay and slope values from the table. This results in the underestimation of the timing window.
For a current pulse occurring at nodes closer to the output, the approximations in the flip-flop characterizing plays a greater role, resulting in overestimation.

### 3.4.2 Soft Error Rate Verification

In this section, we present our results in verifying the SER from the observed and the calculated $tw$ presented in the previous section, using equations in Section 3.2.4. The soft error numbers obtained from the equation are compared with values obtained from errors observed at the flip-flop, when injecting random errors at the nodes using HSPICE circuit simulation. For this purpose, a small test bench was set up to inject random pulses in the nodes of each design. The injection site (node) and time (within one clock period) were chosen randomly by the test bench. A current pulse of given width and height were subsequently injected. The test bench observed the state of the flip-flop and checked for the occurrence of an error. This procedure was iterated 5000 times for each design and the corresponding errors obtained to calculate the “SER Hspice” entries in Table 3.2. The times required for 5000 iterations are reported in column 6.

Table 3.2 presents the results for all the above designs as well as an inverter chain design. Here, “SER $tw$” is the SER calculated from the “$tw$ HSPICE” in Figure 3.9, “SER SEAT-LA” is the SER calculated by the tool and “SER HSPICE” is the SER as obtained from the test bench explained above. The error percentage between “SER SEAT-LA” and “SER HSPICE” is presented in the last column. This error percentage was calculated by using the following formula (Eq. 3.8):
The SEAT-LA results match well with the HSPICE values with an average error margin of 6.5% (mean). They also match well with the “SER tw” with a mean error of 7.3%. SEAT-LA also has a maximum speed up of 27000 times over HSPICE simulation while the average speed up is 15000.

\[ \%Error = \frac{SER_{SEAT-LA} - SER_{HSPICE}}{SER_{SEAT-LA}} \times 100 \] 3.8

We also used SEAT-LA to estimate SER when a HLFF was used to latch the output. The results are shown in Figure 3.12. There was an increase in the SER for all the designs, as seen here as compared to using a TGFF. Because the HLFF is a pulse triggered flip-flop, it has a bigger timing window than the TGFF, especially at lower pulse widths (See Figure 3.2).

<table>
<thead>
<tr>
<th>Design</th>
<th>SER tw</th>
<th>SER SEAT-LA</th>
<th>Time (min)</th>
<th>SER HSPICE</th>
<th>Time (min)</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invchain</td>
<td>0.0733</td>
<td>0.0765</td>
<td>0.01</td>
<td>0.0756</td>
<td>270</td>
<td>1.2</td>
</tr>
<tr>
<td>c17</td>
<td>0.1498</td>
<td>0.1382</td>
<td>0.04</td>
<td>0.1410</td>
<td>426</td>
<td>2.0</td>
</tr>
<tr>
<td>Decoder</td>
<td>0.0205</td>
<td>0.0234</td>
<td>0.02</td>
<td>0.0210</td>
<td>670</td>
<td>10.1</td>
</tr>
<tr>
<td>Logicchain</td>
<td>0.0668</td>
<td>0.0649</td>
<td>0.22</td>
<td>0.0620</td>
<td>719</td>
<td>4.4</td>
</tr>
<tr>
<td>Adder</td>
<td>0.0355</td>
<td>0.0388</td>
<td>1.4</td>
<td>0.0332</td>
<td>872</td>
<td>14.4</td>
</tr>
</tbody>
</table>

Table 3.2: Soft error rate comparison
Simulations on ISCAS Benchmarks

In this section, we present the scalability of our approach using larger ISCAS benchmarks. All the benchmarks used were much bigger than the small designs. Therefore, verification by HSPICE could not be done as in the case of previous designs, due to very long simulation times. All the simulations were run on Sun Fire V210 workstations with SOLARIS Unix operating system and 4GB RAM. Table 3.3 gives the error rate and also the time taken in minutes. We observe that the time required by our tool increases with the number of paths in the design. However, soft errors in combinational logic become more important with shallower pipeline stages. Consequently, the number of paths to be analyzed by our tool for a single combinational logic stage is expected to be reduced, due to reduced logic depth in a pipeline stage in future. Note that since this
tool was written using perl and tcl scripts, there can be many optimizations to make the
tool work much faster and efficiently than it presently does.

Thus in this chapter a new tool to model soft errors in logic circuits is proposed.
This tool can form an integral part of the synthesis tool flow and can be used to predict
SER at the design stage along with other performance evaluation techniques like static
timing analysis. The proposed tool is verified with HSPICE simulations with the
assumption that HSPICE being the most accurate available standard. It is also shown to
be much faster than HSPICE simulations while the scalability of the tool is verified by
simulations on larger ISCAS benchmarks. But, as technology scales, there are other
variability issues that affect the current technology circuits apart from soft errors. It is
important to analyze the effect of such variability issues on soft errors, which is dealt
with in detail in the next chapter.

<table>
<thead>
<tr>
<th>Circuit Name</th>
<th>Circuit Function</th>
<th>Total Gates</th>
<th># of I/Ps</th>
<th># of O/Ps</th>
<th>SER</th>
<th>Time in min</th>
</tr>
</thead>
<tbody>
<tr>
<td>C432</td>
<td>Priority Decoder</td>
<td>160</td>
<td>36</td>
<td>7</td>
<td>0.0725</td>
<td>108</td>
</tr>
<tr>
<td>C499</td>
<td>ECAT</td>
<td>202</td>
<td>41</td>
<td>32</td>
<td>0.0041</td>
<td>216</td>
</tr>
<tr>
<td>C880</td>
<td>ALU and Control</td>
<td>383</td>
<td>60</td>
<td>26</td>
<td>0.0188</td>
<td>102</td>
</tr>
<tr>
<td>C1355</td>
<td>ECAT</td>
<td>546</td>
<td>41</td>
<td>32</td>
<td>0.0070</td>
<td>162</td>
</tr>
<tr>
<td>C1908</td>
<td>ECAT</td>
<td>880</td>
<td>33</td>
<td>25</td>
<td>0.0011</td>
<td>1073</td>
</tr>
<tr>
<td>C2670</td>
<td>ALU and control</td>
<td>1193</td>
<td>233</td>
<td>140</td>
<td>0.0034</td>
<td>547</td>
</tr>
</tbody>
</table>

Table 3.3: SER for ISCAS benchmarks
Chapter 4

Reliability Effects on Soft Errors

4.1 Introduction

Sub-90 nm circuits currently face an unmanageable problem of unpredictability in process parameters of their individual devices [27]. Such uncertainties not only affect the circuit power and performance characteristics [28], but also the resilience to transient faults like soft errors. Since the soft error resilience of any device has a strong dependence on the process parameters such as device length, threshold voltage etc., the effect of process variability on SER of the circuits cannot be neglected. One of the main causes of such variations in process parameters is manufacturing parameter fluctuations, due to increasingly challenging fabrication requirements [29], [30]. Such effects are of static nature, which may be characterized and detected immediately after manufacturing to some extent. Another reason for changes in device behavior is the dynamic variations of the individual device due to runtime phenomena, such as device degradation, power supply noise, and temperature imbalances. Each of these phenomenon impact the device characteristics and thereby the resilience of the devices to soft errors.

One of the biggest problems faced by current circuit designers is manufacturing parameter fluctuations. The aggravation of such defects is attributed to technology scaling, which poses very difficult fabrication challenges. The expected device parameters vary across different dies and within a die itself, namely inter-die and intra-
die variations respectively [31]. Such variations may significantly affect power and delay characteristics of the circuit and thereby impose challenges in meeting the necessary budgets. Apart from these variations being a reliability concern, such variations introduce newer reliability concerns in the form of modulating the susceptibility and resilience of the circuits to transient errors like radiation induced soft errors. Due to reduced feature sizes, any slight change in the process parameters contributes to a significant percentage of variations; thereby, their impact is quite significant. Consequently, dynamically natural variations due to power supply variations and increased temperature across chips have also been one of the important causes for variations [32], [33], [34], [35]. Also, variations due to device degradation because of Hot Carrier Effects (HCE) and Negative Bias Temperature Instability (NBTI), which are attributed to the circuit usage over a period of time, may lead to run time degradation and uncertainties of the circuits [36], [37], [38]. Although such changes may contribute to more permanent failures [39], the degradation may once again affect the transient error vulnerability of the circuit, since it changes the operating conditions and the device parameters of the circuits, both of which affect the SER of a circuit significantly.

Although there have been many methodologies that propose modeling and optimizations for soft errors [10], [5], [12], [13], [14], [15], [16], [17], [18] and [40], it is important to address soft errors in the presence of other reliability issues as well. To the best of the author’s knowledge, this is first work that has looked at effects of other reliability issues on SER. Thus, the primary contribution of this chapter is to analyze of SER in combinational logic circuits under static and dynamic variations. This is done through the use of various tools to estimate the state of individual devices and their
process parameters due to HCE and NBTI induced degradation over a period of time. The chapter is organized as follows: Section 4.2 presents the variation models used by in this work. The details of SER estimation tools are discussed in Section 4.3. Finally, the simulation results are presented in Section 4.4.

4.2 Modeling Variation

In this chapter, we considered three different categories of variations: static, dynamic and aging related variations. The methodologies used to model these types of variations are discussed in detail in this section.

4.2.1 Static Variations

Static variations are primarily due to manufacturing uncertainties such as variations in channel length, channel width, thickness of gate oxide, and threshold voltage. Inter-die variations (such as $V_{th}$) change the value of the parameters in all the transistors in a die in the same direction. Processing temperatures, equipment quality, wafer polishing and placement causes these variations. Examples are channel length, channel width and variations between individual metal layers used for routing [29]. These variations result mainly in differences in power and delay.

In contrast, intra-die variations can be either systematic or random. These variations arise due to misalignment of wafer, Random Dopant Fluctuations (RDF) and uneven planarization steps. Transistor parameter shifts resulting from systematic
variations are correlated and are dependent on the neighboring transistor parameters. Random variations shift the transistor parameters independent of the locality. In particular, RDF leads to non-uniform distribution in transistor threshold voltages ($V_{\text{th}}$) in the circuit and is a key cause of random variations [32]. These static variations can be translated into changes in the effective threshold voltage ($V_{\text{th}}$) [33]. Hence the effect of change of $V_{\text{th}}$ due to process variations on the SER of various circuits is studied in this work.

4.2.2 Dynamic Variations in Power Supply and Temperature

The dynamic variations considered by us in this work are the variations due to temperature changes in circuits and power supply variations. In this section we discuss briefly the impact of such variations on circuits.

4.2.2.1 Power supply variations

The variations in power supply voltages have been one of the most important challenges as technology scales down. This is because of the decreased supply voltage, which results in a much larger ratio of the peak noise voltage to the ideal supply voltage [41]. This power supply noise is primarily a voltage drop in the power distribution networks, resulting in different voltages at different parts of the same chip. These variations are mainly due to resistive and inductive voltage drops across power supply networks. A power supply noise analysis methodology for circuits and microprocessors
has been discussed in [42]. A minimum power supply fluctuation of 10% is acceptable [41]. Thus, in our work we have varied the power supply for the benchmarks by 10% and presented the corresponding variation of SER. We discuss these results in section 4.4.

4.2.2.2 Variations in temperature

Heat generation in chips has increased rapidly with recent scaling trends and increased transistor density. This has led to non-uniform substrate temperature profiles, affecting both interconnect and transistor delays. In the case of interconnects, the rise in temperature increases the resistivity of metals thus resulting in increased delays. In devices, temperature affects both the mobility and the threshold voltage. A rise in substrate temperature reduces the mobility of electrons/holes in MOSFETs because of increased scattering at higher temperature [34]. The threshold voltage also decreases with an increase in temperature because of the change in Fermi-potential ($\Phi_f$) [35]. These two effects determine the trends in delay in logic circuits; thus, they affect the electrical masking capability of the logic circuits. The change in transistor delays also affects flip-flop characteristics, such as the set-up and hold times. This in turn results in a change in latch window masking capability of logic circuits. Analyzing these effects in detail is important, yet no work has contributed to such an analysis thus far.
4.2.3 Variations Due to Aging

The dynamic variations considered by us in this work are the variations due to device degradation over a period of time because of HCE, NBTI and power supply variations. To analyze the effect on SER due to such variations, we first modeled the impact of such variations on the circuits.

4.2.3.1 NMOS degradation due to HCE

The variations in threshold voltages of different devices over a period of time are considered for dynamic variations in the process parameters. Such changes in process parameters are primarily due to factors like temperature and logic activity of the device, which impact the basic I-V characteristics of the devices.

One such phenomenon, which leads to the degradation of the device due to the aforementioned factors, is Hot Carrier Effect (HCE). The Hot Carrier Effect is the phenomenon of trapping high-energy charge carriers at the gate oxide or creating new traps due to impact ionization effect. This trapping of charges increases the transistor threshold, thereby affecting the power and performance of the device. Such variations are more predominant in the NMOS transistors compared to PMOS transistors, primarily due to the negligible degradation rate of the saturation current of PMOS when compared to NMOS [43]. In this work we developed a tool for individual devices using the analytical models presented in [44], to observe the aging impact on devices. Eq. 4.1, 4.2 and 4.3 are the prime equations governing the degree of degradation of a device.
\[
\frac{dN_{it}}{dt} [1 + AN_{it}] = K I_{bb}
\]

\[
I_{bb} = \frac{C_1}{W} I_{DS} \exp(-\frac{B_i}{E_m})
\]

\[
E_m = \frac{V_{ds} - V_{dsat}}{I_d}
\]

Where, \(N_{it}\) is the number of trapped charges per cm\(^2\) (for unit deposition depth). \(A = 5 \times 10^{-9}\) cm\(^2\), \(K = 5 \times 10^{15}\), \(C = 2\), \(B_i = 4.41 \times 10^6\) V/cm is the ionization coefficient. \(E_m\) is related to peak electric field along the channel and is given by Eq. 4.3. \(I_{DS}\) is the drain source current that flows through the device during a transition (Figure 4.1). We use these equations in conjunction with the analytical model presented in [44] to estimate the threshold variation of a single NMOS device under constant current conditions. The degradation of \(V_{th}\) under such constant stressing conditions is demonstrated in Figure 4.2 for a 70 nm NMOS transistor.

Note that this degradation is modeled with the assumption of constant stressing of the NMOS device, which is essentially continuous current flowing through it for the given period of time. In circuits, however, current flow through the device is occurs only during switching and over a short period of time. Hence the actual age of the circuits can be related to the stressed age using Eq. 4.4.
Figure 4.1: Device current during a transition

Figure 4.2: Variation of Vth of NMOS with aging
Where, $\Delta S$ is the stressed age, $T$ is the actual age, $P$ is the switching probability of the gate of the NMOS transistor under consideration, $I_{sub}$ is the substrate current, $CLK$ is the clock frequency and $I_{sub\_dc}$ is the total constant current under stressed conditions that may flow during time $T$. The equation primarily exploits the number of transitions of the gate over a period of time and the current flowing through the device, based upon the exact current estimates obtained from HSPICE. The MATLAB model is integrated with the circuit simulation tool HSPICE for precise estimation of individual device threshold changes over a period of time. We obtain the actual ages of each of the NMOS transistors in a circuit during its operation, based on the actual current flowing through the devices during any transition. These numbers are used to obtain the actual ages of the devices and thereby the new threshold of the devices at the end of a time window of observation, which, in our case, is one day. The thresholds are then used to obtain the new current estimates and the ages at the end of next day. Figure 4.3 demonstrates the flow of the tool developed by us which iteratively estimates the degradation of the devices given a SPICE model of any circuit. Note that unlike the random behavior of static process variations these dynamic variations considered by us are more deterministic due to their strong dependence on the logic activity of the transistors.
4.2.3.2 PMOS degradation due to NBTI

Another phenomenon that leads to slow degradation of especially PMOS devices is NBTI. NBTI in PMOS occurs for a negative gate voltage ($V_{gs} = -V_{DD}$) and results in increased threshold voltage with time. The main reason for the NBTI effect is found to be the presence of an increased number of positive interface traps caused by the displacement of Si-H bonds, which are induced by positive holes from the channel. The NMOS transistor has a negligible level of holes in its channel and hence does not suffer from NBTI degradation [38].

Recently, a number of works have attempted to model NBTI [37], [38]. In this work, we follow the approach used in [38] to model the change in the threshold voltage due to NBTI. As explained here, when the PMOS device is on, it is in a stressed stage. When it is off, it is in a recovery stage where the threshold voltage attempts to drop back.
due to the diffusion of the H atoms back to the interface to form the S-H bonds. These
two stages are modeled by the Eq. 4.5 and Eq. 4.6 [38]:

During Stress,
\[
\Delta V_{th} = \sqrt{K_v^2 (t-t_0)^{1/2}} + \Delta V_{th0}^2 + \delta_v \tag{4.5}
\]

During Recovery,
\[
\Delta V_{th} = (\Delta V_{th0} - \delta_v) \times \left[1 - \sqrt{\eta(t-t_0)/t}\right] \tag{4.6}
\]

Where (Eq. 4.7),
\[
K_v \propto \sqrt{C_{ox}(V_{gs}-V_{th})} \exp\left(\frac{E_{ox}}{E_0}\right) \exp\left(-\frac{E_a}{kT}\right) \tag{4.7}
\]

Here, E_{ox} = (V_{gs} - V_{th})/T_{ox}, C_{ox} is the oxide capacitance, k is the Boltzman constant, \(\delta_v = 5 \text{ mV}\), \(\eta = 0.35\), t and \(t_0\) are the initial and final times, \(E_0 = 2 \text{ MV/cm}\) and \(E_a = 0.13 \text{ eV}\). From Eq. 4.5 and Eq. 4.6, an expression for long term degradation can be derived after n cycles of recovery for a duty cycle or a stress period of \(\beta\) and a clock period of D. Thus, as in [45] (Eq. 4.8):

\[
\Delta V_{th} = K_v \beta^{0.25} T^{0.25} \left[1 - \left(1 - \sqrt{\eta(1-\beta)/n}\right)^{2n}\right] + \delta_v \tag{4.8}
\]

Using the above equations, the change in threshold voltages are estimated, taking into consideration the stress and recovery time based on the static probability of the gate voltage for each node in a circuit. With this information, the SER for any given circuit can be estimated with degraded PMOS in these circuits. Results for this analysis are presented in Section 4.4.
4.3 SER Estimation Tools

In this section a brief background on the SER estimation set-up and methodology used for SER analysis in the presence of variations is presented. In our simulations, we analyze soft error rates in small custom benchmark circuits that represent combinational logic in general. We use a circuit level tool built using perl scripts, which invokes HSPICE to estimate SER accurately in these custom benchmark circuits. This circuit level tool operates on a SPICE file containing the design and the flip-flops attached to the outputs. We also estimate the SER variations for bigger ISCAS-85 benchmarks with respect to static threshold changes in circuits using SEAT-LA.

The circuit level estimation tool uses an accurate method for SER estimation. This tool requires a SPICE netlist of the circuit for which the SER needs to be estimated. This tool provides an SER for a given current pulse generated by a pulse strike. A double exponential current pulse similar to those used in previous chapters was used. The circuit level tool then uses HSPICE to calculate the timing window \( t_w \) for which this current pulse at each node in the logic circuit causes an error at the output. As defined in Chapter 2, the timing window is the amount of time for which the current pulse at a node causes an error at the flip-flop output divided by the clock period. Thus, \( t_w \) is the probability that an error occurs for a current pulse at a node \( N \). If the probability of the current pulse occurring at this node \( N \) is known, then as in Chapter 3, the SER for that circuit (with \( N \) nodes and a single output \( O \)) can be calculated using Eq. 3.4.

Apart from being accurate, the circuit-level tool also allows the user to change parameters of individual devices that occur due to variations. But the circuit level tool
works effectively for only very small circuits with 5-10 gates. When circuits are larger, analysis using HSPICE becomes very tedious and time consuming. Hence, to analyze SER variations in bigger ISCAS benchmarks, we use SEAT-LA.

4.4 Results and Discussion

We used a set of custom designed circuit layouts and gate level designs of ISCAS-85 benchmarks for our simulations. The custom designed circuits were laid out using Micro Magic MAX tool [46] in 70 nm PTM technology [23] and simulated using HSPICE. These circuits include a ten stage inverter chain, a logic chain similar to the one used in Chapter 3, the C17 ISCAS benchmark, a 2X4 decoder and a four bit Ripple Carry Adder (RCA). The gate level designs of the ISCAS-85 benchmarks were tested using SEAT-LA. All the circuits designed drove a Transmission Gate Flip-Flop (TGFF) which captured the outputs.

4.4.1 Static Variations

In our first set of simulations on static variations, we tested the impact of inter-die variations on both the custom-designed benchmarks and ISCAS-85 benchmarks. The results of these tests are shown in Figure 4.4 and show a maximum variation of 16% for a $3\sigma$ (maximum) variation of 10% in threshold voltage. More importantly, we observed an increase in the SER as the threshold increases. This trend is the opposite of what is expected and explained in [20].
As mentioned in [20], there are two different phenomena that determine the trend of SER with change in threshold voltage. The first is the increase in the gain of static logic circuits with increase in the threshold voltage. This, in turn, reduces the electrical masking capability of static logic circuits resulting in an increase in SER. The second is the increase in flip-flop set-up and hold time with increased threshold voltage. This increases the (latch-window) masking capability of the flip-flops, as larger pulses are now needed to be latched on by the flip-flop. Thus, the SER trend depends on which of the above factors dominates more. In [20], it was found that the SER decreased with large increase in \( V_{th} \). This was due to the large increase in the flip-flop set-up and hold times, while the increase in gain of the logic circuits had a much smaller effect on the overall SER trend.

Figure 4.4: Normalized SER due to static variations for ISCAS and custom benchmarks
Since our initial analysis on SER variation due to variations in \( V_{\text{th}} \) had an opposite trend to what is expected as in [20], we extended our simulations to estimate the change in SER by increasing \( V_{\text{th}} \) beyond 10\% for two of the smaller benchmarks. These results are presented in Figure 4.5. From the figure it is noted that there is an initial linear increase in SER with small increase in \( V_{\text{th}} \). This is clearly due to the dominant influence of CMOS gate gains in the logic circuits. But as \( V_{\text{th}} \) increases further, the reduction in setup and hold times of the flip-flops at the end of the data-paths starts playing a more important role, thus reducing SER drastically after a point, as seen in Figure 4.5.

These curves indicate interesting trade-offs that can be used for design optimizations in circuits for both power and SER mitigation. Therefore, this can be used to estimate the \( V_{\text{th}} \) for which the circuits can be used to save leakage power and also decrease SER. Also, this technique can be applied for noise mitigation in general rather than just mitigating radiation induced soft errors.
To model the effect of intra-die random variations, we performed SER analysis on two of the custom benchmarks with random $V_{th}$ assignments for the different devices. A Gaussian distribution in threshold voltage with $\mu = 0.2$ and $\sigma = 0.02$ for NMOS devices and $\mu = 0.22$ and $\sigma = 0.02$ for PMOS devices was used to assign $V_{th}$ to each of the devices. Once the $V_{th}$ was assigned for each device in the circuit, the circuit was simulated for SER analysis. Due to long simulation times, SER analyses for 100 different assignments were performed to mimic Monte-Carlo type of simulations as our initial simulations with just 10 different assignments showed a peak-to-peak variation of 41%. Figure 4.6 shows the variation of SER normalized to SER for nominal threshold values.

![Figure 4.6: Impact of random $V_{th}$ variations](image)
Clearly there was a large variation in the SER with $V_{th}$ variation. Thus, further analysis was done to determine the reason for such a large variation in SER. For this analysis, the flip-flop characteristic variation was studied by determining the variation in the timing window for different voltage pulse widths by sweeping the pulse at the input of the TGFF used in the designs. There was a large variation in the timing window especially for the smaller pulse widths (average variation of 30%). Since only smaller pulse widths reach the input of the flip-flop, the large variation in SER was the result of the large variation in the flip-flop characteristics, which determines the trend in SER.

**4.4.2 Dynamic Variations in Power Supply and Temperature**

Our next set of simulations studied the effects of power supply variations on the SER on the different benchmark circuits. Figure 4.7 presents these and shows that for a 10% fluctuation of variation in power supply voltage, the SER varied by a maximum of 25% among all the circuits considered. Here, as expected, the SER increased with decrease in voltage. Also, it is interesting to note that the variation in SER is almost linear with respect to the change in voltage.
Next, we also studied the effect of increased temperature on SER for the custom benchmark circuits. Figure 4.8 shows the variations in SER with increase in temperature. As seen here, there are vast differences in trends in different designs. To determine the reasons for the different trends, it is important to study the effect of temperature on flip-flop (TGFF) characteristics. For this analysis, the $tw$ for trapezoidal pulses with increasing widths were studied.
Figure 4.9 shows the timing window variation for increasing pulse widths at different temperatures. As seen here, the timing window is much lower at higher temperatures for small pulse widths, while it was similar or, in fact slightly greater (than that for lower temperatures) for large pulse widths. Thus, for designs with longer data paths, the pulse widths that reach the flip-flop are very small, resulting in very small SER at higher temperatures as seen for inverter chain and decoder in Figure 4.8. On the other hand, for designs with very short data paths like C17, the pulse width (due to the same strike) reaching the flip-flop is larger, thus having an opposite trend in SER as seen in Figure 4.8. To confirm this, the SER of a 2 stage inverter (similar stages as c17) was found to have a much smaller reduction in SER with increase in temperature.
Next, we performed simulations on the custom benchmark circuits to find the effect of device degradation due to HCE by using the tool discussed in section 4.2.3.1. Thus we studied the effect of HCE on the threshold voltages of different NMOS transistors in each of the circuits. These threshold variations were obtained by assuming a 50% switching activity at all the inputs of each of the circuit considered. The variation of average $V_{\text{th}}$ after every 200 days of operation of these circuits is presented in Figure 4.10. From Figure 4.10, it is clear that the $V_{\text{th}}$ variation depends on the type of circuit. For example, in circuits like inverter chain and C17, where the input transitions result in a larger number of transitions of devices in the circuit, there is a large increase in $V_{\text{th}}$ with age. For circuits like the logic chain and the RCA, there is not a large increase in the $V_{\text{th}}$. 

**4.4.3 Variations Due to Aging**

From Figure 4.9, it is clear that the $V_{\text{th}}$ variation depends on the type of circuit. For example, in circuits like inverter chain and C17, where the input transitions result in a larger number of transitions of devices in the circuit, there is a large increase in $V_{\text{th}}$ with age. For circuits like the logic chain and the RCA, there is not a large increase in the $V_{\text{th}}$. 

Figure 4.9: Timing window variation for TGFF with temperature
We also studied the degradation of PMOS devices due to NBTI modeled as presented in section 4.2.3.2. For this task, the static probability of all the internal nodes was obtained based on a 0.5 input transition probability for each circuit. Then, using these transition probability values, the change in $V_{th}$ in all the PMOS devices in each circuit was obtained. Figure 4.11 presents the average variation of $V_{th}$ of the PMOS devices in different circuits. As seen from the figure, there is only a small increase in the threshold voltage, which is in fact smaller than those observed for HCE.

Figure 4.10: $V_{th}$ variations due to HCE
First, the effect of HCE alone on SER was studied. Figure 4.12 shows the variation of SER due to HCE only. Here it is seen that the variation in SER is very low showing no real trend. This is mainly due to the selective increase in some of the NMOS
$V_{th}$ values, while the PMOS device $V_{th}$ remains the same thus making the PMOS device stronger. This actually results in making the positive voltage spikes across some circuits bigger as the NMOS device becomes weaker with increased threshold.

Next, the SER for different benchmark circuits was obtained by incorporating the changes in $V_{th}$ due to the two aging effects, as both effects affect the $V_{th}$ of the corresponding devices simultaneously with age. Figure 4.13 presents the results obtained for aging effects on SER. As expected, the SER variations are not as large because of the very small variations in the threshold voltages due to aging. Also, there is not a very clear trend in these variations mainly because the change in $V_{th}$ is different for NMOS and PMOS devices due to the two effects, which make it difficult to predict the masking effects of different designs.

![Figure 4.13: SER variations due to NBTI and HCE](image-url)
Finally, simulations were performed on one of the benchmark circuits (the inverter chain) after incorporating different variations simultaneously to find the overall impact on SER. Table 4.1 shows the overall impact of these variations in SER. Here, the first column (%dvt) is the percentage change in $V_{th}$ due to inter-die variations, the second column (Days) represents the age of the circuit in number of days, the third column (Temp) represents the temperature in Celsius at which the circuit works, and the fourth column presents the normalized SER values for each case. From these results, it can be noted that temperature has the maximum impact on the SER of the inverter, as the results are comparable to its effects on the inverter chain as shown in Figure 4.8. As expected, aging has very little impact when compared to the other variations on SER.

Table 4.1: Overall variation impact on SER of inverter chain

<table>
<thead>
<tr>
<th>%dvt</th>
<th>Days</th>
<th>Temp (°C)</th>
<th>SER</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>999</td>
<td>100</td>
<td>0.42</td>
</tr>
<tr>
<td>10</td>
<td>600</td>
<td>100</td>
<td>0.40</td>
</tr>
<tr>
<td>10</td>
<td>999</td>
<td>70</td>
<td>0.84</td>
</tr>
<tr>
<td>10</td>
<td>999</td>
<td>100</td>
<td>0.40</td>
</tr>
<tr>
<td>-5</td>
<td>999</td>
<td>100</td>
<td>0.45</td>
</tr>
<tr>
<td>-10</td>
<td>600</td>
<td>100</td>
<td>0.49</td>
</tr>
<tr>
<td>-10</td>
<td>999</td>
<td>70</td>
<td>0.88</td>
</tr>
<tr>
<td>-10</td>
<td>999</td>
<td>100</td>
<td>0.47</td>
</tr>
</tbody>
</table>
Chapter 5

Conclusions

5.1 Summary of Contributions

This work first presented the circuit-level analysis of soft error rates in different flip-flops and adder structures, which are representative of data-path components. Design decisions on choosing the kind of architecture could be made, using the insights gained from this analysis. Second, the effect of power saving techniques, such as voltage scaling and increasing threshold voltage, on soft error rates was analyzed. Although these techniques were accurate, they cannot be used efficiently to model soft errors in larger circuits.

Thus, in this work, a new methodology to model SER in logic circuits was proposed. A logic level tool was built, which took a Verilog netlist and the parasitic capacitances for the nodes in the netlist as input. It computed the SER for the circuit for any given current pulse. The tool and the methodology were verified using HSPICE simulations and the results were presented. This tool can be used as an integral part of the synthesis tool flow where SER predictions can be made for designs when other performance evaluations, such as timing and power, are predicted. Hence, using this logic level tool could be useful to make informed design decisions.

Another primary contribution of this work involved an analysis of SER in combinational logic circuits under static, dynamic and aging-related variations. For
variations due to aging, different tools were used to estimate the state of individual devices and their process parameters, as a result of HCE and NBTI induced degradation over a period of time. The variations that were studied included static variations such as inter- and intra-die process variations, dynamic variations due to power supply voltage variations and temperature- and aging-induced variation due to HCE and NBTI.

First, the methodology that was used to model these variations was presented, based on previous works. Next the circuit level analysis tool to measure SER in various circuits was presented. Finally, the results on the effects of different variations on SER were presented.

Another important contribution of this work, building on the previous results in [47], is for these results to be used as a starting point for experimental measurement of SER in different devices, such as microcontrollers and microprocessors. Although experimental measurements of SER have been performed by many companies in the industry [48], [49], very little has been published in the open literature that could be used to gain insights, as the error rates are usually presented in anonymous units. The results presented in the appendix show an increase in error rates as result of both technology scaling and voltage scaling in microprocessors.

5.2 Summary of Results

The most important results obtained are listed below:
• From the circuit level analysis on the effect of threshold voltage on flip-flops, we have found that the SER of flip-flops decreased dramatically with increase in threshold voltage; therefore modification of the threshold voltage can be used for reducing both power and error rates of data paths.

• Adder circuits and in general combinational circuits were affected by the timing window and capacitance effects, which in turn affected the electrical and latching window masking. These phenomena determined the occurrences of multiple bit errors in adder circuits. Since multiple bit errors are much costlier to correct, different types of adders were analyzed to determine which ones would be preferred for preventing multi-bit errors.

• Voltage and frequency scaling in logic circuits resulted in a slight decrease in \( Q_{\text{critical}} \) values in general, thus increasing the SER. One way to optimize and improve error rates in logic circuits is to use appropriate flip-flop designs. Using flip-flops with shorter set-up and hold times would result in reducing the number of multiple bit errors occurring in the circuit due to single particle hits. Also, the effect of increasing threshold voltages on the circuit was analyzed. As expected, the \( Q_{\text{critical}} \) of nodes increased slightly while the timing window of nodes also increased thus resulting in a trade-off.

• The SEAT-LA tool was built using a newly proposed methodology. This was verified by comparing the SER predictions with those obtained using a tool running HSPICE simulations on these designs with random node selection and at random times. The verification results were presented here and the error margins were approximately 6.5% (mean) as compared to circuit level simulations, with
an average calculation speed up of 15000. Running the same tool on bigger
ISCAS benchmark netlists also proved the scalability of the tool. Both the SER
and the time required for the calculations were presented.

- Variations in threshold voltage due to inter-die variations resulted in SER
  variation of 16% for a $3\sigma$ variation of 10%. Threshold voltage variation due to
  intra-die variations resulted in a peak-to-peak SER variation of 41% in small
circuits based on a small set of simulations. The effect of device degradation was
not as large as the effect of static variations. Power supply variations showed a
maximum variation in SER of 25% across different circuits, while the effect of
temperature on SER variations was the highest especially for logic circuits with
short data paths.

While this thesis demonstrated the contribution of a new methodology to model
SER in logic circuits, more results could be obtained if further research was performed,
using this work as a basis. Some areas that could be explored include a hierarchical
methodology to model SER at larger block levels and the development of models from
real time testing of microprocessors to gain more insights. This methodology could be
applied to arithmetic units like adders, multipliers etc., which use some basic blocks
which are small enough to be quickly characterized by the tool presented in this work.
Using these characterizations, SER for much larger architectures can be predicted
quickly. Accelerated testing is another area where future work is needed to formalize a
methodology that can be used to verify all the existing tools that estimate SER.
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Appendix A

Accelerated Testing for Measuring Neutron Induced Soft Errors

A.1 Introduction

Two of the known sources of radiation that cause soft errors are alpha particles and neutrons. Alpha particles can easily be shielded by using appropriate packaging materials. On the other hand, neutrons cannot be shielded, even with a few feet of concrete. Thus, our accelerated testing effort has focused mainly on neutron induced soft errors in memories, microcontrollers, and microprocessors.

There are different ways in which accelerated soft error rates can be measured. One set of experiments has used multiple set of devices at different altitudes to study the effects of atmospheric neutron on these devices [50]. However this becomes very costly, as a large number of devices are required to make enough measurements that are numerically significant to predict SER. Another way of measuring neutron induced SER is to expose the device to accelerated neutron radiation. Beam 30L for Weapon Neutron Research at the Los Alamos National Science Center (LANSCE) is a JEDEC prescribed test beam for soft errors [51] and it is the only one of its kind. This beam is highly stable and closely replicates the energy spectrum of terrestrial neutrons in the 2-800 MeV, range while providing a very high neutron flux. Most SER testing reported in recent literature was performed at this facility [52], [49], [6].
In our testing facility, we have two different setups for measuring soft error rates due to neutrons. This appendix mainly focuses on the soft error measurements done at this test set-up. We first present the different setups in which our experiments were done. Next, we discuss our experimental results and measurements for different devices, which included a memory chip, a microcontroller and a microprocessor.

**A.2 Test Facility and Setup**

The Penn State Breazeale Nuclear Reactor (BNR) in the Radiation Science and Engineering Center (RSEC) is the test facility at which the testing was done. The BNR is a 1 MW, TRIGA (Training, Research, Isotopes and General Atomics) nuclear reactor with moveable core in a large pool with pulsing capabilities. The maximum rated power of the reactor is 1 MW in the continuous mode and can be increased to 2000 MW in the pulse mode. However, for the soft error testing, the reactor was used in the continuous mode only. The reactor power can also be stepped from 10 W to 1 MW to observe the soft error rate dependence on neutron flux. The BNR has a variety of dry tubes called beam ports and fixtures available in or near the core. A pneumatic transfer system is also available for irradiation of samples. When the reactor core is placed next to the Deuterium Oxide (D₂O) or heavy water tank and the graphite reflector assembly is placed near the beam port locations, neutron beams become available from two of the seven existing beam ports.

Neutrons are classified based on their energies. Neutrons with an energy more than 0.1 MeV are called fast neutrons and those with energy less than that are called
epithermal and thermal neutrons. The atmospheric neutron flux has both of these components, though neutrons at lower energies are far numerous than higher energy neutrons. The neutron flux emitted from the reactor core has both fast and thermal components. Near the reactor core, the neutron flux is dominated by fast neutron. The fast neutron flux near the core can be accessed through long tubes (standpipes). Since this fast neutron flux from the reactor core passes through the heavy water tank, the resultant neutron flux at the output of the beam port is that of thermal neutrons.

In a steady state of operation at 1 MW, the thermal neutron flux is $1 \times 10^{13}$ n/cm$^2$/s at the edge of the core and $3 \times 10^{13}$ n/cm$^2$/s at the central thimble. The average thermal flux at the exit of the beam port is $3 \times 10^7$ n/cm$^2$/s. The neutron spectrum of this beam port is measured with a slow neutron chopper as shown in Figure A.1. The spectrum measurement is compared with a corresponding Maxwell Boltzmann distribution. Since the generation of the neutrons is a statistical phenomenon, isolating the neutrons of a given energy is usually difficult. However, the facilities available at RSEC, namely, the ability to operate at multiple power levels, pulse the reactor to produce an extremely high power range and isolate the thermal and fast neutron flux. This permits effective characterization of the soft error rate.

The fast neutron spectrum is currently being calibrated. The upper energy limit of fast neutron flux from the reactor is less than that of the atmosphere’s neutrons spectrum, but it corresponds to the dominant portion of the atmosphere neutron flux.

Initial measurements of memory circuits SERs were previously completed and a detailed description of the facility and the test set-up can be found in [47]. Also, in [47], it is shown that the memory error rate increases linearly with an increase in the reactor
power, thus confirming the validity of accelerated tests, especially in high capacity chips. The following two sub-sections briefly describe the two different test setups that were used for this thesis.

A.2.1 Test setup at the outer neutron port

The first setup in which the soft error measurements were done was at the outer neutron beam port. Figure A.2 shows both the simplified schematic and the test set-up at the beam port respectively. As shown, an epoxy shield is used to protect the other portions of the board thus exposing only the test chip to thermal neutron radiation. Using this test setup, SER measurements for a microcontroller and a microprocessor were separately done. The microcontroller that was tested was Motorola-based M68HC11 [54]. Also, a PXA270, a strong arm based processor, on a BitsyXb embedded system from

Figure A.1: Thermal neutron energy distribution at the exit of a horizontal neutron beam port at BNR [47]
Applied Data Systems [55], was tested for SER measurements using this setup. The next few sections present the results for these experimental measurements.

A.2.2 Test setup at the reactor core

It was already known that the neutron flux close to the reactor core is much higher than that at the neutron beam ports. Therefore, the circuit board for this setup was placed near the periphery of the reactor core via a vertical standpipe, in order to observe the effect of fast neutrons on soft error rate. A schematic drawing of fast neutron irradiation facility at BNR is shown in Figure A.3. At 1 MW steady state of reactor operation, the fast neutron flux at the core boundary is $5 \times 10^{12}$ n/cm$^2$s. The reactor can be pulsed for a very short duration of time, around 10 milli-seconds at its Full-Width Half-Maximum, during which it generates a fast flux of about $1 \times 10^{16}$ n/cm$^2$s at the core periphery. This
amounts to about a ten order of magnitude increase in the fast flux. The time duration is very limited, yet the amount of fast flux is immense. The DUT is put inside the standpipe and the reading is taken. In addition, the walls of the pipe are covered with cadmium. Cadmium absorbs the thermal component of the flux, so that only fast neutrons affect the board. The memory boards tested at the outer beam port in [47] were tested for SER measurements using this setup, and the results are presented in the following section.

Figure A.3: Test setup at the reactor core
A.3 Experimental Results

Several types of test boards were used to measure SER using the two different setups mentioned earlier. This section presents the results for the various SER measurements done at the two different setups. This includes the testing of M68HC11 microcontroller and the PXA270 based BitsyXb system at the outer beam port and also the memory inside the core of the reactor.

A.3.1 Testing M68HC11 microcontroller

The M68HC11 microcontroller was evaluated with a prototyping circuit board from HVW technologies [56]. As a prototyping system it is a quick and efficient means of testing code and external circuitry. Here, the setup shown in Figure A.2 was used wherein only the microcontroller chip was directly exposed to the neutron radiation.

The 68HC11 is 8-bit data, 16-bit address microcontroller from Motorola, with an instruction set that is similar to the older 68xx (6801, 6805, 6809) parts. Depending on the particular model number, the 68HC11 has built-in EEPROM/OTPROM, RAM, digital I/O, timers, A/D converter, PWM generator, and synchronous and asynchronous communications channels (RS232 and SPI). For these tests, the E9 series was used. The M68HC11 is optimized for low power consumption and high-performance operation at bus frequencies up to 4 MHz. The CPU has two 8-bit accumulators (A & B) that can be concatenated to provide a 16-bit double accumulator (D). Two 16-bit index registers are available (X & Y) to provide indexing to anywhere in the memory map. More details on the architecture and programming of the microcontroller can be found in [54].
A RS232 serial cable was used along with the Windows HyperTerminal program for communication with the Buffalo 3.4 operating system loaded on the microcontroller. The microcontroller has an on-chip SRAM. The program instructions for the microcontroller that were used to control the microcontroller were stored in the portion of the SRAM available for the user (address space 0000-0050 Hex). The data used by the program were stored in the 512-byte on-chip EEPROM. After some initial tests, two different testing scenarios were devised by using the following approach: (1) Provide repeated use of a single mathematical operation for a number of times. (2) Provide sufficient delay for the result of the computation to be stored in the registers. (3) Perform the operations on data that was stored in the on-chip memory, so that any errors in the memory would be apparent in the output of the program. (4) Transmit the data through the serial port. (5) Provide delay cycles to make sure that the read-write time was negligible compared to the time for which the data was operated/stored in the microcontroller.

The pseudo-codes for these testing scenarios are presented in Table A.1. The first one was used to read data from the EEPROM and perform additions before outputting the data to the serial port to be captured by the HyperTerminal program. The second code was used to perform similar operations on the SRAM memory. Both versions had a delay loop which was used to make the read-write time insignificant. Note that both memory types were exhaustively read from and the data was manipulated by the program. No errors were found while each program was run for 150 minutes each. The reason for this could be due to the high voltage (5V) and capacitances of the chip, leading to no memory flips (or pulse strong enough to be latched in the accumulator) since the microcontroller
was fabricated in 2 micron HCMOS technology [50]. Also, since the accumulators and data path occupy only a very small area in the microcontroller, the neutron hit probability is also small.

Table A.1: Psuedo-codes for Testing M68HC11 microcontroller

<table>
<thead>
<tr>
<th>Addition of EEPROM Memory</th>
<th>Testing the SRAM data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>scdr</strong> EQU $102f</td>
<td><strong>scdr</strong> EQU $102f</td>
</tr>
<tr>
<td><strong>scsr</strong> EQU $102e</td>
<td><strong>scsr</strong> EQU $102e</td>
</tr>
<tr>
<td><strong>base</strong> EQU $1000</td>
<td><strong>base</strong> EQU $1000</td>
</tr>
<tr>
<td><strong>eepr</strong> EQU $b600</td>
<td><strong>sram</strong> EQU $0000</td>
</tr>
<tr>
<td></td>
<td>org $0000</td>
</tr>
<tr>
<td>loop:</td>
<td>loop:</td>
</tr>
<tr>
<td>ldx #base</td>
<td>ldx #base</td>
</tr>
<tr>
<td>ldy #eepr</td>
<td>ldy #sram</td>
</tr>
<tr>
<td>lop3:</td>
<td>lop5:</td>
</tr>
<tr>
<td>ldaa $0,y</td>
<td>ldaa $0,y</td>
</tr>
<tr>
<td>ldab #0</td>
<td>anda $0F</td>
</tr>
<tr>
<td>lop4:</td>
<td>adda #65</td>
</tr>
<tr>
<td>adda $0,y</td>
<td>staa &lt;scdr,x</td>
</tr>
<tr>
<td>iny</td>
<td>her1:</td>
</tr>
<tr>
<td>incb</td>
<td>brclr &lt;scsr,x $40</td>
</tr>
<tr>
<td>cmpb #9</td>
<td>her1</td>
</tr>
<tr>
<td>bne lop4</td>
<td>iny</td>
</tr>
<tr>
<td>pshy</td>
<td>pshy</td>
</tr>
<tr>
<td>ldy #0</td>
<td>ldy #0</td>
</tr>
<tr>
<td>lop1:</td>
<td>lop1:</td>
</tr>
<tr>
<td>iny</td>
<td>iny</td>
</tr>
<tr>
<td>cpy #$FFFF</td>
<td>cpy #$FFFF</td>
</tr>
<tr>
<td>bne lop1</td>
<td>bne lop1</td>
</tr>
<tr>
<td>puly</td>
<td>puly</td>
</tr>
<tr>
<td>adda #47</td>
<td>cpy #$FF</td>
</tr>
<tr>
<td>xmi1: staa &lt;scdr,x</td>
<td>bne lop5</td>
</tr>
<tr>
<td>her1: brclr &lt;scsr,x $40</td>
<td>bra loop</td>
</tr>
<tr>
<td>her1: suba #47</td>
<td></td>
</tr>
<tr>
<td>cpy #$b7f8</td>
<td></td>
</tr>
<tr>
<td>bne lop3</td>
<td></td>
</tr>
<tr>
<td>bra loop</td>
<td></td>
</tr>
</tbody>
</table>
**A.3.2 Testing PXA270 processor**

The accelerated testing of the microcontroller was just a steppingstone for testing more advanced and complicated processors. Thus, our next step was to test a PXA270 microprocessor at the outer port of the reactor. The PXA270 is an Arm-based microprocessor with voltage scaling capabilities to reduce the power requirements and is fabricated at or below 180 nanometer technology. Hence, the probability of errors occurring in this type of processors is much higher, as our experiments on this processor confirmed. More information on the PXA270 processor architecture is in [57].

The processor that was tested was part of a BitsyXb Single Board Computer (SBC) from Applied Data Systems [55]. The specification details for the SBC can be obtained from [55]. Since the on-board memory was very small (~64 MB), an elementary version of Debian Linux OS was installed. Hence, an external memory to install the full root system of the operating system was required, so that C programs, which were used to test the processor, could be compiled and run on the system. Therefore, the complete version of the Debian Linux OS was installed on a 1GB USB flash memory and the initial exposure tests were done. Even though the PXA270 chip was the only portion of the board directly exposed to the neutron radiation, the flash memory was in the vicinity of the beam and could also be affected. To avoid this problem, a USB based hard drive was later procured and the full root system of Debian Linux OS was installed on it. In the following paragraphs, the details and the results of the experiments are presented.

The microprocessor architecture is much more complicated than the microcontroller that was tested earlier, making it far more difficult to write programs that could
utilize the memory. Thus, a simple matrix multiplication program was compiled and run on the processor, and SER measurements were made during the exposure to neutron radiation. In these programs, first the source matrices were created, then a suitable delay was introduced, after which the actual multiplication of the two source matrices was done. The source and the result matrices were then stored in a file. Two identical matrix multiplications were performed one after the other, and then the results were compared for errors. The delay values were chosen such that the read/write time of the file transfers was negligible. Four preliminary experimental runs were performed and the results are presented in Table A.2. Here a USB flash drive was used for Test 1 and Test 2, while a hard drive was used for Tests 3 and 4. Both Tests 2 and 4 were predominantly run at scaled down voltage and speed.

<table>
<thead>
<tr>
<th>Test 1</th>
<th>Test 2</th>
<th>Test 3</th>
<th>Test 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run Time (minutes)</td>
<td>106</td>
<td>154</td>
<td>87</td>
</tr>
<tr>
<td>Total Errors</td>
<td>8</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>Segmentation + bus errors</td>
<td>1 + 0</td>
<td>5 + 0</td>
<td>2 + 0</td>
</tr>
<tr>
<td>Crashes during boot</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Irrecoverable crashes</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Other errors</td>
<td>0</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

As seen from the table, apart from the irrecoverable crashes, segmentation faults are the most common types of failures that occur. These segmentation faults and also many of the irrecoverable crashes are caused due to an error called d-cache parity error. Figure A.4 shows the debug port message when this error occurs. As the name indicates, this error occurs due to a difference in parity while reading back the information from the memory, indicating that a bit flip that could have occurred in the data cache. The
corruption of the data is thus prevented, because of the inherent property of the kernel to issue segmentation faults when this error occurs.

Another type of failure which could have occurred, due to a hardware logic error, resulted in file system corruption as shown in Figure A.5. This kind of failure occurs when the ‘inode’ fields for different files are updated on to the USB memory. These ‘inode’ fields store file information such as size, type, date of creation etc. As each file in the USB memory is being modified when a process is running, the processor updates the information in these ‘inode’ files. Thus, the error could have occurred in the ‘inode’ fields, which could be due to a logic error, as the errors in the cache lead to segmentation faults and hence are prevented. It was also noted that these file system corruptions occurred when hard drives were used as the USB memory, which could be due mainly to

Figure A.4: D-cache parity error
a relatively larger number of write backs/updates of ‘inode’ fields in the case of hard drives.

A single test run was also performed for the memory board that was used in the reactor core using the standpipe setup described earlier (Figure A.3). After a 10-minute exposure at 900 MW of reactor power, data was read back from the memory. The data read back from all the memory locations were zeros. The errors were persistent even after repeated read-writes following the exposure. Thus permanent damage was caused by the thermal neutrons present in the radiation, and precautions are being taken to avoid such damages for the future.

Figure A.5: File system corruption
To summarize, the work presented in this appendix is a preliminary work to study the effect of technology and voltage scaling on processors. Further effort is needed to use the results obtained from such accelerated testing for enhancement and the verification of the various models that are currently used to predict soft errors including the tool presented in this thesis.
Circuit Designs

In Chapters 2 and 3, various flip-flop and logic circuits used standard gates for which the design details are now presented. All the designs were laid out using the Micro Magic MAX tool [46] and extracted to get the spice net list with 70 nm Predictive Technology Models (earlier - Berkley Predictive Technology Models) [23]. First, Figure B.1 shows the schematic of the Transmission Gate Flip-Flop that was designed to work at 1 V and 1 GHz. The widths in micrometers for each of the devices are shown and the lengths of all the devices were 0.07 micrometer (70 nanometer).

Figure B.1: Transmission Gate Flip-Flop (TGFF)
Next, the detailed schematics with device sizes of a C\textsuperscript{2}MOS and the Semi-Dynamic (SDFF) flip-flop are shown in Figure B.2 and Figure B.3. In the SDFF, one of the NMOS devices in the two inverter feedbacks loops has a device length of 0.13 micrometer (denoted by N:0.3/0.13) L to make that inverter weaker than the other for the proper operation of the flip-flop.

![Diagram of C\textsuperscript{2}MOS flip-flop]

**Figure B.2**: C\textsuperscript{2}MOS flip-flop

All the logic circuits considered and analyzed in this work were built using the four basic types of gates (Inverter, NAND, NOR and XOR), and Figure B.4 shows the sizing of the devices in these gates that were used uniformly for all designs.
Figure B.3: Semi-dynamic flip-flop

Figure B.4: Sizing for basic gates
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