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ABSTRACT

There is a vastraount of information available these days that can be used in the right direction

to prevent several extreme/disastrous events. This information is available in various forms such
as images, videosegxtual reports and other sensatputsfrom deployed sesors such as video
surveillance cameras, as well as from observations via mobile phdhebthese sensor outputs

can be combined to help us perceive information about the environment around us. One of the
important challenges in using all of thesessen is that each situation employs a different set of
hard sensors and processing algorithms. There is no single algorithm and sensor architecture that
can be used universally for all the different scenarios regarding suspicious activity recognition.
Eachof these scenarios is unique and employs a unique set of sensors and algorithms that must be
applied separately. In this thesis, | have worked on some of the hard sensor processing algorithms
and the architectures that can be utilized for nsdtisor da fusion applied to

counterinsurgency situations and surveillance.
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Chapter 1

Introduction

1.1 Introduction to Mul ti-sensor Data Fusion

In the recent years, significant attention has been focused on multisensor data fusion for both
military and nonmilitary applications. Data fusion techniques combine data from multiple sensors
and related information to achieve mopesific inferences than could be achieved by using a
single, independent sensor. Data fusion refers to the combination of data and information from

sensors, human reports, databases etc.

Multi sensor fusion has become a necessity to allow a robust percepthe environment. The
complementary nature of modalities is exploited in a wide variety of applications and domains
such as computer vision, object recognition and localization. The concept of data fusion is not
new, but with the emergence of new sans, advanced processing techniques and hardwage ha
made reatime fusion of data increasingly viable. Currently data fusion systems are used
extensively for target tracking, automated identification of targets, and limited automated

reasoningapplicatbns [L].

There are several advantages of using multiple sensors over a single sensor. A statistical
advantage is gained by adding multiple sensdrshe same typeThe second advantage is
improvement irobservation proces&or instance, if one sensor asaires the angular direction to

an object and another sensor measures the approximate circular region around the object, these

sensors can be combined to get a better estimate of the position of the object.



Data fusion finds many applications in militaapd nonmilitary domains. Some of the military
applications include ocean surveillance, battlefield intelligence, air to air defense and target
acquisition [1] These problems involve target identification, localization and tracking- Non

military applicatons include robotics, automotive industry and in medical applications.

As a préiminary step for fusion of data, processing of various hard sensors such as acoustics,
camera and other sensors are required. These sensors are processed to extrachtetiases a
features are used for detection, identification, classification and tracking of targets of interest.
Various algorithms are applied in various scenarios for surveilldiezrole of evolving sensors

such as Light Detection and Ranging (LIDAR) atsoexplored for the data fusion framework.

Note that LIDAR is the optical equivalent of RADAR.

There are three basic processing architedtliréisat can be used for muliensor data: (1) Direct

fusion of sensor data; (2) representation of sensowiafaature vectors, with subsequent fusion

of the feature vectors; or (3) processing of each sensor to achiewéevegtinferences or
decisions which are subsequently combined. The important challenge in data fusion is
determining the type of architece that needs to be employed in a particular scenario, the
sensors that are to be used, the hard sensor data processing algorithms and the stage at which the

sensor data is to be fused.

1.2 Problem Statement

There is a vast amount of information avaiathese days that can be used in the right direction

to prevent several extreme/disastrous events. This information is available in various forms such
as images, videos, textual reports and other sensory outputs. All of these sensor outputs can be
combineal to help us perceive information about the environment around us. One of the important

challenges in using all of these sensors is that each situation employs a different set of hard



sensors and processing algorithms. There is no single algorithm and aaiétecture that can

be used universally for all the different scenarios regarding suspicious activity recognition. Each
of these scenarios is unigue and employs a unique set of sensors and algorithms that must be
applied separately. In this thesisdve worked on some of the hard sensor processing algorithms
and the architectures that can be utilized for radtisor data fusion applied to surveillance and

scene understanding.

Context sensing can be achieved by using several sensors such as maropheras, Infreed
sensors, Global Positioning Satellite QPS, Differential GPS DGPS, thermal
sensors(thermometer, barometer, humidity sensors) and biometric sensors(to meastate heart
blood pressure, temperature etc.). In this work, focus isisamg traditional sensors such as
microphong, cameras andmerging sensors suchla®AR. These sensors are used individually
and in conjunction in different situations for activity recognition and object localization. While
acoustic arrays can be used fange estimation, images and videos are used for entity detection
and tracking. Some of the scenarios that have been worked upon are (1) combining acoustic
sensor array and a video camera to identify a moving object (e.g. A yellow trucklgté2}ion
ofsuspicious activities on a highway (e.g. A car pulling off a highway, speeda)g(3) use of
multiple cameras to track cars on a highway (Data Association using Geometrical methals); (4)
system for intrusion detectiofcach of these scenarios enyadifferent set of algorithms and

architecture which will be discussed in detail in the following chapters.

1.2 Thesis Organization

Chapter 1 provides an overview of MuBiensor Data Fusion and the problem statement of this
thesis which involves implemgation of different hard sensor processing algorithmsdhatbe

used for sensor fusion. A review of the existing literature in the hard sensor processing area is



also discussed in the firghapter. Chapter 2 describtee importance of acoustic sensdms
battlefield operations, acoustic sensor processing algorithms and implementation of one scenario
followed by the results. Chapteragldressethe various image and video processing algorithms
and techniques used in some of the scenarios for data .fuiBgmentation, object detection,
motion detection and tracking are illustrated and results are shown for some of the algorithms that
have been implemented. Multiple target tracking and multi camera systems along with the
concept of homography are describand the move towards evolgrsensors such as LIDAR
highlighted.The tools and software that habeen used for evaluating and implementing these
algorithmsarelisted at the end of the chapter. In chapter 4, the data fusion process model and the
variousdata fusion architectures are explained. Some fusion architectures are proposed for certain
scenarios such as intrusion detection and highway monitofiigpters summarizes the thesis

and providesome directions for future work.

1.4 Literature Survey

The above gave an introduction about sensor fusion and the different sensors that were used for
various scenarios for activity recognition, localization and surveillance. In this section, the review
of different existing algorithms that are performed tfug sensor outputs to accomplish the tasks

is presented.

In recent years, considerable interest has arisen in utilizing inexpensive acoustic sensors to
perform targets of interest identification and classification. There are many advantages of using
acotstic sensor arrays. They are low cost, have low power consumption.déhegt require
directline of sight and provide many capabilities for target detection, bearing estimation, target
tracking, classification and identification. Acoustic sensor resgocae be combinefibr target

localization by triangulationThis problem has been studiéar several years and has been



addressed from several points of view. A lot of work in this area focused on the use-déléye
estimates (TDEs) between microphanésvas found that using a minimum of four microphones;

a threedimensionakource location may be found][2ther methods have been proposed where
the source location estimate is calculated via least squares fitting of the time delay esBinates [
In [4] the authordormulated an approximate maximdikelihood (ML) location estimator. This

ML estimator, which was shown to be equivalent to a weighted-carsslation criterion, is then

used to select the source location from among the candidate |Iscatiomrray of microphones

has been used for source microphone range estimation in reverberant enviromneriss [
method solves the problem of range estimation between an acoustic source and multiple
microphones where the relative positioning of trearednts of a microphorearay is unknown. In

this thesis, we have used maximum likelihood estimate of the angular measure of the sound given

the output of the four microphones.

While acoustic sensors are used for localization and range estimation, weeceameras and

flash LIDAR for entity detection, recognition and tracking. There are several existing algorithms
for detection and tracking that we have employed for particular scenarios. Images and video data
are usually available for most of the scenarithirough the use of aerial camera (with regard to
aerial imagery or traffic monitoring) or sometimes images through mobile phones of specific
scenes. For different scenarios, we need to apply varied algorithms. Given the object of interest or
template,an approximateway to detect the object in an image can be to perform template
matching using normalized cressrrelation f]. To find particular colored objects in the image,

the color histogna or Gaussian mixture modatan be used to find the correspimgdobject of
interest. However using the above mentioned methods, we may not be able to distinctly identify
the object within an image for changes in scale, rotation, intensity and views of the image. One
such algorithm that is invariant to scale, rotatitranslation and view is SIFT (Scale Invariant

feature transforin[7] which can be used for detection and recognition. Most of these algorithms



that are applied to-B images can also be applied to 3D data such as that from the_FJssR .

The Microsofd Kinectdevice can be consideradsmaller version of thelDAR, which gives us

the depth image thereby introducing a third dimension. Based on this depth information, image
registration can be done to convert the objects in two different views to ordiraie system.

The Kinect can be used in the indoor environment but not very useful for outdoor scenarios
because of its small range. While the above are used for detecting an entity in an image or video
frame, it is also important to track the entityass frames. Target tracking depends on the nature

of the objects that are being tracked. Tracking algorithms are in general classified into appearance
based tracking and motion model based tracking algorithm. In this thesissm#éaracking B]

and Kdmarfilter [9] have been used for tracking the object of interest. Some of the algorithms
have also been applied to the data obtained from the Kihitt includes depth informatioffo
associate data between multiple views, Homography between the twowasased to compare
objects in one view to another. Multiple target tracking is also achieved using the usual single
target tracking algorithms combined with some data association algorithms like nearest neighbor.
Several multi target tracking algorithrhave been reviewed, some of which performed tracking

of multiple vehicles using foreground, background and motion mod6]s ttacking humans

using multiple cameras that could combat problems of occlusigngnd tracking humans based

on multiple viewHomography [2]. Once the entity is detected and tracked, and we have the

output from two or more sensors, we apply sensor fusion algorithmisuf@tian assessment.



Chapter 2

Acoustic Sensor Processing

2.1 Acoustic Sensors

Sound waves are createglthe alternate compression and expansion of solids, liquids or gases at
certain frequencies. They are longitudinal mechanical waves that have frequencies between 20
Hertz and 20 Kilo Hertz based on our own hearing abilities. Sound waves can be described i
terms of its energy and the frequencies it can be decomposed into. A microphone is an acoustic to
electric transducer that converts sound to electric signal. A hydrophone is an acoustic sensor for
liquid waves. Both the microphone and the hydrophon@r@ssure sensors with a wide dynamic
range. All microphones and hydrophones have a moving diaphragm and displacement transducer
that converts this motion into the electric signal. There are various kinds of microphones that are
characterized by their traghgcer principle, such as condenser, dynamic or piezoelectricity. A
microphones directionality or polar pattern indicates how sensitive it is to sounds arriving at
different angles about its central axis. There are various polar patterns such agir@chonal,

cardioid or bidirectional as shown in table 2.1. The polar patterns are an important criterion while
choose a microphone and it is a chosen depending on the application it is to be used for and the

environment in which the microphone is to be used.

Fig 2-1:Shotgun Microphone Fig22 Electet Microphone Fig2 Handheld Microhone



Table 2-1: Directionality patterns in microphones

Directionality Pattern Characteristics Uses

/ Captures sound equally | Capturing ambient noise
\ from all directions

Omnidirectional

\/

I Heartshaped Handheld Microphones
N e
/ o Sound is picked up mostl
Cardioid ‘-\ from the front, but to a Ideal for general use
\.\,_,,_,/ smaller extent from the
sides as well
N More directional than Referred to as shotgun
(mA Cardioid microphones
Hyper cardioid \,ﬁ/
’ ) Eliminates most of the Picking up sound from a
XA ) . :
_ sound from the sides ang subject at a distance or whe
rear there is lot of ambient noise
TN Picks up s_ounq equally | Not many applications
{5 from twodirections
Bidirectional > ‘ ;—< , Interview with two people
‘ Uses a figure of eight facing each other
NS patern

2.2 Acoustic Sensors in Battlefield operations

Acoustic sensors have been used in battlefield applications\Wadd Warl. There are several
advantages in utilizingnexpensive acoustic sensors to perform targets of interest identification
and classification. Since acoustic sensors require low power and are of low cost, they are being
used for several battlefield operations such as targettitgtebearing estimation, target tracking,
classification and identificatiomcoustic sensors can be used to obtain the target location, speed,

and direction of motion with a high precision. However, it has limitations such as; its range is



restricted, iis dependent on atmospheric effects and wind conditions, and is highly susceptible to

background noise.

Acoustic sensors have been used for surveillance purposes by utilizing acoustic signatures
associated with the enemy combatants to characterizeatuee, location and speed of the enemy
combatant 6s moti on. These sensors detect t he
computer which does the processing. Some of the modern sensing technology is based on robust
sensors with very high compag capabilities, larger range and state of the art signal processing
technology. These are being used for grebasged, aerial and naval battlefield applications.
Unmanned air vehicles (UAVs) have acoustic sensors mounted on them, and as they approach the
enemy targets much closer than airplanes and therefore can be used to detect acoustic signatures.
These sensors when supplemented with other sensors such as cametBg\Bndan provide a

tactical advantage against the enemy. Acoustic sensors have atsodsel in naval battlefield

applications where an array of acoustic sensors has been used for detecting suljirigrines.

2.3 Acoustic $gnal Processing

Acoustic signal processing is a branctsighal processing that deals with extraction of data from

the signals conveyed by propagating sound wa¥8k [t involves five intermediate processes:

noise rejection, detection, location, classification and cancellation. Localization will be focused
on in this section and chapter as a small experiment has leefmnped usingan array of

acoustic sensor#\ lot of work in this area focused on the use of tdetay estimates (TDES)
between microphoned.he basic principle involved is the sound wave propagating towards an
array of microphones will reach adjacentrophones with a constant time differendeoustic

sensor responses can be combined and have been used for localization by triangulation for several
years and this problem has been addressed from several points ofl kizwltimate goal of

acoustic arrapignal processing is to combine the outputs of all the sensors so that the signal to

9



noise ratio is superior to that of a single sensor, the propagating wave is characterized and the

sources can be tracked.

The dué& microphone source location [[Léhethal in two-dimensional space has been used for
many years, where two microphones are used to evaluate the position of the source based on ratio
of energieslt is known that, the energy attenuates according to the inverse squalfetieico

ordinates oftte microphones are known, then it is straightforward to estimate the source of sound
based on the eordinates and the energies received by the microphone. Two microphones are
used to evaluate the position of the source based on ratio of energies.

Supposeve have two microphones and a source signal. According to the irsgrraeslaw, the

signal received by the microphone is modeled as

Where, d= distance from the source to the micropha(® is the sound signal from the source
Energy received by the microphone is obtained by integrating square of the signal over the time
interval.
O wo

0Q 0Q
WhereO andO are short term energies of the signal dndndd; are the distances between the
microphonel and source; and microhe@eand sourcelf the coordinates of the microphones
are known then thesourcelocationcan be esmatedbased on these @rdinates and the ratio of
the distances obtained.
It has beerfiound that using a minimum of four microphones; a thttie@ensimal source location
is obtained [16] In this work, the maximum likelihood estimate of the angular oreasf the

sound given the output of the four microphones has been used.

10



2.4 Experimental Setup

2.4.1 Scenario

Our focus is on particular scenarios where the output from both image and acoustic sensors can
be combined. Consider a case where a yellow tagkainingImprovised Explosive Device

(IED) materials is moving around a particular area and several hard sensors are present around it
such as a camera, an array of microphones and a chemical sensor. The acoustic sensor can be
used to predict the locati of the moving yellow truck and the camera can be used to extract

color information;

2.4.2Setup

A micro scaleexperiment analogous to the above scenario has dmeed out in our laboratory

at the Pennsylvania State UniversitypuF acoustic sensotsave been placed perpendicular to
each other and a small radio driven yellow car has been made to move around the microphone
system in a circular manner and the audio output and video is reaz@ad be seen in figure 2

4.

Fig 2-4: Acoustic sensorreays setup

11



The microphones that have been used have cardioid directional pattern where most of the sound
is picked up from the front, but very little from the sides as well. To perform the experiment using
four acoustic sensors, several design decisi@musto be taken regarding the way the array of
sensors are to be placed. Some of the other designs that have been considered can be seen in

figure 25.

Fig 2-5: Acoustic arrays setup formats

The sound waves can be used to obtain the -thiont energés and based on this ratio of
energies; the approximate angle of the sound source can be obtained considering the center of the
acoustic sensor array as the origin. Video processing algoriitittasling color segment#on and

mean shift tracking [Bare aplied on the video to extract the yellow car and to track that car in
successive frames. The outputs of audio and video sensors are combined to estimate the location
of the yellow truck; thus a lot of processing needs to be done at various stages leefmteidh

fusion.
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2.5 Results

The four sound waves are recorded simultaneously using sound recording software and an offline
analysis is done using simulation software MATLAB. The four raw sound waves that have been
recorded at the four miophones are shm in figure 26. The xaxis shows the time and the y

axis the amplitude of sound.
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Fig 2-6 : The acoustic signal at four microphones clockwise from the top

It can be observed from the above plot that at any time instant, one of the microphones gives
maximum amplitude, as the object moves around the setup in a circular fashion, the four
microphones produce same output but with time lapses. This amplitude is converted to short term
energy considering windows of 20msec length with an ovefld®@msec timeeriod. Figure 27

shows the short term energies at the four microphones. These short term energies can be used to
determine the location of the moving object. If the area is divided into eight angular regions,
based on the ratio of amplitudes betweeraeeljit microphones, the location of the object is

determined.
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Figure 27: Short time energies of tl®und signal as the object mowaghe four microphones

From the above plot, the location of the sound/object is determined by finding the microphones
from which we obtain two maximum amplitudes at every time instant. If the first is the maximum
and the second microphone has the second max amplitude, it means the sound belongs to region
1, the eighregions are shown in figure& Maximum likelihood e#mation is used to find the
likelihood of the object belonging to each of the regions given the four short time energies at the

microphones.

'S

Figure 28: The plane divided into eight regions where the object moves around in a circular
manner
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The resul of the region in which the object loglgs to can be seen in figuré92As the object
moves around the microphones, the regions should change from 1, 2, 3 and so on upto 8 and
come back to region 1. The object is moved around thrice around the mices®tup and the

result is shown below.
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Figure 29: The region where the object is present based on the energies at the four microphones

Thus through the simple experiment, four acoustic sensors have been used and feature level
fusion has been utilizet obtain the location of the source. This can be supplemented with other
sensors to obtain a more accurate location of the sound and various sensor configurations can be

implemented depending on the application.
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Chapter 3

Image and Video Processing

3.1 Introduction to visual processing

Visual surveillance technologies are used in various settings such as laboratories, businesses,
shopping malls, streets, submarines, schools, military installations, traffic signals, subways,
highways and observatosiecCameras are the most popular surveillance sefidwr: has been a
significant increase in the usage of cameras and video sensors with high resolutitih, pan
capabilities mounted on moving platforms in surveillance applications. Due inekgensie

and easily available sensors and increasing processing power; acquisition and processing of video
information has become more feasible. Several smart cameras are being designed such that the
data can be sent directly to the control center. Monitorimmubfic and private sites has become a

very sensitive issue and they can be employed to aid the citizen. The latest surveillance systems
are highly flexible, are capable of generating high quality imagery and make use of existing
internet and network resmes to provide remote monitoring capabilities. This requires extensive
processing power and powerful computing platforms and architectures to accomplish real time
processing. The processing of videos and images for scene understanding, characteri@ng even
of interest relies on detection and tracking of moving objects of interest in every frame and
temporal integration of frame based information to model various scenarios. Tracking of people
and vehicles is one of the key technologies for most moniteypdjcations for indoor, outdoor

or public environments. Real time tracking that performs well in all weather and lighting
conditions is only a recent achievement. These advances have been possible through

breakthroughs in communication and internet tetdgyo
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In this chapter, some of the image and video processing algorithnscamakrios that have been
implemented arelescribed along with the results obtained. There are several existing algorithms
for processing videos, detection and tracking of estifldere is no single algorithm that can be
applied universally to all situations, so the algorithms and their corresponding scenarios will be
presented in this chapter. Also, how these sensors can be used along with human or textual
reports will be discused. Some of the 2D algorithms can also be applied to 3D data from the
LIDAR and the role of these technologies within a human centric hard and soft information

fusion system will be briefed.

3.2 Image Processing

Defense Surveillance is an important avélaere image processing techniques are applied. In
several applications, image and spatial data from different imaging, mapping and other sensors
has the potential to provide significant performance improvements over single sensor detection,
classification and situation assessment functions. In locating the various objects from an aerial
image, there are various steps involved. Segmentation is a primary task to segment different
objects in the image. After extracting the segments, parameters like aesimnloperimeter and

shape are found and each of the segmented objects are classified. Since many of the low cost
video surveillance equipment devices provide poor quality of images, processing is the only way
to extract critical information from the vidatata, such as writing on labels, bags, license plate

numbers and facial features.

Several applications such as recognizing humans, sounding an alarm if suspicious activities are
encountered, i solating a personodres nakease ofagai ns
image processing algorithms. Sometimes we might have a video of an event of low resolution and

an image at higher resolution, so the smaller details can be obtained from the images while the
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motion of the entity can be tracked using theswidSeveral sensors can be used in conjunction to

monitor odd activities outdoors and indoors.

3.2.1 Segmentation

Segmentation is an important step in processing images and videos. It is used to cluster regions in
images and classify the various regiofkere are several image segmentation techniques that
have been designed. Image segmentation techniques can be classified as: measurement space
guided spatiatlustering;single linkage region growing schemes, centroid linkage region growing
schemes, hybritinkage region growing schemes, spatial clustering schemes, and split and merge
schemes. Image segmentation can be viewed as a clustering process. The difference between
segmentation and clustering being that clustering grouping is done in measureroeniviia

in segmentation grouping is done in the spatial domain of the image. Segmentation is applied in
medical Imaging, face recognition, finger print recognition and machine vision. It is also used as

a preprocessing technique in the data fusion aciite.

Regions in an image can be classified based on characteristics such as color, intensity and
textures. Clustering methods such asnKans and EM (Expectation Maximization) are used to

cluster the image into various regions by initializing the nunabelusters (K) and their centers

and iteratively partitioning the image into K clusters. Gaussian mixture models can be used to
describe the color of the object of interest and it can be found using a threshold in that image to
classify regions of thatolor. Similarly other features can be used to segment and cluster regions

in an image Clustering methods such asmeans and EM (Expectation Maximization) are used

to cluster the image into various regioirs sensor fusion architecture, several timelsenvsoft

sensor reports information such as a fAman with
can be used to find the date related to the scenario out from the image database by looking for a

man (skin color) with a fAyell owd box.
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Figure3-1: Classifying the yellow tool box Figure 32: Skin model applied to the image

3.3 Video Processing

3.3.10bject Detection

Surveillance systems require detecting moving objects in video streams. Objetibdésea key

aspect of the processing stage in the data fusion framework. We as humans detect objects like
buildings, faces, automobiles with great ease. tBig is very challengindor a compute to

imitate There are several approaches to object tletedepending on the type of object to be
detected. Certain image features like color, texture and shape can be used fatetbption. It

has been a difficulproblem in computer vision to automate the process of object detection. The
detector must bénvariant within the object category. For instance, cars have different sizes,
shapes, coloring and in small details such as tires, headlights etc. The lighting and the pose also
affect its appearance. A robust algorithm to detect cars must be ablértquil$ it from other

objects as well.

One of the important challenges of object detection is establishing an efficient methed that
applicable to various scenaridsiven the object of interest or a template, a crude way to detect
the object in the imge can be to perform normalized cross correlation with the template; if we

want to find particular colored objects in our image, the color histogram or Gaussian mixture
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models can be used corresponding to the object of interest. However, using thenabtieeed
methods, we may not be able to distinctly identify the object within an image for changes in
scale, rotation, intensity and views of the imagbject detection is often done using classifiers.

A set of classifiers with various poses is usugifinedwith sample datand the queried image

can be matched against the images in the data base to detect the correspondinfamage.
instance, dce detectiahrecognitionis often done using the Haar classifier by training the face

and then detecting.i

Thel nt el 0 slibr@ytkahi€uged in visual studio has an inbuilt function for face detection
that can be used for face detection; it can also be used to detect muttijdlénfa single frame.

Figure 33 shows the result of the haar classifipplied to an input image.

<y

Figure 33 : Face detection using the haar wavelet

One of the algorithms that is invariant fotation, scale and viewpoiind has been used for
detection andecognition is the SIFT keys [7], [L&hich can be used to regnize known
objects from unknown viewpointsThis algorithm uses a new class of local image features that
are obtained through staged filtering approach that identifies stable points in scale space. This
method can be used to detect objects even ifdheyartially occluded. ttan be made invariant

to change in intensity as well, by converting the RGB space to thesg&419] and lettirg go

of the intensity dimension, but it is not completely illumination invariant.
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Figure 34: Matches bisveen the two objects using SIFT Local features

It can be seen fronkigure 34 thatthe SIFT algorithmis invariant toscale,translation and
rotation. These detection algorithms are employed prior to tracking. Once the object is detected,

it is thentracked using either an appearance based model or a motion model.

3.3.2 Motion Detection

Detection of moving objects in videaequence is often a requirement in surveillance and
monitoring systems. There are several class of algorithms to accomishtitth include pixel

based methods, template based methods and -tigisetd methodas seen in [0 [21]. The
background and foreground can be classified using approaches such as basic background
subtraction, frame differencing, adaptive frame diffeneg and backgrountbreground
estimation using EM algorithm by fitting a mixture of Gaussiemmodel both the background

andforeground 21].
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3.3.2.1 Simple background subtraction and Frame Differencing

A combination of background subtraction anthglie frame differencing is used for a scenario

with vehicles on a highway since we want to detect changes in every frame, at the same time we
also want to detect objects that are present on the highway other than the background. This
information cannot beobtained using the frame differencing method alone. Background
subtraction is sensitive to changing illumination and minor movements in the background. Since
the camera is fixed in this case, we can use background subtraction. Frame differencing can
quicKy adapt to changing lighting or camera motion and objects that stop are not detected using
frame differencing. However, using frame differencing we can only detect the leading and the
trailing edge of a uniform colored object. It is hard to detect objhatsare moving towards or

away from the camera using frame differencing. Thus, we use a combination of background
subtraction and frame differencing to be able to detect stopped objects, at the same time to detect
moving objects given the fixed cameraetmodel that has been used for the detection ofngovi
objects is shown in figure-3. However, when there are changes in illumorgt this model
doesndt weosanke backgnounae imapdusedor both during theday and nightso there

is a largechange in the intensity of the frame in consitlera To overcome this, wase tracking
algorithms such as Kalman filter, which use the result of frame differencing as the observation

model.
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Current frame

Previousframe T
Figure 35: Motion detection using a combination of backgrd subtraction and frame
differencing

3.3.2.2 Results

Given a background image of the highway without the cHris imageis used to subtraghe
incoming framesThe top panén figure 36 showsthe result of motion detection in view 1 and

the bottonpane shows the results of the motion in view 2. The first figure is the original image of
the vehicles on the highway in both views. The next one represents the regions obtained after
combining background subtraction and frame differencing. Ellipsesitaaeofind each of this

region and the result is seen below. Finally, we have the centers of these ellipses and they are
used to draw a bounding box around the vehicles in both the views and the correspondences
between them are also shown using the samar dmunding boxThis makes use of Simple
background subtraction, frame differencing, fitting ellipses around the regions and Homography
to associate objects between the two views. It can be applied to find abandoned cars on highway,

or to track vehiclesm highway for typical surveillance applications. Since this is an aerial view,
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feature or appearance based methods cannot be used to track objects, hence motion based

methods and tracking algorithms like Kalman filtering can be applied.

Figure3-6: Tracking cars on a highway and associating multiple views via homography

3.3.2.2PersistentFrame Differencing

Persistent frame differencing is invariant to illumination changes and camera motion. Objects
leave behind a trail of pixels. The leading and tngiledges are wider, so it is easy to see the
entire object. It can also be used to find the direction of motion of the object by using the gradient
of the trail. The motion images are combined with a linear decay term to obtain what is known as
the motion history image. Figure-3 shows a video frame where persistent frame differencing is
applied and the direction of motion of the human is found using the gradient, the green color in
the figure showing the direction towards which the human is moving. Ttheale of the image

shows the motion history image and the right image shows the bounding box around the tracked

person.
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Figure 37: Motion detection using persistent frame differencing

3.3.3 Tracking

Target tracking is an important aspect of siltance, traffic monitoring, motion capture, activity
analysis and autonomous vehicle navigation to obtain kinematical attributes of the target such as
position, velocity, etc. Monitoring and control of targets has gained significant attention with the
advances in the field of computer vision. However, robust tracking in all conditions still remains

a difficult problem for majority of the computer vision applications. In the case of outdoor
surveillance systems, the tracking problem is more challengingubecof the variances in
illumination and lighting coditions. These problems becom®rse if the video that is being
processed is from an aerial view. The motion of the camera can increase and the isolation of the
background from the foreground becomesraely difficult. In many applications, the target
tracking applications are characterized by uncertainty and ambiguities. Tracking poses different
set of challenges depending on whether a single object or multiple objects need to be tracked.
When multipk objects are being tracked, the correlation between the motion models of different
targets also must be considered. Video surveillance of human activities requires tracking of
people, whereas surveillance of highways and outdoor activities often recaiiéng of

vehicles. In a battlefield scenario, ballistic missiles and other defense related objects are tracked.
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The environment, the object being tracked, and the features obtained by the available sensors
must be considered when choosing a trackingralgn. Tracking algorithms can broadly be
categorized into featufgased tracking such as mestnift and Lucas Kanadealgorithm and
motionbased tracking such dlse Kalman filter and particle filterBoth appearanebased and

motion based tracking algtinms with respect to counterinsurgency operations will be disdus

in the following sections. Such operations encompass a wide horizon of target tracking domains
such as single target tracking, multiple targets tracking, tracking objects of interesine) sc

abandoned object detection, and tracking similar objects in two different camera views.

In a tracking system, the number of targets, the type of motion of the target (linearlioreaon

and the state of the targets in the region of interest, dimdrgdethe state vector to characterize

the objects being tracked are the main requirements. Given a noisy observation at a current time
instant, estimating # state of the target involves statistical estimation problem. The state
vectors that can be eg for defining the object states can be its location, velocity and appearance
attributes as well. The information of the current state is estimated from the previous states, it

makes use of recursive estimators.

Several frameworks have been proposedvideo segmentation, tracking and recognition of
humans, vehicles and other objects to aid surveillanch as [22], [23]and R6]. Some of these
techniques have been applied in this work to certain scenarios in data fusion that involve entity
tracking aw recognition from the standpoint of the visual sensors. This information will be
supplemented with soft sensdisz., human observationgnd other sensors such as the GPS,

acoustic sensors and thermal sensors to predict an extreme event.

3.33.1 Appearance based tracking

Appearance of an object can be characterized by its shape, color, texture, orientation and other

features. Histogram based appearance models have been used to trégikl mdmjects when it is

26



hard to estimate the motion model of tHgeat. Color is an efficient metric that allows for real

time performance using reasonable hardware.

3.33.1.1 Tracking color objects using Mearshift

Meanshift tracking algorithm [Bis an efficient method for redime tracking of nosrigid
objects. Tis makes use of color histogram of the object to estimate the mMiost. of the
cameras provide an RGB (Red, green, blue) representation of an ihagg@vide a high level

of invariance to thentensity of the ambient illuminationthe RGB color spaces converted to

HIS (Hue, Saturation, Intensity) color space and the intensity dimension is dischiged.
corresponds to the intuitive notion of color whereas saturation corresponds to vividness or purity

of color.

Figure 38: HSV color space

Expectaibn Maximization algorithm is applied to the H8aturation space of the colorjetts as
has been done in [1%o find the Gaussian mixture model parameters after which the-sién
algorithm across scalpaces [2lis used to track the color objectmake it robust to change in

scale of the object.

The conditional density that a pixel belongs to the foreground is modeled as a Gaussian mixture

with m component densities.
0 G 0 o Q
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Where* "Qare the mixing weights corresponding to the apriori probability that x was generated

by the |" component

1 7Q p

Each mixture component p(x/j) is a Gamthesi an wi
case of two dimensional color space:

ige) “—p},'Q_

¢SS

Expectatiormaximization(EM) provides an effective maximum likelihood algorithm for fitting a
mixture into a dataset. The EM alithm is iterative and the mixture parameters are updated
every iteration. The mean and covariance values for Gaussian mixture models are obtained after
several iterations. The mixing weights are based on the color of the object and the initial mean
and ovariance are set by viewing the color distributions and approximated. The EM algorithm is
run to get a set of mean and covariance matrices for the m Gaussian distributions. The-figures 3
to 312 show the result of applying the EM algorithm to an objmatl modeling the color

distributions using two Gaussians.

i

Figure 39: Multi-color ball image Figure 310: Cropped region from the ball image
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Figure 311: Color distribution (HS) of fig 310 Figure 312: Color distribution fitted with two
Gaussians

The mearshift tracker is an efficient technique or tracking blobs through an image, however
there is a problem of sliag of object that the algorithm fails for, however the mshiit blob
tracking through scale space [2¥ercomes thisprobleitmy adapt i ng t]hheoryLi ndeb e

of feature scale selection based on local maxima of differentialsgate filters.

The basic principle of the meahift algorithm is the computation of an offset from the location

vector x to a new |location x8& = x + (@Xx, accord

b+ A OxAA . t+A OxAA @
Y +A ox A © Y + A Ox A

3

WhereK is a suitable kernel function and the summations are performed over a local window of

pixels around the current location X.

3.3.3.1.2Results

Figure 313 shows the results of applying mesinift scale space tracker on a video that has been
extracted from t he Hol | ywood movi e, AFi nding
though, there is a variation in scale as it moved back and forth, it is still being tracked based on its

appearance model, which in this case is characterized by dts Aol image rectangle is selected
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by hand in the first frame and the color model is acquired using the EM algorithm, it is modeled

into a mixture of Gaussians. Samframes are shown in figuresld to 317.

Figure 313: The orange fish is beingatitked for varying scale using mesinift tracker

For indoor and outdoor surveillance, where there is a distinct object that can be characterized by
features, the mean shift tracking algorithm can be applied. It cannot be applied to aerial videos of

survellance such as traffic monitoring datasets where the cars are so small that their features

cannot be identified.

h‘ -

Figure 314: Selected frame Figure 315 Frame in HSVSpace

Figure 316: Color distribution of the red tumbler Figure73 Red tumbler being tracked
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3.33.2 Motion based tracking

Given a system with parameters such as scene structure, camera motion; and
measurements or noisy observasip the state components are predicted from the
observations. Models are used to describe a priori knowledge about the world and the

imaging projection process.

Previous System dynanics 3 Next
state > model state

State > Mea;(t;rdeer:]ent —  Measurement

Figure 318 State and measurement models

3.3.32.1 Kalman filter tracking

Object tracking usinglalmanfiltering has been worked updor several years.fe Kalman filter
is used to estimate a process using feedback control. The filter estimates the process state at some
time and then obtains feedback in the forrmoisy measurements. The equationssfate and

measurement are as follows:

~

O 0 oY
W O o
Where X is the state of the systeld, is the model noise, C is the measurement noige; the
noisy observation

The sta¢ equation can be thought of as predictor equation, while the measurement update

equations can be thought of as corrector equations. The final estimation algorithm resembles that
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of a predictorcorrector algorithm for solving numerical problerfégure 319 shows result of
applying Kalman filter on the frame from a football vidégataset The centroid of the bounding

box is considered to be the state space and a constant velocity model is used. The green bounding
box is for the ground truth object that igpposed to be tracked and the red bounding box is for

the object that is being tracked using the Kalman filter.
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Figure 319: Football player being tracked over several frames

The constant velocity model works better in terms of accuracy becausedtied gives more
weight to the latest values of mean and covariance instead of giving equal weights tpadt the
values Using the simple averaging procedure where the predicted state is the average of all the
previous states and the current observatimde] which assumedonstantposition, hence it was

not tracking the soccer player accurately, there were lot of misses and false positives.
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3.3.2.2 OtherTracking Algorithms

There are several motion models that can be used for tra&ahganfilter, particle filter and

their variations. Table 3.1 specifies the various algorithms and the type of system it is suitable for.

Table 3-1: Tracking algorithms and their characteristics

Tracking algorithm Type of System

Kalman filter _ _ )
Best for linear dynaic systems with

Gaussian Noise

_ Handles Nodinear and NofGaussian
Extended Kalman Filter _ o
systems by linearizing the process

_ Better method to approximate non lineari
Unscented Kalman filter )
using Unscented transform

Non-linear and NorGaussian dynamic

systems
Particle Filter, Suffers from degeneracy and loss of
Unscented Récle Filter diversity.

Requires resampling to avoid performanc

degradation
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3.3.3.3 Multiple target tracking

All the tracking algorithms described in the above secticers be used for multiple target
tracking. The multiple targets must be tracked in noisy measurements, and it becomes important
to deal with problems such as associating measurements with targets. Data association in the
context of multiple target trackindeals with matching observations in a new frame to a set of
tracked trajectories. It is necessary to define which observation belongs to which track to ensure
that the targets are being tracked correctly. Several algorithms have been propodad for
as®ciation such as gatingpplying Kalman filtering technique for prediction, nearest neighbor
algorithm by evaluating each observation and finding the best one to incorporate onto a particular
track. The nearest neighbor J2dlgorithmis a linear assignnm¢ problem where we have N
targets in the current frame and M targets in the next frame, some measure or score has to be
defined to match the objecin both the frames. Figure2® shows the result of applying the
Kalman filter to tack multiple cars on highway. For this approach, the nearest neighbor method

has been used.

Figure 320: Multiple target tracking using Kalman filter
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3.4 Multi camera Systems

In most situations, information obtained from single stalwthe units of the above sources i$ no
sufficient for comprehensive reporting of any suspicious activity. Very often, the data obtained
from a single unit needs to be fortified with the data from other hard sensors of a similar type or
from soft sensors. For example, consider the case atdal camera which is mounted on a
predator, surveying around a critical military zone. Each camera has a specific field of view
which restricts the span of the visual information that could be captured. Also, frequditi-pan
zoom operations on the cam affect the quality of images captured by the camera. The
resolution of the camera affects the depth up to which visual information could be captured.
These factors play a vital role in the determining the quality and accuracy of the visual

informationcaptured by these hard sensors.

Often, information which is visible in one camera view is incomprehensible in other views. On
the other hand, sometimes, information visible in two different camera views is insufficient in
determining the critical decisiemaking parameters such as the number of entities involved in
the scene, nature of the entities, type of entiétes Military operations are inherently time
critical and a great deal of importance is attached to the temporal and spatial consisteacy in t
reported information. Temporal consistency refers to the same type of information being reported
periodically. Spatial consistency refers to information of similar bearings being reported
periodically. Maintaining temporal and spatial consistency inirtfemation reported by hard
sensors is critical in determining the quality of information. This necessitates a high degree of
time synchronization in the mode of operation of multiple hard sensors, to ensure the veracity of

the reported information.
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3.4.1Homography

Several scenarios employ multiple cameras in place of a single camera as we can obtain a larger
field of view, also it helps in dealing with occlusions or objects that are present in one field of
view but absent in the other. Objects carirbeked in multiple views and can besasiated with

each other usingdmography. Any two images of the same planar surface are related by a linear
transformation in homogeneous coordinates dafjeojective transformation oromography.

Four points on alpne are needed to compute homography matrix.

Homography can be used in cases where one camera is zoomed in and the other camera is
zoomed out, two pictures of the same plane and can be used in cases where one camera is rotated

with respect to the other meera.

X Plane

N

Figure 321: Two Cameras facing a plane related by the Homography matrix H

c c

Points in one view (X yi, z) are related to points in the other view, (3%, ) through the homography

matrix using the following equation.

Q Q Q ®Q 0
0 M Q Q07
Q Q0 oA 0

The figures 22 and 323 show how Homography between two images can be used to find the
carespondence between them. Thed point¢marked in magentah the left image are used to

find the corresponding points in the right im@geen points).
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Figure 322: The magenta points represent points gurfé 323: The green marks corresponding points in
in the first view the second view obtained using homography matrix

Homography can be used in obtaining mosaics, when we have views of different cardesas a
desire to attain a single image with a large field of view, this can be employed. It is also used in
data association between to views; it has been used in the tracking module when multiple cameras
are present which will be described in the latet pathis chapter. It can also be used to remove

distortions between successive frames.

Figure 324 shows face detection using two camer@kis method can be used for indoor
surveillance applications where you have two or more cameras mounted on tlieatoafe

trying to detect faces. The homography between the views will be known and it can be found ou

Figure 324: Face detection at multiple views using haar wavelet and homography
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3.5LIDAR and 3D Sensor Processing

3.5.1 Introduction to LIDAR

LIDAR (Light Detection and Ranging) is a relatively new tool that can be used to accurately geo
reference terrain features. The system is new, but the underlying technologies that are used in the
system have been around for several years. LTBAR is typically an integration of three
technologies into a single system capable of acquiring data to produce accurate digital elevation
models (DEMs). These three technologies are lasers, the Global Positioning System (GPS) and
inertial navigation systems (INS). &6e three combined, allow the positioning of the footprint of

a laser beam as it hits an object to a high degree of accuracy. Figbrehdws theLIDAR

system that is mounted on an aircraft or helicopter. During the flight,IB%R sensor pulses a

high frequency laser beam toward the earth through an opening in the bottom of the aircraft. The
time difference between the pulses of the laser beam and the return of the reflected laser signal is

recorded.

LASER~-SCANNING

LASER- |
SC.\N.\"F‘.R!

Figure 325: TheLIDAR System[28]
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TheLIDAR is used to map bare earth elevations in forested or vegetated areas than other methods
because only a single pulse is needed to reach between the trees and the ground. Digital elevation
data created frombIDAR are more cost effective when compared raaditional methods. As

shown in[29], some of the applications whdrliDAR can be used are for oil and gas exploration
surveys, engineering/construction surveys,-esthte development, power line transmission or
pipeline corridor planning, coastal zone mappif@estry and urban modelingIDAR is a
maturing technology and applications are still being identified and develoj®®R can also be

used for outdoor surveillance and military applications. It is an enabling and enhancing
technology and has revolutized some of the industries like mapping and surveysdike

ground survey technologies, it is unobtrusive and environmentally friendly; it can be flown over
areas where access is limited, impossible, or undesirdldegenerate 3D point cloud
representéns of a scene, laser ranging devices are used that fall under two categories: a single
beam poinscanning technology or a focal plane array (FPA) device [30]. The former technology

is more common and institutionalized. Well performing FPA flash LIDARads are becoming
commercially available only recently. Figure28 shows the 3D flash LIDAR video camera

technology developed by Advanced Scientific Concepts (ASC).

Figure 326: Advanced Scientific Concepts 3D Flash LIDAR Videmmerdg 30]

The LIDAR could potentially be used for face recognition as the 2d face recognition algorithms
suffer from the viewpoint, where we can recognize faces either from frontal view or the side

view, but using a 3D sensor, it can be used to extract a face model theg gaed in detection
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and recognition of faces. The LIDARhen combined with a casmais quite powerful, as the
LIDAR generates a 3d point cloud and the camera provides us with the surface information, we

can combine these two to view the data from vargingles.

35.2Kinect

The Mi cKined [81f motos control sensor for Xbox is a device that consists of complex
system of cameras, sensors, microphones and software for gaming. It is a patented device that
was granted by the US Patent and trademéfikeo The patent describes the gadget with an
infrared light emitter, a depth sensor and a digital camera that combine to capture people and
objects in the thredimensional space. The infrared light bounces off the player enabling the
sensor to determinmotion. The camera is used to get the video which is processed by the face
recognition and gesture recations software. The figure-37 shows a gamer punching motion

controlling aboxing game through Kirg.

Figure 327: Concept of the Kinedt31]

The intended application of the Kinect was for gaming, but the open source community was able
to obtain the drivers for Kinect to be used with a PC and the interface to MATLAB was

eventually achieved.

40



Many of the algorithms that are applied to images angogdn the two dimensional space can be

applied to three dimensional poitibud data from sensors suchldBAR . The Microsoft Kinect

is an inexpensive consumer device that can be used as a surrogate for LIDAR as long as the
scenarioiscloseangeandd®s n 6t require that advanc@otr gati ng
mapped depth images can be obtained using the kinect for close range objects as shown in figure

3-28.

Figure 328: Depth Image obtained from the Kinect

3.6 Tools used for implemetation and evaluation

For implementing most of thacoustic and the imag®ocessing algorithms, MATLAB has been
used with the Image processing and the signal processing library. All the MATLAB scripts that

have been written to obtain the above resultdistedl in the appendix.

The I ntelds open source computer vision |ibrar
programming functions for real time computer vision has been used for the face detection
algorithm using Haar wavelet. Apart from thainse of the other inbuilt algorithms such as

camshift have been tried out to evaluate the nsbdhtracking in scale space.
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