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ABSTRACT 

The current literature on privacy addresses the need for privacy, user's perceptions 

of privacy, privacy-enhancing solutions and other related aspects.  What lacks is an 

attempt to present the essence of privacy in a coherent, definable manner within the 

context of all the related factors that affect it. Therefore, we first propose an Information-

Technology-People (I-T-P) framework to integrate the existing literature on privacy and 

to provide a conceptual analysis of multi-disciplinary works on privacy from within the 

perspective of the I-T-P framework. We believe that the integrative framework through 

the I-T-P analysis not only provides a comprehensive list of factors to assess and 

understand information privacy in, but it also suggests design principles for development 

of effective privacy aware solutions. 

The second objective of this research is to address the acute privacy challenge of 

protecting children’s online safety by creating a tool to empower parental control over 

their child’s personal information disclosed online. This research employs the Value 

Sensitive Design method to create an innovative toolkit named COP – Children’s Online 

Privacy protection tool. The COP tool utilizes the value sensitive design approach that 

adopts a tripartite methodology by systematically integrating and iterating on conceptual, 

technical and empirical investigations of online privacy. This study reported here is novel 

to the extent that existing research has not systematically examined the privacy issues 

from the value sensitive design perspective. We believe that, using the groundwork laid 

down in this study, future research along these directions could contribute significantly to 

minimizing parental concerns for children’s online safety. 
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Chapter 1 

 

Introduction and Motivation 

“We don’t need to learn something completely new; we need to learn to be 
smarter, more skeptical, and more skilled about what we already know.” – 
Bruce Schneier 

1.1 Internet Era 

 The Internet era is defined as a period in the information age in which 

communication and commerce via the Internet became a central focus for businesses, 

consumers, government, and the media [1]. The Internet era also marks the convergence 

of the computer and communications industries and their associated services and 

products. 

 The internet has revolutionized the way the world and everything around works. 

People today find it hard to imagine a world without electronic-mails and search engines 

where every piece of information is just a few clicks away. The internet is not a steady 

environment because each day there are new applications, new software being released 

which changes the purpose people use the internet for. To support this statement, we can 

see that the internet was born out of an attempt of the U.S. Air Force to do a study on 

how it could maintain its command and control over its missiles and bombers, after a 

nuclear attack. They needed a communication medium which could survive a nuclear 

attack. Today as we see, it is not the sole (or if I may say, not even the primary) use of the 

internet.  

The internet has evolved into a means of communicating on a daily basis, 

exchanging information, carrying out trade and commerce, streaming media, social 

networking among many other uses. The Internet has made possible entirely new forms 

of social interaction, activities and organizing, thanks to its basic features such as 

widespread usability and access. In democratic societies, the Internet has achieved new 
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relevance as a political tool. It is also a large market for companies which take advantage 

of the low-cost advertising and commerce through the Internet, known as e-commerce. It 

is the fastest way to spread information to a vast number of people simultaneously. 

During the 1990s, it was estimated that the Internet grew by 100% per year, with a brief 

period of explosive growth in 1996 and 1997 [2]. 

To leap thus across the centuries and to the more recent decades, we realize in a 

glimpse the incredible dynamic involved in the world of information and online 

technologies.  Information from around the globe is available today in the air we breathe, 

some of it, essential to our survival.  

The pervasive spread of computer networking has had numerous widespread 

effects. Like earlier periods witnessing the rise of radio, and then television, the birth of 

the Internet era has generated extensive speculation about the potential consequences of 

this development towards people’s daily lives. The internet era has a lot to offer and the 

opportunities are endless but with this it brings the possibility of this very technology 

being the biggest threat to the safety of mankind. 

1.2 Online Privacy Implications 

“Commerce, bandwidth, equity of access, copyright- these are some of the 
battles that are taking place in the internet environment, but the one that 
will affect all of us is the battle over privacy.” - Steve Cister, Advanced 
Technology Group, Apple Computer 

 

Privacy is the capacity to negotiate social relationships by controlling access to 

information about oneself [3]. Recent changes in the realm of technology and privacy 

have created a landscape that is both dangerous and encouraging.  

New technology has always challenged the way people thought about privacy and 

the conceptualization of privacy. The Internet era brings an on-rush of changes, both 

revolutionary and subtle, to the field of privacy—changes to the very concept of privacy; 
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changes to the mindset of scholars who study privacy; and an effect on the effort put 

towards protecting people’s privacy. 

In recent decades there has been a steady growth in the use and manipulation of 

vast quantities of personal data supported by computing technology. Though 

advancement in technology is essential to the progress of the world today, it has opened 

up new avenues to misuse and exploit this information that people may consider as 

private data about themselves. 

Growth of information technologies has enhanced the ability for organizations to 

store, process, and share personal data. Privacy is thus at the center of discussion and 

controversy among multiple stakeholders including IT professionals, business leaders, 

privacy activists, government regulators and the common man. Information privacy 

continues to be eroded as a result of technology innovations. Unanticipated release, and 

subsequent use or misuse of personal information is of particular concern. Privacy is now 

of utmost concern to everyone and the need to protect it is being felt more than ever. 

Every week brings new headlines of yet another major identity breach or theft: 

320,000 voter records stolen in Nashville, 260,000 social security numbers released in 

Wisconsin and 45.7 million credit and debit card records stolen from a national retail 

chain, the fact being that another identity is stolen every three seconds! The question is 

what exactly is making these thefts so simple and the answer is obvious. The capabilities 

of the internet are being exploited to gain easy access to personal information. 

The five most popular search engines routinely archive a user’s search terms, their 

computer’s address, and the unique identifier for their Web browser for 13-18 months. 

Web 2.0, or the participatory web, has also raised new questions about the definition of 

“personal information” and the impacts it will have over privacy. More generally, 

consumers are now expressing a more consistent interest in control over personal 

information. A recent poll showed that 59% of adults have refused to provide information 

to a business or company because they thought it was not really necessary or was too 

personal [4]. People however continue to upload pictures to Flickr, personal profile 

information to Facebook, choosing to connect their online identities with pieces of their 

personal information.  
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The privacy implications of these actions of people who are unaware or choose to 

be ignorant can be numerous and in some cases extremely serious. Identity theft for 

example can cause a person to lose their money, social status and in the most extreme 

case their life. The possibilities are not bounded which makes protecting this information 

more important than ever. The privacy implications of having our information readily 

available online and the computing and communication power of the internet is 

something that needs immediate attention. Within the field of online privacy itself, there 

are a number of areas which remain unexplored. For example, the rising number of child 

abductions because of more and more children accessing the internet is a problem which 

is very real and requires attention. 

In summary, the internet has improved the lives of most people and has had more 

positive impacts than negative. However, technology is growing at a fast pace and so is 

the value of personal information. Online privacy is an area which continues to remain 

unsafe. The internet has not been designed with issues like security and privacy in mind 

and thus effort is essential to study this problem and develop solutions before it is too 

late. 

1.3 Objective of Study 

The objective of this study is to analyze the current state of art of online privacy 

and specifically study the case of child online privacy. Developing a solution to the 

problem of child online privacy is the major objective. To realize this objective, a 

detailed study of the privacy literature was carried out and a conceptual analysis of 

privacy in the internet era was performed. The sub-objectives were defined as follows; 

• To develop a framework that provides a holistic view of the literature on 

privacy 

• Derive design principles based on the framework 

• Study the state of art in protecting child online privacy and the related 

laws 

• Implement a solution to protect child online privacy 
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• Provide an evaluation and analysis of the proposed solution 

1.4 Preview of the Report 

Chapter 1 is an introduction to the report and clarifies the objective of the study. 

The report is further divided into two main parts. 

Part I introduces the ITP framework to the user and is divided into three chapters. 

Chapter 2 provides background and work related to the field of privacy. It explains the 

need for a framework and the interactions between information, technology and people. 

Chapter 3 is where design principles are derived based on the material discussed in 

Chapter 2. The ITP framework is introduced in Chapter 4 and the applications of the 

framework are explained in detail. 

Part II is a detailed guide through the implementation of a tool for protecting 

child online privacy. For developing the tool, it is essential to analyze the current 

literature on child online privacy and Chapter 5 provides the background required to 

understand the same. Chapter 6 introduces the value sensitive design model used as 

guidance in the development of the tool.  Chapters 7 and 8 are related to the 

implementation of COP as a Firefox extension and the detailed working of the tool along 

with all technical details and challenges faced during the development process. User 

evaluation study and the analysis of COP based on the models studied throughout the 

report are an important part of the study to prove the viability of COP as a tool for 

protecting children’s privacy online. Chapters 9 and 10 are dedicated to the evaluation 

studies and the analysis of the tool. Finally, Chapter 11 is a conclusion of Part II and 

highlights suggestions for future research.



 

 

Chapter 2 

 

Background and Related Work 

2.1 Need for a Framework 

Vast amounts of information and services have caused the internet and its online 

resources to grow tremendously. Internet has been growing at a rapid rate since its 

conception, on a curve geometric and sometimes exponential [5]. In an environment 

where information flows among people in a seamless, sometimes unpredictable manner, 

the notion of privacy protection needs to be overhauled and understood clearly. In 

addition, the recent focus on national security and fighting terrorism has brought with it 

new concerns about governmental intrusions on personal privacy.  

Privacy has been defined as ‘the right to be left alone’ [6]. With the growth of 

social networking sites, the growing popularity of blogs and increase in the number of 

people having an online identity, people are living a parallel online life which needs to be 

protected. The right to be left alone is no longer sufficient to describe privacy and the 

requirement to protect privacy has an added new dimension to it. It is necessary to assure 

people their privacy on the internet as the threat is no longer limited to online privacy but 

to the real identities of people. Growing information about people on the internet and the 

difficulty of keeping track of one’s personal information is causing privacy breaches 

whose consequences extend beyond the threat to their online existence. 

In short, lack of privacy in online environments is the major threat to people and 

finding a solution to this real threat is important today. The current literature addresses 

the need for privacy, user's perception of privacy, privacy-enhancing solutions and other 

related aspects.  What lacks is an attempt to present the essence of privacy in a coherent, 

definable manner within the context of all the related factors that affect it. The 

Information-Technology-People (I-T-P) framework is a proposal to integrate the existing 

literature on privacy and to provide a conceptual analysis of multi-disciplinary works on 
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privacy from within the perspective of the I-T-P framework. The integrative framework 

through the I-T-P analysis not only provides a comprehensive list of factors to assess and 

understand information privacy, but it also provides suggestions and directions for future 

research.  

In order to address privacy issues, the aim is to: firstly integrate the existing 

literature on privacy and privacy concerns and introduce an integrative framework to 

study privacy concerns of people on the internet; secondly, define design principles 

derived from the study of this novel framework; and finally make an effort to develop a 

technical solution to protect children’s online privacy using the principles set by the 

framework. 

2.2 The Main Players 

With privacy being clearly established as a concern, we need to approach the 

issue by first identifying and defining the factors that play the most important role in 

context of the internet. The main ‘players’ to understand the privacy issue are; (i) the 

people who use the technology; (ii) the information that is being captured and processed 

and; (iii) the technology itself.  

After understanding these players, we try to analyze works that focus on the 

interactions between them. Finally we introduce and explain the Information-

Technology-People (I-T-P) framework to understand the privacy issue and suggest 

solutions. 

While analyzing the first player which is information, it can be broadly 

categorized into Personally Identifiable Information (PII) and non Personally Identifiable 

Information (non-PII) [7]. Data that uniquely identifies an individual is called as 

personally identifiable information (e.g., social security number, birth date, etc). On the 

other hand, information such as age, gender and personal interests are considered as non-

PII as many people may share the same values for these and so the information cannot 

uniquely identify any particular individual.  
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Disclosure of information can raise huge concerns among people. The world has 

witnessed that every new technology that is introduced brings with it issues that may not 

be obvious upfront. Privacy of information was not seen as a major concern at the 

conception of the internet era. However today it is the area attracting a major portion of 

the attention. 

Technology, the second player, is important for the analysis of information 

privacy since it is the technology that brings to the forefront the privacy concern in the 

first place. We classify technology based on four characteristics that can help analyze 

various situations and provide comprehensive dimensions to understand possible 

solutions to the privacy problem:  

• Data capture: This includes the technologies which capture data from 

users.  

• Data storage: This includes the technologies which not only collect but 

also store the information that is captured.  

• Data analysis and integration: With advancing technology, it is now 

possible to derive results that are not directly captured by technology. This category 

includes technologies which analyze the gathered information and integrate results from 

various sources. 

• Data dissemination: This refers to distribution of the information that is 

captured or stored.  

All people do not have uniform privacy concerns. People are considered the third 

major player.  To support the fact that people’s privacy concerns vary, Westin and Harris 

[8] established categories of users with varying degrees of privacy concerns. They are: 

• Privacy Fundamentalist: People who are extremists in their concern for 

privacy. These people would be extremely reluctant in giving away their personal 

information for fear that they may be affected adversely. 

• Pragmatic Majority: People who are concerned about their privacy and 

provide personal information only under certain circumstances. Privacy pragmatists have 

a balanced opinion about privacy. 
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• Marginally Concerned: These people are marginally or almost 

unconcerned about their privacy and personal information and disclose information 

readily on demand. They display a perfunctory attitude towards disseminating their 

personal information. 

The categorization of user's perceptions of privacy is very important, if not the 

most critical factor in accurately understanding the adequate requirement for a system 

built for privacy.  

In order to study the aspect that relates each of these factors, it is the interactions 

between these players that need to be studied. In reviewing the literature, we find that 

many works have focused on the interactions between two or more of these players and 

formed conclusions based on their studies. 

2.3 Information People (I-P) Interaction 

To study the interaction between people and information, it is necessary to 

understand that privacy is a subjective concept and there is essentially a need to 

customize it based on user’s requirements. Privacy cannot be considered as ‘one size fits 

all” [9]. Concerns of people may vary based on the type of people as well as the 

sensitivity of the information in question. A wider variety of factors may influence a 

user's perception of privacy thereby making him or her, a privacy fundamentalist, 

unconcerned or a pragmatist user. Culture for example is such a factor [10].  

Misplaced concerns amongst the users could cause an incorrect analysis of a 

particular privacy concern thereby leading to an inefficient design of the privacy 

enhanced system. In the context of their information, people usually have two kinds of 

privacy concerns [11]. People are first, concerned over the unauthorized access to their 

personal data through security breaches or lack of internal controls. Second, people are 

concerned about the secondary usage of their data referring to reuse of personal 

information for other undeclared purposes without consent of user. The act of collecting 

user’s data and their inability to correct errors is an additional concern that people might 

have [12].  
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Sensitivity of the information is an important factor that shapes people’s outlook 

towards privacy. Highly sensitive data like PII may raise higher concerns as compared to 

non-sensitive data like non-PII. The sensitivity of information should further be studied 

in the context of user’s familiarity to the party the information is being disclosed to. The 

dynamics of privacy can often change based on the entity concerned with it. To illustrate 

this, consider persona information that identifies the existence of an entity, and activity 

information that is information about the subject directly involving the person. Sensitivity 

of persona information has a direct relationship with the subject's unfamiliarity with the 

observer while unfamiliarity decreases the sensitivity of the subject's activity information 

because of anonymity [9]. A study showed that when presented with scenarios involving 

the provision of personal data to Web sites, respondents were much less willing to 

provide information when personally identifiable information was requested [13]. These 

findings suggest additional dimensions to be considered to conceptualize privacy, 

specifically in relation to information and people. Implications of privacy would vary 

depending on the comfort levels and trust between the subject and the observer. 

The context in which the information is collected is another factor that plays a 

major part in determining the comfort level people have in giving out their information. It 

can be different in a workplace than in a more public sector. In some cases simple qualms 

or bad experiences prevent people from sharing their information [12]. Phelps et al. [14] 

found that people are more willing to disclose demographic or lifestyle information than 

financial or personal identification information. Another study states that for the design 

of personalized web-based systems, highly sensitive data should never be requested 

without the presence of mitigating factors [7]. 

2.4 Information Technology (I-T) Interaction 

Technology today is able to capture, store, process, analyze and integrate, and 

disseminate information. It is important to understand that the term information cannot be 

generalized because privacy concerns vary depending on the sensitivity and context of 

usage of the data. The study of the interaction between information and technology can 
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lead to useful conclusions in determining features that can be included in future 

applications to ensure privacy of all kinds of information in the most suitable manner.  

Technical mechanisms for protecting privacy have been classified into four 

categories namely, encryption and security mechanisms, anonymizing mechanisms, 

infrastructures, and labeling protocols [15]. Privacy enhancing technologies (PETs) 

include anonymizing and de-identifying mechanisms and can be very useful for 

protecting privacy as opposed to having only encryption and security mechanisms which 

can be considered necessary but not sufficient for privacy protection. 

Privacy enhancing technologies (PETs) refer to technical and organizational 

concepts that usually involve encryption in the form of (e.g.) digital signatures, line 

signatures or digital pseudonyms [16]. PET concepts are classified into four categories as 

stated below. These are based on the degree of interactions as actions between subjects 

relating to objects within a system.  

• Subject oriented concept: It refers to dissociating user identity from a 

transaction or existing data. Proxies can be viewed as one such example where user 

identity is hidden by assigning individual identifiers that are untraceable with respect to a 

transaction. 

• Object oriented concept: Many transactions involve exchange of the 

objects and many of these objects may carry user identity data. Ensuring that each object 

carries no traces of users and at the same time ensuring that the object is not eliminated is 

the central idea. Using cash instead of the credit card is the perfect example since it 

carries no traces of subjects.  

• Transaction oriented concept: This refers to a trace that is left behind by 

the transaction procedure without being related to the object being exchange. Video-

taping a cash over-the-counter dealing at a bank is a tracing process. 

• System oriented concept: This creates to what is called as ‘zones of 

interaction’ where subject identities are hidden, objects do not bear information of 

subjects and transaction records are not created or maintained. 

In addition, there are three trends which are relevant to future development of the 

concept of privacy [16]. These are: 
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• Information Balance: Designing PETs has to include individuals and their 

preferences more directly. 

• Identity: PETs should be able to maintain the identity of users. 

• Trust: These systems need to be reliable and safe within a given 

probability. 

Providing adequate security is also an important design principle and certain 

encryption techniques and other such mechanisms should be put in place in order to 

enforce it. 

2.5 Technology People (T-P) Interaction 

Key to understanding privacy-aware technology is a fundamental grasp of how 

people use technology, how they understand it and how they make meaning out of it. The 

relationship between people and technology in reviewing privacy would provide 

profound insights on whether different interactions with technology can yield privacy 

enhancing approaches in designing systems. 

Certain policies can be introduced for protecting people’s privacy but there is an 

inherent tradeoff between the ease of use of technology and the detailing of policy terms 

[17]. To study people’s usage of patterns in relation to different technologies, it is first 

essential to understand the people factor. This is primarily due to the fact that people wish 

to project themselves differently with respect to different groups, persona and institutions 

[18]. Thus once the people factor is studied and understood, technologies can be made 

flexible enough to deal with human nuances and ambiguities. 

There are many factors that can be held responsible for a user’s attitude towards a 

given application. As an example, five discrete contextual factors namely, society, 

government, industry, company and media influence a user’s perception and are likely to 

be essential to an understanding of prospective adopter’s attitudes and thus the actual 

behavior towards a given application [19].  

Assessing precisely the nature of the application and its potential for abuse, 

designing for privacy mandates an understanding of the type of interaction involved 
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during the use of the application itself [20]. This may involve considering the actor 

relations and the environment for use. For example, applications used in a closed 

environment and which are primarily single user centric may require straightforward and 

simplistic types of protection such as opt-in or spam filter protections to prevent abuse 

from other sources. Based on this, design considerations can be prioritized while 

designing privacy aware applications. 

This could also reduce the overall development cost of developing such 

applications by avoiding un-necessary sophistication and complexity. Therefore it is 

essential to understand the task for which the system or technology is being developed. 

Technology that serves more than promised can sometimes be complicated to use from 

the user’s perspective while technology that delivers less than required can be considered 

not useful. Junglas and Watson [21] have described this phenomenon by categorizing 

technologies as underfit and overfit technologies.  

It is also essential that privacy aware system should minimize the asymmetry of 

information by decreasing the flow of information from data owners to data collectors 

and increasing the flow of information from data collectors back to data owners [22]. 

There are certain other design principles to guide the design of privacy aware systems 

which add value to the user [23]. First principle is to provide notice to the user or have a 

way to announce that data is being collected. Giving the user a choice is another design 

principle.  

Access and recourse is the other feature that needs to be incorporated into the 

design of systems. It may require data collectors to collect only minimum required data, 

for well defined purposes, and keep it only for as long as required. Also, users should be 

given access to their data after it has been collected giving them enhanced control over 

their personal data.  

It has been concluded that feedback and control are two design issues that can 

assist in gaining user confidence that their privacy is being protected[9]. If the user is 

kept aware of the manner in which his personal information is being handled even after it 

is submitted and if the user is given more control over his information, there is a sense of 

enhanced privacy. 
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The user can easily and less reluctantly accept technology that meets his needs 

and at the same time provides a guarantee of protection of his or her privacy. Thus 

studying the user’s comfort level with respect to the technology can promote useful and 

successful implementations of technology to protect privacy on the internet.



 

 

Chapter 3 

 

I-T-P Design Principles 

3.1 Deriving Design Principles from I-P, I-T, T-P Interactions 

The literature related to the interaction between the players; information, 

technology, people, has been highlighted and studied. It is now essential to analyze it 

further and make conclusions which can prove useful for designing technology.  

The interactions provides a means of studying the important factors to be 

considered when designing privacy enhancing technology. These design principles have 

been categorized and discussed below. 

3.1.1 Degree of Concern 

Design principles derived from the interaction between information and people 

fall within this category. They highlight the varying degree of concern that different 

people may have regarding their information and suggest design principles that should be 

accounted for to mitigate this concern. The design principles can be stated as follows; 

• Systems should be customizable to accommodate for different kinds of 

people. 

• Users should be given control over their data. They should be allowed to 

change it, view it and unauthorized access to their data should be denied. 

• Systems should be configurable for data of varying sensitivity levels. 

• The context of disclosure and the party to which information is being 

disclosed are important to consider. 

These conclusions can be viewed as the design principles governing the Degree of 

Concern. 
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3.1.2 Degree of Protection 

These design principles are derived from the interaction between Information and 

Technology. They highlight the way that current technology handles information and is 

used to suggest design principles that should be accounted for mitigating the risks to 

information privacy. The design principles can be stated as follows; 

• It is essential to understand the ideal category of PET. 

• It is necessary to achieve information balance, maintain user’s identity and 

achieve a degree of reliability and safety. 

• Security is an important feature of systems for privacy protection. 

These conclusions can be viewed as the design principles governing the Degree of 

Protection. 

3.1.3 Degree of Convenience 

These design principles are derived from the interaction between People and 

Technology. They highlight the way that people view current technology and the 

different concerns they might have with the usability and convenience of use of the 

technology. It is further used to suggest design principles that should be accounted to 

enhance the usability of the technology. These can be stated as follows; 

• Consider the environment in which information is being collected and the 

actor relations. 

• Try to avoid developing overfit and underfit technologies. 

• Users should be provided notice on disclosure of information, sufficient 

choices for disclosure and allowed to access their information after disclosure. 

• Feedback and control are necessary to be accounted for while developing 

a system. 

These conclusions can be viewed as the design principles governing the Degree of 

Convenience. 
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3.2 Summary of Design Principles 

In the above section, design principles have been derived and summarized based 

on the interactions studied throughout the previous chapter between the various players 

namely, information, technology and people. These three sets of design principles 

highlight the important factors to be considered in order to mitigate the degree of 

concern, and enhance the degree of protection and convenience.  

In this research study, the design principles have been used in the context of 

protecting child online privacy and develop a corresponding tool. All design principles 

have been accommodated to arrive at a solution that fits best with the requirements of the 

I-T-P framework.



 

 

Chapter 4 

 

The I-T-P Framework 

4.1 Introduction to Framework 

We have identified three main players, information, technology and people that 

need to be studied to understand privacy. Based on the interactions between these 

players, we have highlighted certain design principles which need to be accommodated 

for while designing a privacy aware system. The ITP framework relates these three 

players in a way that can assist in better understanding certain privacy enhancing features 

that need to be accommodated in the applications of the future. It relates the conclusions 

about the design concepts to finally list the design principles that add value to a system 

designed for privacy protection. 

Figure 1 is a visual representation of the ITP framework. The main players, 

technology, people and information have been depicted with their categorizations as 

discussed earlier. After understanding these players individually, it is their interactions 

with each other that are important to analyze rather than independently studying them. 

These interactions can be explained as follows; 

• Degree of Concern: People are very concerned about the privacy of their personal 

information and based on the kind and sensitivity of information, and also on the type 

of people in question, the degree of concern of people might vary. The design 

principles essential for achieving this balance have been highlighted. 

 

• Degree of Protection: Technology that handles information is responsible for 

maintaining the privacy of that information. This is the information- technology 

interaction explaining how different technology should handle different kinds of 

information in certain ways. This interaction can help us deduce certain design 

principles as shown. 
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• Degree of Convenience: People use technology that serves some purpose for them 

and makes their tasks simpler. Therefore it is necessary that the technology being 

developed for users understands the needs of the users. The technology should be 

useful in a sense that it should serve the purpose and deliver results. Also, it should 

not be complex so that it would deter people from using it. The design principles 

essential for achieving this have been highlighted. 

From the framework, information privacy can be viewed as concerns that 

different people including privacy fundamentalists, privacy pragmatists and those that are 

marginally concerned have over the unauthorized capture, storage, analysis and 

integration and dissemination of personally identifiable as well as non-personally 

Figure 1 
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Figure 1: The I-T-P Framework 
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identifiable information. This framework provides guidelines to assist researchers and 

developers to build effective privacy enhancing technologies. 

4.2 Application of Framework for Development of Privacy Enhancing Solutions 

I-T-P framework provides a holistic approach for analyzing and reviewing works 

on privacy from within a framework, integrating three key factors, information, 

technology and people. Interactions among these factors when studied can provide a 

better understanding of the issues and can assist in formalizing solutions to the privacy 

problem. Furthermore, it aids in providing a larger picture in a field that often focuses on 

singular concepts. I-T-P framework is an integrative framework that can offer developers 

and researchers with a guideline to define a structure for incorporating privacy by design 

and thus enable them to create privacy-aware applications that reduce the concern of 

consumers. The objective is to provide a conceptual analysis of the diverse works on 

privacy from within the perspective of the I-T-P framework. 

Though people, technology and information have been identified as the main 

players, their interaction is what guides the design principles and not their nature alone. 

The literature concentrating on the interactions have been utilized and studied to arrive at 

design principles which are essential while developing technology to guarantee privacy. 

These design principles provide the holistic view of the factors that are being dealt with 

when developing any technical solution. Essentially, they provide the view of things to be 

factored while arriving at good solutions. These design principles have been used to 

guide the research stated herein and develop a tool for protecting children’s privacy to 

demonstrate the effectiveness of this framework.  

4.3 Summary of Framework 

By analyzing the ITP framework, future research could concentrate on finding 

privacy enhancing features integrating the conclusions drawn from the different kinds of 
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works discussed in this paper. The question that might need to be answered is whether 

certain privacy features and practices could be identified by viewing the works on 

privacy from within the ITP framework. Certainly a comprehensive study of the 

framework and its implications might be needed for this purpose.  

In conclusion, the integrative ITP framework not only provides a comprehensive 

list of factors to assess and understand privacy concerns, but it also provides suggestions 

and directions for future research. The framework provides guidance in two ways; first, it 

identifies and elaborates on the privacy factors and the relevant players whose 

interactions need to be understood; second, the framework presents the multi-faceted 

nature of privacy the issues that need to be considered when suggesting privacy 

enhancing solutions for the technologies by suggesting design principles. 



 

 

Chapter 5 

 

Analysis of Child Online Privacy 

5.1 Introduction to Child Online Privacy 

Technology today can be viewed as a double edged sword because it provides 

children with a whole new world of information and great opportunities to learn, but at 

the same time is a major threat to their privacy and safety. Children face many risks 

online and growing cases of child abuse, online predators, growing child pornography 

industry and other such matters are causing great concern. Website operators too are 

interested in collecting children’s personal information such as name, e-mail address, 

home address and telephone number in order to gather statistics for marketing and other 

related purposes. Recognizing that children of ages below 13 years are not well equipped 

to make intelligent choices while surfing the web or to make informed decisions before 

disclosing their private information to websites, the U.S. Congress enacted the Children’s 

Online Privacy Protection Act (COPPA) [Refer to Appendix A]. COPPA  governs the 

online collection of the personal information of children under age 13 and spells out what 

a Web site operator must include in a privacy policy, when and how to seek verifiable 

consent from a parent and the responsibilities an operator has to protect children. Though 

the law has been enacted, few technical solutions have been developed to implement this 

law making it difficult to achieve the ultimate goal of protecting children’s online 

privacy.  

The number of children accessing the internet is constantly on the rise and 

protecting their privacy is becoming a major challenge. By nature, children are more 

gullible than seniors and prove to be naïve in their decisions. Nearly half of teens (47%) 
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aren't worried about others using their personal information in ways they don't want.1 

Operators online exploit this factor by luring children to attractive prizes and offers in 

exchange of private information. Even registration procedures require children to submit 

personal information in most cases. Internet is even to be blamed for the rise in child porn 

as the offenders have the resources to remain anonymous online while children reveal 

their information.2 

COPPA is a thorough law governing websites’ practice of collecting personal 

information from children. It clearly states what a Web site operator must include in a 

privacy policy, when and how to seek verifiable consent from a parent and the 

responsibilities an operator has to protect children of ages below 13 years. Though the 

law has been enacted, the effect that this law has had so far in protecting children’s 

privacy online is very limited due to various factors.  

Enforcement is thus seen as the main reason that online child abuse and other 

threats to child privacy are still rampant. Children’s organizations around the world are 

urging technology companies to make the internet safer for children.3 Limited technical 

solutions have been researched to help enforce requirements of COPPA. This has caused 

websites to conveniently disregard the requirements of the rule while dealing with 

children.  

The largest penalty that a company had to pay for allegedly violating the COPPA 

requirements was the social networking website, Xanga.com [24]. According to the FTC, 

Xanga.com collected, used, and disclosed personal information from children under the 

age of 13 without first notifying parents and obtaining their consent. Though the biggest 

case, it is certainly not the only case of violation of COPPA by a website and a number of 

such cases have been reported. A more recent case was filed against Imbee.com which 

was promoted as a free, secure, social networking and blogging destination specifically 

designed for children ages 8 to 14 [25]. According to the FTC, imbee.com collected and 

maintained personal information from children under the age of 13 without first notifying 

                                                 

1
 http://www.webwisekids.org/index.asp?page=statistics ((Teen Research Unlimited."Cox Communications 

Teen Internet safety Survey Wave II," March 2007) 
2
 http://news.bbc.co.uk/1/hi/technology/3387377.stm (Net blamed for rise in child porn) 

3
 http://news.bbc.co.uk/2/hi/uk_news/4454355.stm (Safety urged for child web users) 
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parents and obtaining their consent. Imbee enabled more than 10,500 children to create 

imbee accounts by submitting their first and last names, dates of birth, personal e-mail 

addresses, parents' e-mail addresses, gender, user-names and passwords prior to the site’s 

providing notice to parents or obtaining their consent. The settlement included a 

$130,000 Civil Penalty and clearly shows that disregarding the law is possible.  

Studies indicate that most parents are not aware of laws that can protect their 

children’s privacy online [26], though all of them consider it a necessity to enact such 

laws. Parents in most cases do not take the extra effort of learning or researching such 

laws unless absolutely required or unless a problem occurs. Therefore, instead of 

expecting parents to understand and take advantage of these laws, there is a need for 

solutions that will take care of this responsibility for them. The task needs to be delegated 

to technology itself for handling responsibilities that parents are either not aware of or 

just do not find a reason enough to cooperate.  

No effective solution, so far, has been introduced but instead, ample stress has 

been given to spreading awareness through education and to building child-parent 

relationship [27]. The belief that education can help reduce the threat related to children 

disclosing their personal information online is certainly a good step. However, it cannot 

serve as a comprehensive solution to the problem. For example, through education, 

parents can be informed of the existence and importance of following laws such as 

COPPA but with the lack of availability of techniques and tools to materialize this 

objective, the task seems improbable.  

Children as discussed can be naive and expecting them to provide false 

information to websites again is a faulty expectation. Children below 13 years of age 

should not be encouraged to lie about their information but the responsibility should be 

materialized by a technical solution. In some cases, children may be tempted into 

indicating a false age greater than 13 years to gain access to certain objectionable 

material. This being the case, the website operator cannot be held responsible. A sound 

client side check should be implemented to account for this fact and not permit children 

to indicate a false age. Protecting children’s innocence and at the same time protecting 

their privacy is a challenge.  
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Another challenge is obtaining a balance between accessibility and privacy. What 

this means is that, as discussed later, blocking information is not a solution as blocking 

information submitted during registration may cause the registration process to fail and 

prevent a child from gaining access to required online material. 

In summary, enforcing COPPA and making sure that all websites abide by the 

rule is a difficult task which cannot be achieved by relying on website operators alone. 

Parents should be given complete control of their child’s privacy preferences but at the 

same time should not be burdened with additional tasks which can make such laws 

unattractive. Relying on children again is not an option and asking them to lie about 

information is socially not a healthy practice. This shows that there is requirement for an 

automated and technical approach to protect children’s online privacy while requiring 

minimal parental involvement. One important requirement of the tool would be that it 

should allow access and registration to all sites, not disclose true personal information 

and yet allow websites with data from which meaningful statistical models can be built. 

This part of the study is focused towards the very goal of finding an automated 

and technically viable solution for enforcing COPPA.  

5.2 Child Online Privacy Protection Act (COPPA) 

COPPA was enacted in response to the growing danger to the online privacy of 

children. The stated goals of  the Act are: (1) to enhance parental involvement in their 

children’s online activities in  order to protect children’s privacy in the online 

environment; (2) to protect the safety of children at places in the online environment such 

as chat rooms, home pages, email accounts, and bulletin boards in which children may 

make public postings of identifying information; (3) to maintain the security of children’s 

personal information collected online; and (4) to limit the collection of personal 

information from children without parental consent.4 

 

                                                 

4
 144 Cong. Rec. S12741 (Oct 7, 1998) (Statement of Sen. Bryan) 
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COPPA specifically states that, “Prior to collection, use, and/or disclosure of 

Personal information about a Child, an operator must obtain from a Parent of the Child 

verifiable Parental consent”. The method of collecting the verifiable parental consent has 

been an issue of debate for long. At the time the law was enacted, no inexpensive and 

viable technological means existed that simplified this process. Therefore, the FTC 

adopted a sliding scale approach for obtaining verifiable consent and this was declared to 

be a temporary approach assuming that more sophisticated methods would be introduced 

through advances in technology.5 

This approach offers two different levels of parental consent. There is a more 

reliable method which suggests a print consent form, a credit card transaction or a toll 

free telephone number maintained by trained staff. The approach called Email Plus is the 

less reliable approach and is reserved for Web sites  

that use children's personal information for internal uses only. This method 

requires obtaining the parent's consent through e-mail and then verifying that the person 

providing the consent is in fact the parent using an additional step. Recently the sliding 

scale approach has been adopted as the permanent approach for obtaining the consent 

from parents since technology has not served to provide any better options. 

5.3 State of Art 

Most of the technical solutions which exist are focused towards protecting online 

privacy of users, in general. As discussed, COPPA has very specific requirements for 

protecting children’s privacy and no tools have been successfully implemented to address 

the rules. We will discuss tools in general for online protection of user’s privacy and then 

efforts which have been targeted at protecting children’s privacy.  

                                                 

5
 http://promomagazine.com/specialreports/COPPA-Sliding-Scale/ (New Study Shows Rise in Youth 

Exposure to Porn & Cyberbullying, Decrease in Online Solicitations, August 11, 2006) 
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5.3.1 General Solutions 

Cookies, a unique identifier that a web server places on user’s computer that can 

be used to retrieve their records from the databases, authenticate, identify and track users, 

were seen as a major threat to user’s online privacy. Third party cookies could be linked 

to user’s collected browsing history which makes them a greater threat [28]. COPPA 

recognizes cookies to be a privacy threat and disallows operators from online collection 

of identifying code linked to a child, such as cookie. As a solution, most web browsers 

provide cookie control and blocking features to give users the option of protecting their 

privacy. Cookie blocking software is effective but addresses a very small part of the 

requirements of COPPA. This software does not contribute to the scenarios where 

websites explicitly collect personally identifiable information from children. 

Anonymizer is another solution that protects user’s privacy by providing a way 

for anonymous web browsing. All communication is directed through an intermediary 

proxy server to hide the true origination of a message. Thus cookies cannot be placed on 

the user’s browser and the user’s true IP address cannot be tracked. Anonymizers serve as 

good solutions to protect a user but this may not be the best option for children. For 

example, anonymizers allow for anonymous browsing but the goal is contradictory since 

we need the website operator to recognize the client as a child and take additional 

precautionary steps to make sure their privacy is protected. Also, anonymous browsing 

can encourage children to access objectionable material once they are aware that their 

identity is not being disclosed.   

Another initiative that has, to some extent, been effective and widely adopted is 

privacy policies. Privacy policies are documents detailing exactly how a company uses 

the information it collects from online registrations, purchases and other activity 

collecting user’s information and are an important way to protect user privacy. COPPA 

requires websites targeted towards children to post a privacy policy to inform of their 

activities and what they intend to do with the child’s data. However, privacy policies 

were not created specifically as a result of COPPA and many other specific laws also 

require websites to post privacy policies. Privacy preferences project (P3P) [29] is a 
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project aimed at establishing a common machine-readable vocabulary that websites can 

use to publish their policies and privacy practices online. P3P again was not targeted 

towards enforcing COPPA and it does not provide for mechanisms for parents to specify 

privacy preferences for their children. 

Privacy policies overall are not alone a solution to the privacy problem. One is the 

problem of websites not following the FTC regulations for their privacy policies while 

collecting children’s information. The other major problem is that it is very difficult to 

understand what most privacy policies are trying to say as they are mostly written using 

official jargon and ambiguous language [26]. Such policies when presented to parents, 

who are not technically sound or are unaware of the laws and rules, fail to make informed 

decisions and in most cases may agree to the policies. This again is a danger to the child’s 

privacy. 

There are also several companies that provide trust seals in their various forms, 

including TRUSTe (http://www.truste.org/), BBBOnline reliability 

(http://www.bbbonline.org/), Hacker Safe (https://www.hackersafe.com/), among others. 

Trust seals are an image, certificate, or badge placed on a website demonstrating that a 

third party has verified that the company exists, has a privacy policy, and or is safe to 

deal with. This solution includes involvement from, and trust in, a third party. These third 

parties are simply viewed as a way of improving customer confidence and do not 

essentially implement any technical or security mechanisms to protect a user’s privacy.  

With findings showing that only 25% of the consumers recognize trust seals, they are 

cannot be adopted as a solution but rather as an additional protection layer combined with 

other solutions. Sole reliance on trusting a website may not be good in some cases, 

especially where children are involved [26]. 

5.3.2 Solutions Targeted Towards Children 

COPPA was responsible for raising awareness that children’s online privacy is in 

fact a serious issue and needs legal consideration. This promoted research of tools and 

technology specifically targeted towards protecting children on the internet. Blocking 
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software and filtering tools which block objectionable material and prevent children from 

accessing “bad” sites were developed. However, none of them have been focused towards 

children giving out their PII online. 

Blocking software are not foolproof solutions because they rely on blocking 

known threats but may not effectively block a newly discovered threat. Besides, websites 

are constantly researching ways of overcoming blocking software.  A study conducted for 

online victimization of youth showed that one third of respondents had been exposed to 

unwanted sexual material, up from one quarter of respondents in a similar study done five 

years earlier. The researchers attributed this increase to the growing aggressive tactics of 

porn marketers which shows that blocking software alone is not effective in this age.6 

Many software controls for children too have been introduced to give parents the 

control of their child’s privacy. Microsoft has introduced parental controls built into 

Windows Vista, designed to help parents manage what their children can do on the 

computer. These controls help parents determine which games their children can play, 

which programs they can use, and which websites they can visit, and when. Parents can 

restrict computer use to specific times and trust that Windows Vista will enforce those 

restrictions, even when they're away from home.  

Apart from OS features, there also exist dedicated software packages such as Net 

Nanny and browser extensions such as the Parental Control toolbar. Net nanny functions 

as blocking software by restricting access to certain software, blocking pre-configurable 

outbound information, among other features. Parental Control toolbar is similar as it 

disallows children from viewing objectionable online material. However, as in most of 

the tools, there is certain level of cooperation required from the website operator. For 

example, the toolbar blocks content based on the knowledge of labels assigned to web 

pages following a standard vocabulary.  

Solutions targeted towards children are mostly variations of blocking software 

and content filters. These software do not in any way support the function of obtaining 

verifiable parental consent. Though some of them block outbound information from 

                                                 

6
 http://www.pbs.org/teachers/learning.now/2006/08/new_study_shows_rise_in_youth.html (New Study 

Shows Rise in Youth Exposure to Porn & Cyberbullying, Decrease in Online Solicitations) 



30 

 

client, preventing children from revealing sensitive information, they also prevent 

children from accessing certain sites and material online. Completely blocking 

information that a child submits to websites during registration may prevent a child from 

gaining access to a service. There needs to be another approach besides blocking that can 

strike a balance between giving children access and protecting their privacy. Both these 

goals are as important and need to be kept in mind while developing technology. 

5.3.3 Parental Online Consent for Kid’s Electronic Transactions (POCKET) 

POCKET [30] is part of the category of solutions targeted towards children but is 

a unique technical solution and is hence being discussed independently here. POCKET is 

an artifact providing a way of obtaining verifiable parent consent as required by COPPA. 

Based on this artifact, there is a tool proposed which can be used to protect children’s 

privacy online. It allows parents to configure privacy settings for their children and then 

automatically enforces the policies. POCKET is an extension of the P3P policy and it 

incorporates a TTP, extends the merchant policy to include data items specified by 

COPPA and automates the exchange of personal information between the child and 

server.  

POCKET uses a 3-phase protocol: Registration, Setup and Transaction phase. 

During the registration phase, the parent registers with the TTP and obtains a unique 

identifier and the POCKET installer after verification. The merchant is also expected to 

register with the TTP to be POCKET compliant and receives a POCKET certificate. A 

merchant privacy preference file (MPPF) is created at this point which specifies the 

information that will be collected from a child accessing that particular merchant’s 

website.  

Next is the setup phase where the POCKET User Agent (UA), configured by the 

installer, is used by the parent to select the child’s data that a merchant can collect. This 

preference is used to generate a user privacy preference file (UPPF). The POCKET UA 

also enables the browser helper object (BHO) that enforces the UPPF. 



31 

 

Finally in the transaction phase the BHO request the MPPF, POCKET certificate 

and the merchant’s information collection practices. It then validates the MPPF against 

the UPPF and makes the decision of whether a particular web site’s policies are 

comparable to the parent’s privacy requirements.  

The POCKET tool is a promising approach for protecting children’s privacy 

online. It automates the function of obtaining parental consent and strongly abides by the 

clauses in COPPA. Our work is also an automated way of obtaining parental consent and 

for providing a viable technical solution for protecting children’s privacy online, in 

accordance with COPPA. However our work is unique in many aspects and tries to 

overcome few weak links identified in the POCKET model. 

A server-side solution for our model is not a possibility since out threat model 

involves the operator itself. We cannot expect the malicious party to implement or even 

cooperate towards solutions for protecting privacy of the children. We could either use 

client-side solution or involve a trusted third party (TTP). A solution with a TTP is 

possible but known to have major drawbacks. Compromise of these TTP’s is another 

factor to be considered since all trust has been vested in the TTP’s ability to protect the 

client and a successful attack on the TTP could bring down the entire trust model. This 

shows that the fewer the number of parties involved in the trust model, the better the 

solution is.  

POCKET uses a third party (TTP) during its interaction. It requires merchants to 

abide by the rules and register with the TTP. Also, it is expected that once the MPPF is 

created, the merchant does not change their information collection practices. This may 

not be true if we are assuming that the merchant is not a trusted party. 

Another inherent flaw in the solutions centered around TTP is that once the TTP 

has approved of the practices of a website and granted its seal of approval, or 

certification,  few, if not no steps are taken to verify if the website operators conform to 

the policies agreed upon. This can lead to problems if a website receives the TTP’s 

approval and then carries out malicious activities. Revocation of such policies and the 

procedures for that matter remain ambiguous. In case we assume that the website 

operators conform to their agreed upon practices, it can take time to build trust in such 
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external third parties. We cannot expect people to trust their services instantly without 

any experience.  

Our main goal here is to give maximum control to the client, i.e. the parents in our 

model, so that they feel more confident with their children’s privacy rather than expecting 

them to trust an external third party and the website operator for that matter. Transferring 

trust to an external party may not lead to a good overall solution. Therefore, giving 

control to parents and moving the enforcement to client side serves as a better solution. 

The POCKET tool has a BHO which compares the UPPF and the MPPF and 

grants access to the website in cases only where the merchant’s policy requires no more 

information than that indicated by parent in UPPF. This implies that in all cases, the 

MPPF must be a subset of or at most equal to the UPPF. This might be a farfetched goal 

with the number of parents using the tool and the different variations of UPPF depending 

on each parent’s preference. Our tool makes sure that the child gains access to sites it 

desires and at the same time the UPPF is enforced, irrespective of the merchant’s data 

collection policy.



 

 

Chapter 6 

 

Value Sensitive Design 

6.1 Introduction to Value Sensitive Design 

The goal of this research is to find an automated, technically viable and socially 

responsible solution for enforcing COPPA. This research will employ the Value Sensitive 

Design method (see Figure 2) to create an innovative toolkit named COP – Children’s 

Online Privacy protection tool.  

 
Our proposed approach presents significant challenges that are theoretically 

intriguing as well as practically significant. Design for privacy is complicated by the fact 

that privacy is a socially constructed value that differs significantly across environments 

and individuals [31]. In particular, protecting children’s online privacy is more 

complicated by as the tradeoff between children’s rights of “being alone” and parental 

permission-based Internet access. Thus, any technical solution must be infused with a 

Figure 2 

 

Figure 2: Value Sensitive Design Method 
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profound understanding of social implications, a design that balances children’s privacy 

with their online safety, a technically sound approach to COPPA compliance, and an easy-

to-use solution that bolster perceived trustworthiness. The COP toolkit utilizes the value 

sensitive design approach that adopts a tripartite methodology by systematically 

integrating and iterating on conceptual, technical and empirical investigations of privacy. It 

is socially responsive in that it provides a balance between allowing children to visit 

websites they desire to and at the same time making sure that their personal information, 

and in turn privacy, is protected. It is user-friendly in that it provides verifiable parental 

consent to websites without requiring intervention from parents. It further provides 

customization features for parents to configure privacy preferences and it enforces the set 

preferences automatically. Furthermore, respecting privacy as user control, we design COP 

as a solely client-side solution without dependence on the server or a trusted third party. 

6.2 Privacy as a Design Value 

Value sensitive design is an approach to the design of information and computer 

systems that accounts for human values in a principled and comprehensive manner 

throughout the design process [32][33]. Value sensitive design approach is particularly 

useful for our research because such method emphasizes values with moral import such 

as privacy and trust [32][33].  This design method embeds explicit values choices, 

documents those choices, and thus enables adoption and alteration of technologies to be 

informed choices for the appropriate social context [31].  

As Camp et al. [31] pointed out, the sheer complexity of understanding a value as 

amorphous as privacy has been a serious difficulty in applying value-sensitive design. 

And, in fact, the difficulty in defining common ground of privacy will likely become 

more pronounced in the next few years. According to a 2007 study sponsored by the 

National Research Council [34], the relationship between information privacy and society 

is now under pressure due to several factors that are “changing and expanding in scale 

with unprecedented speed in terms of our ability to understand and contend with their 

implications to our world, in general, and our privacy, in particular.” Factors related to 
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technological change (e.g., data collection, communications), to societal trends (e.g., 

globalization, cross-border data flow, increases in social networking) are combining to 

force a reconsideration of basic privacy concepts and their implications. Thus rather than 

drawing on a monolithic concept of privacy from a single discipline, we try to build upon 

the previous literature from multiple disciplines to create a common understanding of 

Parents’ Concerns for Children’s Online Privacy (PCCOP). Clarification of values 

toward PCCOP is particularly important in discussing children’s online privacy, as these 

are so often confused in technical design, websites’ data collection practices and parents’ 

perceptions. 

Table 1  

Value sensitive design adopts a tripartite methodology by systematically 

integrating and iterating on three types of investigations [32][33]: conceptual 

investigations comprise philosophically informed analyses of the central constructs and 

issues under investigation; technical investigations focus on the design and performance 

of the technology itself; empirical investigations focus on the human responses to the 

technical artifact. In this proposal, we offer our initial start at a conceptual investigation 

based on three main perspectives from which the notions of privacy are commonly 

Table 1:  Paradigms regarding the Concept of Privacy 

Paradigms 
Theoretical 

Lenses 
Driven Force 

Consequences of Privacy 

Violation 

Contextual 

Nature of 

Privacy 

Social 

Individuals’ own 

experiences and social 

expectations 

Potential embarrassment or 

breakdown in relationship(s) 

etc. 

Privacy as 

Control 
Psychological 

Autonomy, self-efficacy 

and trust 

Concern/worry about data 

misuse and identity theft 

Legal 

Protections of 

Privacy 

Normative 
National or supra-

national legislative act 

Civil and/or criminal 

penalties 

Source: Adapted from Patil and Kobsa [35] 
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described and analyzed (see Table 1). Based on our initial conceptual investigations, we 

present a preliminary technical investigation of COP development, followed by our plan 

for empirical investigation of COP.  

6.2.1 Contextual Nature of Privacy 

One very important perspective considers the contextual nature of privacy [36]. In 

more recent privacy literature, such contextual paradigm of privacy recognizes that 

privacy both influences and can be influenced by various situational and societal forces. 

Individuals’ desire for privacy is innately dynamic [37], and influenced by various 

situational forces, such as pressures from others, societal norms, and processes of 

surveillance used to enforce them [36]. Altman [38] conceptualized privacy decision-

making as a dialectic and dynamic boundary regulation process. As a dialectic process, 

privacy is “conditioned by individuals’ own experiences and social expectations, and by 

those of others with whom they interact” [39]. As a dynamic process, privacy is 

“understood to be under continuous negotiation and management, with the boundary that 

distinguishes privacy and publicity defined according to circumstance [39].  

Protecting children’s privacy is complicated by the fact that children’s privacy is a 

socially constructed value that reflects the child-parent relationship as well as the balance 

between children’s rights of “being alone” and parental permission-based Internet access. 

Unfortunately, parental permission-based approaches are more socially complicated for 

children’s online behavior. Because websites are far away from the parents, how is the 

site operator going to ensure that the person vouching for the child’s age is really the 

parent or even an adult? According to a recent FTC report, it is concluded that age 

verification technologies have not kept pace with other developments [40]. One of the 

social complexities associated with children’s privacy is that, children quickly learned 

that if they say they are below thirteen they will be prohibited from using many sites. As 

a result, children regularly lie about their age everywhere online. Seeing such social 

complexity in the context of protecting children’s privacy, we propose following design 

principle for addressing Parents’ Concerns for Children’s Online Privacy (PCCOP):  
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Design Principle #1: The technical systems for addressing PCCOP should make a 

balance between protecting children’s personal information online and preserving their 

ability to access content.   

6.2.2 Privacy as Control 

A second major paradigm considers privacy in terms of psychological control of 

personal information. This perspective is found in various prior works [e.g. 

[6][41][42][43][44]] which have contributed to and stimulated the paradigm of privacy as 

a control related concept. A number of privacy theorists have put emphases on the 

concept of control when defining privacy [e.g. [6][45][46][47][48]]. For example, Wolfe 

and Laufer [49] suggested that “the need and ability to exert control over self, objects, 

spaces, information and behavior is a critical element in any concept of privacy”. 

Empirical evidence revealed that control is one of the key factors which provide the 

greatest degree of explanation for privacy concern [50][51][52][53][54]. Individuals 

perceive less privacy concerns when, among other things, they believe that they will be 

able to control the use of the information and that the information will be used to draw 

accurate inferences about them [55].  

Drawing on control agency theory [56], our earlier work identified two types of 

control in the privacy context: 1) personal control in which the self acts as the control 

agent, 2) proxy control in which external entities act as the control agent [57]. End-user 

privacy-protecting tools such as cookie managers allow users to protect their information 

privacy by directly controlling the flow of their own personal information to others [40].  

As is evident, with end-user privacy protecting tools, the agent of control is the self; and 

the effects of this mechanism arise due to the opportunity for direct personal control.  

With regard to proxy control, trusted third party (TTP) is a commonly used approach that 

mainly consists of an entity facilitating interactions between users and websites who both 

trust the third party to secure their interactions. TTP solution to privacy is one example of 

proxy control that is created to provide third-party assurances to users based on a 

voluntary contractual relationship between websites and the third party. On behalf of 
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users, the TTP acts as the control agent for users to exercise proxy control over the flow 

of personal information.  

This paradigm of privacy as control brings rise to the debate among scholars and 

practitioners on the effectiveness of these two (and other) mechanisms for privacy 

control: Whose responsibility of protecting children’s privacy – users themselves or 

websites or TTPs? Which approach will be more effective and trustworthy? Drawing on 

recent privacy literature on comparing the relative effectiveness of personal vs. proxy 

privacy control approaches [58][59], we propose that neither the server-side nor TTP is 

completely trustworthy due to at least two reasons: First, the threat model may involve 

the operator itself. Second, a successful attack on the TTP could destroy the entire trust 

model since all trust has been vested in the TTP’s ability to protect the client. Therefore, 

we propose following design principle for addressing Parents’ Concerns for Children’s 

Online Privacy (PCCOP):  

Design Principle #2: The technical systems for addressing PCCOP should 

maximally empower parental control in which user data (including both parents and 

children) and their preference files are located at the client side rather than the server 

side or any third party side.  

6.2.3 Legal Expectations on Protecting Children’s Online Privacy 

COPPA was enacted in response to the growing danger to the online privacy of 

children. The stated goals of  the Act are: (1) to enhance parental involvement in their 

children’s online activities in order to protect children’s privacy in the online 

environment; (2) to protect the safety of children at places in the online environment such 

as chat rooms, home pages, email accounts, and bulletin boards in which children may 

make public postings of identifying information; (3) to maintain the security of children’s 

personal information collected online; and (4) to limit the collection of personal 

information from children without parental consent. 

We performed a content analysis on COPPA in terms of scope of the law, 

definition of personal information, jurisdiction/territoriality, parental consent 
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requirements, notice requirements, proceeding rules, rights of individuals, enforcement 

and sanctions. We identified COPPA’s core personal information collection, parental 

consent and access. Collection is broadly defined and applies to the online gathering of 

any Personal Information form a Child under the age of 13. Parental consent requires 

that prior to collection, use, and/or disclosure of personal information about a child, an 

operator must obtain from a parent of the child for verifiable parental consent. The 

method of collecting the verifiable parental consent has been an issue of debate for long. 

At the time the law was enacted, no inexpensive and viable technological means existed 

that simplified this process. Therefore, the FTC adopted a sliding scale approach for 

obtaining verifiable consent and this was declared to be a temporary approach assuming 

that more sophisticated methods would be introduced through advances in technology. 

Access requires that the Parent of any Child who has provided Personal Information to an 

Operator has the right to request access to such information. Based on the content 

analysis of COPPA, we propose following design principle for addressing Parents’ 

Concerns for Children’s Online Privacy (PCCOP):  

Design Principle #3: The technical systems for addressing PCCOP should comply 

with COPPA requirements on personal information collection, parental consent and 

access. 



 

 

Chapter 7 

 

Technical Investigation- COP Development 

Following the philosophy of Value Sensitive Design, the above conceptual 

investigations can now be employed to help structure the first iteration of a technical 

investigation. A tool named as COP (Children’s Online Privacy protection tool) is 

proposed to provide technical mechanisms for protecting children’s online privacy. 

7.1 Introduction to COP 

The proposed tool is built to overcome the drawbacks of existing solutions to 

protecting children’s privacy while being a technically viable solution for enforcing 

COPPA. COP is a reliable, easy-to-use, technical solution to give parents complete 

control of their child’s personal information which the child can disclose to websites. It 

tries to provide a balance between allowing children to visit websites they desire to and at 

the same time making sure that their personal information, and in turn privacy, is 

protected. COP allows parents to configure privacy preferences for their children and 

control data that is disclosed to websites. Being aware that parents trust certain websites 

more than others, COP provides categorization of websites into trusted and not-trusted 

giving parents the option of enhanced personalization. Tool provides other customization 

features as well to ensure that parents feel in complete control of their child’s private 

information. COP enforces the set preferences automatically and is a way of providing 

verifiable parental consent to websites without requiring intervention from parents. What 

is unique about COP is the fact that it is solely a client-side solution and requires no 

dependence on either the server or a trusted third party. 

COP enables children to enjoy the experience of online browsing and exploit the 

vast resources of online knowledge. It does not expect children to submit false data or lie 

under any circumstances and at the same time requires minimal intervention on part of 
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the parent. TTP is not involved and it is a client side solution to give complete control of 

a child’s privacy to the parent.   

Information submitted by children through online forms is not blocked but instead 

perturbed to a degree before it is submitted to websites, to allow children to register for 

sites but still be protected. Notification is used as a major aspect of this tool and parents 

are constantly kept updated of their child’s activities, when and what information they 

submit to websites and what sites they visit. COP provides for an automated way of 

obtaining verifiable parental consent to prevent inconvenience caused to parents 

otherwise.  

The parties involved in our framework include the child, the child’s parent and the 

operator. The parent is the one who sets preferences for their child and receives 

notifications about their child’s online activities. The child is the entity under 

consideration whose online privacy needs to be protected. The operator is the website that 

the child is visiting or wishes to access. 

7.1.1 Categorization of Websites 

In our tool, we allow parents to select data items which can be submitted to the 

website by the child without the fear of their privacy being compromised. Assuming here 

that the parents trust all sites uniformly would not be true. There are certain sites which 

parents trust more than others and could allow more information to be disclosed to those 

particular sites.  

For this purpose, we have categorized web sites as “TRUSTED” and “NOT-

TRUSTED”. Trusted websites are sites which are known to be safe for children to access. 

All sites by default are not-trusted. By categorizing websites into two groups, greater 

amount of true information could be disclosed to trusted sites than that submitted to not-

trusted ones. The tool also provides a suggested list of trusted sites for parents, to help 

them identify trusted sites. 
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7.1.2 Logging Facility 

Our tool provides a logging facility that maintains a record of the websites visited 

by the child and also, the data submitted to each website, after perturbation. Logs are an 

important part of our proposed model. Consider the case where the child forgets their 

password or login information for a website. In most cases, before revealing the password 

to the user, the websites prompt users to verify their information submitted during 

registration. 

In our model, the information submitted to a website is randomly perturbed for 

each website. From the child’s point of view, they have entered the correct information. 

However, if the child submits this information and the tool perturbs the data using a 

different value, it may cause inconvenience to the child and can also cause him to lose his 

account access. For this purpose, the tool needs to record the values submitted to a 

website by the child to prevent any conflicts in such cases. 

Another use of these logs is if the parent requests to be notified at a particular 

time of the child’s online activities (method discussed later). The logged entries over the 

last 24hours are needed in that case to send parents the notification.  

The logs can also be used as a proof of access and to prove exactly what 

information was submitted to a website by the child. This sort of proof could settle 

disputes in future if any. 

7.2 System Design Overview 

In our system, the parties involved include the child, the child’s parent and the 

operator. The parent is the one who sets preferences for their child and receives 

notifications about their child’s online activities. The child is the entity under 

consideration whose online privacy needs to be protected. The operator is the website that 

the child is visiting or wishes to access. To give an overview of our system design for the 

COP toolkit, we first show the process when a child registers with a website to access 
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some service. This process involves a sequence of message flows, which are explained as 

follows. 

Three design principles derived from our conceptual investigations have been 

applied to structure the first iterations of the COP design.  

0) Assume that the COP toolkit has been installed, configured, and activated by the 

parent who has the system administrator privilege and COP monitors all outgoing 

traffic. 

 

1) The child’s browser sends an HTTP request to register with the website.  

Figure 3 

Figure 3: System Design Overview 



44 

 

2) Web server responds by sending an HTTP response which is a registration form 

required to be filled in by the child. (Note that at this point the web server is 

unaware that the client’s age is under 13 years).  

3) The child completes the fields of the form with true information such as age, 

address, first and last name, etc. 

4) Once the child clicks the submit button, the COP toolkit intercepts the 

communication. It first checks if the website is “trusted” or “not-trusted” and 

accordingly compares submitted information with the privacy preferences set for 

that category of websites by the parent. 

5) It perturbs sensitive data according to some perturbation rules and sends this 

modified or perturbed information in an HTTP request to the server (Details 

discussed in Section 4.1.2). 

6) COP makes an entry in its log of the website to which the data was submitted and 

the values that were eventually, after perturbation, sent out. 

7) COP notifies the parent (either immediately or at a pre-selected time depending 

on the parent’s preferences). 

8) Web server on the other hand recognizes the client as a child. This is enforced by 

the tool because even if the child indicated a false higher age, the age would be 

perturbed to a value lesser than 13 years of age. 

9) The web server (assuming the website conforms to COPPA) sends its data 

collection, usage and distribution policy across to the client side to be approved 

by the parent.  

10) COP intercepts this communication and provides approval, irrespective of the 

website’s policy. (Note that COP will enforce the parent’s preferences in any case 

and hence providing the approval may not need extra effort).  

11) The registration process continues and the child is registered with the website. 
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7.3 Methods for Client-Side Data Perturbation 

An important aspect of our tool which distinguishes it from exiting solutions is 

that our tool does not block the information submitted by a child to websites. Children 

usually give out personal information online when asked for. These practices are 

common during registration, subscription processes, where children are presented with a 

form that needs to be filled in and submitted to gain access to the service. Blocking the 

outgoing data in such cases may limit the child from accessing the online services. 

Therefore, instead of blocking, we perturb the data to an extent before it is sent out in a 

way that the child’s privacy is protected.  

Several challenges arise in our research. First, we need to process many different 

types of data, including Numerical, String, Enumeration and others. Clearly, there is no 

single algorithm for perturbing all these kind of data. Second, there exist constraints on 

the perturbed data. What this implies is that a perturbed credit card number should seem 

valid in accordance with a card type; a perturbed zip code should correspond to a 

geographical location. Third, improving children's privacy by concealing their identity 

online may not be a good option if they are required to identify themselves in order to 

receive certain services. Hence, we need to have scope to allow a certain degree of 

personalization. Fourth, under the condition that COPPA has not been violated, we might 

allow the website to study the collected data for various purposes. As such, instead of 

perturbing the data rendering it totally useless, we would perturb the data such that its 

statistical characteristics are preserved. For example, although the age values submitted 

by children are perturbed, the average value would not be very different from the true 

value.  

To address these challenges, we will utilize some of the existing data perturbation 

techniques from the area of privacy preserving data mining and data publishing7.  There 

are three existing data perturbation methods for numerical data namely, additive 

perturbation [60], multiplicative perturbation [61][62] and probability distortion [63]. In 

additive perturbation, noise is added to the data in order to mask the attribute values of 

                                                 

7
 http://www.csee.umbc.edu/~kunliu1/research/privacy_review.html 
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records. The noise added is sufficiently large so that the individual record values cannot 

be recovered from the perturbed data. Note that although there are known drawbacks of 

additive perturbation including that additive noise may be easily filtered out through 

correlation of the data points from within a large data set, it will not be an issue for our 

data because a website only has one data point from each child. For multiplicative 

perturbation [61][62], there are two basic methods of performing it. The first method is 

based on generating random numbers that have a truncated Gaussian distribution with 

mean equal to one and a small variance, and then multiplying each element of the original 

data by this noise. The second method is to take a logarithmic transformation of the data 

(for positive data only), compute the covariance, and generate random noise following a 

multivariate Gaussian distribution with mean zero and variance equal to a constant times 

the covariance computed in the previous step. We then add this noise to each element of 

the transformed data, and take the antilog of the noise-added data. The latter method 

assures higher security while the former one only requires minor changes to the original 

data. Unlike other approaches, probability distortion perturbs the value of each data 

element (point distortion) and replaces it with another sample from the same (estimated) 

distribution. The merit of this approach is the difficulty of data being compromised using 

repeated queries.  

We will employ the idea of k-anonymity for protecting data such as zip code, 

address and birth date. Traditionally, k-anonymity is defined as “each release of the data 

must be such that every combination of values of quasi-identifiers can be 

indistinguishably matched to at least k respondents” [64].It is known for being resilient 

against indirect identification of personal records from a public database. Two common 

k-anonymity approaches are generalization and suppression. In the method of 

generalization, the values in a database table are true, sensitive values and are hence 

generalized to ranges each covering k original values. Thus each record is 

indistinguishable from the other k-1 one records in the same group. In our context, 

generalization is performed over an individual value where its value domain is k. For 

example, to reduce the risk of identification, the date of birth could be generalized to 

either year, or month and year of birth. Note that although the former type of k-
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anonymity is known to be susceptible to homogeneity attack [65], this attack would not 

work in our scenario because the data provided by each user is individually perturbed and 

it has nothing to do with the data provided by other users.  In the method of suppression, 

the value of the attribute is removed completely.  

Table 2 shows different types of data items that might be requested from a child 

during registration.  For each data item, we list its data type, potential perturbation 

methods, range/formats and special notes. Data Types under Consideration 

The types and items of the data in our work are listed below. For numerical data, 

they can be further classified as formatted or unformatted data where formatted refers to 

data items with an identifiable trait or pre-set format making them easier to identify and 

validate, and unformatted refers to data that has no pre-set identifiable trait. The 

additional category of “other” is data items which do not classify under any of these three 

categories. 

 Table 2  

Data Type Data Item 
Possible Perturbation 

Methods 
Range/Format Notes 

Numerical 

Value 
Age 

1: Follow certain 

predefined distribution 

  

2: ε, normal distribution 

with mean µ=1 and σ=0.5;  

a=(Age× ε)mod 13, if >6, 

R(X)=a; otherwise 

R(X)=a+6 

6~12 

1. Assume we know 

the distribution of the 

ages from 6-12.  

2. This is a 

demonstration of the 

multiplicative 

perturbation approach 

Phone 

number 

Reserve the area code; 

generate random 7 digits 

(uniformly) for the rest 

XXX-XXX-

XXXX 

Certain rules for 

phone number 

Numerical 

Value 

SSN Randomly Perturb  XXX-XX- Certain rules for SSN 

Table 2:  Data perturbation Approaches for Different Data Types 
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number XXXX number 

Date of 

birth 

1:Year must be in 

accordance with age; 

2: For month and day, 

following the same 

perturbation procedure as 

for age.  

XX-XX-(>1996) Consistent with age 

ZIP code 

Reserve the first 3 digits, 

randomly select the last 

two digits or use 00 

168XX or 16800 
Consistent with 

address 

Credit 

Card 

Follow the CCN rules, use 

random number or select 

from pre-defined dataset 

16 or 15 digits 

(depending on 

card type) 

CCN validation check 

Name 

Choose from certain data 

set 

(e.g. Cartoon characters) 

Mickey Mouse - 

Username 
Do not perturb unless real 

name used  
N/A 

Kids may like a 

certain name 

Address 

Keep state info.  

Change door number 

1234, 

Use four identical letters 

(e.g. AAAA ) as the road 

name, 

Change city name to all 

“X”s  

1234, AAAA 

Street, XXX 

(City), PA 

If city name is 

provided as a drop 

down menu option 

then the index number 

of the option will be 

perturbed to another 

valid index 

E-mail 
Changed to parent’s email 

address 
N/A - 

String 

Home 

Page 

Use common sites / Use 

www.username.com 
N/A - 
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(URL) 

Gender 
a% unchanged, (1-a)% 

change 
N/A - 

Enumeration Hobbies/ 

Habits/ 

Interests 

Perturb index, use 

binominal distribution 

with π=a 

N/A 

Hobby selection is 

normally implemented 

as a checkbox, each 

choice has an index 

Other 
Picture/ 

Photo 
Pre-defined dataset N/A - 
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Implementation of COP 

8.1 COP- A Firefox Extension 

We have limited implementation options as we need to perturb the data before it 

is sent to the server and this may be problematic if the website has an SSL-encrypted 

communication with the browser. Therefore, there are mainly three feasible 

implementation methods for our tool and both of these are briefly discussed here. 

1. Proxy Plug-in: The idea here is to insert a HTTP proxy between the browser and the 

web site. Once the proxy is active, any requests that the browser makes to the server 

will be routed through this proxy. WebScarab8 is a good example of a similar 

implementation, since it can interpret the SSL-encrypted HTTPS requests from the 

web browser. It is similar to the man-in-the-middle attack with the modification that 

the “attacker” here is WebScarab itself. 

• WebScarab: 

It is a framework to analyze applications that communicate using HTTP 

and HTTPS protocols. It uses a proxy that observes traffic between the browser 

and the web server. The WebScarab proxy is able to observe both HTTP and 

encrypted HTTPS traffic, by negotiating an SSL connection between WebScarab 

and the browser instead of directly connecting the browser to the server and 

allowing an encrypted stream to pass through it. Various proxy plugins have also 

been developed to allow the operator to control the requests and responses that 

pass through the proxy. However, for a proxy plug-in however, the parents need 

to understand how to change the proxy settings of their browser. 

                                                 

8
 WebScarab is a project in Open Web Application Security Project (OWASP)  

http://www.owasp.org/index.php/Category:OWASP_WebScarab_Project  
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2. Development of add-ons to Firefox: All of the following are a kind of add-on to 

Firefox, and they can be described as;  

• Extension:  

 Extensions add new functionality to Mozilla applications such as Firefox 

and Thunderbird. They can add anything from a toolbar button to a completely 

new feature. They allow the application to be customized to fit the personal needs 

of each user if they need additional features. 

• Plug-in:  

In context of Mozilla-based applications, they are binary components that, 

when registered with an application, can display content that the application itself 

can't display natively. For example, Adobe Reader plugin lets the user open PDF 

files directly inside the browser, and the QuickTime and RealPlayer plugins are 

used to play special format videos in a web page. 

 

Though the Proxy implementation is better than a Firefox add-on, the final 

decision was to implement COP as a Firefox extension for initial tests. The tool has two 

parts to it; (i) Installation Phase, and, (ii) Working Phase. The previous section on system 

design overview was the working phase of the tool. The next section on user interface 

design, explains in detail, the installation phase. 

8.2 User Interface Design for COP Configuration 

COP can be downloaded and installed by the parent. The installation step is where 

the parent’s involvement is most required. Once the installation of the tool is complete, 

the responsibility of protecting the child’s privacy is assigned to the tool. The tool is a 

representation of the parent’s preferences for protecting the child’s privacy and the 

parent’s consent as well. Next we discuss several major steps in the user interface design.  
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In our tool, we allow parents to select data items which can be submitted to the 

website by the child without the fear of their privacy being compromised. Recognizing 

that parents do not trust all sites uniformly, we categorize web sites as ‘TRUSTED’ and 

‘NOT-TRUSTED’. Trusted websites are sites which are known to be safe for children to 

access. All sites by default are not-trusted. The parents specifically have to indicate 

which sites they consider to be trusted. A study indicated that parents would prefer if they 

were provided with a list of trustworthy websites as they are not experienced in most 

cases to judge for themselves [26]. Based on this finding, we provide an information icon 

which when clicked, lists a number of trusted sites recommended for each age group. 

After the parent has added the trusted sites to the list, the next step is to select the data 

items, which the child should not be allowed to reveal to these websites using 

checkboxes. The unchecked data items will not be perturbed when sent to the trusted 

websites. The checked items will be perturbed in case the child has disclosed any. 

Not all parents have the same privacy preferences. For example, some parents 

may consider certain information as very private while other parents may not. We thus 

include an additional option for parents to indicate data items that they would specifically 

like to block. This is an important customization feature which can assist parents who 

have concerns over particular data items.  

Step 1: Welcome screen, Privacy policy, License Agreement 

This is the first screen displayed to the parent during the installation phase. It is a 

welcome screen which introduces the parent to the tool, explains its purpose, the extent of 

control and other features that it offers. This screen is to make the parents, who are not 

very familiar with technology, comfortable with the process. COP does not require the 

parent to have any background technical knowledge and is extremely simple to use, even 

for novice users.  

Next, the parents are shown a license agreement which they need to agree for 

them to continue with the installation. It then presents the privacy policy which is written 

in simple language and is very easy to understand. Once the parent is aware of what they 

should expect, they can agree to continue with the installation. There is also an option of 
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disagreeing with the policy which informs the parent using a pop-up window that the 

installation process will be aborted.  

Step 2: Parental verification screen 

As discussed earlier, COPPA requires that before a website can collect 

information from a child below 13 years of age, they should obtain verifiable parental 

consent. Obtaining this consent every time that information is requested from a child may 

get cumbersome both, for the child as well as the parent. Therefore we need a way of 

delegating this responsibility to the tool for approving website policies. Note here that 

since our tool will be enforcing the privacy preferences set by the parent, irrespective of 

the operator’s policy, the tool can safely approve of any website policy.  

This brings the issue of the tool obtaining the parent’s consent and verifying their 

identity. For this purpose, COPPA suggests few methods including an electronic consent 

form, a toll free number or credit card verification. We have adopted the credit card 

verification process. Assumption here is that children below thirteen years of age do not 

have a credit card and hence a successful credit card transaction would suggest that it is 

the parent providing the verification. The transaction is for verification and the card is not 

charged. We would further like to mention that the children have no motivation what-so-

ever to install this tool. Therefore in all cases it is the parent who will download and 

Figure 4 

 

Figure 4: Installation Step 1- Welcome Screen 
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install the tool. Credit card verification is an added layer of security however, to comply 

with COPPA’s requirements.  

Once the parents have entered their name, credit card number, and email address, 

the card is verified and an email is sent to the email account indicated. The email address 

provided here will also be stored for all future communication with the parent. 

Step 3: Set password 

The email sent to the parent in the previous step contains a one-time PIN number 

for further verification purposes. Since the installation process is a one-time process, the 

parents should take effort to set up the tool in the most secure way and the PIN number is 

an security feature. 

The PIN number is verified and a password is set for the tool by the parent. This 

password will be used for any future access to the tool such as changing preferences, 

uninstalling the tool, etc.  

Figure 5 

  

Figure 5: Installation Step 2- Parental Verification 
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Step 4: Preferences Setup 

This screen allows parents to set privacy preferences for both, trusted and not-

trusted sites. The parents specifically have to indicate for each site that they add to the 

trusted list, the data items that they wish their child to submit to the sites. Therefore, in 

addition to adding sites to the list of trusted sites, they need to further indicate the data 

items they think would be acceptable for the child to disclose to that site. 

A study indicated that parents would prefer if they were provided with a list of 

trustworthy websites as they are not experienced in most cases to judge for themselves 

[26]. The information icon provides a list of trusted sites recommended by the tool for 

each age group. 

After adding the trusted sites to a list, the next step is to select the data items 

which the child should not be allowed to reveal to these websites by checking the boxes 

provided. The unchecked data items will not be perturbed when sent to any trusted 

website. The checked items will be perturbed in case the child has disclosed any.  

Not all parents have the same privacy preferences and not to mention some 

parents may consider certain information as very private which other parents find trivial. 

We thus include an added option for parents to indicate data items that they would 

Figure 6 

  

Figure 6: Installation Step 3- Set Password 
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specifically like to block. This is an important customization feature which can assist 

parents who have particular concerns. 

The final step on this screen requires the parent to select a privacy level. Privacy 

level here indicates the level to which the data will be perturbed before submitting it to a 

website. The amount of noise added to the data for a high privacy level will be greater 

than that for a low privacy level selection. Medium is the recommended privacy level. 

The higher the privacy level, the lower is the degree of personalization that a child will 

experience because the data submitted to the website will be very different from the true 

data. 

We realize that privacy level may not be a very famous term amongst the non-

tech-savvy parents. For this purpose we have provided an information icon which 

explains in simple terms the definition of the term and helps them make an informed 

decision.  The help screen is shown in Figure 8 .  

Figure 7 

  

Figure 7: Installation Step 4- Preference Setup 
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All sites by default are considered as not-trusted. Therefore, the sites indicated 

specifically by the parent are trusted, while all other sites are not-trusted. 

Step 5: Child Information form 

In this step, the parents need to fill in a form with detailed information about their 

children. This information is used as the reference information for blocking. Therefore, 

all information filled in this form is considered to be highly private and the tool prevents 

the child from submitting any of this true information to websites, depending on the 

parent’s preferences.  

The parent can further add information of more than one child in case the same 

system is accessible to more than just a single child. Thus, this tool is flexible for 

protecting more than one child at the same time. 

Figure 8 

 

Figure 8: Privacy Level Help Popup Window 
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Step 6: Notification settings 

Notification is an important aspect of any system focusing on privacy. Even if the 

parents have set their privacy preferences and the tool enforces those, parents would feel 

in greater control if they are notified of what websites their children access, what 

information they submit to these websites and other such things. This screen allows them 

to set the preferences for receiving notifications.  

First, the parents can select the medium of receiving the notifications. Here they 

have three options: either by text message or by email or no notification at all. If they 

select text message then they need to provide their cell phone number. For email 

notifications, they need to input their email address in the textbox provided. If they select 

to receive no notification, they are warned of its disadvantages and can then continue 

with the installation of the tool. 

The other option that they have is to select the frequency of receiving these 

notifications. They can either opt to receive notifications instantly for every website that 

their child submits information to or all sites that the child has visited in the past period 

of 24 hours at a selected time each day.  

Figure 9 

  

Figure 9: Installation Step 5- Child Information Form 
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This is the last step of the installation phase. Once the parents have selected the 

notification method, the tool will be installed. 

Step 7: Post Installation phase 

This step does not require any effort on the part of the parent. The installation 

phase involves the process of the parent downloading the tool, setting preferences to 

protect their child’s privacy online and then finally installing the tool. The tool is readily 

made available online to be installed as an extension to the Firefox browser. It requires no 

technical expertise on the part of the parent.  

Setting preferences is an important part of the installation phase. Cop guides the 

parent through the installation phase. Each step of the installation phase is explained in 

detail in the following section on user interface design. 

On setting all required preferences, COP is installed on the client side and 

functions as explained in the system design overview. There are mainly four files created 

and stored on the client side. All information in these files is encrypted (not implemented 

but stated as future research goal). These 4 files are as follows; 

Figure 10 

  

Figure 10: Installation Step 6- Notification Settings 
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• Parent Info File: This file stores all information relevant to the parent. This 

information includes the parent’s name, credit card information, email address 

and the password for the tool. 

• Child Info file: This file stores all information relevant to the child. This 

information includes all the details as entered by the parent during the installation 

phase. 

• Log file: This file stores a log of all activity of the child online. It also stores the 

perturbed information submitted to each site. 

• Preference file: This file stores the privacy preferences as set by the parent for 

each site. Additionally it stores the privacy level selected by the parent as well as 

the notification method opted for. 

These files are important for the functioning of the tool as the information stored 

in them is used as reference for the working phase.  

Additionally, the tool installs a tray icon which strictly permits password access 

alone. Also, there is a menu option installed within the Firefox tool menu option.  

8.2.1 Preference Modification 

Many a time parents may feel the need to change certain preferences. For 

example, after many interactions with a site, the parent may wish to include it within the 

list of trusted sites. Another example could be if they wish to receive the notifications at 

7am as opposed to a previously indicated time. Parents indicate that they prefer 

technology which provides easy modification options [26]. 

In order to make such changes, parents can simply click on the tool menu option. 

They will be prompted to input their password after which they are presented with screen 

4 where they can set preferences for trusted sites. The tool will run them through the 

remaining steps and the changes will be implemented immediately.  

At this point, the tool sends out an email notification to the parent’s email address, 

entered during credit card verification, informing that changes have been made. This 
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notification is necessary as in many cases parents may make changes by mistake or 

unknowingly and the email can notify them of the same. 

The tool menu has the following options; 

• Activate/ Deactivate: This option is password protected. This ensures that the tool 

is disabled only by the parent and not the child. 

• Edit Child Information: This option is used by parent to change the child 

information entered during the installation phase. 

• Modify Privacy Preferences: This option enables the parent to change any 

preferences that were selected during the installation phase. These include the 

privacy level, and the preferences for each site. 

• Modify Notification Setting: This option allows parents to modify the settings for 

the method and time for receiving notifications about their child’s online 

activities. 

• View Log: Using this option, the parents can directly view the log activity; the 

sites visited by the child and the perturbed information submitted to those sites. 

Figure 13 is a screenshot of the log window. 

• About: This option opens a popup with general information about the tool such as 

version number, date of release, etc. Figure 12 shows the popup window. 

Figure 11 is a screenshot of the Firefox menu option for COP. 

Figure 11 

 

Figure 11: Tool Menu 
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8.3 Technical Challenges 

During the development of COP, there were a number of technical challenges that 

arose and had to be handled in order to successfully implement the tool. A few of these 

technical challenges have been highlighted below. 

1. Parse Data Field: To perturb outgoing data, a prerequisite is the capability of the 

tool to understand the meaning of each data field. For example, how does COP know 

a string in the http request (using either GET or POST method) represents ‘First 

name’? It is easy to know it if the name attribute of the input field in the http request 

 Figure 12  

 

Figure 12: About Menu Option 

Figure 13 

Figure 13: Log Window 
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message is represented using a standard name such as “First name”, but this is not 

always true. Based on the study of HTML source code of registration forms from 

many well-known websites, including Google, Yahoo, MySpace, MSN, Amazon, 

etc., it is seen that most of them assign very meaningful, easy-to-understand names to 

the input fields, but MSN uses strange names such as "pff00000000010001" for last 

name and “pff00000000010007” for gender. To partially address this problem, we 

may also look at the value attribute to identify the meaning of the input field. For 

example, if COP knows that the first name of the child is Bob (the parent provides it 

to COP) and finds “Bob” in an input field, it will know that this is a ‘First name’ 

field. This may however not work when dealing with values such as age. An HTTP 

request may have many other numerical values making it almost impossible to find 

the age value accurately and then perturb it. Another solution is to parse the HTML 

source code of the registration form. For example, to identify the age field, we may 

first locate it in the HTML source by searching for the keyword “age” because it is 

the text usually displayed to the client in the browser. We can then check for 

something similar to <Input type= “text”…>, representing the input field for age. 

Values selected by the child for fields related to the control types of “radio”, 

“checkboxes”, “menus” could also be very difficult to identify, and hence perturb, by 

looking at the http request alone. For instance, some websites, instead of obtaining the 

user’s age through the ‘text’ or the ‘textarea’ element, provide a ‘menu’ control, 

listing all the possible ages. Again, parsing the HTML source would help in 

identifying the real meaning of the data. One of the greatest technical challenges in 

COP was to implement a robust HTML parser. 

However, the parser has been successfully implemented. It is based on a keyword 

search. The keywords represent the child’s information such as first name, age, etc. 

that are filled in by the parent during the installation phase. The parser works in two 

steps;  

Recognition Phase: In this phase, all input fields in the HTML page are 

recognized. For the experimentation and testing phase, all input fields’ color was 
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changed to blue. It was seen that the parser successfully recognized all input fields in 

all tested registration forms available online.  

Perturbation phase: The inputs as entered by the child in the form are perturbed 

using the rules of perturbation and the parent’s set preferences.  

2. Perturb Special Data: Disclosure of email address is seen as a major compromise 

to the child’s privacy as indicated by a focus group study [26]. For this reason, 

disclosing the email address of the child, without perturbation, is not an option. 

Perturbing the email address submitted by the child may not be simple in the sense 

that it may lead to many issues and conflicts in certain cases, for example, (i) a web 

site may send a link via email and the child is required to click the link to complete 

his registration; (ii) when the child requests for a forgotten password, it is sent 

through email; (iii) when the child subscribes to e-newsletters, e-magazines, which 

are delivered to the provided email address.  In all these three cases, email address 

perturbation is a major challenge. As argued, disclosing the true email address is not 

an option because most parents are not comfortable with that. A completely perturbed 

random email would not work either. At this stage, we consider the best option is to 

replace the child’s email address with the parent’s email address. Parents can forward 

these messages to their children. 

It has been shown that a large portion of the US population can be re-identified 

using a combination of 5-digit ZIP code, gender, and date of birth [66]. Hence 

disclosure of these three items at the same time should be considered a threat to 

privacy. COP can warn parents who opt to allow all these three items to be disclosed 

to websites when setting preferences for their children. 

Another challenge arises with the practice of using security questions to help 

users recover their forgotten passwords. The user has to provide an answer to the 

question he selects. Often, the questions ask for some private information of the user, 

which potentially leads to a privacy breach.  One solution is that COP could record 

users’ answer and replaces it with a random string. During the phase of password 

recovery, COP will compare the answer provided by the child with the recorded 
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answers. If a match is found, it will replace the answer in the web request with the 

random string. 

3. Parental Verification and Automated Parental Consent: COPPA requires that, 

before a website can collect information from a child below 13 years of age, they 

should obtain verifiable parental consent. Obtaining this consent every time that 

information is requested from a child may get cumbersome both, for the child as well 

as the parent. Therefore we need a way of delegating this responsibility to the tool for 

approving website policies. Note that since COP will be enforcing the privacy 

preferences set by the parent, irrespective of the operator’s policy, COP can safely 

approve of any website policy. This brings the issue of the tool obtaining the parent’s 

consent and providing it to the operator in an automated way. For this purpose, 

COPPA suggests few methods including an electronic consent form, a toll free 

number or credit card verification. To enable automated consent, credit-card-based 

verification seems to be the best choice. In this case, COP also has to function as a 

network service by listening to a well-known port number, so that the web server may 

automatically fetch the credit-card number for age verification. This is obviously 

dangerous due to the lack of authentication of the remote web server. An attacker 

may exploit this to steal credit card numbers. To address this problem, we propose to 

apply the technique of identity-based signature (IBS) [67][68]. Specifically, any 

trusted third party could work as a key generator to generate a public/private key pair 

for the parents, where the public key is simply their email address or phone number. 

These keys are stored in COP. As an automated authorization service, upon request, 

COP will digitally sign a consent form with the private key. The signed form together 

with the public key parameters is sent to the merchant site, which then verifies the 

authenticity of the form. This thus provides automated verifiable parental consent to 

the site.  

4. Handling Security Attacks: If a malicious website is aware of the fact that the 

client is using COP to perturb the outgoing registration data, it may attempt to bypass 

the detection of COP. As we discussed above, accurately parsing data field is a 

challenging task and with such potential attacks, it becomes even more difficult. For 
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example, the website may obfuscate the representation of the http GET/POST request 

to thwart the analysis of COP. In the registration form, the text “age” may be replaced 

with an “age” image. Another challenge could be caused by JavaScript (or Jscript). In 

normal cases, a button control is embedded in a form; once clicked, the web browser 

composes a http request by putting together all user input data and sending it in a 

request (using either GET or POST method). In this case, our plug-in implementation 

of COP is able to intercept this standard request. However, with JavaScript, a 

webpage may link a button to an embedded JavaScript code, for example, <input 

key="send" onclick="SendData()" value="sendsecretly" type="button">, where 

SendData() is a JavaScript function. This function can easily read all the data the user 

has provided so far, encode it in a specified secret way understandable to the web 

server alone, and finally send the data to the server. Thus, the browser (and COP) will 

not see the original data fields as the values look random. This in turn could make 

perturbation of the data an impossible task. To address this attack, we consider 

automatically adding a hook JavaScript method before the JavaScript data submission 

method. For example, we may implement COP inside the web browser layout engine 

(e.g., Gecko for Firefox). When it detects the above HTML source code, it can 

modify the code to <input… onclick= “ICheckFirstHook(); SendData()”…> instead. 

Here ICheckFirstHook() is a JavaScript function, added by COP to the HTML source 

to check/perturb the user input data before it is passed to the original JavaScript 

function of by the web server.  

5. Different Data Types: One challenge in that our goal is to distort several different 

data types. For this purpose, we can categorize the data into three groups; Numerical, 

String and Enumeration. The same data perturbation technique cannot be used as each 

data type has different properties that we are trying to preserve during the 

perturbation procedure.  

6. Preserve Meaning of Data: Another challenge is that instead of randomly 

perturbing the data, we need to ‘forge’ data as we face the special online case of 

registration, where in most cases verification is performed on the data the user 

submits. Example of such cases would be credit card number (validated in accordance 
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with card type), zip code (checked for existence), etc. We also need to preserve 

statistical characteristics of the original data after perturbation. This implies that from 

the website’s point of view, the distribution of its users’ ages (for example) can still 

be evaluated from perturbed data without any knowledge of their true ages. Our 

model would allow websites to build statistical models required for their business 

purposes while protecting the child’s privacy. 

7. Linking Data Items: Finally, it has been shown9 that a large portion of the US 

population can be re-identified using a combination of 5-digit ZIP code, gender, and 

date of birth. Hence disclosure of these three items at the same time should be 

considered a threat to privacy of the child. 

This problem has been classified as a future research problem and time will be 

spent to identify all major security attacks and overcome those. 

                                                 

9
 Uniqueness of simple demographics in the U.S. population. L. Sweeney. 



 

 

Chapter 9 

 

COP User Evaluation Study 

We investigated results around user’s attitude towards COP as a solution for 

enforcing COPPA. We present results from the trial of a preliminary version of COP.  

COP clearly achieved higher acceptance among users as a way of protecting children’s 

online privacy. The user responses to survey questions highlighted certain flaws which 

are currently being addressed.  

9.1 Data Collection 

We presented COP to a group of 20 users, all of whom are familiar with 

technology but not necessarily experts. The users were drawn from different academic 

backgrounds including law and policy, information technology and science, security and 

risk analysis, with all users having basic knowledge about privacy and privacy related 

laws. By presenting the users with a working version of the tool, we aimed to gain insight 

into the behavior and feelings that the participants had in regards to the usability of COP, 

user’s comfort with trusting and using the tool, user’s comments on its technical 

implementation and whether users regarded COP to be a good solution for the issue of 

child online privacy. One challenge was to gain this insight without intruding or 

providing them with additional guidance that can influence behavior. Therefore, we 

equipped the users with certain background knowledge and a brief introduction to the 

tools usage.  

The users were initially provided with an introduction to COPPA and its clauses, 

and a summary of existing solutions for protecting online privacy of users and children in 

particular. This information was considered as background information, necessary for the 

user to provide relevant and well-informed feedback about COP. The COP system design 
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overview was explained to them to enable them understand the overall working of the 

tool and understand its role in actually implementing COPPA. 

The study lasted for 75 minutes at the end of which, the participants were asked to 

fill out a survey about their experience with using the tool. We were also able to collect 

participants’ thoughts about COPPA and existing solutions throughout the study, and 

record their opinions about specific aspects. The initial part of the study was in the form 

of a discussion where the users were asked questions and were required to provide their 

comments and thoughts.   

9.2 Data Analysis 

After gathering the data and transcribing the recorded comments, we analyzed it 

by dividing the 75 minute session into the following categories; 

• Users’ thoughts on the feasibility of achieving COPPA’s clauses 

• Users’ attitude towards existing solutions 

• Their attitude towards COP’s preliminary technical implementation  

•  COP’s usability  

• COP as an effective solution to protect children’s online privacy  

We analyzed these findings against our understanding of the participants’ 

academic backgrounds. We first looked at their general comments on the design 

overview as a whole in order to establish initial flaws in the system if any and then 

focused on its technical implementation at the client side. We further divided the users’ 

feedback on the technical implementation into two phases; (i) Installation phase, and, (ii) 

Working phase.  This helped us clearly establish the areas that require further work and 

finally establish an outline of our future goals for improvising COP.  
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9.2.1 COPPA and Existing Solutions 

In this section we analyze the discussion on COPPA, what users thought was 

essential to achieve, what they thought was technically challenging to implement and 

their attitude towards existing solutions.  

Each user was given a handout with a summary of COPPA. Further, the goals of 

COPPA, clauses relevant to our study, the sliding scale approach and the significance of 

the term “verifiable parental consent” were explicitly explained to the users. Users 

unanimously agreed that verifiable parental consent was difficult to realize technically. 

They were then introduced to three recommendations of the sliding scale approach, (i) 

Credit Cards, (ii) Print and sign consent form, and, (iii) Toll free number and questioned 

about the effectiveness of each option.  

Users were of the opinion that using offline methods such as print and sign 

consent form and a toll free number could significantly slow down the process of 

registration and access for the child, have the overhead of hiring extra personnel and add 

to unnecessary financial costs for the company. These two methods were discarded after 

some discussion and using credit card verification to obtain verifiable parental consent 

was seen as an effective option. One user pointed out that credit card again could only 

confirm adult consent and not essentially prove the relationship of the child to the credit 

card holder. However, we are at the mercy of available technology and adult consent 

seems to be the best option. Certain users were concerned about children getting access to 

credit cards of parents in an unethical manner. This certainly is not an issue for our tool 

since credit card number is required only during the initial phase of the installation of 

COP and is stored to provide future automatic consent. We do not see any reason why a 

child would be interested in installing COP. Finally these issues are beyond the scope of 

our project and tool. 

We thought that introducing the users to existing solutions for online privacy 

would be a good way to make users aware of the other attempts to protecting privacy. 

This would essentially help them give informed opinions about COP and compare it to 
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other solution and tools which exist. While doing so it was necessary not to influence 

their opinions about the tools in any manner.  

Disabling cookies as a solution was immediately thought as not being effective to 

achieve most requirements of COPPA and as a rightly user pointed out that “the child 

could still give information”. Anonymizers were the second solution but again as a user 

indicated, “it still does not prevent a child from being like this is my name, this is my 

address, this is my phone number. It just prevents direct traffic tracing... it doesn't really 

address the issue of [explicit] information disclosure”. The third solution, having privacy 

policies for websites, was regarded as not sufficient because “having a policy doesn’t 

mean the company enforces it or follows it” as a user said. Trust seals were introduced to 

users as a fourth alternative. 1 out of the 20 respondents claimed to check for trust seals 

when making a purchase. This implies that trust seals alone cannot be entrusted with the 

task of protecting a child’s privacy online. 

Following these general solutions, a few child-specific solutions were presented 

including blocking software, content filters, and OS parental controls such as in 

Microsoft’s Windows Vista. Users were of the opinion that “It works sometimes but then 

also a lot of sites like when new sites popup filters are a little bit lagging behind them in 

catching them right away.” Thus using such software to protect a child’s privacy is not 

recommended. 

POCKET (Parental Online Consent for Kids’ Electronic Transactions) is a 

solution which has a similar goal as that of COP and we thought it could be used to set 

the groundwork for introducing COP. The system design of POCKET was explained in 

detail to the users and their opinion of the tool for being used as a comprehensive solution 

to child online privacy was sought. Users saw it as a solution with “unbalanced weight 

put on companies to change their existing internet infrastructure” and saw it having 

“nasty system integration problem”. They were of the opinion that the fact that “sites are 

going to have to change to fit the predetermined format for this one database and not the 

other way around” was infeasible.  Also, it would imply “financial overhead to switching 

over to this system” and “every company would have to call consultants”.  
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The users saw POCKET as having lot of responsibility vested on the server side. 

One of the participants was of the opinion that it “only addresses child privacy on sites 

that are targeted towards children…because like amazon.com, their target audience is 

not 5-13 years olds, their target audience is more like 18-35 year olds”.  Therefore, sites 

such as amazon.com have no or very little incentive to be POCKET-compliant. Users 

were also concerned that building trust in the TTP would take significant amount of time 

and were not convinced with the fact that all sites need to be POCKET compliant for the 

child to disclose information to them. 

9.2.2 COP- System Design and Technical Implementation 

A step by step approach was adopted in order to present COP to the users. The 

system design overview was explained initially to make users understand the high level 

function of the tool. The second step included encouraging users to install the tool using 

only the handout of instructions and then try using the tool to register with various sites.  

Not many users had comments about the setup of the system design. They only 

expressed few concerns including how the tool would handle websites using https, all of 

which has already been addressed by our tool and that was explained to the users. 

9.2.3 Installation Phase and Usability 

Following the discussion on system design overview, users were required to 

install COP. A handout of instructions to install the tool was given to the participants. No 

additional guidance was provided as one major goal for us was to get feedback on the 

usability of the tool and the ease of installing the tool.  

As noticed by our team, most of the users were able to easily install the tool 

without requiring additional guidance. They found it easy to follow instructions and 

install the tool independently. One of users expressed concern that “storing the parent’s 

information in plain text files is not good” while another user thoguth that “encryption of 
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the data will be critical”. However, this is certainly a concern we are aware of and future 

versions of the tool will encrypt this sensitive data before storing it on the client side. One 

of the users commented that the tool was “easy to install and doesn’t get in the way of the 

browser”. This reconfirmed that users did not have a problem while installing the tool.  

9.2.4 Working Phase 

COP mainly works on the concept of data perturbation. We intended to get user 

feedback on the method which they thought would be most suitable for anonymizing the 

child’s data before submitting it to websites. For this purpose users were introduced to 

the available techniques of data anonymization including perturbation, blocking, 

aggregation, sampling and swapping. There was unanimous agreement on the 

impossibility of using aggregation, sampling and swapping as they would require a larger 

population of data as compared to the data record of only a single child. The technique of 

blocking was discussed but discarded after understanding that sites may not allow 

registration using blocked data. 

Finally, the concept of data perturbation was clarified and participants were 

allowed to fill in their comments about this method as an answer to an online survey 

question. They were asked if they “think data perturbation is the best option for 

protecting the personal information”. The response statistics are recorded in Table 3.  

Most users who selected ‘maybe’ thought that it was not the ‘best’ solution but it 

was certainly better than the other options we have. One user said that he was “not 

completely sure about this” while one commented that “I didn’t quite understand what 

perturbation was doing”. This can be related more to the users not having sufficient 

background knowledge on the subject matter of data perturbation.  

Some users had concerns such as the fact that some sites may be able to bypass 

the data perturbation process or the tool might change certain data that is not really 

private information. However, we have already accounted for these factors while 

developing the tool. No site can bypass the data perturbation process as it is enforced at 

the client side and data is perturbed before it is submitted. Therefore, sites have no scope 
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of bypassing such a process. Secondly, the tool changes only the information that is 

stored on the client side and highlighted by parents as private information. Therefore the 

tool would not in any way change data that has not been indicated as private information 

by the parent. 

Two of the users who opted for ‘no’ thought that spreading awareness about child 

privacy is a better option than a technical solution. However, we argue that the tool can 

be used in conjunction with spreading awareness to achieve a guarantee for protecting 

child privacy. The other users thought that blocking is a better technique. However, as we 

discussed earlier, blocking would not allow the child to register with most sites.  

Some users added additional comments saying that data perturbation is “the best 

solution we have now”, and “it does seem like a good solution for many sites such as 

Google, Yahoo and other popular sites”. One of the comments was more specific to COP 

and it said that “it is a good way to involve parents in children’s online activities”.  

Analyzing these comments it is clear that user’s may not be very sure about using 

data perturbation for protecting privacy but are convinced that compared to other 

solutions it is the best available option. We have tested COP against sites other than 

popular sites such as Google and Yahoo and it can be used effectively in all cases. All 

other concerns that users had have been addressed by our tool and no specific comment 

seemed to highlight the inaccuracy in the technique of data perturbation as an 

anonymization technique. Awareness is certainly an important aspect as studies have 

shown that most parents are not aware of the existence of COPPA [Crossler et.al. 2007] 

but it can be seen more as a necessary condition rather than a sufficient condition. COP 

can be used in addition to educating parents about the importance of protecting their 

child’s online privacy.  

9.2.5 COP- An effective solution? 

The final part of the survey focused on COP as a solution for protecting children’s 

online privacy. Users were required to fill out an online survey answering two questions. 

The responses and analysis of the responses to both these questions are discussed here. 
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The first question focused on whether users thought COP is in accordance with 

COPPA requirements. The response statistics of this question are recorded in Table 3. As 

it can be seen 83.33% of the users strongly believed that COP is in accordance with 

COPPA and as a user mentioned “it follows COPPA implemented requirements”. Users 

were of the opinion that COP is a well thought out solution and tries to follow COPPA to 

the best it can, given limitations of existing technology.  

Table 3  

 
 Only 16.66% of the users disagreed but their justifications for believing so were 

not convincing. For example, one user mentioned that “ No, COPPA is intended to 

protect children via the server side, this is a client side solution, and the lack of 

widespread usage means websites still need to be COPPA compliant”. However, in our 

defense COPPA does not mandate the solution to be a server side solution and a client 

side solution would more so empower parents with the responsibility of protecting their 

children rather than having to depend on websites.  

Next we focused on users general views about the tool and its effectiveness for 

the purpose it was developed. Participants were required to state if they think COP is a 

comprehensive solution for attaining the goal of child online privacy. Their response 

statistics are recorded in Table 3.  

Table 3:  User Response Statistics of COP survey   

User Reponses (%)  

Question 
Yes No Maybe/ Other 

Do you think data perturbation is the best option 

for protecting personal information? 

8.33% 33.33% 58.33% 

Do you think COP is in accordance with 

COPPA requirements? 

83.33% 16.66% 0% 

Do you think COP is a comprehensive solution 

for attaining the goal of child online privacy? 

41.66% 33.33% 25% 
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41.66% of the users indicated that COP is a comprehensive solution to enforce 

COPPA and protect children’s online privacy. One user responded saying it was not too 

intrusive or cumbersome. Another user said it is a “step in the right direction” while yet 

another called it “a very good framework for a solution to child privacy”. 25% of the 

users opted for ‘maybe’. The reason indicated by them was that though it seemed like a 

good solution, it was not very comprehensive as yet and might require parental awareness 

for it to be used effectively. These factors are very true and we are working towards 

adding additional features to make it more comprehensive.  

All of the users who did not agree with the question (33.33%) were only 

concerned about the very stringent software requirements and the fact that it works with a 

particular browser. At this stage COP is implemented as a Firefox extension and cannot 

be used with other browsers. However, we plan to make COP a cross browser solution by 

implementing it at the OS level. This would remove the dependency of COP on any of 

the software making it a flexible tool. Our work in this direction would address all the 

reasons provided by users who said that COP is not a comprehensive solution for 

protecting child online privacy. 

After studying all these user comments, it is clear that COP is a unique and good 

solution towards achieving child privacy. The user interface was well received by users 

and there was not much effort required to familiarize the user with the tool. The only 

major flaw of COP remains that it is dependent on the browser with which it can be used. 

This flaw can be accorded to the fact that it simply the first test version of COP, and 

future work would be focused towards making it a cross browser, platform independent 

solution. 



 

 

Chapter 10 

 

Analysis of COP 

10.1 Mapping COPPA Requirements to COP 

COPPA spells out very specific requirements for protecting children’s online 

privacy. Each clause of COPPA suggests certain measures that need to be taken to abide 

by the law and ensure that children’s online privacy is protected. A clause-by-clause 

mapping of COPPA to COP [refer to Table 5 for detailed description] reveals that COP 

has been designed while keeping in mind the requirements of the law and is a 

comprehensive solution to enforce COPPA.  

The first clause of COPPA defines the categories of personal information that 

need to be covered and protected to guarantee that a solution does not violate a child’s 

privacy. COP not only perturbs all mentioned categories of data but provides additional 

flexibility to block further information which may be private to particular parents. 

COPPA describes requesting personal information from a child through online medium 

as a prohibited way of collecting of data from the child. COP perturbs personal data 

before submitting it to websites and is thus compliant with this requirement. Also, COP is 

a tool which works for all kinds of websites and covers all categories of operators stated 

by COPPA.  

Verifiable parental consent is an important requirement of COPPA. It is 

mandatory for the operator to make any reasonable effort to ensure that before personal 

information is collected from a child, a parent receives notice of the operator’s personal 

information collection, use, and disclosure practices and provides authorization. Very 

specific care has been taken to accommodate these requirements into COP. COP uses 

credit card verification procedure along with a one-time PIN number sent to parent’s 

email address, to make sure that it is the parent who is setting preferences for the child’s 

online activity. Parents provide consent for disclosing certain categories of information 
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during the installation phase. During interaction (registration process), the website is 

expected to send its policy for approval to the client side. COP intercepts this 

communication as it already has the consent of the parent for disclosing specific 

categories of information. Further, COP sends notifications to parent via email/text 

message for websites the child visits and submits information to and maintains a log 

which can be used as a means for being aware of what information was submitted by 

child to which particular website. 

The design of COP is done responsibly and the requirement of COPPA against 

children providing consent is met. Communication of website’s policy from the 

operator’s end to the client-side is intercepted by the tool and approval is sent out 

automatically, making it impossible for a child to provide consent. Credit card 

verification process during setup confirms that the parent has provided the consent and 

not the child. In addition to all clauses mentioned so far, COPPA has requirements spelt 

out for parent’s access rights to their child’s information. COP stores values of data fields 

submitted to all websites by the child using a log service. Parents can also, at any time, 

modify preferences to refuse further collection of data by any website. 

10.2 Mapping ITP Framework Design Principles to COP Design 

Design Principles were derived from the study of the ITP framework and these 

design principles were categorized as degree of convenience, degree of concern and 

degree of protection. COP design very specifically accounts for all requirements of the 

ITP framework to develop a comprehensive privacy enhancing solution [refer to Table 6  

for detailed description].  

While studying the degree of concern, the main design principles listed included 

making the solutions customizable with giving control of personal information to the 

user. If the solution is configurable to various situations, it makes the solution more 

acceptable. The COP installation phase is completely customizable and provides the user 

(parent) with flexibility to block information according to personal choice. Further, it 

provides for a choice of perturbing “other” information and the flexibility of blocking any 
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information which the parents think is private. It categorizes websites into “trusted” and 

“not-trusted” thus accounting for the context of disclosure and the party to which 

information is being disclosed. Client side solution gives user complete control of their 

personal information. These considerations make COP a solution that tries to mitigate the 

degree of concern that different people may have in regards to their information. 

Degree of protection demands that the solution should achieve information 

balance, maintain user’s identity and ensure a degree of reliability and safety with 

security being an important feature. In COP, the user’s (child’s) identity in the form of 

age is maintained and at the same time private information is protected through 

perturbation. It ensures information balance by expecting websites to provide privacy 

policies and is safe since it does not solely depend on the website for protection. All 

parent information is kept secure using encryption on client side. COP tries to thus 

achieve the highest degree of protection possible. 

Users demand a degree of convenience while using technology and the last 

category of design principles caters to this very requirement. It recommends considering 

the environment of collection and actor relations while avoiding overfit and underfit 

technologies. It strongly suggests that the technology should provide notice on disclosure, 

choices for disclosure and access after disclosure. Feedback and control are essential part 

of the design of any technology. To address all these principles, COP is developed to 

exactly achieve what is required and does not include extra features to prevent it from 

being over/under fit. Notification is an important part of the tool and the parent is kept 

notified of the child’s online activities. Feedback is provided in the form of maintained 

logs and parents have complete control of their child’s information. 

Following the mapping of the ITP framework design principles to the design of 

COP, two things become clear essentially; one that the ITP framework can provide a way 

of critiquing a technology or solution; and second that COP is a socially responsible and 

technically viable solution to protecting children’s online privacy. 
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10.3 Mapping Value Sensitive Design Principles to COP Design 

 The value sensitive design approach presents three paradigms namely, social 

complexity, psychological control and legal requirements. It can be shown easily that 

COP has, in a justified manner, been developed using the design approach [refer to 

Table 7 for detailed description]. Studying the social aspect it is apparent that it is 

recommended to protect children’s online privacy and at the same time preserve their 

ability to access content. COP is not visible to the children being protected and thus 

children can easily access all sites that they wish to. However, simultaneously, data 

perturbation enables children’s flow experience of online browsing with minimal content 

blocking. 

 From the psychological perspective of this design approach, user control should 

be maximally empowered. COP is developed as a complete client side solution and a TTP 

is not involved in any transactions. This makes the user the one who is in complete 

control of the technology and in turn, his information. 

 Lastly, from the legal perspective, COP should comply with COPPA on collection, 

parental consent, and access. As seen in section 10.1 , parents are constantly kept updated 

of their child’s online activities and it provides for automatically obtaining verifiable 

parental consent. COP can hence be seen as a solution that is successfully designed using 

the value sensitive design approach. 

 

  

 

 



 

 

Chapter 11 

 

Conclusion and Future Direction 

The objectives set out for this study have been stated in Chapter 1 and it can be 

seen that each of these objectives have been successfully achieved. The main objectives 

were to analyze existing literature on privacy and research a solution for protecting 

children’s privacy online. The study was carried to achieve each of the objectives and this 

report is a summary of the study. 

Following an in-depth study of the literature on information privacy, the need for 

a framework to analyze all the existing works in the field of privacy was felt. The I-T-P 

framework is thus introduced and it provides a holistic view of the existing works in the 

field. Information, technology and people are the three main players or factors that are 

affected when trying to protect privacy on the internet. The interactions between 

information, technology and people have been evaluated to arrive at design principles 

which essentially need to be accounted for while developing privacy aware solutions. 

These design principles have been categorized as; first, the design principles which can 

alleviate the degree of concern people have towards their information; second, design 

principles that contribute to enhancing the degree of protection of information with 

regards to technology; lastly, the design principles that can enhance the degree of 

convenience of usage of a technology for people.  

The three categories of design principles summarize essentially the factors that 

would enhance the trust and experience of people using the technology. The I-T-P 

framework is thus a critical lens for analyzing works on information privacy. It can be 

used as guidance for future research in the field and a standard to analyze the 

effectiveness of any solution developed for the purpose of protecting information privacy.  

Further, based on the review of existing works, child online privacy was 

recognized as a problem requiring attention and is researched as the topic for the case 

study. The motivation for the study is from the fact that increasing number of children 
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between the ages 6-13 years are accessing the internet and there is an urgent need to 

protect them in this unsafe online environment. COPPA is the law which governs the 

actions related to online privacy of children. The study of each clause of COPPA further 

established the requirements in detail.  

Child Online Privacy (COP) tool has been successfully implemented and tested as 

a solution to the acute problem of protecting children’s privacy online. All design 

principles that were recognized, during the in-depth literature review, as essential for the 

development of a privacy enhancing solution have been accommodated while developing 

COP. COP utilizes the value sensitive design approach that adopts a tripartite 

methodology by systematically integrating and iterating on conceptual, technical and 

empirical investigations of online privacy. 

Results from the user evaluation study and the tests performed to understand the 

viability of COP are listed. The positive response from the users confirms that COP is a 

promising and easy-to-use tool. The evaluation studies have also highlighted a few 

shortcomings of COP. COP has been implemented as a Firefox extension and it perturbs 

outgoing data. This is under the assumption that most people opt to use Firefox as their 

browser. If this assumption is not true then it is possible for the child to bypass the tool. 

For example, using another browser such as Internet Explorer to access the internet, the 

COP tool will not be effective as it is developed as an extension to Firefox browsers only. 

Therefore, to overcome this limitation, COP needs to be a cross browser solution and be 

implemented at the OS level to ensure that all methods of bypassing the tool are blocked. 

For the current version of COP, parents can use Firefox as their default browser and 

uninstall and other browsers but future research may look at the possibility of 

implementing COP at the OS level, thus making it a more versatile solution. If COP is 

successfully implemented at the OS level, it can perturb all outgoing data irrespective of 

the browser being used.  

More detailed evaluation studies can be performed with a larger and more diverse 

user group to recognize technical flaws if any as well as any usability issues. COP can be 

presented to parents who are the potential users of the tool. Learning their perspective 
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would help in establishing COP as a popular solution. Efforts can thus be directed to 

making it a tool that is usable by parents who are not well versed with technology. 

Another aspect which can prove the viability of any solution is the quantification 

of its efficiency level. COP is a tool for protecting privacy and no single method of 

quantifying privacy exists. A study to quantify the level of privacy achieved by COP 

could establish a measure for judging the tool and its efficiency. Based on these 

measures, concrete studies to increase the level of privacy achieved by COP can be 

performed. 

COP is a promising solution to the real problem of protecting the online privacy 

of children below the age of 13years and can be established as a full fledged solution to 

alleviate the concerns of parents. The ultimate goal could be to educate people about the 

dangers that children face in the online world, importance of privacy, the existing laws 

governing child online privacy and further encourage them to use solutions such as COP 

to protect their children from falling prey to any mishaps due to lack of privacy online.  

Child online privacy is an issue that calls for immediate consideration. Through 

this study we hope to encourage more active research towards finding solutions to this 

grave problem and encourage researchers to make COP and other similar solutions 

available to assist parents and assuage their concerns. 
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Appendix A 

 

Children’s Online Privacy Protection Act (COPPA) 

Table 4  

 

Issue Position in United States 

1. Law 

Applicable 

The Children’s Online Privacy Protection Rule (16 C.F.R. $312 et. 

seq.)(the “Rule”), effective April 21, 2000, implementing the Children’s 

Online privacy Protection Act of 1998 (15 U.S.C. 6501 et. seq. ). On 

March 8, 2006, after performing the review required by the Act to occur 

within five years of the Rule’s effective date, the Federal Trade 

Commission (“FTC”) voted unanimously to retain the Rule without 

modification. 

 

2. Scope of the 

Law 

 

a) Personal 

    Information 

The Rule primarily applies to the online collection of Personal Information 

from a child under the age of 13 (“Child” or “Children”). Personal 

Information” is defined expansively and includes: 

 

• First and last name; 

• A home or other physical address including a street name 

and name of a city or town; 

• An email address or other online contact information, 

including but not limited to an instant messaging user identifier or a 

screen name that reveals an individual’s email address; 

Table 4: Summary of COPPA Law 
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• A telephone number; 

• A Social Security Number; 

• A persistent identifier, such as a customer number held in a 

cookie or a processor serial number, where such identifier is 

associated with individually identifiable information; 

• A combination of a last name or photograph of the 

individual with other information such that the combination permits 

physical or online contacting; and 

• Information concerning the Child, or the parent or legal 

guardian of that Child (“Parent”), that the Operator collects online 

from the Child and combines with an identifier described above. 

 

b) Personal 

Information 

Collection 

The Rule applies to the “collection” of Personal Information from a Child. 

“Collection: is broadly defined and applies to the online gathering of any 

Personal Information form a Child, including; 

 

• Requesting that a Child submit Personal Information online; 

• Enabling a Child to make Personal Information publicly 

available through a chat room, message board, or other means, 

except where the Operator deletes all individually identifiable 

information from postings by a Child before that are made public, 

and also deletes such information from the Operators records; or 

• The passive tracking or use of any identifying code linked 

to an individual such as a cookie. 

 

c) Collection 

by Operator 

The Rule applies to any operator of a website or online service that is 

directed to Children or to any other operator with actual knowledge that it 

is collecting or maintaining Personal Information of a Child. 
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An “Operator” is any person (or entity) who operates a website or an 

online service and who collects or maintains Personal Information from or 

about the users of or visitors to such website or online service, or on whose 

behalf such information is collected or maintained and the website or 

online service is operated for commercial purposes. 19 

 

A website “directed to Children” means a commercial website, or portion 

thereof, that is targeted to Children. A website does not necessarily meet 

this definition, however, solely because it refers or links to a commercial 

website or online service directed to Children by using information 

location tools. 20 

 

d) Jurisdiction/ 

Territoriality 

The Rule applies to the collection of Personal Information about a Child by 

an Operator in situations that involve commerce: 

 

(a) Among the States of the US or with one or more foreign 

nations; or 

(b) In any territory of the US or in the District of Columbia, or 

between any such territory and 

1) Another such territory; or 

2) Any State or foreign national; or 

(c) Between the District of Columbia and any State, territory, 

or foreign nation. 

 

e) Sensitive  

Personal 

Information 

Not applicable. 

f) Employee 

Personal 

Information 

Not applicable. 
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3. Consent 

Requirements 

 

a) General None. 

 

b) Sensitive 

Personal 

Information 

Not applicable. 

 

c) Parental 

Consent 

Prior to collection, use, and/or disclosure of Personal Information about a 

Child, an operator must obtain from a Parent of the Child verifiable 

Parental consent. In addition, the Operator must provide a Parent with the 

option of consenting to the disclosure of the Child’s Personal Information 

to the Operator but not to a third party. 

 

The Rule explains that obtaining “verifiable Parental consent” means that 

the Operator must make any reasonable effort (taking into consideration 

available technology) to ensure that before Personal Information is 

collected from a Child, a Parent: 

 

• Receives notice of the Operator’s Personal Information 

collection, use, and disclosure practices; and 

• Authorizes any collection, use, and/or disclosure of 

Personal Information. 

 

The Operator must also take steps to ensure that the person providing the 

consent is actually the Child’s Parent. Acceptable forms of consent include 

a consent form signed and returned by the Parent by mail or facsimile, the 

use of a credit card by the Parent in conjunction with the transaction, a call 

to a toll-free number provided by the Operator and staffed by trained 

personnel, or the electronic forms of consent discussed below. 

 



98 

 

d) Minor 

Consent 

A Child cannot consent to the collection of his or her Personal Information. 

This consent must instead be obtained from a Parent of the Child. The Rule 

does not address consent requirements for minors who are 13 or over. 

 

e) Employee 

Consent 

Not applicable. 

 

f) Online/ 

Electronic 

Consent 

Electronic consent will suffice if the Parent consents using a digital 

certificate based on public key technology or an e-mail using a PIN or 

password obtained using a digital certificate or another appropriate 

verification method. 

 

In accordance with the Rule’s sliding scale approach to Parental consent, 

which was extended indefinitely on April 21, 2006 by the FTC, if the 

Operator is not releasing the Personal Information to a third party, consent 

may be obtained by using e-mail coupled with additional steps to provide 

assurances that the person providing the consent is the Parent. Acceptable 

additional steps to obtain these assurances include sending a delayed 

confirmatory e-mail to the Parent following receipt of consent, or obtaining 

a postal address or telephone number from the Parent and confirming the 

parent’s consent by letter or telephone call. 

 

g) Exceptions 

to prior 

Consent/ 

requirements 

In certain situations, the Operator is not required to obtain Parental consent 

before collecting and/or disclosing Personal Information about a Child. 

The situations include: 

 

• Where the Operator collects the name or online contact 

information of a Parent or Child to be used exclusively for 

obtaining Parental consent or providing Parental notice (the 

Operator must delete this information after a reasonable time if 

there is no response); 
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• Where the Operator collects online contact information 

from a Child for the sole purpose of responding directly on a one-

time basis to a specific request from the Child, and the Operator 

immediately deletes that online contact information immediately 

after responding to the Child; 

• Where the Operator collects online contact information 

from a Child to be used to respond directly more than once to a 

specific request from the Child; 

• Where the Operator collects a Child’s name and online 

contact information to the extent reasonably necessary to protect 

the safety of a Child participant on the website. 

 

In all of the situations described above, except for here the Operator 

deletes the information after responding on a one-time basis to the child, 

the Operator must provide and seek Parental consent after the Personal 

Information has been collected. Moreover, the Rule generally requires that 

the Operator delete all contact information after the relevant transaction 

has been concluded. 

 

An Operator can also provide notice and seek consent after the fact to the 

extent reasonably necessary to protect the security or integrity of its 

website, to take precautions against liability, to respond to judicial process, 

to provide information to la enforcement agencies, or for an investigation 

on a matter related to public safety. 

 

4. Information

/ Notice 

Requirements 

The Operator must provide two types of notice. 

 

The Operator must post a conspicuous link to a notice of its information 

practices on its website’s homepage as well as any area where Personal 

Information is collected from Children. The notice must provide the 
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following information: 

 

• The contact information (name, address, telephone number, 

and email address) for all Operators collecting information about 

Children on the website; 

• The types of Personal Information collected from Children 

and the manner of collection (passive v. active); 

• How such Personal Information is or may be used by the 

Operator; 

• Whether the Personal Information is disclosed to third 

parties, (and the types of businesses engaged in by  such third 

parties,  the purposes for which the Personal Information is used, 

and whether such parties are subject to agreements to protect the 

information); 

• That the Parent has the option to consent to the collection 

and use of Personal Information without consenting to its 

disclosure to third parties; 

• That the Operator is prohibited from conditioning a Child’s 

participation in an activity on the Child’s disclosing more Personal 

Information than is reasonably necessary to participate in the 

relevant activity; and 

• That the Parent can review and have deleted his/her Child’s 

Personal Information and also refuse to permit collection or use of 

the Child’s Personal Information (the notice must also specify the 

corresponding procedures for doing so). 

 

In most instances, the Operator also must provide notice directly to a 

Parent of the Child from whom it seeks to collect Personal Information 

before it collects such information. This notice must contain the 
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information listed above. In certain limited situations, the notice may be 

provided after the information is collected. 

 

5. Processing 

Rules 

In general, the Rule prohibits unfair or deceptive acts or practices in 

connection with the online collection, use, and/or disclosure of the 

Personal Information of a Child. 

 

6. Safe 

Harbor 

An Operator will be deemed to comply with the Rule if it complies with 

self-regulatory guidelines that are issued by representatives of the 

marketing or online industries, or by other persons, and are approved by 

the FTC. 

 

Industry groups must file a request with the FTC for approval of self-

regulatory guidelines that meet the standards set out in the Rule; such 

requests are subject to notice and comment requirements prior to approval. 

 

7. Rights of 

Individuals 

 

a) Parent 

Access rights 

The Parent of any Child who has provided Personal Information to an 

Operator has the right to request access to such information. Upon 

receiving such a request, the Operator is required to provide the Parent 

with the following information: 

 

• A description of the specific types or categories of Personal 

Information collected from the Child by the Operator, such as 

name, address, telephone number, e-mail address, hobbies, and 

extracurricular activities; 

• The opportunity at any time to refuse to permit the 

Operator’s further use or future online collection of Personal 

Information from that Child, and to direct the Operator to delete 



102 

 

Personal Information collected from the Child; and 

• A means of reviewing any Personal Information collected 

from the Child. 

 

b) Child’s 

Rights 

An Operator is prohibited from conditioning a Child’s participation in a 

game, the offering of a prize, or another activity on the child’s disclosing 

more Personal Information than is reasonably necessary to participate in 

such activity. 

 

c) Additional 

Rights 

No specific requirements apply. 

 

8. Registration 

/ Notification 

Requirements 

No specific requirements apply. 

 

9. Data 

Protection Officers 

Not applicable. 

 

10. Internation

al Data Transfers 

Not applicable. 

 

11. Security 

Requirements 

An Operator must establish and maintain reasonable procedures to protect 

the confidentiality, security, and integrity of Personal Information collected 

from Children. 

 

12. Special 

Rules for the 

Outsourcing of 

Data Processing to 

Third Parties 

Persons or entities who delegate or outsource the responsibility for 

collecting and maintaining Personal Information from a Child are subject 

to the Rule. 

 

13. Enforceme

nt and Sanctions 

Violations of the Rule are considered to be unfair or deceptive acts 

prohibited by the Federal Trade Commission Act and, consequently, are 
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subject to FTC enforcement actions and/or financial penalties ($11,000 per 

violation). COPPA also gives States and certain other federal agencies 

authority to enforce compliance. 

 



 

 

Appendix B 

 

COP Evaluation Material 

B.1 Tutorial Slides 

Figure 14  
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Penn State University

April 22, 2008

 

AGENDA

I. Background
a. COPPA (Children’s Online Privacy Protection Act)

b. Existing Solutions
i. General

ii. Specific to Child Privacy 

iii. POCKET

II. COP 
a. System Design Overview

b. Mapping Design Principles to COP Design

III. Working and Data Perturbation

IV. Installation Phase

V. General Discussion and Angel Survey

 

COPPA

• Children’s Online Privacy Protection Act

• Reasons for enactment:

– Growing danger to the online privacy of children

– Children below 13 years of age are too naïve to make 
independent decisions

– Nearly half of teens (47%) aren't worried about others 
using their personal information in ways they don't want

• Goals of COPPA:
– to enhance parental involvement in their children’s online activities

– to maintain the security of children’s personal information collected 
online, and,

– to limit the collection of personal information from 

children without parental consent

 

COPPA (CONTD…)

• COPPA specifically states that;

“Prior to collection, use, and/or disclosure 

of Personal information about a Child, an 

operator must obtain from a Parent of 

the Child verifiable parental consent”. 

• Sliding Scale Approach

– Credit card transaction

– Print Consent form

– Toll free number
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EXISTING SOLUTIONS- GENERAL

1. Cookie blocking/ removing software 

(browser option)

2. Anonymizer

3. Privacy Policies

4. Trust Seals 

– TRUSTe (http://www.truste.org/),

– BBOnline reliability (http://www.bbbonline.org/), 

– Hacker Safe (https://www.hackersafe.com/) 

 

CHILDREN TARGETED SOLUTIONS

1. Blocking software and content filters

– Filters out “bad” content

– Blocks access to certain sites

– E.g. Net Nanny, Parental control toolbar 

extension

2. OS parental controls (e.g. Windows 

Vista)

 

CHILDREN TARGETED SOLUTIONS 

(CONTD…)

3. POCKET (Parental Online Consent for Kid’s Electronic 

Transactions)

� Registration Phase

 

CHILDREN TARGETED SOLUTIONS 

(CONTD…)
3. POCKET 

� Transaction Phase

 

COP SYSTEM DESIGN OVERVIEW

 

COP DESIGN PRINCIPLES

Table . Mapping Design Principles to the COP Design

Paradigms Design Principles COP Design

Social 

complexity

Protecting children’s 

online privacy versus 

preserving their ability to 

access content

• Transparent to the children under protection;

• Data perturbation to enable children’s flow 

experience of online browsing with minimal 

content blocking.

Psychological 

control

Maximally empower user 

control

• TTP is not involved;

• Client side solution to empower parental

control.

Legal 

requirements

Comply with COPPA on 

collection, parental 

consent, and access

• Parents are constantly kept updated of their 

child’s online activities;

• Automatically obtaining verifiable parental 

consent
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WORKING OF COP- VERSION 1

• Options:

– Perturbation (change attributes’ value) 

– Blocking (block replace with ?) 

– Aggregation (combination several values in 

coarser category)

– Swapping (interchange of values of records) 

– Sampling (a sample of population)

• Categorization of websites

– Trusted

– Untrusted

 

INSTALLATION PHASE

• Please read handout for instructions to install COP on your system

• After installation, please try using it with few of these registration sites:

• https://www.google.com/accounts/NewAccount?service=mail&continue=http%3A

%2F%2Fmail.google.com%2Fmail%2Fe-11-10baa7abc62f68d8868e4a1220aabbb2-

2f9caa4541fc788d4ea9d322066b6a51f40d2846&type=2

• https://edit.yahoo.com/registration?.intl=us&new=1&.done=http%3A//mail.yahoo

.com&.src=ym

• https://r.espn.go.com/espn/memberservices/pc/register?registrationFormId=espn

&sourceName=header&appRedirect=http%3A%2F%2Fespn.go.com%2F%3FunivLo

gin02%3DstateChanged

• http://www.wiesenthal.com/site/apps/ka/ct/contactus.asp?c=fwLYKnN8LzH&b=24

6850&en=efJDJMOuHfKHINMxG9IKI5PFLhINJSOrHhLXIaL

 

GENERAL DISCUSSION AND 

QUESTIONS

Please fill out the survey on Angel.

Thank you for your participation and feedback!

 

 

B.2 Handout- Installation Steps 

Installation Phase: Follow each step carefully to successfully install the tool.  

PART 1: 

1. Unzip the .txt files (Userinfo, ParentInfo, Preference, PIN, log) into your T:/ 

drive. (Make sure you keep it in the root folder itself and not in any sub-folder) 

2. Double click on the .xpi file to install the extension. Click on ‘Install Now’ and 

then Restart Firefox. (You should see a pop-up with the Welcome screen of the 

installation phase) 

[Other Notes:  

• Exiting (using ‘Exit’ button) before completing the installation steps might cause 

problems with the working of the tool. 

Figure 14: Tutorial Slides 
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• At any stage of the installation phase, the ‘Back’ button can be used to go to 

previous step.] 

PART 2: 

STEP 1: Welcome Screen (Information not included in COP v1.0) 

• Provides an introduction to the tool and also an overview of the tool’s functions.  

• Click on ‘Continue’ to continue with installation. 

STEP 2: License Agreement (Information not included in COP v1.0) 

• Provides user with a license agreement for the copyright of the tool. 

• Click on ‘Agree’ to agree with the agreement and to continue with installation. 

• Clicking on ‘Do not agree’ will cause the installation process to abort. 

STEP 3: Privacy Policy (Information not included in COP v1.0) 

• This is the privacy policy of the tool. 

• Click on ‘Accept’ to accept the policy and to continue with installation. 

• Clicking on ‘Do not accept’ will cause the installation process to abort. 

STEP 4: Parental Verification 

• This step is useful for obtaining “Verifiable Parental Consent”. 

• Enter your Name, Credit Card Number (CCN), and Email address. Click ‘Submit’ 

button to verify CCN against name (required to make sure you are the parent 

installing the tool. Your credit card will NOT be charged) 

•  (Once verified) a unique one-time PIN number is sent to your email address 

provided.  

 

(Note: For COP v1.0, the PIN number is simply displayed as a popup once 

Submit is clicked. It is also stored in the PIN.txt file on your T:/ drive) 

STEP 5: Password Screen 

• Enter the PIN number.  

• Enter a new password.  

• Click on ‘SET PASSWORD’ to continue. 

• This will be used to prevent children from accessing/uninstalling the tool. 

STEP 6: Preference Setup 

• This step allows parents to set preferences for certain sites. All sites by default are 

untrusted.  
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• To change settings for any site that is already in the table (not allowed for the 2 

entries of ‘Trusted’ and ‘Untrusted’. Those are just as examples); 

o Double click on the site name  

o Check/uncheck boxes at the bottom of the screen 

(Note: Checking (Y) implies that the information will be perturbed before 

being sent out to the web server) 

o Click on ‘Change’. You can see the values in the table (Y/N) against the 

site name being changed 

o Click on ‘Save’ to save the changes and go to next screen 

 

• To add a new site to the table; 

o Input the site url in the textbox provided below the table 

o Check/ Uncheck boxes to select the information to be blocked 

(Note: Checking (Y) implies that the information will be perturbed before 

being sent out to the web server) 

o Click on ‘add new site’.  

o Click on ‘Save’ to save the changes and go to next screen 

• You also need to select a “Privacy Level”. (Not implemented in COP v1.0) 

STEP 7: Child Information 

• Input all the information of the CHILD that you wish to be blocked from 

revealing to websites. 

• Once the form has been completed; 

o Click on ‘ADD child’. You will see a pop-up 

o Click on ‘OK’ to add another child or click on ‘Cancel’ to continue to next 

step 

STEP 8: Notification 

• Notification is an important part of any privacy solution.  

• Select the medium via which you wish to be informed of your child’s activities.  

• Second, select whether you wish to be informed instantly when your child reveals 

information, or whether you want it daily at a selected time.  

(Note: In COP v1.0, the log.txt file is the only way of viewing the child’s activity) 
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B.3 Interactive Session Questionnaire 

The following questions were part of the interactive session and were directed 

towards the users. Their opinions have been recorded in the evaluation study section of 

this report. 

1. What aspect of the COPPA law would you say is the most difficult or infeasible 

to implement using a technical approach? 

2. Can any of the following solutions be used independently to enforce COPPA? 

a. Cookies 

b. Anonymizer 

c. Privacy Policies 

d. Trust Seals 

e. Blocking software, content filters and OS controls 

3. Do you think POCKET is a complete and good solution for protecting children’s 

online privacy or do you see any flaws? 

4. What do you think of a TTP as opposed to a client side solution? 

5. Do you think that the mapping between COP and Value sensitive design method 

is justified or does it seem inaccurate in any way? 

6. Which of the following options do you think is the best for protecting data? 

a. Blocking 

b. Perturbation 

c. Sampling 

d. Aggregation 
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e. Swapping 

7. Consider the case where a child registers for an e-newsletter. If the email address 

is perturbed during registration, the child will never receive the newsletter. Do 

you have any suggestions for that? How about providing the parent’s email 

address instead? 

8. What do you think about the COP logo? Is it misleading in any way?  

B.4 Web-Based Post-Tutorial Questionnaire 

The following questions were presented to the users after they tested the COP 

tool.  

1) Do you think COP is in accordance with COPPA requirements? If not then please 

specify how. 

 

2) Do you think COP is a comprehensive solution for attaining the goal of child 

online privacy? If not, do you have suggestions for features that should be 

included or features that we should get rid of? 

 

3) Do you think data perturbation is the best option for protecting the personal 

information? 

 

4) What would you suggest is a good way of measuring the privacy achieved by the 

tool?  

 

5) Other comments 

 

 



 

 

Appendix C 

 

Mapping COP to Given Requirements 

C.1 Mapping COPPA Requirements to COP 

Issue Position in United States Method of implementation 

Personal 

Information 

The Rule primarily applies to the 

online collection of Personal 

Information from a child under the age 

of 13 (“Child” or “Children”). Personal 

Information” is defined expansively 

and includes: 

 

• First and last name; 

• A home or other 

physical address including a 

street name and name of a city 

or town; 

• An email address or 

other online contact 

information, including but not 

limited to an instant messaging 

user identifier or a screen name 

that reveals an individual’s 

email address; 

1. Achieved through 

perturbation of the 

following categories of 

Personal Information; 

 

• First Name 

• Last Name 

• Address/Zip Code 

• Email Adress 

• Age 

• Telephone 

Number 

• Social Security 

Number 

• Picture 

• Gender 

• Credit card 

number 

Table 5:  Mapping COPPA Requirements to COP 

 Table 5  
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• A telephone number; 

• A Social Security 

Number; 

• A persistent identifier, 

such as a customer number held 

in a cookie or a processor serial 

number, where such identifier 

is associated with individually 

identifiable information; 

• A combination of a last 

name or photograph of the 

individual with other 

information such that the 

combination permits physical 

or online contacting; and 

Information concerning the 

Child, or the parent or legal 

guardian of that Child 

(“Parent”), that the Operator 

collects online from the Child 

and combines with an identifier 

described above. 

• Homepage URL 

• Hobbies/Interests/ 

Habits 

• Other (custom 

data) 

 

2. Level of 

perturbation (low, 

medium, high) can be 

selected 

Personal 

Information 

Collection 

The Rule applies to the “collection” of 

Personal Information from a Child. 

“Collection: is broadly defined and 

applies to the online gathering of any 

Personal Information form a Child, 

including; 

 

• Personal 

Information submitted by 

a child using a form 

(during registration) is 

perturbed before 

submission 

• Operator has no 
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• Requesting that a Child 

submit Personal Information 

online; 

• Enabling a Child to 

make Personal Information 

publicly available through a 

chat room, message board, or 

other means, except where the 

Operator deletes all 

individually identifiable 

information from postings by a 

Child before that are made 

public, and also deletes such 

information from the Operators 

records; or 

The passive tracking or use of 

any identifying code linked to 

an individual such as a cookie. 

access to real information 

of Child besides what is 

explicitly permitted by 

parent 

 

Collection by 

Operator 

The Rule applies to any operator of a 

website or online service that is 

directed to Children or to any other 

operator with actual knowledge that it 

is collecting or maintaining Personal 

Information of a Child. 

 

An “Operator” is any person (or entity) 

who operates a website or an online 

service and who collects or maintains 

Personal Information from or about the 

users of or visitors to such website or 

COP works for all websites 

whether it is targeted towards 

children or not. It prevents 

submission of real personal 

information by child to any 

website (during registration).  
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online service, or on whose behalf such 

information is collected or maintained 

and the website or online service is 

operated for commercial purposes.  

 

A website “directed to Children” 

means a commercial website, or 

portion thereof, that is targeted to 

Children. A website does not 

necessarily meet this definition, 

however, solely because it refers or 

links to a commercial website or online 

service directed to Children by using 

information location tools.  

Jurisdiction/ 

Territoriality 

The Rule applies to the collection of 

Personal Information about a Child by 

an Operator in situations that involve 

commerce: 

 

(d) Among the States of the 

US or with one or more foreign 

nations; or 

(e) In any territory of the 

US or in the District of 

Columbia, or between any such 

territory and 

3) Another such territory; 

or 

4) Any State or foreign 

national; or 

Applicable to forms from any 

website 
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Between the District of 

Columbia and any State, 

territory, or foreign nation. 

Parental 

Consent 

Prior to collection, use, and/or 

disclosure of Personal Information 

about a Child, an operator must obtain 

from a Parent of the Child verifiable 

Parental consent. In addition, the 

Operator must provide a Parent with 

the option of consenting to the 

disclosure of the Child’s Personal 

Information to the Operator but not to a 

third party. 

 

The Rule explains that obtaining 

“verifiable Parental consent” means 

that the Operator must make any 

reasonable effort: 

 

• Receives notice of the 

Operator’s Personal 

Information collection, use, and 

disclosure practices; and 

• Authorizes any 

collection, use, and/or 

disclosure of Personal 

Information. 

 

The Operator must also take steps to 

ensure that the person providing the 

• COP uses credit 

card verification 

procedure along with a 

one-time PIN number sent 

to parent’s email address, 

to ensure that the Parent is 

the one setting preferences 

for the child’s online 

activity.  

• Parents provide 

consent for disclosing the 

categories of information 

during the Trusted and 

Un-Trusted steps of 

installation phase. 

• During interaction 

(registration process), the 

website may send its 

policy for approval to the 

client side. COP intercepts 

this communication as it 

already has the consent of 

the parent for disclosing 

certain information 

(depending on whether 

trusted/un-trusted) and the 

remaining information is 



116 

 

consent is actually the Child’s Parent. 

Acceptable forms of consent include a 

consent form signed and returned by 

the Parent by mail or facsimile, the use 

of a credit card by the Parent in 

conjunction with the transaction, a call 

to a toll-free number provided by the 

Operator and staffed by trained 

personnel, or the electronic forms of 

consent discussed below. 

perturbed. 

• COP sends 

notifications to parent via 

email/text message for 

websites the child visits 

and submits information 

to. 

• COP also 

maintains a log which can 

be used as a means for 

being aware of what 

information was 

submitted by child to 

which particular website. 

Minor 

Consent 

A Child cannot consent to the 

collection of his or her Personal 

Information. This consent must instead 

be obtained from a Parent of the Child. 

The Rule does not address consent 

requirements for minors who are 13 or 

over. 

• Communication of 

Policy from website to 

client is intercepted by 

tool and approval is sent 

out making it impossible 

for child to provide 

consent. 

• Credit Card 

Verification process 

during setup confirms that 

the Parent has provided 

the consent.  

Online/ 

Electronic 

Consent 

Electronic consent will suffice if the 

Parent consents using a digital 

certificate based on public key 

technology or an e-mail using a PIN or 

Credit card verification in 

addition to a one-time Pin number 

sent to parent’s email address. 
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password obtained using a digital 

certificate or another appropriate 

verification method. 

Processing 

Rules 

In general, the Rule prohibits unfair or 

deceptive acts or practices in 

connection with the online collection, 

use, and/or disclosure of the Personal 

Information of a Child. 

Not possible for Operator to 

collect information using any 

unfair/deceptive means as 

information will be perturbed for 

any sort of data submitted. 

Parent 

Access 

rights 

The Parent of any Child who has 

provided Personal Information to an 

Operator has the right to request access 

to such information. Upon receiving 

such a request, the Operator is required 

to provide the Parent with the 

following information: 

 

• A description of the 

specific types or categories of 

Personal Information collected 

from the Child by the Operator, 

such as name, address, 

telephone number, e-mail 

address, hobbies, and 

extracurricular activities; 

• The opportunity at any 

time to refuse to permit the 

Operator’s further use or future 

online collection of Personal 

Information from that Child, 

and to direct the Operator to 

• COP stores values 

of data fields submitted to 

particular websites using 

Log 

• Parents can, at any 

time, modify preferences 

to refuse further collection 

of data. 
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delete Personal Information 

collected from the Child; and 

• A means of reviewing 

any Personal Information 

collected from the Child. 

Special Rules 

for the 

Outsourcing of 

Data 

Processing to 

Third Parties 

Persons or entities who delegate or 

outsource the responsibility for 

collecting and maintaining Personal 

Information from a Child are subject to 

the Rule. 

Applicable to all websites or 

sources. 

C.2 Mapping ITP Framework Design Principles to COP Design 

Paradigms  ITP Framework Design 

Principles  

COP Design  

Degree of 

Concern 

•  Customizable to accommodate 

for different kinds of people. 

•  Users should be given control 

over their data.  

•  Configurable to for data of 

different sensitivity levels. 

•  Context of disclosure and the 

party to which information is 

being disclosed are important 

 

• The COP installation phase is 

completely customizable and provides the 

user (parent) with flexibility to block 

information/ websites according to personal 

choice. 

• Further, it provides for a choice of 

“Other” information for parents to enter 

any information which they think is private. 

• It categorizes websites into “trusted” 

and “untrusted” thus accounting for the 

Table 6:  Mapping ITP Framework Design Principles to COP Design 

 Table 6  
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context of disclosure and the party to which 

information is being disclosed. 

• Client side solution gives user complete 

control of their information. 

Degree of 

Protection 

•  Understand the ideal category 

of PET. 

•  Achieve information balance, 

maintain user’s identity and 

ensure a degree of reliability and 

safety. 

•  Security is an important 

feature 

•  The user’s (child’s) identity in the form 

of age is maintained and at the same time 

private information is protected through 

perturbation. 

• It ensures information balance by 

expecting websites to provide privacy 

policies and is safe since it does not solely 

depend on the website for protection. 

• All parent information is kept secure 

sign encryption on client side. 

Degree of 

Convenience 

•  Consider environment of 

collection and actor relations. 

•  Avoid overfit and underfit 

technologies. 

•  Provide notice on disclosure, 

choices for disclosure, access 

after disclosure. 

•  Feedback and control are 

necessary. 

• It is developed to exactly achieve what 

is required and not include extra features to 

prevent it from being over/under fit. 

• Notification is an important part of the 

tool and the parent is kept notified of the 

child’s online activities. 

• Feedback is provided in the form of 

maintained logs. 

• Parent’s have control of their child’s 

information. 
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C.3 Mapping Value Sensitive Design Principles to COP Design 

 

Table 7:  Mapping Value Sensitive Design Principles to COP Design 

 Table 7  

Paradigms  Design Principles  COP Design  

Social 

complexity 

Protecting children’s 

online privacy versus 

preserving their ability to 

access content 

• Transparent to the children under 

protection; 

• Data perturbation to enable 

children’s flow experience of online 

browsing with minimal content 

blocking. 

Psychological 

control 

Maximally empower user 

control 

• TTP is not involved;  

• Client side solution to empower 

parental control.   

Legal 

requirements 

Comply with COPPA on 

collection, parental 

consent, and access 

• Parents are constantly kept 

updated of their child’s online 

activities; 

• Automatically obtaining verifiable 

parental consent 
 


