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Abstract

A new thresholding method, based on $L$-statistics and called order thresholding, is proposed as a technique for improving the power when testing against high-dimensional alternatives. The new method allows great flexibility in the choice of the threshold parameter. This results in improved power over the soft and hard thresholding methods. Moreover, order thresholding is not restricted to the normal distribution. An extension of the basic order threshold statistic to high-dimensional ANOVA is presented. Furthermore, the application of order thresholding to Pearson’s chi-square test is developed. The performance of the basic order threshold statistic and its extensions is evaluated with extensive simulations.
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Introduction

It is well known that, when testing against a high-dimensional alternative, omnibus tests designed to detect any departure from the null hypothesis have low power. Neyman’s (1937) truncation idea, though motivated by a different type of problem, served as the spring board for the development of modern related approaches. Soft and hard thresholding were introduced in the context of nonparametric function estimation using wavelets by Donoho and Johnstone (1994). Johnstone and Silverman (2004) elaborate on a number of additional applications of thresholding including image processing, model selection, and data mining. Beran (2004) considered applications to the one-way ANOVA design. Spokoiny (1996), Fan (1996), Fan and Lin (1998), and Fan and Huang (2001) consider applications of thresholding methods to testing problems. Fan (1996) found that hard thresholding outperforms both soft thresholding and adaptive Neyman’s truncation.

This dissertation proposes a new thresholding method based on $L$-statistics, which is termed order thresholding. Order thresholding allows great flexibility in the choice of the threshold parameter, can be used for distributions other than the normal, and extends naturally to factorial design settings and goodness-of-fit testing problem.

In the simple context where the $X_i$ are independent $N(\theta_i, 1)$, $i = 1, \ldots, n$, and we wish to test $H_0 : \theta_1 = \cdots = \theta_n = 0$ vs. $H_a : \theta_i \neq 0$, for some $i$, the hard
thresholding and order thresholding test statistics are, respectively,

\[ T_H(\delta_n) = \sum_{i=1}^{n} Y_i I\{Y_i > \delta_n\}, \quad \text{and} \quad T_L(k_n) = \sum_{i=1}^{n} c_{in} Y_{i,n}, \tag{1.1} \]

where \( Y_i = X_i^2 \), \( Y_{1,n} < \cdots < Y_{n,n} \) are the ordered \( Y_i \)'s, \( c_{in} = I(i > n - k_n) \), and \( \delta_n, k_n \) are the corresponding threshold parameters. Thus, \( T_L(k_n) \) is an \( L \)-statistic based on the largest \( k_n \) squared observations. Both order thresholding and hard thresholding rely on a statistic that is the sum of the largest order statistics, but they differ because in order thresholding the number of the considered observations is fixed, whereas in hard thresholding \( \delta_n \) is fixed but the number of considered observations is a random variable. Conceptually, the connection between hard thresholding and order thresholding is similar to that between type I and type II censoring. The main difference being that the threshold parameters in type I and type II censoring (the cut-off point and the proportion of observations included, respectively) remain fixed, while in the present case they change with the sample size. As we will see, this distinction implies very different asymptotic behavior.

The idea behind both statistics in (1.1) is similar to that of Neyman’s truncation. Namely, when the “signal” is known to be concentrated in a few locations, the accumulation of stochastic errors has a negative impact on the performance of the procedure based on the chi-square statistic

\[ T_L(n) = \sum_{i=1}^{n} Y_i. \tag{1.2} \]

Since the signal locations are not known, the statistics in (1.1) attempt to minimize the accumulation of noise by focusing on the observations with the largest absolute values (or the largest squared values). The asymptotic theory of soft and hard thresholding, however, requires the threshold parameter to tend to infinity at a prescribed rate. Moreover, simulations show a lack of robustness to the choice of the threshold parameter which has to be chosen the same regardless of the signal-to-noise ratio. (See Tables A.1, A.2, and Figure A.1; the detailed description is given in Section 2.2.) The practical implication of this is potentially compromised power. In contrast, the asymptotic theory of order thresholding allows very flexible
choice of the threshold parameter. Moreover, extensive simulations suggest that order thresholding outperforms both the Simes (1986) multiple testing procedure and hard thresholding.

The success of any threshold procedure, however, rests on the premise that few signals are hidden in a lot of noise. For example, let \( X_i = \theta_i + \epsilon_i \), \( i = 1, \ldots, n \), where \( \epsilon_i \sim \text{i.i.d. } N(0, 1) \), and consider testing \( H_0 : \theta_i = 0, \forall i \). If all \( \theta_i \neq 0 \) (so high signal-to-noise ratio), then Wald’s chi-square test is preferable to any threshold procedure; on the other hand, if \( \theta_i \neq 0 \) only for a few cases (low signal-to-noise ratio), then thresholding methods can achieve far superior power than the chi-square test. To apply thresholding methods usefully also in high signal-to-noise ratio situations, one has to apply either the Fourier transformation or the wavelet transformation. The effect of such transformations is presented in Section 5.1.

Since either of these transformations takes the form of multiplying the data vector by an orthonormal matrix \( \Gamma \), it is seen that

\[
X_\Gamma \equiv \Gamma X = \Gamma \theta + \Gamma \epsilon \sim N(\Gamma \theta, I_n).
\]

Thus, under the null hypothesis \( H_0 : \theta_i = 0, \forall i \), the transformed data continue to be i.i.d. \( N(0, 1) \), while under the alternative, \( \|\theta\| = \|\Gamma \theta\| \). Thus, Wald’s chi-square test will have the same power when applied to the transformed data, since the noncentrality parameter, \( \sum_{i=1}^{n} \theta_i^2 \), remains the same after the transformation. On the other hand, such transformations should improve the power of threshold methods in high signal-to-noise ratio situations.

The remaining chapters of this dissertation are organized as follows. In Chapter 2, we consider the hard threshold statistic and Simes procedure to improve the power of the chi-square statistic against high-dimensional alternatives. In Chapter 3, we represent a special form of the order statistics using data from an exponential distribution and develop the order threshold procedure for testing normal means in settings where the number of parameters increases with the sample size. Moreover, we present simulation results and give a recommendation for choosing a data-driven value of the order threshold parameter. Chapter 4 extends the order thresholding test procedure to the high-dimensional ANOVA setting (called HANOVA in Fan and Lin, 1998), presents simulation results comparing the power of the classical
and order threshold statistics, and gives a recommendation for a data-driven choice of the order threshold parameter. Chapter 5 extends the applicability of the order thresholding test procedure to Pearson’s chi-square test when the number of cells grows with the sample size. The order threshold statistics based on the cell counts and on the cell averages, with the Fourier and wavelet transformations, are developed and compared with Pearson’s $\chi^2$ statistic. A discussion summarizing the developments is given in Chapter 6. Finally, all tables, figures, and proofs are given in the Appendix.
Common Approaches: Hard Thresholding and Simes Procedure

Hard thresholding is a method for increasing the power of test procedures in settings where the number of parameters being tested increases with the sample size. In the first section, we motivate the need for improved power in the simple case of testing a simple null versus simple alternative. Section 2.2 considers a simple null versus composite alternative, and introduces hard thresholding. This section is adapted from Fan (1996). Section 2.3 includes (a power-enhanced version of) the Simes statistic which helps to relate the present work with the modern literature on multiple testing.

2.1 Simple Null versus Simple Alternative

Let $X = (X_1, \ldots, X_n)^T$ be an $n$-dimensional random vector. We assume that the $X_i, i = 1, \ldots, n$, are independent $N(\theta, 1)$, where the $\theta_i$ are known. We wish to test the null hypothesis

$$H_0 : \theta_1 = \cdots = \theta_n = \theta_0$$

against the alternative hypothesis

$$H_a : \theta_i = \theta_{ia} \quad \text{for} \quad i = 1, \ldots, n,$$  \hfill (2.1)
where \( \theta_0 \) and \( \theta_i, \ i = 1, \ldots, n, \) are completely specified. The ratio between probability density functions under \( H_0 \) and \( H_a \) is given by

\[
\frac{f_{H_a}(x_1, \ldots, x_n)}{f_{H_0}(x_1, \ldots, x_n)} = \prod_{i=1}^{n} \exp \left( -\frac{(x_i - \theta_{ia})^2}{2} \right) \prod_{i=1}^{n} \exp \left( -\frac{(x_i - \theta_0)^2}{2} \right) = \exp \left( \sum_{i=1}^{n} (\theta_{ia} - \theta_0)x_i - \sum_{i=1}^{n} \left( \frac{\theta_{ia}^2 - \theta_0^2}{2} \right) \right).
\]

We can consider the following test statistic \( \sum_{i=1}^{n} (\theta_{ia} - \theta_0)x_i \) by the Neyman-Pearson fundamental theorem, or equivalently,

\[
S_n(\theta^0, \theta^a) = \sum_{i=1}^{n} (\theta_{ia} - \theta_0)(x_i - E_{H_0}(X_i)) = \sum_{i=1}^{n} (\theta_{ia} - \theta_0)(x_i - \theta_0), \quad (2.2)
\]

where \( \theta^0 = (\theta_0, \ldots, \theta_0)^T \) and \( \theta^a = (\theta_{1a}, \ldots, \theta_{na})^T \). Note that the expected value of the test statistic \( S_n(\theta^0, \theta^a) \) under the alternative hypothesis (2.1) is

\[
E_{H_a} \left[ \sum_{i=1}^{n} (\theta_{ia} - \theta_0)(X_i - \theta_0) \right] = \sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2 > 0.
\]

This suggests that the rejection region will be of the form \( S_n(\theta^0, \theta^a) > C \) for some positive value of \( C \). Theorem 2.1 shows the distributions of \( S_n(\theta^0, \theta^a) \) under the null and the alternative hypotheses, and the rejection region.

**Theorem 2.1.** Let the \( X_i, \ i = 1, \ldots, n, \) be a sequence of normally distributed independent random variables with mean \( \theta_i \) and variance 1, and let \( S_n(\theta^0, \theta^a) \) be given in (2.2).

(a) Under \( H_0 : \theta_1 = \cdots = \theta_n = \theta_0, \) where \( \theta_0 \) is specified,

\[
S_n^*(\theta^0, \theta^a) = \frac{S_n(\theta^0, \theta^a)}{\|\theta^a - \theta^0\|} \sim N(0, 1).
\]
Thus, the test rejects the null hypothesis if

$$S_n^*(\theta^0, \theta^a) > \Phi^{-1}(1 - \alpha),$$

(2.3)

where \( \Phi \) is a standard normal distribution function and \( \alpha \) is a significance level.

(b) Under \( H_a : \theta_i = \theta_{ia} \) for each \( i \), where \( \theta_{ia} \)'s are specified,

$$S_n^*(\theta^0, \theta^*) - \| \theta^* - \theta^0 \| \leq S_n(\theta^0, \theta^a) - \| \theta^a - \theta^0 \|^2 \sim N(0, 1).$$

Thus, the power of the test (2.3), evaluated at the parameter values specified by the simple alternative hypothesis is

$$1 - \Phi (z_\alpha - \| \theta^* - \theta^0 \|),$$

where \( 1 - \Phi(z_\alpha) = \alpha \).

Note that the power of \( S_n^*(\theta^0, \theta^*) \) at the parameter values specified by the simple alternative hypothesis tends to 1 as \( \| \theta^* - \theta^0 \| \to \infty \). Theorem 2.2 derives the power of \( S_n^*(\theta^0, \theta^*) \) at parameter values different from the values specified by the simple alternative hypothesis.

**Theorem 2.2.** Consider the settings of Theorem 2.1. We assume that the true values are \( \theta_{ic}, i = 1, \ldots, n \), where \( \theta_{ic} \neq \theta_{ia} \). Then, the power of \( S_n^*(\theta^0, \theta^*) \) at the parameter values \( \theta_{ic}, i = 1, \ldots, n \), may not tend to 1 even though \( \| \theta^* - \theta^0 \| \to \infty \). However, if \((\theta_{ic} - \theta_0) = k (\theta_{ia} - \theta_0)\) for any positive number \( k \) and \( \| \theta^* - \theta^0 \| \to \infty \), then the power of \( S_n^*(\theta^0, \theta^*) \) always tends to 1.

### 2.2 Simple Null versus Composite Alternative, and Hard Thresholding

In Section 2.1, we studied the simple case of testing a simple null versus simple alternative. In this case, the test statistic \( S_n^*(\theta^0, \theta^*) \) includes the specific alternatives \( \theta_i = \theta_{ia}, i = 1, \ldots, n \). Moreover, the power of the test (2.3) also depends on the parameter values and the specific alternatives. From now, we consider testing a simple null versus composite alternative. In particular, the null and the alternative hypotheses are written as

$$H_0 : \theta_1 = \cdots = \theta_n = \theta_0, \ \theta_0 \text{ known},$$
versus

\[ H_a : \text{At least one of } \theta_i \neq \theta_0, \quad 1 \leq i \leq n. \quad (2.4) \]

In order to test the null hypothesis against the alternative hypothesis (2.4), we can use the test statistic

\[ S_n(\theta^0) = \sum_{i=1}^{n} (x_i - \theta_0)^2. \quad (2.5) \]

Note that \( S_n(\theta^0) \) is obtained from \( S_n(\theta^0, \theta^a) \) by replacing \( \theta_i^a \) by its “estimator” \( x_i \). Since, under the alternative hypothesis (2.4), we expect \( S_n(\theta^0) \) to be large, the rejection region will be of the form \( S_n(\theta^0) > C \) for some positive value of \( C \). Theorem 2.3 shows the asymptotic theory of \( S_n(\theta^0) \) under the null and the alternative hypotheses, and the rejection region.

**Theorem 2.3.** Let the \( X_i, i = 1, \ldots, n \), be a sequence of normally distributed independent random variables with mean \( \theta_i \) and variance 1, and let \( S_n(\theta^0) \) be given in (2.5).

(a) Under \( H_0 : \theta_1 = \cdots = \theta_n = \theta_0 \), \( \theta_0 \) known,

\[ S_n^*(\theta^0) = \frac{S_n(\theta^0) - n}{\sqrt{2n}} \xrightarrow{d} N(0,1), \quad \text{as } n \to \infty. \]

Thus, the test rejects the null hypothesis if

\[ S_n^*(\theta^0) > \Phi^{-1}(1 - \alpha). \]

(b) Under \( H_a : \theta_i = \theta_i^a \), where \( \theta_i^a = \theta_0 + \frac{\Delta v_i}{\sqrt{n}} \) with \( \sum_{i=1}^{n} v_i^2 = o(n^{3/2}) \),

\[ \frac{S_n(\theta^0) - E_{H_a}(S_n(\theta^0))}{\sqrt{\text{Var}_{H_a}(S_n(\theta^0))}} \xrightarrow{d} N(0,1), \quad \text{as } n \to \infty. \]

Note that under a contiguous sequence of alternatives \( \theta_i = \theta_i^a \), the expectation of \( S_n(\theta^0) \) is \( E_{H_a}(S_n(\theta^0)) = n + \sum_{i=1}^{n} (\theta_i^a - \theta_0)^2 \) and the variance of \( S_n(\theta^0) \) is \( \text{Var}_{H_a}(S_n(\theta^0)) = 2n + 4 \sum_{i=1}^{n} (\theta_i^a - \theta_0)^2 \). The power of \( S_n^*(\theta^0) \) against alternatives \( \theta_i^a \) is approximately \( 1 - \Phi \left( z_\alpha - \sum_{i=1}^{n} (\theta_i^a - \theta_0)^2 / \sqrt{2n} \right) \).
Note that the asymptotic power of $S_n(\theta^0)$ against alternatives $\theta^n_i$ tends to $\alpha$ as $n$ increases. Theorem 2.3 suggests that the test statistic $S_n(\theta^0) = \sum_{i=1}^{n} (x_i - \theta_0)^2$ cannot detect alternatives of the order $\|\theta^n - \theta^0\|^2 = o(\sqrt{n})$.

Now, we will present a procedure, called hard thresholding, which has been used in the literature for improving the power of $S_n(\theta^0)$ by mitigating the effect of noise. The main idea of this method is to focus the statistic on the “large” absolute (or squared) values of $(x_i - \theta_0)$. The idea is similar to that of Neyman’s truncation. Namely, when the coefficients $\theta_i$ different from $\theta_0$ (called “signal”) are known to be concentrated in a few locations, the accumulation of stochastic errors has a negative impact on the performance of the procedure based on the test statistic $S_n(\theta^0)$. Since the signal locations are not known, hard thresholding attempts to minimize the accumulation of noise by focusing on the observations with the “large” absolute (or squared) values of $(x_i - \theta_0)$. The hard threshold statistic will be of the form

$$T_H(\delta_n) = \sum_{i=1}^{n} Y_i I \{Y_i > \delta_n\}, \quad (2.6)$$

where $Y_i = (X_i - \theta_0)^2$ and $\delta_n$ is the hard threshold parameter. The asymptotic theory of $T_H(\delta_n)$ requires the threshold parameter to tend to infinity at specific rates. In particular, it must be of the form $\delta_n = 2 \log(na_n)$, where $a_n = c(\log n)^{-d}$, for $c > 0$ and $d > 0.5$. With this choice of the hard threshold parameter $\delta_n$, the hard threshold test rejects the null hypothesis if

$$T^*_H(\delta_n) = \sigma^{-1}_H(\delta_n) \left( T_H(\delta_n) - \mu_H(\delta_n) \right) > \Phi^{-1}(1 - \alpha), \quad (2.7)$$

where

$$\mu_H(\delta_n) = \sqrt{2/\pi} \ a_n^{-1} \delta_n^{1/2} (1 + \delta_n^{-1}) \quad \text{and} \quad \sigma^2_H(\delta_n) = \sqrt{2/\pi} \ a_n^{-1} \delta_n^{3/2} (1 + 3\delta_n^{-1}).$$

The rejection region (2.7) is supported by the following theorem.

**Theorem 2.4** (Fan, 1996). Under the null hypothesis, $T^*_H(\delta_n) \overset{d}{\rightarrow} N(0, 1)$, with $\delta_n = 2 \log n + 2 \log c - 2d \log \log n$, for $c > 0$ and $d > 0.5$.

Note that if we let $k_H(\delta_n)$ denote the random number of observations considered
in $T_H(\delta_n)$, the asymptotic theory of $T_H(\delta_n)$ requires $E[k_H(\delta_n)]$ to converge to infinity at the rate of

$$\frac{(\log n)^d}{\sqrt{\log n + d \log (c^{1/d}(\log n)^{-1})}},$$

or, roughly, $(\log n)^{d-0.5}$.

While the asymptotic theory of $T_H(\delta_n)$ allows some flexibility in the choice of $\delta_n$, the convergence of the distribution of $T_H(\delta_n)$ to its limiting distribution is very slow unless $c = 1$ and $d = 2$ (Fan, 1996). Tables A.1 and A.2 show that small departures in the recommended value of $d$, while keeping $c = 1$, have significant effect on the level of the test. The results are based on 30,000 simulation runs.

To fully appreciate the results reported in Table A.1, we mention that for $n = 500$ the recommended $\delta_{500}$ value is 5.1216, while the value $\delta_{500} - 2$ corresponds to $c = 1$ and $d = 2.5474$. We see that even with this small departure from the recommended value, the achieved alpha level is 0.0327 even with $n = 500$. In Table A.1 with $n = 500$, the $E[k_H(\delta_n + h)]$ ranges from 38.63 for $h = -2.0$ to 11.81 for $h = 0$. Thus, the deterioration of the achieved alpha levels occurs as $E[k_H(\delta_n)]$ increases over a relatively small range (in each case the variance of $k_H(\delta_n)$ is slightly smaller than its expected value). In Table A.2 with $n = 500$, the $E[k_H(\delta_n + h)]$ ranges from 9.39 for $h = 0.4$ to 3.80 for $h = 2.0$, and for this range of values the type I error rate does not change much. In both tables with $n = 500$, the variance of the binomial random variable $k_H(\delta_n + h)$ is slightly smaller than its expected value because $P(Y_i \leq \delta_n + h) > 0.92$ for $-2.0 \leq h \leq 2.0$.

Under the null hypothesis $H_0 : \theta_1 = \cdots = \theta_n = \theta_0$, $\theta_0$ known, the asymptotic distribution of $T_H(\delta_n)$ converges to the standard normal distribution function even though the rate is very slow (unless $c = 1$ and $d = 2$). However, under the alternative hypothesis $H_a : H_0$ is false, the random variables $Y_i = (X_i - \theta_0)^2$, $i = 1, \ldots, n$, are independent, but not identically distributed. Thus, it is difficult to derive the asymptotic alternative distribution of $T_H(\delta_n)$ and calculate the exact power of the hard threshold statistic. However, the lower bound of the power of hard thresholding is shown by Fan (1996), and it is restated in Theorem 2.5. Note that when $\sum_{i=1}^n (\theta_i - \theta_0)^2 I(\{|\theta_i - \theta_0| > \sqrt{2\log n}\}) \gg \sigma_H(\delta_n)$, the asymptotic power of the hard threshold statistic $T_H(\delta_n)$ tends to 1.
**Theorem 2.5** (Fan, 1996). The power of the hard thresholding test $T_H(\delta_n)$ given in (2.7) is at least

$$P_{\theta_0} \left\{ \sum_{i \in S_0} ((X_i - \theta_0)^2 - 1) \geq m_0 \delta_n + \sigma_H(\delta_n)(z_\alpha - Z_n) \right\},$$

provided that $m_0 = o \left( na_n^{1/2} \right)$, where $S_0$ is the “oracle” best subset, $m_0 = \sharp(S_0)$, and $Z_n$ is a sequence of random variables converging to the standard normal random variable and independent of $X_i$’s, $i \in S_0$.

**Remark 2.1.** We may, without loss of generality, set $\theta_0 = 0$. In the aforementioned context, the adaptive Neyman’s and soft thresholding test statistics are, respectively,

$$T_{AN} = \max_{1 \leq m \leq n} \left\{ \left( \sqrt{2m} \right)^{-1} \sum_{j=1}^{m} (X_j^2 - 1) \right\}, \quad \text{and} \quad T_S(\delta_n) = \sum_{j=1}^{n} \psi_{\delta_n}(X_j),$$

where $\psi_{\delta_n}(x) = \text{sgn}(x)(|x| - \sqrt{\delta_n})_+$ and $\delta_n = 2 \log n + 2 \log c - 2d \log \log n$, with $t_+$ denoting the positive part of $t$, and $c > 0$, $d > 2.5$. The asymptotic null distribution of the adaptive Neyman’s statistic is followed from Darling and Erdős (1956), while that of the soft threshold statistic is followed from Fan (1996). The hard threshold statistic, however, outperforms the adaptive Neyman’s and soft threshold statistics. Thus these test statistics are not considered in this testing problem.

### 2.3 The Simes Procedure and Variations

This section proposes a power-enhanced version of the Simes (1986) statistic which helps to relate the present work with the modern literature on multiple testing.

First, we present the original Simes multiple testing procedure. Next, we improve the power by applying the Simes statistic at level

$$\alpha/(1 - \sharp\{\text{nonzero means}\} / \text{sample size}).$$

In the simple context where the $X_i$ are independent $N(\theta_i, 1)$, $i = 1, \ldots, n$, and we wish to test $H_0 : \theta_1 = \cdots = \theta_n = 0$ versus $H_a : \theta_i \neq 0$, for some $i$ (Assume,
without loss of generality, that $\theta_0 = 0$, from now on), the original Simes multiple testing procedure is as follows. First set up $n$ hypothesis testing problems of the form $H_0^{(i)} : \theta_i = 0$, $i = 1, \ldots, n$. For each such hypothesis $H_0^{(i)}$, calculate the $p$-value, denoted by $P_i$. Note that the $p$-value is $P_i = 2(1 - \Phi(|X_i|))$, $i = 1, \ldots, n$, where $\Phi$ is a standard normal distribution function. Lastly obtain the vector $P_{(1)}, \ldots, P_{(n)}$ of the ordered $p$-values. Then the original Simes statistic

$$T_S = \min_{1 \leq i \leq n} \left\{nP_{(i)}/i\right\}$$

rejects the global null hypothesis, $H_0^G$, that all $H_0^{(i)}$ are true if $T_S < \alpha$.

A power-enhanced version of the original Simes test procedure uses $\alpha/(1 - k_{n}^{opt}/n)$ instead of $\alpha$, where $k_{n}^{opt}$ is the number of false null hypotheses. When we do not have any information about $k_{n}^{opt}$, we can use the estimator of $k_{n}^{opt}$ as a data-driven choice. A recommendation for choosing $k_{n}^{opt}$ is given in Section 3.3. The idea is obtained from Storey (2002, 2003), Efron, Tibshirani, Story, and Tusher (2001), and the simulation results.
Chapter 3

Order Thresholding

The asymptotic theory for hard thresholding (Fan, 1996) is specific to the normality assumption and to the choice of the hard threshold parameter $\delta_n$. The centering and scaling of $T_H(\delta_n)$ in (2.6) are specific to the normality assumption, and $\delta_n$ is required to tend to infinity at a rate that is specific to the normality assumption. For example, $\delta_n$ tending to infinity is clearly not appropriate if the $X_i$ have bounded support. Intuitively, if the signal is present in more locations, it is advantageous to lower the value of the hard threshold parameter. However, Tables A.1 and A.2 show that small departures from the value of $\delta_n$ recommended in Fan (1996) ($c = 1, d = 2$) have significant effect on the level of the test. Johnstone and Silverman (2004) make a strong case for the need for flexibility in the choice of the threshold parameter. This chapter is organized as follows. In the first section, we represent a special form of the order statistics using exponential data and briefly review the methodology of Chernoff, Gastwirth, and Johns (1967). Section 3.2 develops the order threshold procedure for testing normal means in settings where the number of parameters increases with the sample size, and presents simulation results comparing the hard thresholding, a power-enhanced version of the Simes (1986), and order thresholding test statistics. The simulation results suggest that choosing the order threshold parameter equal to the number of the false null hypotheses maximizes the power. Section 3.3 gives a recommendation for choosing a data-driven value of the order threshold parameter using the idea of Storey (2002, 2003).
3.1 From Order Statistics to Order Thresholding: An Overview

In the late 60s when the asymptotic theory of linear combinations of order statistics ($L$-statistics) was developed (cf. Bickel, 1967, Chernoff, Gastwirth, and Johns, 1967, Shorack, 1969, Stigler, 1969), the main emphasis was in the estimation of the location parameter. Therefore, the conditions in these papers do not yield automatically the asymptotic distribution of $L$-statistics that assign positive weight to only the largest order statistics. Such $L$-statistics were considered by Nagaraja (1982) in his study of the selection differential for applications to outlier detection. Using results from Hall (1978) and Stigler (1973), he obtained the asymptotic distribution in the extreme and quantile cases, respectively. Here we will use the conditions from the paper of Chernoff, Gastwirth, and Johns (1967), CGJ1967 from now on. Their approach is based on a special representation of the order statistics from the exponential distribution, which we now review.

Let $V_1, \ldots, V_n$ be i.i.d. from the standard exponential distribution, let $V_{1,n} < \cdots < V_{n,n}$ be the corresponding order statistics, and consider the order threshold statistic

$$T_{E,L}(k_n) = \sum_{i=1}^{n} c_{in} V_{i,n} = \sum_{i=n-k_n+1}^{n} V_{i,n}. \quad (3.1)$$

The method of CGJ1967 for establishing the asymptotic distribution of the statistic $T_{E,L}(k_n)$ rests on the following well known property (cf. David and Nagaraja, 2003, pages 17-18).

**Lemma 3.1.** The vector of order statistics $(V_{1,n}, \ldots, V_{n,n})$ may be represented in distribution by

$$(V_{1,n}, \ldots, V_{n,n}) \overset{d}{=} (Y_1, \ldots, Y_n),$$

where

$$Y_i = \frac{V_1}{n} + \frac{V_2}{n-1} + \cdots + \frac{V_i}{n-i+1} = \sum_{j=1}^{i} \frac{V_j}{n-j+1}.$$
Thus, with $T_{E,L}(k_n)$ given by (3.1), it can be represented in distribution as

$$T_{E,L}(k_n) \overset{d}{=} \sum_{j=1}^{n} \alpha_{E,jn}(k_n)V_j,$$

(3.2)

where $\alpha_{E,jn}(k_n) = k_n/(n-j+1)$ for $j \leq n - k_n$ and $\alpha_{E,jn}(k_n) = 1$ for $j > n - k_n$.

Relation (3.2) expresses $T_{E,L}(k_n)$ as a linear combination of the independent random variables $V_1, \ldots, V_n$ which enables the use of standard asymptotic results for establishing conditions for its asymptotic distribution. This is given in the following.

**Theorem 3.1.** Let $k_n$, $n \geq 1$, be any sequence of integers which satisfies $k_n \to \infty$, as $n \to \infty$, and $k_n \leq n$, and let $T_{E,L}(k_n)$ be given in (3.1). Then we have

$$T_{E,L}^*(k_n) = T_{E,L}(k_n) - \sum_{i=1}^{n} \alpha_{E,in}(k_n) \sqrt{\sum_{i=1}^{n} \alpha_{E,in}(k_n)^2} \to N(0,1), \text{ as } n \to \infty. \tag{3.3}$$

Note that the (exact) mean of $T_{E,L}(k_n)$ is $E(T_{E,L}(k_n)) = \sum_{i=1}^{n} \alpha_{E,in}(k_n)$ and the (exact) variance of $T_{E,L}(k_n)$ is $Var(T_{E,L}(k_n)) = \sum_{i=1}^{n} \alpha_{E,in}(k_n)^2$. Using Lindeberg-Feller central limit theorem, the asymptotic normality of $T_{E,L}(k_n)$ is proved in Appendix.

In the case where the observations $Y_i$, $i = 1, \ldots, n$, come from a distribution function $F$, the CGJ1967 approach for obtaining the asymptotic distribution of the order threshold statistic

$$T_{F,L}(k_n) = \sum_{i=1}^{n} c_{in}Y_{i,n} = \sum_{i=n-k_n+1}^{n} Y_{i,n}, \tag{3.4}$$

where $Y_{1,n} < \cdots < Y_{n,n}$ are the ordered $Y_i$'s, is based on the expression $Y_{i,n} = \hat{H}_F(V_{i,n})$, where $\hat{H}_F = F^{-1} \circ G$, and $G$ is the standard exponential distribution function, and the use of Taylor expansion to obtain

**Lemma 3.2** (Chernoff, Gastwirth, and Johns, 1967). Let $T_{F,L}(k_n)$ be given by (3.4). Then,

$$n^{-1}T_{F,L}(k_n) \overset{d}{=} \mu_{F,n}(k_n) + Q_{F,n}(k_n) + R_{F,n}(k_n),$$
where
\[
\mu_{F,n}(k_n) = \frac{1}{n} \sum_{i=1}^{n} c_{i,n} \hat{H}_F (\hat{\nu}_{i,n}),
\]
\[
Q_{F,n}(k_n) = \frac{1}{n} \sum_{i=1}^{n} \alpha_{F,in}(k_n) (V_i - 1),
\]
and
\[
R_{F,n}(k_n) = \frac{1}{n} \sum_{i=1}^{n} c_{i,n} \left\{ \left( \hat{H}_F (V_{i,n}) - \hat{H}_F (\hat{\nu}_{i,n}) \right) - (V_{i,n} - \hat{\nu}_{i,n}) \hat{H}_F' (\hat{\nu}_{i,n}) \right\}
\]
with \(\alpha_{F,in}(k_n) = \frac{1}{n - i + 1} \sum_{j=1}^{n} c_{j,n} \hat{H}_F (\hat{\nu}_{j,n})\) and \(\hat{\nu}_{i,n} = \sum_{j=1}^{i} \frac{1}{n - j + 1}\).

From now we will provide Assumptions A, B*, and C of CGJ1967 under which \(Q_{F,n}(k_n)\) is asymptotically normally distributed and the remainder term, \(R_{F,n}(k_n)\), tends to zero in probability.

**Assumption A:** \(\hat{H}_F(v)\) is continuously differentiable for \(0 < v < \infty\).

**Assumption B*:** Let \(u_{j,n}(\epsilon), w^{jn}(\epsilon), v_{j,n}(\epsilon),\) and \(v^{jn}(\epsilon)\), be such that
\[
P \{ u_{j,n}(\epsilon) < U_{j,n} < w^{jn}(\epsilon), 1 \leq j \leq n \} \geq 1 - \epsilon, \quad n \geq 1, \quad (3.5)
\]
\[
P \{ v_{j,n}(\epsilon) < V_{j,n} < v^{jn}(\epsilon), 1 \leq j \leq n \} \geq 1 - \epsilon, \quad n \geq 1, \quad (3.6)
\]
where \(U_{j,n}, j = 1, \ldots , n,\) are the ordered observations from an i.i.d. sequence of Uniform(0,1) random variables and
\[
v_{j,n}(\epsilon) = -\log(1 - u_{j,n}(\epsilon)), \quad w^{jn}(\epsilon) = -\log(1 - w^{jn}(\epsilon)),
\]
\[
u_{j,n}(\epsilon) < j/(n + 1) < w^{jn}(\epsilon), \quad v_{j,n} = -\log(1 - j/(n + 1)),
\]
\[
\hat{\nu}_{i,n} = \sum_{j=1}^{i} \frac{1}{n - j + 1}, \quad v_{j,n}(\epsilon) < \nu_{j,n} < \hat{\nu}_{j,n} < v^{jn}(\epsilon).
\]

Let \(\alpha_{F,in}(k_n)\) be given in Lemma 3.2. For each \(\epsilon > 0,\)
\[
\sum_{j=1}^{n} |c_{j,n}| \left\{ \sup_{v_{j,n}(\epsilon) < v < v^{jn}(\epsilon)} |G_{F,jn}(v)| \right\} \sqrt{\frac{j}{n - j + 1}} = o(n\sigma_{F,n}(k_n)),
\]
where

\[ G_{F,jn}(v) = \begin{cases} \tilde{H}_F(v) - \tilde{H}_F(\tilde{\nu}_{jn}) - \tilde{H}_F'(\tilde{\nu}_{jn}) & \text{if } v \neq \tilde{\nu}_{jn} \\ 0 & \text{if } v = \tilde{\nu}_{jn} \end{cases} \]

and

\[ \sigma^2_{F,n}(k_n) = \frac{1}{n} \sum_{j=1}^{n} \alpha^2_{F,jn}(k_n). \]

**Assumption C:**

\[ \max_{1 \leq j \leq n} |\alpha_{F,jn}(k_n)| = o\left(n^{1/2} \sigma_{F,n}(k_n)\right). \]

Lemma 3.3 expresses the simultaneous bounds of the exponential and uniform order statistics, i.e., \( u_{jn}(\epsilon) \), \( u_{jn}^n(\epsilon) \), \( v_{jn}(\epsilon) \), and \( v_{jn}^n(\epsilon) \). Lemmas 3.3, 3.4, and 3.5 show that these simultaneous bounds satisfy relations (3.5) and (3.6).

**Lemma 3.3.** Let \( U_{i,n}, i = 1, \ldots, n \), be order statistics from the uniform distribution in \((0,1)\), and set \( V_{i,n} = -\log(1 - U_{i,n}) \). For any \( 0 < \epsilon < 1 \) and some \( 1 - \log \left( n - \sqrt{\frac{n}{2} \log \left( \frac{58}{\epsilon} \right) + 1} \right) / \log n \leq \delta(n) < 1 - \log \left( \frac{n}{2} \log \left( \frac{58}{\epsilon} \right) \right) / (2 \log n) \), set

\[
\begin{align*}
\left\{ \begin{array}{ll}
u_{jn}(\epsilon) = & \max \left\{ 0, \frac{j}{n} - \sqrt{\frac{1}{2n} \log \left( \frac{58}{\epsilon} \right)} \right\}, & 1 \leq j < n^{1-\delta(n)}, \\
& 1 - e^{-\tilde{\nu}_{jn} e^{\sqrt{2/\epsilon}}}, & n^{1-\delta(n)} \leq j \leq n,
\end{array} \right. \\
u_{jn}^n(\epsilon) = & \frac{j-1}{n} + \sqrt{\frac{1}{2n} \log \left( \frac{58}{\epsilon} \right)}, & 1 \leq j < n^{1-\delta(n)}, \\
& 1 - e^{-\tilde{\nu}_{jn} e^{-\sqrt{2/\epsilon}}}, & n^{1-\delta(n)} \leq j \leq n,
\end{align*}
\]

where \( \tilde{\nu}_{jn} = \sum_{i=1}^{j} 1/(n - i + 1) \). Then, the sequences of constants

\[ v_{jn}(\epsilon) = -\log (1 - u_{jn}(\epsilon)), \quad v_{jn}^n(\epsilon) = -\log (1 - u_{jn}^n(\epsilon)) \]

satisfy (3.6).
Lemma 3.4. Let $u_{jn}(\epsilon)$ and $w_{jn}(\epsilon)$ be given in Lemma 3.3. Then, the sequences of constants $u_{jn}(\epsilon)$ and $w_{jn}(\epsilon)$, $j = 1, \ldots, n$, satisfy the relation
\[ u_{jn}(\epsilon) < \frac{j}{n+1} < w_{jn}(\epsilon). \]

Remark 3.1. Assume that $1 - n^{-\delta(n)} \to 0$, as $n \to \infty$. Then, the sequences of constants $u_{jn}(\epsilon)$ and $w_{jn}(\epsilon)$, given in Lemma 3.3, satisfy the relation $\sup_{1 \leq j \leq n} (w_{jn}(\epsilon) - u_{jn}(\epsilon)) = o(1)$ (cf. Glivenko-Cantelli theorem).

Remark 3.2. If we take all $u_{jn}(\epsilon)$ and $w_{jn}(\epsilon)$ from the Kolmogorov’s inequality, then $u_{jn}(\epsilon) = 1 - e^{-\tilde{\nu}_{jn} + \sqrt{2/j\epsilon}}$ and $w_{jn}(\epsilon) = 1 - e^{-\tilde{\nu}_{jn} - \sqrt{2/j\epsilon}}$, $j = 1, \ldots, n$. Under these settings, $\sup_{1 \leq j \leq n} (w_{jn}(\epsilon) - u_{jn}(\epsilon)) \neq o(1)$. Also, the positive function $R(j)$, defined in Lemma B.1, is not increasing on $1 \leq j \leq n$.

Lemma 3.5. Let $\tilde{\nu}_{jn}$ be given in Lemma 3.3, and let $\nu_{jn} = - \log \left(1 - j/(n+1)\right)$, $j = 1, \ldots, n$. Assume that $1 - n^{-\delta(n)} \to 0$ and $n^{1/2}(1 - n^{-\delta(n)}) \to \infty$, as $n \to \infty$. Then, the sequences of constants $v_{jn}(\epsilon)$ and $w_{jn}(\epsilon)$, given in Lemma 3.3, satisfy the relations
\[ v_{jn}(\epsilon) < \nu_{jn} < \tilde{\nu}_{jn} < v^{jn}(\epsilon) \quad \text{and} \quad v^{jn}(\epsilon) - v_{jn}(\epsilon) \leq K(\epsilon), \]
where $K(\epsilon)$ is independent of $n$.

In this dissertation, we use the original forms of Assumptions A and C (restate above for convenience), but a slightly stronger version of Assumption B* (say Assumption B; it is stated below). (Note that the simultaneous bounds of the exponential order statistics, $v_{jn}(\epsilon)$ and $w_{jn}(\epsilon)$ used in Assumption B, are given in Lemma 3.3 and are different from those in CGJ1967.)

Assumption B: For each $\epsilon > 0$,
\[ A_n = \sum_{j=n-k_n+1}^{n} \left[ \sup_{v_{jn}(\epsilon) < v < v^{jn}(\epsilon)} \left| \hat{H}_F(v) - \hat{H}_F(\tilde{\nu}_{jn}) \right| \right] \sqrt{\frac{j}{n-j+1}} = o(n\sigma_{F,n}(k_n)), \]
where $v_{jn}(\epsilon)$, $v^{jn}(\epsilon)$, and $\tilde{\nu}_{jn}$ are given in Lemma 3.3.
The main result of CGJ1967 is stated next.

**Theorem 3.2** (Chernoff, Gastwirth, and Johns, 1967). If Assumptions A, B, and C are satisfied, then we have

\[ T^*_F,L(k_n) = \frac{T_{F,L}(k_n) - n\mu_{F,n}(k_n)}{\sqrt{n}\sigma_{F,n}(k_n)} \xrightarrow{d} N(0, 1), \quad \text{as } n \to \infty. \]

### 3.2 Single Sequence of \( N(0, 1) \) Random Variables

In this section we will apply the approach of CGJ1967 to develop order threshold test procedures for testing the simple hypothesis

\[ H_0 : \theta_i = 0, \quad \forall i \quad \text{versus} \quad H_a : H_0 \text{ is false} \quad (3.7) \]

based on a sequence of observations \( X_i, i = 1, \ldots, n \), where \( X_i \sim N(\theta_i, 1) \). The asymptotic null distribution of the order threshold statistic given by (1.1) is derived in the next subsection, while simulation results comparing the power of the hard threshold statistic, a power-enhanced version of the Simes (1986) statistic, and that of order threshold statistics are presented in Subsection 3.2.2.

#### 3.2.1 The Asymptotic Null Distribution

Let \( X_i, i = 1, \ldots, n \), be standard normal random variables, and let

\[ T_L(k_n) = \sum_{i=1}^{n} c_{i,n} Y_{i,n} = \sum_{i=n-k_n+1}^{n} Y_{i,n}, \quad (3.8) \]

where \( Y_i = X_i^2, \ Y_{1,n} < \cdots < Y_{n,n} \) are the ordered \( Y_i \)'s, \( c_{i,n} = I(i > n - k_n) \), and \( k_n \) is the order threshold parameter. The approach of CGJ1967 is based on the representation

\[ T_L(k_n) \overset{d}{=} \sum_{i=n-k_n+1}^{n} \tilde{H}(V_{i,n}), \]
where \( V_{i,n}, \ i = 1, \ldots, n, \) are the ordered observations from an i.i.d. sequence of \( \text{Exp}(1) \) random variables, and

\[
\tilde{H}(v) = F^{-1} \circ G(v)
\]

with \( F(y) = \frac{1}{\sqrt{2\pi}} \int_{0}^{y} t^{-1/2} e^{-t/2} dt, \ y > 0, \) and \( G(v) = 1 - e^{-v}, \ v \geq 0. \) Let

\[
\mu_n(k_n) = \frac{1}{n} \sum_{i=1}^{n} c_{in} \tilde{H}(\tilde{\nu}_{in}), \quad \sigma^2_n(k_n) = \frac{1}{n} \sum_{i=1}^{n} \alpha^2_{in}(k_n), \quad \text{(3.9)}
\]

where

\[
\alpha_{in}(k_n) = \frac{1}{n - i + 1} \sum_{j=i}^{n} c_{jn} \tilde{H}'(\tilde{\nu}_{jn}), \quad \tilde{\nu}_{in} = \sum_{j=1}^{i} \frac{1}{n - j + 1}. \quad \text{(3.10)}
\]

The term of \( \alpha_{in}(k_n) \) can be reexpressed as

\[
\alpha_{in}(k_n) = \frac{1}{n - i + 1} \sum_{j=i}^{n} c_{jn} \tilde{H}'(\tilde{\nu}_{jn})
\]

for \( i \leq n - k_n \) and

\[
\alpha_{in}(k_n) = \frac{1}{n - i + 1} \sum_{j=i}^{n} \tilde{H}'(\tilde{\nu}_{jn})
\]

for \( i > n - k_n \) with \( \tilde{H}'(\tilde{\nu}_{jn}) = \frac{e^{-\tilde{\nu}_{jn}}}{f(F^{-1}(1 - e^{-\tilde{\nu}_{jn}}))} \) and the function \( f \) is the derivative of \( F. \) With this notation we have the following.

**Theorem 3.3.** Let \( Y_i, \ i = 1, \ldots, n, \) be a sequence of i.i.d. random variables having the central chi-squared distribution with 1 degree of freedom. Let \( k_n, \ n \geq 1, \) be any sequence of integers which satisfies \( k_n \to \infty, \) as \( n \to \infty, \) and \( k_n \leq n. \) Let \( \mu_n(k_n) \) and \( \sigma^2_n(k_n) \) be as in (3.9) with \( c_{in} = 1 \) \( (i > n - k_n), \) and let \( T_L(k_n) \) be given in (3.8). Then we have

\[
T^*_L(k_n) = \frac{T_L(k_n) - n\mu_n(k_n)}{\sqrt{n}\sigma_n(k_n)} \overset{d}{\to} N(0, 1), \ \text{as} \ n \to \infty. \quad \text{(3.11)}
\]

Note that the asymptotic mean of \( T_L(k_n) \) is \( n\mu_n(k_n) \) and the asymptotic variance of \( T_L(k_n) \) is \( n\sigma^2_n(k_n) \) as \( k_n \) tends to infinity with \( n. \)
3.2.2 Simulations

Table A.3 presents the achieved alpha levels of the order threshold statistic $T_L(k_n)$ for different values of the order threshold parameter $k_n$. The results are based on 30,000 simulations runs. For $T_L(k_n)$, note that in Table A.3 with $n = 500$, $k_n$ ranges from 2 to 500, and the achieved alpha levels are close to the true value of 0.05. In contrast, for the hard threshold statistic $T_H(\delta_n)$, note that in Table A.1 the deterioration of the achieved alpha levels happens as the hard threshold parameter $\delta_n$ decreases over a relatively small range. Moreover, we note that the slightly liberal $\alpha$ levels of the $T_L(k_n)$ statistic can be corrected by the use of a multiple of a $\chi^2$ distribution to approximate its finite sample distribution. Thus, using the approximation $T_L(k_n) \sim b\chi^2_{\nu}$, where $b$ and $\nu$ are chosen to match the mean and variance of $T_L(k_n)$, results in the type I error rates shown in Table A.4.

Note that the results of Table A.4 are a little more conservative than those of Table A.3.

The greater flexibility in the choice of the threshold parameter that the order threshold statistic offers does not come at the expense of the rate with which it converges to its asymptotic distribution. To emphasize this aspect, Figure A.1 presents the estimated densities of the hard thresholding (solid lines in the upper panel) and order thresholding test statistics (solid lines in the lower panel), based on 20,000 simulated values of each statistic using $n = 200$. The threshold parameters of the hard thresholding and order thresholding test statistics have been chosen so that the average number of observations included in the two statistics are the same in each column. We see that the estimated densities of the order threshold statistic are closer to the standard normal density (dash-dot line) than those of the hard threshold statistic. In particular, the estimated densities in the upper panel show the rapid deterioration of the quality of the normal approximation to the distribution of $T_H(\delta_{200})$ as $\delta_{200}$ shifts away from recommended value of $\delta_{200} = 2\log(200\log^{-2}200) = 3.9271$.

From now, we compare the empirical power of the order threshold statistic using several values of the threshold parameter with those of the hard threshold and a power-enhanced version of the Simes (1986) statistics. The simulations reported here use samples of size $n = 500$ generated from the normal distribution with variance 1. The threshold parameter $k_{500}$ of the order threshold statistics takes values
of 15, 40, 70, 100, 200, 500, as well as a data-driven value, denoted by $\hat{k}_{500}^{opt}$, whose description is given in Section 3.3. The empirical power using the approximation $T_L(\hat{k}_{500}^{opt}) \sim b\chi^2_0$ is reported together with that using the normal approximation to $T_L(\hat{k}_{500}^{opt})$. The hard threshold statistic we consider uses the recommended value of the threshold parameter which is $\delta_{500} = \log(500 \log^2 500) = 5.1216$. All results are based on 3,000 simulation runs. Since the global hypothesis $H_0^{G}$, all $H_0^{(i)} : \theta_i = 0$ are true, is the same for all three simulation settings, the type I error rates reported in the last row of Table A.5 pertain also to Tables A.6 and A.7. Note that all achieved significance levels are below 0.06. The alternatives considered have 30 of the 500 mean values different from zero. In particular, we consider the following sequence of alternatives indexed by $r$:

$$H_r : \theta_j = \eta_{j+r-1} \quad \text{for} \quad j = 1, \ldots, 500, \quad r = 1, \ldots, 30,$$

where $\eta_j$, $j = 1, 2, \ldots$, is a given sequence. The following are examples with different values of $\eta$.

**Example 3.1.** We generate the values of $\eta_j$, $j = 1, \ldots, 30$, from $N(1.5, 1)$. The rest values of $\eta_j$ are 0. The values different from 0 are as follows:

$$(1.0674, -0.1656, 1.6253, 1.7877, 0.3535, 2.6909, 2.6892, 1.4624, 1.8273, 1.6746,$$

$$1.3133, 2.2258, 0.9117, 3.6832, 1.3636, 1.6139, 2.5668, 1.5593, 1.4044, 0.6677,$$

$$1.7944, 0.1638, 2.2143, 3.1236, 0.8082, 2.7540, -0.0937, 0.0590, 2.0711, 2.3579).$$

Note that $\#(j : 0 < |\eta_j| \leq 1, \ j = 1, 2, \ldots) = 8$, $\#(j : 1 < |\eta_j| \leq 2, \ j = 1, 2, \ldots) = 12$, $\#(j : 2 < |\eta_j| \leq 3, \ j = 1, 2, \ldots) = 8$, and $\#(j : |\eta_j| > 3, \ j = 1, 2, \ldots) = 2$.

**Example 3.2.** We generate the values of $\eta_j$, $j = 1, \ldots, 30$, from the standard exponential distribution. The remaining values of $\eta_j$ are 0. The values different from 0 are as follows:

$$(0.0512, 1.4647, 0.4995, 0.7216, 0.1151, 0.2716, 0.7842, 3.7876, 0.1967, 0.8103,$$

$$0.4854, 0.2332, 0.5814, 0.3035, 1.7357, 0.9021, 0.0667, 0.0867, 0.8909, 0.1124,$$

$$2.8491, 1.0416, 0.2068, 2.6191, 1.9740, 1.5957, 1.6158, 0.5045, 1.3012, 1.6153).$$
Note that \( \#(j : 0 < \eta_j \leq 1, \ j = 1, 2, \ldots) = 19, \ \#(j : 1 < \eta_j \leq 2, \ j = 1, 2, \ldots) = 8, \ \#(j : 2 < \eta_j \leq 3, \ j = 1, 2, \ldots) = 2, \) and \( \#(j : \eta_j > 3, \ j = 1, 2, \ldots) = 1. \)

**Example 3.3.** In this example the values of \( \eta_j, \ j = 1, \ldots, 30, \) are 2.0 and the rest are zero.

As expected, the power in each column decreases by increasing \( r \) because the number of \( \theta \) with values different from zero (denoted by \( k_{500}^{\text{opt}} \)) decreases. When the \( \theta_i \) with the large value such as 3.6832, 3.1236 (in Example 3.1), and 3.7876 (in Example 3.2) is excluded at the alternative, the large decrement in the power occurs. For each alternative the statistic \( T_L(15) \) or \( T_L(40) \) achieves better power than the order threshold statistics with the other specified values of the threshold parameter. This is a consequence of the fact that the number of mean values that are different from zero never exceeds 30. Thus, less noise is incorporated in \( T_L(k_{500}^{\text{opt}}) \) than the other order threshold statistics. Note that with the chosen value of \( \delta_{500} = 5.1216, \) the hard threshold statistic uses, on average, 12 observations. Thus, it is rather surprising that the empirical power of the hard threshold statistic is always smaller than that of \( T_L(15). \) In all three tables, the empirical power using the approximation \( T_L(\hat{k}_{500}^{\text{opt}}) \sim \Phi \) is similar to that of \( T_L(k_{500}^{\text{opt}}), \) and always greater than the empirical powers of the hard threshold and Simes statistics. The empirical power using the approximation \( T_L(\hat{k}_{500}^{\text{opt}}) \sim b\chi^2_2 \) is a little bit smaller than that using the normal approximation, however, it is still greater than the empirical powers of the hard threshold and Simes statistics. In Table A.7, for large number of the false null hypotheses the Simes statistic \( T_S \) performs much worse than the hard threshold statistic, the order threshold statistic, and even the chi-square statistic \( T_L(500). \) In all three tables, the power of \( T_H(5.1216) \) is similar (though somewhat smaller) to that of \( T_L(100). \) Finally, all order threshold statistics achieved higher power than the chi-square statistic \( T_L(500). \)

### 3.3 Choosing \( k_n \)

The simulation results and the discussion in the closing paragraph of Subsection 3.2.2 suggest that the power of \( T_L(k_n) \) is largest when \( k_n \) equals the number of mean values different from zero (denoted by \( k_{n,}^{\text{opt}} \)). As a data-driven choice of \( k_n, \)
we propose to use the estimate of $k_n^{opt}$ suggested by Storey (2002, 2003) and Efron, Tibshirani, Storey, and Tusher (2001), which is

$$\hat{k}_n^{opt}(\lambda) = \max \left\{ \frac{n\hat{G}_n(\lambda) - n\lambda - 1}{1 - \lambda}, \log^{3/2} n \right\},$$

where $\hat{G}_n$ is the empirical cdf of $P^n = (P_1, \ldots, P_n)$, the $P_i$s are the $p$-values of the individual hypotheses $H_0^{(i)} : \theta_i = 0, i = 1, \ldots, n$, and $\lambda$ is the median of the $P_i$s. The recommended lower bound $\log^{3/2} n$ of $\hat{k}_n^{opt}(\lambda)$ was found to be preferable in the simulations we performed. Interestingly, $\log^{3/2} n$ equals the expected number of observations in hard thresholding with the recommended threshold parameter of $\delta_n = 2\log(n\log^{-2} n)$. 
One-Way HANOVA

Let the $X_{ij}, i = 1, \ldots, a, j = 1, \ldots, n$, be independent $N(\theta_i, \sigma^2)$, where the $\theta_i$ and $\sigma^2$ are all unknown. Let $\alpha_i = \theta_i - \bar{\theta}$ denote the “effect” of the $i$th group, and consider testing $H_0 : \alpha_1 = \cdots = \alpha_a = 0$ vs. $H_a : H_0$ is false. Akritas and Papadatos (2004) show that the asymptotic power of the optimal invariant ANOVA $F$ test equals its level of significance even when $||\alpha|| \to \infty$, as $a \to \infty$, with $||\alpha||^2 = o(\sqrt{a})$. Because the power of the chi-square statistic (1.2) has a similar property, an extension of the order thresholding to the one-way HANOVA setting is expected to result in similar gains in power over the ANOVA $F$ test.

In Section 4.1, we extend the applicability of order thresholding to the one-way HANOVA context, while Section 4.2 illustrates the improved power of order thresholding via simulation. Finally, using the idea of Storey (2002, 2003) and the simulation results, we present a recommendation for a data-driven choice of the order threshold parameter in Section 4.3.

4.1 Order Thresholding in One-Way HANOVA

The classical $F$ statistic is given by

$$F_a = \frac{MST}{MSE},$$

(4.1)
where

\[
MST = \frac{1}{a - 1} \sum_{i=1}^{a} n (X_i - \bar{X})^2, \quad MSE = \frac{1}{N-a} \sum_{i=1}^{a} \sum_{j=1}^{n} (X_{ij} - X_i)^2,
\]

with \(\bar{X}_i = n^{-1} \sum_{j=1}^{n} X_{ij}, \bar{X} = N^{-1} \sum_{i=1}^{a} \sum_{j=1}^{n} X_{ij},\) and \(N = an.\) Note that

\[
(a - 1) F_a = \sum_{i=1}^{a} \left( \frac{\sqrt{n} (X_i_ - \bar{X})}{\sqrt{MSE}} \right)^2 \quad (4.2)
\]

differs from the chi-square statistic (1.2) only in that the random variables which are being summed are not independent, and their distribution is not \(\chi^2_1.\) Set

\[
\tilde{Z}_i = \frac{\sqrt{n} (X_i_ - \bar{X})}{\sqrt{MSE}}, \quad \hat{Z}_i = \frac{\sqrt{n} (X_i_ - \bar{X})}{\sigma}.
\]

Thus,

\[
\tilde{Z}_i = s \hat{Z}_i, \quad \text{where} \quad s = \frac{\sigma}{\sqrt{MSE}}.
\]

Threshold versions of (4.2) are of the form

\[
\tilde{T}_L(k_a) = \sum_{i=1}^{a} c_{ia} \tilde{Z}_{i,a}^2 = s^2 \sum_{i=1}^{a} c_{ia} \hat{Z}_{i,a}^2, \quad (4.3)
\]

where \(\tilde{Z}_{i,a}^2 < \cdots < \tilde{Z}_{a,a}^2\) are the ordered \(\tilde{Z}_{i,a}^2\)’s, \(\tilde{Z}_{i,a} = s \hat{Z}_{i,a}, c_{ia} = I(i > a - k_a),\) and \(k_a\) is the order threshold parameter. For suitable centering and scaling constants, \(\hat{\mu}_a(k_a)\) and \(\hat{\sigma}_a(k_a),\) the asymptotic theory of \(\tilde{T}_L(k_a)\) will use the decomposition

\[
\frac{\tilde{T}_L(k_a) - a \hat{\mu}_a(k_a)}{\sqrt{a \hat{\sigma}_a(k_a)}} = s^2 \frac{1}{\sqrt{a \hat{\sigma}_a(k_a)}} \left( \sum_{i=1}^{a} c_{ia} \tilde{Z}_{i,a}^2 - a \hat{\mu}_a(k_a) \right) + \frac{\sqrt{a}}{\hat{\sigma}_a(k_a)} \hat{\mu}_a(k_a) (s^2 - 1). \quad (4.4)
\]

The two components in (4.4) are independent, so it suffices to show the asymptotic normality of each one separately. To deal with the first component, let \(\theta_0 \) denote
the common value of the $\theta_i$ under $H_0$ and write

$$\hat{Z}_i = Z_i + \frac{t}{\sqrt{a}}, \quad \text{where} \quad Z_i = \frac{\sqrt{n}(X_i - \theta_0)}{\sigma}, \quad \text{and} \quad t = -\sqrt{N}(X_0 - \theta_0). \tag{4.5}$$

Our approach for obtaining the asymptotic distribution of $\sum_{i=1}^a c_{ia} \hat{Z}_{i,a}^2$ is to first derive its asymptotic distribution treating the $t$ in (4.5) as fixed, and then to show that the convergence is uniform over all values of $t$ bounded by any positive constant $M$. By Slutsky’s theorem, the asymptotic distribution of the first component of (4.4) is the same as that of $\sum_{i=1}^a c_{ia} \hat{Z}_{i,a}^2$. The asymptotic distribution of the second component of (4.4) is easily derived since

$$\sqrt{a}(s^2 - 1) \xrightarrow{d} N \left(0, \frac{2}{n-1}\right), \quad \text{as} \quad a \to \infty,$$

and, as it will be shown in lemmas described in Subsection 4.1.3, $\hat{\mu}_a(k_a) / \hat{\sigma}_a(k_a) \to \mu_r / \sigma_r$, provided that $k_a / a \to r$ for some $0 \leq r \leq 1$ and $k_a \to \infty$, as $a \to \infty$.

### 4.1.1 Asymptotic Distribution when $t$ is Fixed

When $t$ is fixed, we set

$$Z_{t,i} = Z_i + \frac{t}{\sqrt{a}}, \quad i = 1, \ldots, a, \quad T_{t}^a(k_a) = \sum_{i=1}^a c_{ia} Z_{t,i}^2, \tag{4.6}$$

where $Z_{t,1}^2 < \cdots < Z_{t,a}^2$ are the order statistics of $Z_{t,1}^2, \ldots, Z_{t,a}^2$. (Note that for $t$ as defined in (4.5), $Z_{t,i}$ becomes $\hat{Z}_i$.) It follows that the $Z_{t,i}^2$ are independent $\chi^2_1(t^2/a)$ so that their density and cumulative distribution functions are given by

$$g_{a,t}(y) = \frac{e^{-\frac{1}{2}(y + \frac{t^2}{a})} y^{-1/2}}{2^{1/2}} \sum_{k=0}^{\infty} \frac{(t^2 y)^k}{2^{2k} k! \Gamma(k + 1/2)}, \quad y > 0, \quad \text{and}$$

$$G_{a,t}(y) = \int_0^y g_{a,t}(u) du = \sum_{k=0}^{\infty} e^{-\frac{1}{2} \frac{t^2}{a}} \frac{1}{2^k k!} \left(\frac{t^2}{a}\right)^k G_{2k+1}(y), \quad y > 0,$$
respectively, where

\[ G_k(y) = \frac{1}{2^{k/2} \Gamma(k/2)} \int_0^y u^{k/2-1} e^{-u/2} du, \quad y > 0, \]

is the cumulative distribution function of \( \chi_k^2(0) \). Let

\[ \mu_t^{(k)}(a) = \frac{1}{a} \sum_{i=1}^a c_{ia} G_{a,t}^{-1}(1 - e^{-\tilde{\nu}_{ia}}) \quad \text{and} \quad (\sigma_t^{(k)}(a))^2 = \frac{1}{a} \sum_{i=1}^a (\alpha_t^{(k)}(a))_i^2, \quad (4.7) \]

where \( \alpha_t^{(k)}(a) = \frac{1}{a - i + 1} \sum_{j=i}^a c_{ja} e^{-\nu_{ja}} \) and \( \tilde{\nu}_{ta} = \sum_{j=1}^i \frac{1}{a - j + 1} \).

We note that the order threshold parameter \( k_a \) depends on \( a \), not \( n \). This detail aside, the parameters in (4.7) with \( t = 0 \) are the same as those in (3.9). With this notation we have the following lemma. This lemma is related to Lemma 3.2.

**Lemma 4.1** (Chernoff, Gastwirth, and Johns, 1967). Let \( T_t^{(k)}(a) \) and \( \mu_t^{(k)}(a) \) be as defined in (4.6) and (4.7), respectively. Let \( V_1, \ldots, V_a \) be i.i.d. from \( \text{Exp}(1) \) random variables and let \( V_{1,a} < \cdots < V_{a,a} \) be the corresponding order statistics. Then \( a^{-1} T_t^{(k)}(a) \) can be decomposed as

\[ a^{-1} T_t^{(k)}(a) \overset{d}{=} \mu_t^{(k)}(a) + Q_t^{(k)}(a) + R_t^{(k)}(a), \]

where

\[ Q_t^{(k)}(a) = \frac{1}{a} \sum_{i=1}^a \alpha_t^{(k)}(a)(V_i - 1) \quad (4.8) \]

and

\[ R_t^{(k)}(a) = \frac{1}{a} \sum_{i=1}^a c_{ia} \left( (G_{a,t}^{-1}(1 - e^{-V_{i,a}}) - G_{a,t}^{-1}(1 - e^{-\tilde{\nu}_{ia}})) - \frac{(V_{i,a} - \tilde{\nu}_{ia}) e^{-\tilde{\nu}_{ia}}}{g_{a,t}(G_{a,t}^{-1}(1 - e^{-\tilde{\nu}_{ia}}))} \right) \]

with \( \alpha_t^{(k)}(a) = \frac{1}{a - i + 1} \sum_{j=i}^a c_{ja} e^{-\nu_{ja}} \) and \( \tilde{\nu}_{ta} = \sum_{j=1}^i \frac{1}{a - j + 1} \).

**Theorem 4.1.** For any fixed value of \( t \), let \( Z_{i,t}^2, i = 1, \ldots, a \), be a sequence of i.i.d. random variables having the noncentral chi-squared distribution with 1 degree of freedom and non-centrality parameter \( t^2/a \). Let \( k_a, a \geq 1 \), be any sequence of
integers which satisfies \( k_a \to \infty \), as \( a \to \infty \), and \( k_a \leq a \). Let \( \mu_{ia}^i(k_a) \) and \( (\sigma_{ia}^i(k_a))^2 \) be as in (4.7) with \( c_{ia} = I(i > a - k_a) \), and let \( T^*_L(k_a) \) be given in (4.6). Then we have

\[
T^*_L(k_a) = \frac{T^*_L(k_a) - a\mu_{ia}^i(k_a)}{\sqrt{a\sigma_{ia}^i(k_a)}} \xrightarrow{d} N(0,1), \quad a \to \infty. \tag{4.9}
\]

### 4.1.2 Uniformity of the Convergence in Distribution

This subsection shows that, for any positive constant \( M \), the distribution function of (4.9) converges to the standard normal distribution uniformly on \( |t| < M \).

**Lemma 4.2.** Consider the setting of Theorem 4.1. Let \( H_{a,t} \) be the distribution function of \( \sqrt{a}Q_{ia}^i(k_a)/\sigma_{ia}^i(k_a) \), where \( Q_{ia}^i(k_a) \) is given in (4.8), and let \( \Phi \) be the standard normal distribution function. Then, for any \( M > 0 \),

\[
\sup_{-M < t < M} \sup_{-\infty < x < \infty} |H_{a,t}(x) - \Phi(x)| \to 0, \quad a \to \infty.
\]

**Lemma 4.3.** Consider the setting of Theorem 4.1, and let \( R_{ia}^i(k_a) \) be as given in Lemma 4.1. Then, for any \( M > 0 \),

\[
\sup_{-M < t < M} \sup_{-\infty < x < \infty} \left| \frac{\sqrt{a}R_{ia}^i(k_a)}{\sigma_{ia}^i(k_a)} \right| \xrightarrow{p} 0, \quad a \to \infty.
\]

**Lemma 4.4.** Consider the setting of Theorem 4.1. Let \( F_{a,t} \) be the distribution function of \( T^*_L(k_a) \) given in (4.9) and let \( \Phi \) be the standard normal distribution function. Then, for any \( M > 0 \),

\[
\sup_{-M < t < M} \sup_{-\infty < x < \infty} |F_{a,t}(x) - \Phi(x)| \to 0, \quad a \to \infty.
\]

**Theorem 4.2.** Let \( k_a, a \geq 1 \), be any sequence of integers which satisfies \( k_a \to \infty \), as \( a \to \infty \), and \( k_a \leq a \). For \( t \) as defined in (4.5), let \( \hat{Z}_i, \hat{\mu}_a(k_a) \) and \( (\hat{\sigma}_a(k_a))^2 \) be as in (4.6), (4.7), respectively. Then we have

\[
\hat{T}^*_L(k_a) = \frac{\sum_{i=1}^{a} c_{ia} \hat{Z}^2_{i,a} - a\hat{\mu}_a(k_a)}{\sqrt{a\hat{\sigma}_a(k_a)}} \xrightarrow{d} N(0,1), \quad a \to \infty, \quad \tag{4.10}
\]
where $\tilde{Z}_{t,a}^2 < \cdots < \tilde{Z}_{t,a}^2$ are the ordered $\tilde{Z}_t^2$'s and $c_{ia} = I(i > a - k_a)$.

### 4.1.3 Asymptotic Normality of Order Threshold Statistics

In this subsection, it is first shown that $\mu_{t,a}(k_a)$ and $\sigma_{t,a}^2(k_a)$ converge to $\mu_0(k_a)$ and $\sigma_0^2(k_a)$, respectively, uniformly on $|t| < M$. This fact is then used in Theorem 4.3 for obtaining the asymptotic normality of the order threshold statistic given in (4.3).

**Lemma 4.5.** Let $k_a$, $a \geq 1$, be any sequence of integers which satisfies $k_a \to \infty$, as $a \to \infty$, and $k_a \leq a$. Let $(\sigma_a^2(k_a))^2$ and $(\sigma_0^2(k_a))^2$ be as in (4.7) with any $t$ and fixed value of $t = 0$, respectively. Then, for any $M > 0$,

$$\sup_{-M < t < M} \left| \frac{\sigma_a^2(k_a)}{\sigma_0^2(k_a)} - 1 \right| \to 0, \quad \text{as} \quad a \to \infty.$$

**Lemma 4.6.** Let $k_a$, $a \geq 1$, be any sequence of integers which satisfies $k_a \to \infty$, as $a \to \infty$, and $k_a \leq a$. Let $\mu_a^t(k_a)$, $\mu_0^t(k_a)$ and $(\sigma_0^2(k_a))^2$ be as in (4.7) with any $t$, fixed value of $t = 0$, respectively. Then, for any $M > 0$,

$$\sup_{-M < t < M} \left| \frac{\sqrt{a}(\mu_a^t(k_a) - \mu_0^t(k_a))}{\sigma_0^2(k_a)} \right| \to 0, \quad \text{as} \quad a \to \infty.$$

**Lemma 4.7.** Let $\mu_0^t(k_a)$ and $(\sigma_0^2(k_a))^2$ be as in (4.7) with the fixed value of $t = 0$. Then, provided that $k_a/a \to r$ for some $0 \leq r \leq 1$ and $k_a \to \infty$, as $a \to \infty$, we have

$$\mu_0^t(k_a) \to \mu_r \quad \text{and} \quad (\sigma_0^2(k_a))^2 \to \sigma_r^2, \quad \text{as} \quad a \to \infty,$$

where

$$\mu_r = \int_0^1 I(t > 1 - r)G_{a,0}\left(t\right)dt$$

and

$$\sigma_r^2 = \int_0^1 \int_0^1 I(t > 1 - r)I(s > 1 - r)(\min(t,s) - ts)dG_{a,0}\left(t\right)dG_{a,0}\left(s\right).$$
Remark 4.1. If \( r = 1 \), then
\[
\frac{\mu_a^0(k_a)}{\sigma_a^0(k_a)} \to \frac{1}{\sqrt{2}}, \quad \text{as } a \to \infty.
\]

From Theorem 4.2 and lemmas described earlier in this subsection, we can obtain the following theorem.

**Theorem 4.3.** Let \( \mu_a^0(k_a), (\sigma_a^0(k_a))^2, \mu_r, \) and \( \sigma_r^2 \) be as in Lemma 4.7, and let \( \hat{T}_L(k_a) \) be given in (4.3). Then, provided that \( k_a/a \to r \) for some \( 0 \leq r \leq 1 \) and \( k_a \to \infty, \) as \( a \to \infty, \) we have
\[
\hat{T}_L(k_a) = \frac{\hat{T}_L(k_a) - a\mu_a^0(k_a)}{\sqrt{a}\sigma_a^0(k_a)} \xrightarrow{d} N \left( 0, 1 + \frac{2\mu_r^2}{\sigma_r^2(n-1)} \right), \quad \text{as } a \to \infty. \quad (4.11)
\]

### 4.2 Simulations

In this section, we compare the performance of the classical \( F \) statistic, given in (4.1), and the order threshold statistics \( \hat{T}_L(k_a) \), given in (4.11).

We remark that Fan and Lin (1998) applied the thresholding methodology to the problem of comparing \( I \) curves with data arising from the model \( X_{ij}(t) = f_i(t) + \epsilon_{ij}(t), \) \( t = 1, \ldots, T, \) \( j = 1, \ldots, n_i, \) \( i = 1, \ldots, I. \) Their asymptotic theory pertains to the case where the number of curves which are compared, \( I, \) remains fixed, while \( T \) and the sample sizes \( n_i \) tend to infinity. This problem is fundamentally different from that considered here, and their procedure is not a competitor to ours.

Figure A.2 presents the estimated densities of \( \hat{T}_L(k_{500}) \) (solid line) and the density of the limiting normal distribution (dash-dot line). The estimated densities are based on 20,000 simulated values, using \( a = 500 \) and \( n = 3, \) when the threshold parameter \( k_{500} \) takes the values of \([a^{1/2}] = 22, [a^{3/4}] = 105, \) and \([a^{7/8}] = 229. \) It can be seen that the approximation is quite good especially for \( k_{500} = 105 \) and \( 229. \) Similar figures (e.g. Figure A.3) with different values of \( n \) suggest that the rate of convergence of the order threshold statistic to its limiting distribution is mainly driven by \( a, \) not \( n. \)

The results reported in Table A.8 are based on 20,000 simulation runs. As expected, the distributions of \( \hat{T}_L(k_a) \) converge to the normal distribution function
and the achieved alpha levels are close to the true value of 0.05. Thus, the asymptotic theory of the order threshold statistics provides a good approximation. More exactly, when the number of groups are larger than 200, all order threshold statistics are robust for the 0.05 significance level. In particular, the achieved alpha level of $T_L(k_{1000})$ is 0.0507 when $a = 1000$, $n = 5$, $k_{1000} = \lceil a^{7/8} \rceil = 421$, and 0.0484 when $a = 1000$, $n = 5$, $k_{1000} = \lceil a^{3/4} \rceil = 177$.

From now, we compare the empirical power of $T_L(k_{1000})$ using several values of the threshold parameter with that of the classical $F$ statistic. The simulations use samples of size $a = 1000$ and $n = 5$ generated from the normal distribution with variance 1. The threshold parameter $k_{1000}$ is 20, 50, 100, 250, 500, and 1000. All results are based on 20,000 simulation runs. The alternatives here have 20 of the $1000 \theta_i$ values different from zero. In particular, we consider the following sequence of alternatives indexed by $r$:

$$H_r : \theta_j = \eta_{j+r-1} \text{ for } j = 1, \ldots, 1000, \ r = 1, \ldots, 20,$$

where $\eta_j$, $j = 1, 2, \ldots$, is a given sequence. The following are examples with different values of $\eta$.

**Example 4.1.** We generate the values of $\eta_j$, $j = 1, \ldots, 20$, from $\text{Uniform}(-2, 2)$. The remaining values of $\eta_j$ are 0. The values different from 0 are as follows:

$$(1.8005, -1.0754, 0.4274, -0.0561, 1.5652, 1.0484, -0.1741, -1.9260, 1.2856, -0.2212, 0.4617, 1.1677, 1.6873, 0.9528, -1.2949, -0.3772, 1.7419, 1.6676, -0.3589, 1.5746).$$

Note that $\#(j : 0 < |\eta_j| \leq 1, \ j = 1, 2, \ldots) = 8$ and $\#(j : |\eta_j| > 1, \ j = 1, 2, \ldots) = 12$.

**Example 4.2.** We generate the values of $\eta_j$, $j = 1, \ldots, 20$, from $\text{Exp}(0.7)$. The remaining values of $\eta_j$ are 0. The values different from 0 are as follows:

$$(1.0949, 0.5511, 1.7587, 0.1128, 0.4033, 0.7991, 0.6868, 0.0993, 0.6919, 1.8255, 1.1272, 2.1041, 0.3975, 1.4730, 0.4549, 1.5015, 0.1830, 0.6865, 0.1360, 2.1458).$$
Note that \( \#(j : 0 < \eta_j \leq 1, \ j = 1, 2, \ldots) = 12, \ \#(j : 1 < \eta_j \leq 2, \ j = 1, 2, \ldots) = 6, \ \text{and} \ \#(j : \eta_j > 2, \ j = 1, 2, \ldots) = 2. \)

As expected, the power in each column decreases as \( r \) increases and \( \tilde{T}_L(20) \) has the highest power. Since the number of \( \theta_i \)'s that are different from zero does not exceed 20, \( \tilde{T}_L(20) \) minimizes the accumulation of noise, compared to the other order threshold statistics. For each alternative, the largest power differences between \( F_{1000} \) and \( \tilde{T}_L(20) \) are about 0.5 (alternative \( H_{13} \) in Table A.9) and 0.54 (alternative \( H_{12} \) in Table A.10). In both tables, the power of \( \tilde{T}_L(1000) \) is similar to that of \( F_{1000} \) because \( \tilde{T}_L(1000) \) is a standardized version of \( F_{1000} \). Finally, all order threshold statistics achieved higher power than the classical \( F \) statistic, \( F_{1000} \).

### 4.3 Choosing \( k_a \)

The simulation results and the discussion in the closing paragraph of Section 4.2 suggest that choosing \( k_a \) equal to the number of groups with nonzero effects, \( k_{a_{\text{opt}}} \), maximizes the power. Our recommendation for the choice of the threshold parameter is based again on the idea of Storey (2002, 2003) for enhancing the power of Simes statistic for testing the constructed set of hypothesis testing problems

\[ H_0^{(i)} : \theta_i = \bar{X}_., \ i = 1, \ldots, a, \]

where \( \bar{X}_. \) is the overall sample mean. The \( p \)-value for each hypothesis is approximated by

\[ P_i = 2(1 - \Phi(|Z_i|)), \quad i = 1, \ldots, a, \]

with

\[ Z_i = \frac{\bar{X}_i - \bar{X}_.}{\sqrt{S_p^2/n}}, \quad i = 1, \ldots, a, \]

where \( \bar{X}_i \) is the sample mean from the \( i \)th group and \( S_p^2 \) is the pooled sample variance. The power-enhanced version of the Simes statistic

\[ T_S = \min_{1 \leq i \leq a} \left\{ aP(i)/i \right\} \]
rejects the global null hypothesis if \( T_s < \alpha/(1 - \hat{k}_{\text{opt}}/a) \), with

\[
\hat{k}_{\text{opt}}(\lambda) = \max \left\{ \frac{a \hat{G}_a(\lambda) - a \lambda - 1}{1 - \lambda}, \log^{3/2} a \right\},
\]  

(4.12)

where \( \hat{G}_a \) is the empirical cdf of \( P^a = (P_1, \ldots, P_a) \), \( P_{(1)} < \cdots < P_{(a)} \) are the ordered \( P_i \)’s, and \( \lambda \) is the median of the \( P_i \)’s.

The simulation results shown in Table A.11 suggest that the power of \( T_L(\hat{k}_{\text{opt}}^{1000}) \) is similar to that of \( T_L(\hat{k}_{\text{opt}}^{1000}) \). These results are based on 2,000 simulation runs; the type I error rate of \( T_L(\hat{k}_{\text{opt}}^{1000}) \) was 0.048.
Let $Y_1, \ldots, Y_n$ be a sample from a continuous population with distribution function $G$. We will consider testing the hypothesis $H_0 : G = G_0$, where $G_0$ is a completely specified distribution function. The classical Karl Pearson’s 1900 chi-square goodness-of-fit test partitions the sample space in $n_{\text{bin}}$ cells and considers the corresponding null hypothesis for the parameters of a multinomial distribution. As such, the chi-square test has been widely applied also in contingency tables. The asymptotic theory of this statistic, based on the vector of observed minus expected frequencies, was originally obtained under the assumption that the number of cells, $n_{\text{bin}}$, remains fixed as the number of observations, $n$, gets large. It was soon pointed out, however, that it is rather unnatural to keep $n_{\text{bin}}$ fixed as the sample size tends to infinity. Mann and Wald (1942) were the first to establish the power advantages of letting $n_{\text{bin}}$ tend to infinity with $n$, and found $n_{\text{bin}} = n^{2/5}$ to be the optimal rate. The corresponding development in the area of contingency tables was driven by the need for an asymptotic theory under a sparse multinomials scenario rather than optimality considerations; see Holst (1972), and Morris (1975) for theoretical results and Koehler and Larntz (1980) for empirical comparisons.

In this chapter, we will extend the applicability of order thresholding to Pearson’s chi-square test when the number of cells grows with the sample size. A competing statistic, based on the cell averages of a score function will also be developed and compared with that based on the cell counts. The asymptotic theory pertains also to the use of a Fourier or wavelet transformation on the standardized observed minus expected cell frequencies, since such transformations have the
potential of enhancing the power in both high and low signal-to-noise ratio settings, i.e. settings where either many or only few of the cell probabilities differ from the null probabilities. The main theoretical development lies in extending the asymptotic theory of the order threshold statistic to the case where the variables $X_i$ (which are either the standardized cell counts or the standardized cell averages of the chosen score function) are only approximately normally distributed, and not quite independent. This double asymptotics scenario is approached by a strong approximation of the empirical process by a Brownian process in order to represent each $X_i$ as a standard normal deviate plus an error term which tends to zero. This representation, and an argument that accounts for the fact that the ordering of the $X_i$’s is not exactly the same as the ordering of the standard normal deviates, are used to establish the asymptotic theory of the order threshold statistic on the $X_i$’s from that on the standard normal deviates.

Using the transformation $U_i = G_0(Y_i)$ we may, without loss of generality, consider testing the hypothesis $H_0 : G(t) = t, \forall 0 < t < 1$, where now $G$ stands for the distribution function of the $U_i$. Moreover, testing the hypothesis of a uniform distribution is relevant in multiple testing.

Section 5.1 shows that the Fourier or wavelet transformation is used to ensure power enhancement in both high and low signal-to-noise ratio alternatives. In Section 5.2, we present the two order threshold statistics, based on the cell counts and the cell averages of the chosen score function, after a transformation. Section 5.3 considers the asymptotic theory of the two order threshold statistics, while Section 5.4 provides the basic steps for proving the asymptotic results. Simulation results comparing the power of the Mann and Wald (1942) version of Pearson’s chi-square test, the Kolmogorov-Smirnov test, the Cramér-Von Mises test, and the hard threshold and the two order threshold statistics after each of the two transformations, are presented in Section 5.5.

5.1 Motivation of Transformation

In Chapter 3, we introduced the order thresholding procedure, whose asymptotic theory allows very flexible choice of the threshold parameter. Subsection 3.2.2 suggests that the order threshold statistic outperforms the chi-square, Simes, and
hard threshold statistics. However, the success of any threshold procedure rests on the premise that few signals are hidden in a lot of noise. For example, let $X_i = \theta_i + \epsilon_i, \; i = 1, \ldots, n$, where $\epsilon_i \sim \text{i.i.d. } N(0,1)$, and consider testing $H_0 : \theta_i = 0, \; \forall i$. If all $\theta_i \neq 0$ (so high signal-to-noise ratio), then Wald’s chi-square test is preferable to any threshold procedure including order thresholding; on the other hand, if $\theta_i \neq 0$ only for a few cases (low signal-to-noise ratio), then thresholding methods can achieve far superior power than the chi-square test. Especially, order thresholding achieves the highest power in low signal-to-noise ratio alternatives. To apply thresholding methods usefully also in high signal-to-noise ratio alternatives, we should apply either the discrete Fourier transformation (DFT) or the discrete wavelet transformation (DWT). The effect of such transformations is explained in the following figures (Figures A.4 and A.5). The top panel shows different alternatives to the null hypothesis that all means are zero, while the bottom panel shows the same alternatives after a DFT (in Figure A.4) or DWT (in Figure A.5). Note that the three panels on the left are examples of high signal-to-noise ratio and the right panel is an example of low signal-to-noise ratio. The effect of these transformations is to concentrate most of signal in a few locations. In the three high signal-to-noise ratio alternatives, the DFT does a better job in concentrating the signal in a few locations than the DWT, while the opposite is true in the low signal-to-noise ratio alternative. Since either of these transformations takes the form of multiplying the data vector by an orthonormal matrix $\Gamma$, it is seen that

$$X \Gamma = \Gamma X = \Gamma \theta + \Gamma \epsilon \sim N(\Gamma \theta, \Gamma_n).$$

Thus, under the null hypothesis $H_0 : \theta_i = 0, \; \forall i$, the transformed data continue to be i.i.d. $N(0,1)$, while under the alternative $||\theta|| = ||\Gamma \theta||$. Thus, Wald’s chi-square test will have the same power when applied to the transformed data, since the noncentrality parameter, $\sum_{i=1}^{n} \theta_i^2$, remains the same after the transformation. On the other hand, such transformations should improve the power of threshold methods in high signal-to-noise ratio situations.

The empirical powers, based on the chi-square and order threshold statistics before and after applying such transformations, are reported in Tables A.12 and A.13. The first four alternatives considered in these tables correspond to those
in Figures A.4 and A.5, while the fifth is of the form $H_a^{(5)}: \theta_i = 1.8, \ i = n - 10, \ldots, n, 0$, otherwise. The simulations in Table A.12, which refer to the DFT, use samples of size $n = 255$, while those in Table A.13, which refer to the DWT, use samples of size $n = 256$. The order threshold statistic uses a data-driven value of the threshold parameter which is suggested in Section 3.3. The results are based on 2,000 simulation runs. Simulations confirm the expectations that a) compared to the order threshold statistic on the untransformed data, the chi-square statistic achieved higher power under high signal-to-noise ratio alternatives, and lower power under low signal-to-noise ratio alternatives, and b) the chi-square statistic has the same power after taking either of the transformations. As shown in the two tables, both transformations improved the power of the order threshold statistic in the three high signal-to-noise ratio alternatives ($H_a^{(1)}, H_a^{(2)}, H_a^{(3)}$), with the DFT achieving the larger power gains. On the other hand, the DWT achieved larger power gains in both low signal-to-noise ratio alternatives ($H_a^{(4)}, H_a^{(5)}$), with the DFT resulting in loss of power under alternative $H_a^{(5)}$ (though it still achieved a somewhat higher power than the chi-square test). Similar results (not shown here) are obtained when the number of $\theta$ with values different from zero is smaller than 10.

5.2 Transform-Based Order Threshold Statistics for Lack of Fit

Let $U_1, \ldots, U_n$ be i.i.d. random variables having distribution function $G$ with support in $(0, 1)$. To test $H_0: G(t) = t, \forall 0 < t < 1$, we will partition the interval $(0, 1]$ into the $n_{bin}$ subintervals $J_i = ((i - 1)/n_{bin}, i/n_{bin}], i = 1, \ldots, n_{bin}$, and define

$$N_j = n \int_{J_j} d\hat{G}_n(x), \quad M_j = n \int_{J_j} \psi(x) d\hat{G}_n(x), \quad j = 1, \ldots, n_{bin},$$

where $\hat{G}_n(x) = \frac{1}{n} \sum_{i=1}^n I(U_i \leq x)$ is the empirical distribution function of $U_1, \ldots, U_n$, and $\psi$ is a known score function. Under $H_0$, the marginal distribution of each $N_j$ is Binomial with parameters $n$ and $1/n_{bin}$, while the mean and variance of the
marginal distribution of $M_j$ are

$$\mu_j = nE_{H_0}(I(U \in J_j)\psi(U)), \quad \sigma_j^2 = n \left[ E_{H_0}(I(U \in J_j)\psi(U)^2) - (\mu_j/n)^2 \right].$$

Assuming that $n_{\text{bin}} \to \infty$ and $n/n_{\text{bin}} \to \infty$ as $n \to \infty$, we have

$$S_j = \frac{N_j - n/n_{\text{bin}}}{\sqrt{n(n_{\text{bin}} - 1)/n_{\text{bin}}^2}} \sim N(0,1), \quad \text{and} \quad \tilde{S}_j = \frac{M_j - \mu_j}{\sigma_j} \sim N(0,1), \quad (5.1)$$

for $j = 1, \ldots, n_{\text{bin}}$, under $H_0$, and components of the vectors $S = (S_1, \ldots, S_{n_{\text{bin}}})^T$ and $\tilde{S} = (\tilde{S}_1, \ldots, \tilde{S}_{n_{\text{bin}}})^T$, are approximately independent. Let

$$X_\Gamma = (X_{\Gamma,1}, \ldots, X_{\Gamma,n_{\text{bin}}})^T, \quad \tilde{X}_\Gamma = (\tilde{X}_{\Gamma,1}, \ldots, \tilde{X}_{\Gamma,n_{\text{bin}}})^T \quad (5.2)$$

be the discrete Fourier or wavelet transforms of $S$ and $\tilde{S}$, respectively. Since either of these transforms is orthonormal, the vectors $X_\Gamma$ and $\tilde{X}_\Gamma$ are approximately $N(0, I_{n_{\text{bin}}})$ distributed, under $H_0$. We may thus consider the order threshold statistics

$$T(k_{n_{\text{bin}}}) = \sum_{j=n_{\text{bin}}-k_{n_{\text{bin}}}+1}^{n_{\text{bin}}} X_{\Gamma,j}^2, \quad \text{and} \quad \tilde{T}(k_{n_{\text{bin}}}) = \sum_{j=n_{\text{bin}}-k_{n_{\text{bin}}}+1}^{n_{\text{bin}}} \tilde{X}_{\Gamma,j}^2, \quad (5.3)$$

where $X_{\Gamma,j}^2 < \cdots < X_{\Gamma,(n_{\text{bin}})}^2$ are ordered $X_{\Gamma,j}^2$’s, $\tilde{X}_{\Gamma,j}^2 < \cdots < \tilde{X}_{\Gamma,(n_{\text{bin}})}^2$ are ordered $\tilde{X}_{\Gamma,j}^2$’s, and $k_{n_{\text{bin}}}$ is the order threshold parameter. In the next section, the asymptotic normality of these order threshold statistics is derived under some conditions.

**Remark 5.1.** Fan (1996) considered a goodness-of-fit criteria based on the Fourier or the wavelet transformation for the vector $S^*$ with components

$$S_j^* = 2(\sqrt{N_j} - \sqrt{n/n_{\text{bin}}}) \sim N(0,1), \quad j = 1, \ldots, n_{\text{bin}}.$$

In our simulations, use of the vector $S^*$ resulted in more liberal procedure than that based on $S$. For this reason, the order threshold statistic using $S^*$ is not considered in this dissertation.
5.3 Asymptotic Theory

The derivation of the asymptotic null distribution of the order threshold statistics given in (5.3) is based on the following stochastic representations of $S_j$ and $\tilde{S}_j$. In all formulas that follow, we used $\psi(x) = x$ in the definition of $\tilde{S}_j$.

Proposition 5.1. Let $S_j$, $\tilde{S}_j$, be defined in (5.1), and $X_{\Gamma,j}$, $\bar{X}_{\Gamma,j}$ be defined in (5.2). Then, there exists a version of the Brownian motion $W_n$, such that, under $H_0$:

(a) The random variables $S_j$ can be represented as

$$S_j = \epsilon_j + V_j, \quad j = 1, \ldots, n_{bin},$$

where $\epsilon_j \sim i.i.d. N(0,1)$ and $V_j = -n_{bin}^{-1/2}W_n(1) + O_r\{ (n^{-1}n_{bin}\log^2 n)^{1/2} \}$.

(b) The random variables $X_{\Gamma,j}$ can be represented as

$$X_{\Gamma,j} = X_j + T_j, \quad j = 1, \ldots, n_{bin},$$

(5.4)

where $X_j$ is the $j$th component of $\Gamma(\epsilon_1, \ldots, \epsilon_{n_{bin}})^T$, and the $T_j$ satisfy

$$\max_j |T_j| = O_r\{ (n^{-1}n_{bin}\log^2 n)^{1/2} \}.$$

(c) The random variables $\tilde{S}_j$ can be represented as

$$\tilde{S}_j = \epsilon_j + \tilde{V}_j, \quad j = 1, \ldots, n_{bin},$$

where $\epsilon_j \sim i.i.d. N(0,1)$ and

$$\tilde{V}_j = -\left( \frac{12j^2 - 12j + 3}{12j^2 - 12j + 4} \right)^{1/2}n_{bin}^{-1/2}W_n(1)$$

$$+ O_r\left\{ \left( \frac{n(3j^2 - 3j + 1)}{3n_{bin}^3} \right)^{-1/2} \log n \right\}.$$
(d) The random variables \( \tilde{X}_{\Gamma,j} \) can be represented as
\[
\tilde{X}_{\Gamma,j} = X_j + \tilde{T}_j, \quad j = 1, \ldots, n_{\text{bin}},
\]
(5.5)
where the \( X_j \) are defined in part (b) and the \( \tilde{T}_j \) satisfy
\[
\max_j |\tilde{T}_j| = O_r \left\{ \left( n^{-1} n_{\text{bin}}^4 \log^2 n \right)^{1/2} \right\}.
\]

When we square both sides of (5.4) and (5.5), we have
\[
X_{\Gamma,j}^2 = X_j^2 + W_j, \quad \tilde{X}_{\Gamma,j}^2 = X_j^2 + \tilde{W}_j, \quad j = 1, \ldots, n_{\text{bin}},
\]
(5.6)
where \( W_j = T_j^2 + 2X_jT_j \), and \( \tilde{W}_j = \tilde{T}_j^2 + 2X_j\tilde{T}_j \). Note that the first of the order threshold statistics in (5.3), \( T(k_{n_{\text{bin}}}) \), is based on the ordered \( X_{\Gamma,j}^2 \)’s and the second, \( \tilde{T}(k_{n_{\text{bin}}}) \), is based on the ordered \( \tilde{X}_{\Gamma,j}^2 \)’s. On the other hand, the asymptotic theory of order threshold statistics given in Section 3.2 pertains to the ordered \( X_j^2 \)’s. Theorems 5.2, 5.3 below assert that each of the two order threshold statistics in (5.3) has the same asymptotic null distribution as the order threshold statistic based on the ordered \( X_j^2 \)’s. To set the notation, it is convenient to restate the relevant result from the aforementioned section (Section 3.2).

**Theorem 5.1.** Let \( F, f \) be the cumulative distribution function, density function, respectively, of the central chi-square distribution with one degree of freedom, and set \( \tilde{H}(v) = F^{-1}(1 - e^{-v}), \ v \geq 0 \). Let \( Y_1, \ldots, Y_{n_{\text{bin}}} \) be i.i.d.\([F]\), and let \( k_{n_{\text{bin}}}, n_{\text{bin}} \geq 1 \), be any sequence of integers which satisfies \( k_{n_{\text{bin}}} \to \infty \), as \( n_{\text{bin}} \to \infty \), and \( k_{n_{\text{bin}}} \leq n_{\text{bin}} \). Let
\[
\mu_{n_{\text{bin}}}(k_{n_{\text{bin}}}) = \sum_{j=n_{\text{bin}}-k_{n_{\text{bin}}}+1}^{n_{\text{bin}}} \frac{\hat{H}(\hat{\nu}_{j_{n_{\text{bin}}}})}{n_{\text{bin}}}, \quad \sigma^2_{n_{\text{bin}}}(k_{n_{\text{bin}}}) = \sum_{j=1}^{n_{\text{bin}}} \frac{\alpha^2_{j_{n_{\text{bin}}}}(k_{n_{\text{bin}}})}{n_{\text{bin}}},
\]
(5.7)
where
\[
\alpha_{jn\text{bin}}(k_{n\text{bin}}) = \begin{cases} 
\frac{1}{n_{\text{bin}} - j + 1} \sum_{i=n_{\text{bin}}-k_{n\text{bin}}+1}^{n_{\text{bin}}} \tilde{H}'(\tilde{\nu}_{\text{in} \text{bin}}), & j \leq n_{\text{bin}} - k_{n\text{bin}}, \\
\frac{1}{n_{\text{bin}} - j + 1} \sum_{i=j}^{n_{\text{bin}}} \tilde{H}'(\tilde{\nu}_{\text{in} \text{bin}}), & j > n_{\text{bin}} - k_{n\text{bin}},
\end{cases}
\]
with \(\tilde{H}'(\tilde{\nu}_{\text{in} \text{bin}}) = \frac{e^{-\tilde{\nu}_{\text{in} \text{bin}}}}{f(\Gamma^{-1}(1 - e^{-\tilde{\nu}_{\text{in} \text{bin}}}))}\) and \(\tilde{\nu}_{\text{in} \text{bin}} = \sum_{j=1}^{i} \frac{1}{n_{\text{bin}} - j + 1}\). Then we have
\[
\frac{T_O(k_{n\text{bin}}) - n_{\text{bin}} \mu_{n\text{bin}}(k_{n\text{bin}})}{\sqrt{n_{\text{bin}} \sigma_{n\text{bin}}^2(k_{n\text{bin}})}} \xrightarrow{d} N(0, 1), \quad \text{as } n_{\text{bin}} \to \infty,
\]
under \(H_0\).

The main results are stated next.

**Theorem 5.2.** Let \(k_{n\text{bin}}, n_{\text{bin}} \geq 1\), be any sequence of integers which satisfies \(k_{n\text{bin}} \to \infty\), as \(n_{\text{bin}} \to \infty\), and \(k_{n\text{bin}} \leq n_{\text{bin}}\). Let \(\mu_{n\text{bin}}(k_{n\text{bin}})\) and \(\sigma_{n\text{bin}}^2(k_{n\text{bin}})\) be as in (5.7), and let \(T(k_{n\text{bin}})\) be given in (5.3). Provided that \(n^{-1/2} n_{\text{bin}}^{3/2 + \delta} \log^{3/2} n \to 0\), some \(\delta > 0\), and \(k_{n\text{bin}} \to \infty\), we have
\[
T^*(k_{n\text{bin}}) = \frac{T(k_{n\text{bin}}) - n_{\text{bin}} \mu_{n\text{bin}}(k_{n\text{bin}})}{\sqrt{n_{\text{bin}} \sigma_{n\text{bin}}^2(k_{n\text{bin}})}} \xrightarrow{d} N(0, 1), \quad \text{as } n_{\text{bin}} \to \infty,
\]
under \(H_0\).

**Theorem 5.3.** Let \(k_{n\text{bin}}, n_{\text{bin}} \geq 1\), be any sequence of integers which satisfies \(k_{n\text{bin}} \to \infty\), as \(n_{\text{bin}} \to \infty\), and \(k_{n\text{bin}} \leq n_{\text{bin}}\). Let \(\mu_{n\text{bin}}(k_{n\text{bin}})\) and \(\sigma_{n\text{bin}}^2(k_{n\text{bin}})\) be as in (5.7), and let \(\tilde{T}(k_{n\text{bin}})\) be given in (5.3). Provided that \(n^{-1/2} n_{\text{bin}}^{5/2 + \delta} \log^{3/2} n \to 0\), some \(\delta > 0\), and \(k_{n\text{bin}} \to \infty\), we have
\[
\tilde{T}^*(k_{n\text{bin}}) = \frac{\tilde{T}(k_{n\text{bin}}) - n_{\text{bin}} \mu_{n\text{bin}}(k_{n\text{bin}})}{\sqrt{n_{\text{bin}} \sigma_{n\text{bin}}^2(k_{n\text{bin}})}} \xrightarrow{d} N(0, 1), \quad \text{as } n_{\text{bin}} \to \infty,
\]
under \(H_0\).
5.4 Proofs of the Main Results

5.4.1 Proof of Theorem 5.2

Let \( X^2_{\Gamma, j} \) be defined in (5.6), and set \( Y_j = X^2_{\Gamma, j}, j = 1, \ldots, n_{\text{bin}}. \) Let \( Y(j) \) and \( W(j) \) correspond to the \( j \)th order statistic of \( X^2_{\Gamma, j}, X^2_{\Gamma, (j)}. \) Thus, \( X^2_{\Gamma, (j)} = Y(j) + W(j), j = 1, \ldots, n_{\text{bin}}. \) Then we have

\[
T^*(k_{n_{\text{bin}}}) = \sum_{n_{\text{bin}} - k_{n_{\text{bin}}} + 1}^{n_{\text{bin}}} Y(j) - n_{\text{bin}} \mu_{n_{\text{bin}}}(k_{n_{\text{bin}}}) + \sum_{n_{\text{bin}} - k_{n_{\text{bin}}} + 1}^{n_{\text{bin}}} W(j) + \sum_{n_{\text{bin}} - k_{n_{\text{bin}}} + 1}^{n_{\text{bin}}} W(j) \sqrt{n_{\text{bin}} \sigma_{n_{\text{bin}}}(k_{n_{\text{bin}}})}.
\]  

(5.9)

The theorem will be shown by showing that the second term on the right hand side converges in probability to zero, while the first term converges to the standard normal distribution. The former is shown in Lemma 5.1 below. The proof of the later uses essentially Theorem 5.1 after accounting for the fact that, in this case, \( Y(j) \) are not really the ordered statistics of the i.i.d. chi-square random variables \( Y_1, \ldots, Y_{n_{\text{bin}}}. \) (Recall that the order statistics are denoted by \( Y_{n, n_{\text{bin}}}, \ldots, Y_{n_{\text{bin}}, n_{\text{bin}}}. \))

The basic idea for accounting for the lack of ordering of the \( Y_j \)'s is to create a “buffer zone” which separates “most” of the largest \( k_{n_{\text{bin}}} \) order statistics that we want to include in the order threshold statistic (i.e. \( Y_{n_{\text{bin}} - k_{n_{\text{bin}}} + 1, n_{\text{bin}}}, \ldots, Y_{n_{\text{bin}}, n_{\text{bin}}} \)) from “most” of the smallest ones that we want to exclude. To make this idea precise, suppose we can find a sequence of integers \( a_{n_{\text{bin}}} \) which satisfies

1. \( k_{n_{\text{bin}}} < a_{n_{\text{bin}}} \leq n_{\text{bin}}. \)

2. The convergence in (5.8) remains true if \( T_O(k_{n_{\text{bin}}}) \) is replaced by \( T_O(a_{n_{\text{bin}}}). \)

That is,

\[
\sum_{j=n_{\text{bin}} - a_{n_{\text{bin}}} + 1}^{n_{\text{bin}}} Y_{j, n_{\text{bin}}} - n_{\text{bin}} \mu_{n_{\text{bin}}}(k_{n_{\text{bin}}}) \sqrt{n_{\text{bin}} \sigma_{n_{\text{bin}}}(k_{n_{\text{bin}}})} \overset{d}{\to} N(0, 1), \text{ as } n_{\text{bin}} \to \infty. \quad (5.10)
\]

3. The relation

\[
\{Y_{n_{\text{bin}} - k_{n_{\text{bin}}} + 1}, \ldots, Y_{n_{\text{bin}}}\} \subset \{Y_{n_{\text{bin}} - a_{n_{\text{bin}}} + 1, n_{\text{bin}}}, \ldots, Y_{n_{\text{bin}}, n_{\text{bin}}}\}, \quad (5.11)
\]
holds with probability tending to 1.

Then, using (5.8), it is easily seen that the first term of (5.9) converges in distribution to the standard normal. In Lemma B.5 of Appendix B, it is shown that if the sequence $a_{n\text{bin}}$ satisfies

$$
\frac{a_{n\text{bin}} - k_{n\text{bin}}}{\sqrt{k_{n\text{bin}}}} \log \left( \frac{n_{\text{bin}} + 1}{k_{n\text{bin}} + 1} \right) \to 0, \ \text{as} \ n_{\text{bin}} \to \infty,
$$

then relations (5.10) and (5.11) hold. This completes the proof of the theorem.

**Remark 5.2.** It is easily seen that a sequence of integers $a_{n\text{bin}}$ of the form

$$
k_{n\text{bin}} + o \left( \frac{\sqrt{k_{n\text{bin}}}}{\log((n_{\text{bin}} + 1)/(k_{n\text{bin}} + 1))} \right), \ \text{or} \ k_{n\text{bin}} + k_{n\text{bin}}^{1/2 - \delta} \text{ for some } 0 < \delta < 1/2,
$$
satisfies condition (5.12).

**Lemma 5.1.** Let $X_{\Gamma,j}^2$ and $W_j$ be given in (5.6), and let $W(j)$ correspond to the $j$th order statistic of $X_{\Gamma,j}^2$. Then,

$$
\frac{1}{\sqrt{n_{\text{bin}}\sigma_{n\text{bin}}(k_{n\text{bin}})}} \sum_{j=n_{\text{bin}}-k_{n\text{bin}}+1}^{n_{\text{bin}}} W(j) \overset{p}{\to} 0, \ \text{as} \ n_{\text{bin}} \to \infty,
$$

provided that $n^{-1/2}n_{\text{bin}}^{3/2} \log^{3/2} n \to 0$.

**Proof:** Set $\gamma_{n_{\text{bin}}} = \max_j |W_j|$. Then, for some $C > 0$,

$$
\frac{1}{\sqrt{n_{\text{bin}}\sigma_{n\text{bin}}(k_{n\text{bin}})}} \sum_{j=n_{\text{bin}}-k_{n\text{bin}}+1}^{n_{\text{bin}}} W(j) \leq \frac{k_{n\text{bin}} \gamma_{n_{\text{bin}}}}{\sqrt{n_{\text{bin}}\sigma_{n\text{bin}}(k_{n\text{bin}})}} \leq Ck_{n\text{bin}}^{1/2} \gamma_{n_{\text{bin}}},
$$

where the last inequality follows from the proof of Lemma B.5 of the appendix. Thus, relation (5.13) will follow from

$$
k_{n\text{bin}}^{1/2} \gamma_{n_{\text{bin}}} \overset{p}{\to} 0, \ \text{as} \ n_{\text{bin}} \to \infty.
$$
However, we have
\[
\gamma_{n_{\text{bin}}} = \max_j |T_j^2 + 2X_j T_j| \leq \max_j |T_j|^2 + 2 \max_j |X_j T_j| = O_r \left( n^{-1/2} n_{\text{bin}} \log n \log^{1/2} n_{\text{bin}} \right),
\]
where the last equality is justified by Proposition 5.1 (b) and the fact that \( \max_j X_j = O_r(\log^{1/2} n_{\text{bin}}) \) (cf. Fan (1996)). This, together with the condition
\[
n^{-1/2} n_{\text{bin}}^{3/2} \log^{3/2} n \to 0,
\]
imply (5.14) which completes the proof of the lemma.

**Remark 5.3.** Under the conditions of Theorem 5.2, the relation (5.14) can be strengthened to
\[
k^{1/2+\delta} n_{\text{bin}} \gamma_{n_{\text{bin}}} \xrightarrow{p} 0, \quad \text{for some } \delta > 0, \text{ as } n_{\text{bin}} \to \infty.
\]
We will use this stronger version in the proof of Lemma B.7.

### 5.4.2 Proof of Theorem 5.3

Let \( \tilde{X}_T^2 \) be defined in (5.6), and set \( Y_j = X_j^2, \; j = 1, \ldots, n_{\text{bin}} \). Let \( Y_{(j)} \) and \( \widetilde{W}_{(j)} \) correspond to the \( j \)th order statistic of \( \tilde{X}_T^2, \; \tilde{X}_{T_{(j)}}^2 \). Thus, \( \tilde{X}_{T_{(j)}}^2 = Y_{(j)} + \widetilde{W}_{(j)}, \; j = 1, \ldots, n_{\text{bin}} \). Then we have
\[
\tilde{T}^* (k_{n_{\text{bin}}}) = \frac{\sum_{j=n_{\text{bin}}-k_{n_{\text{bin}}}+1}^{n_{\text{bin}}} Y_{(j)} - n_{\text{bin}} \mu_{n_{\text{bin}}} (k_{n_{\text{bin}}})}{\sqrt{n_{\text{bin}} \sigma_{n_{\text{bin}}} (k_{n_{\text{bin}}})}} + \frac{\sum_{j=n_{\text{bin}}-k_{n_{\text{bin}}}+1}^{n_{\text{bin}}} \tilde{W}_{(j)}}{\sqrt{n_{\text{bin}} \sigma_{n_{\text{bin}}} (k_{n_{\text{bin}}})}}.
\]
From Lemma B.8 of Appendix B, it is seen that the first term on the right hand side of (5.15) converges to the standard normal distribution. Moreover, in Lemma 5.2, it is shown that
\[
\frac{1}{\sqrt{n_{\text{bin}} \sigma_{n_{\text{bin}}} (k_{n_{\text{bin}}})}} \sum_{j=n_{\text{bin}}-k_{n_{\text{bin}}}+1}^{n_{\text{bin}}} \tilde{W}_{(j)} \xrightarrow{p} 0, \quad \text{as } n_{\text{bin}} \to \infty.
\]
Thus the proof of the theorem is complete.

**Lemma 5.2.** Let $\hat{X}_{\Gamma,j}^2$ and $\hat{W}_j$ be given in (5.6), and let $\hat{W}_{(j)}$ correspond to the $j$th order statistic of $X_{\Gamma,j}^2$. Then, the convergence in (5.16) holds, provided that $n^{-1/2} n_{\text{bin}}^{5/2} \log^{3/2} n \to 0$.

*Proof:* Set $\sim n_{\text{bin}} = \max_j |\hat{W}_j|$. Then, by the same argument of proof of Lemma 5.1, the relation (5.16) will follow from

$$k^{1/2} \sim n_{\text{bin}} \overset{p}{\to} 0, \text{ as } n_{\text{bin}} \to \infty.$$  

(5.17)

By the fact that $\sim n_{\text{bin}} = O_{r} \left(n^{-1/2} n_{\text{bin}} \log n \log^{1/2} n_{\text{bin}}\right)$, which is justified by Proposition 5.1 (d) and the fact that $\max_j X_j = O_{r}(\log^{1/2} n_{\text{bin}})$ (cf. Fan (1996)), the convergence in (5.16) is true under the condition $n^{-1/2} n_{\text{bin}}^{5/2} \log^{3/2} n \to 0$.

**Remark 5.4.** Under the conditions of Theorem 5.3, the relation (5.17) can be strengthened to

$$k^{1/2+\delta} \sim n_{\text{bin}} \overset{p}{\to} 0, \text{ for some } \delta > 0, \text{ as } n_{\text{bin}} \to \infty.$$  

We will use this stronger version in the proof of Lemma B.9.

### 5.5 Simulations

All simulation results reported in this section are based on 10,000 simulation runs. Table A.14 shows the achieved alpha levels, at nominal $\alpha$ level 0.05 and sample size $n = 200$, for the Pearson’s $\chi^2$ (based on 31 bins), Kolmogorov-Smirnov (KS), and Cramér-Von Mises (CVM) test statistics. Table A.15 shows the achieved alpha levels, at nominal $\alpha$ level 0.05 and sample size $n = 200$, for the hard threshold ($T_H$), adaptive Neyman’s, and the two proposed order threshold statistics after applying a DFT (using 31 bins) and a DWT (using 32 bins). From these tables, it is seen that all type I error rates are quite close to the nominal level except for those of hard thresholding and adaptive Neyman’s test, which appear to be quite liberal. The threshold parameter for the hard threshold statistic was computed according to the formula $\delta_{n_{\text{bin}}} = 2 \log(n_{\text{bin}} \log^{-2} n_{\text{bin}})$, which is suggested in Fan (1996); thus,
\( \delta_{n_{bin}} = 1.9331 \) or \( 1.9598 \) for 31 and 32 bins, respectively. The threshold parameter for the order threshold statistic was \( k_{n_{bin}} = 6 \) in both cases. Table A.15 clearly shows the proposed order thresholding procedures are more conservative than hard thresholding and adaptive Neyman’s procedures. Use of the data-driven threshold parameter \( \hat{k}_{n_{bin}}^{opt} \) for the order threshold statistics (see Subsection 3.3), resulted in type I error rates below 0.06. Due to the additional computational time required for using \( \hat{k}_{n_{bin}}^{opt} \), we used the order threshold statistics with threshold parameter fixed at \( k_{n_{bin}} = 6 \). It should be pointed out, however, that the order threshold statistics with the data-driven threshold parameter achieve at least as good power as the order threshold statistics with fixed threshold parameter.

Figure A.6 shows the estimated and theoretical (asymptotic) densities of \( T_H \), adaptive Neyman’s, and the two order threshold statistics, after the DFT (top panel) and after the DWT (bottom panel). The red dash-dot line represents the theoretical (asymptotic) densities and the blue solid line represents the estimated densities. As expected from the reported type I error rates, the distributions of the two order threshold statistics appear to converge to their limiting distribution faster than those of \( T_H \) and adaptive Neyman’s statistic. In Figure A.6, the theoretical (asymptotic) densities of the two order threshold statistics that we use are the standard normal. If we use a multiple of a \( \chi^2 \) distribution, the approximation will perform better than the normal approximation, but the difference is not big.

Remark 5.5. We also considered transforming the data to follow the standard normal distribution under the null hypothesis and applying the order threshold statistic (3.8) without binning the transformed data. While this statistic is quite powerful for detecting location alternatives, its power was relatively low against the present distributional alternatives, and thus it was not included in the reported simulation results.

Example 5.1. Consider the testing problem \( H_0 : G = \text{Uniform}(0,1) \) versus \( H_a : G = \text{Beta}(c,c) \), with \( c = 1.8, 1.6, 1.5, 1.4, 1.3, 1.2, 0.8, \) and \( 0.7 \).

Example 5.2. This example is similar to Example 5 of Fan (1996). We want to
test $H_0 : G = \text{Uniform}(0,1)$ versus $H_a : G = G_\mu$, where

\[
G_\mu(y) = \begin{cases} 
y, & 0 \leq y < \frac{1-\mu}{2}, \\
\frac{1}{\mu^2} \left\{ \frac{16\mu^3}{3} + (4\mu - 8)y^2 + (\mu^2 - 4\mu + 4)y + \frac{-2\mu^3 + 6\mu - 1}{6} \right\}, & \frac{1-\mu}{2} \leq y \leq \frac{1}{2}, \\
\frac{1}{\mu^2} \left\{ \frac{-16\mu^3}{3} + (4\mu + 8)y^2 + (\mu^2 - 4\mu - 4)y + \frac{-2\mu^3 + 6\mu + 4}{6} \right\}, & \frac{1}{2} \leq y < \frac{1+\mu}{2}, \\
y, & 1+\mu \leq y \leq 1,
\end{cases}
\]

with $\mu = 0.4, 0.367, 0.333, 0.3, 0.267, 0.233, 0.2, \text{and } 0.1$.

**Example 5.3.** Consider the testing problem

\[
H_0 : G = N(0,1) \text{ versus } H_a : G = 0.8N \left( 0, \frac{1}{0.8 + 0.2\sigma^2} \right) + 0.2N \left( 0, \frac{\sigma^2}{0.8 + 0.2\sigma^2} \right),
\]

with $\sigma = 0.125, 0.15, 0.175, 0.2, 0.25, 0.3, \text{and } 0.4$.

**Example 5.4.** Consider the testing problem

\[
H_0 : G = N(0,1) \text{ versus } H_a : G = 0.7N \left( \mu/0.7, 1 \right) + 0.3N \left( -\mu/0.3, 1 \right),
\]

with $\mu = 0.4, 0.367, 0.333, 0.3, 0.267, 0.233, \text{and } 0.2$.

**Example 5.5.** Consider the testing problem $H_0 : G = \text{Uniform}(0,1)$ versus $H_a : G = G_{a,b}$, where

\[
G_{a,b}(y) = \begin{cases} 
y, & 0 \leq y < b, \\
(1-a) + ay, & b \leq y < (b+1)/2, \\
-1 + a + (2-a)y, & (b+1)/2 \leq y \leq 1,
\end{cases}
\]

with $a = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, \text{and } b = 0.75, 0.85$.

**Example 5.6.** Consider the testing problem $H_0 : G = \text{Uniform}(0,1)$ versus $H_a : G = \text{Beta}(1.1,c)$, with $c = 1.8, 1.7, 1.6, 1.5, 1.4, 1.3, 1.2, 1.1, 1.0, 0.9, \text{and } 0.8$.

The power of the test procedures was considered against alternatives described in Examples 5.1-5.6. The hard threshold statistic achieved mainly higher power than either of the two order threshold statistics (after either the DFT or the DWT)
in all examples except for Examples 5.3 and 5.4. This higher power, however, has
to be interpreted in the context of the very liberal type I error rates of the hard
threshold statistic. Excluding the hard threshold statistic, the results indicate
that, in Examples 5.1-5.3, the proposed order threshold procedures based on the
cell counts and on the cell averages ($T^*(6)$ and $\tilde{T}^*(6)$), with the DF transform,
performed overall best and second best, respectively. In Example 5.4 the best
and second best procedures were the order threshold procedures based on the cell
counts with the DF and DW transforms, respectively. In Examples 5.5 and 5.6 the
two order threshold procedures with the DW transform were the best performers.
Overall, the Mann and Wald (1942) version of Pearson’s $\chi^2$ had good power; in
particular, it outperformed both the KS and the CVM statistics (often by consid-
erable amounts) in all examples except Example 5.6; it even outperformed $\tilde{T}^*(6)$
with the DW transform in Example 5.4. The power of the order threshold statist-
ics with the DW transform is almost always lower than that of the corresponding
order threshold statistics with the DF transform, and approximately tied Pearson’s
$\chi^2$. However, Examples 5.5 and 5.6 have the reverse results.
Chapter 6

Discussion

The asymptotic theory of test statistics based on hard and soft thresholding pertain the normal distribution and require the threshold parameter to tend to infinity at a strictly prescribed rate. This second feature results in potentially compromised power of the hard and soft threshold statistics.

Order thresholding, a new thresholding method based on order statistics, is proposed. The asymptotic theory, developed under the normal distribution in this dissertation, allows great flexibility in the choice of the threshold parameter. A data-driven choice of the order threshold parameter is given. Extensions to a one-way HANOVA setting and a goodness-of-fit testing problem are presented. Simulation studies with normal data suggest that order thresholding can have great power advantage over hard thresholding. Additional simulations with data generated under a one-way HANOVA design suggest even larger power gains over the traditional ANOVA $F$-test. Finally, simulations with uniform data suggest that order thresholding, coupled with the discrete Fourier or wavelet transformation, achieves accurate type I error rates and improves the power of the chi-square statistic. The Fourier transformation was most effective in improving the power in high signal-to-noise ratio alternatives, while the wavelet transformation was most effective in low-signal-to-noise ratio alternatives. Moreover, the proposed order threshold procedures are often considerably more powerful than the Kolmogorov-Smirnov and Cramér-Von Mises tests providing thus a useful alternative method for establishing statistical evidence against the overall null hypothesis in multiple testing problems.
Future work will consider testing the composite null hypothesis which is relevant for model assessment with applications in uncertainty quantification and Bayesian analysis (cf. Johnson, 2004). We will study the order threshold methodology applied to the chi-square statistic when the MLE is used to estimate the unknown parameters. Furthermore, applications of the order thresholding approach to testing in high-dimensional ANOVA without the normality assumption, and to multiple testing problems will also be pursued in future.
Appendix A

TABLES AND FIGURES

A.1 Tables of Chapter 2

Table A.1. Type I Errors of $T_H(\delta_n)$ for Different Values of the Hard Threshold Parameter

<table>
<thead>
<tr>
<th>$\delta_n$</th>
<th>2.0</th>
<th>1.6</th>
<th>1.2</th>
<th>0.8</th>
<th>0.4</th>
<th>$\delta_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 50$</td>
<td>0.0003</td>
<td>0.0099</td>
<td>0.0231</td>
<td>0.0341</td>
<td>0.0431</td>
<td>0.0493</td>
</tr>
<tr>
<td>$n = 100$</td>
<td>0.0101</td>
<td>0.0229</td>
<td>0.0324</td>
<td>0.0390</td>
<td>0.0461</td>
<td>0.0504</td>
</tr>
<tr>
<td>$n = 200$</td>
<td>0.0231</td>
<td>0.0316</td>
<td>0.0382</td>
<td>0.0439</td>
<td>0.0484</td>
<td>0.0507</td>
</tr>
<tr>
<td>$n = 500$</td>
<td>0.0327</td>
<td>0.0388</td>
<td>0.0422</td>
<td>0.0465</td>
<td>0.0502</td>
<td>0.0535</td>
</tr>
</tbody>
</table>

Table A.2. Type I Errors of $T_H(\delta_n)$ for Different Values of the Hard Threshold Parameter

<table>
<thead>
<tr>
<th>$\delta_n$ + 0.4</th>
<th>$\delta_n$ + 0.8</th>
<th>$\delta_n$ + 1.2</th>
<th>$\delta_n$ + 1.6</th>
<th>$\delta_n$ + 2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 50$</td>
<td>0.0543</td>
<td>0.0588</td>
<td>0.0614</td>
<td>0.0654</td>
</tr>
<tr>
<td>$n = 100$</td>
<td>0.0552</td>
<td>0.0559</td>
<td>0.0597</td>
<td>0.0616</td>
</tr>
<tr>
<td>$n = 200$</td>
<td>0.0539</td>
<td>0.0562</td>
<td>0.0590</td>
<td>0.0601</td>
</tr>
<tr>
<td>$n = 500$</td>
<td>0.0540</td>
<td>0.0563</td>
<td>0.0583</td>
<td>0.0604</td>
</tr>
</tbody>
</table>
### A.2 Tables and Figures of Chapter 3

#### Table A.3. Type I Errors of $T_L(k_n)$ for Different Values of the Order Threshold Parameter

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\log^{1/2} n$</th>
<th>$\log n$</th>
<th>$\log^{3/2} n$</th>
<th>$n^{1/2}$</th>
<th>$n^{2/3}$</th>
<th>$n^{3/4}$</th>
<th>$n^{7/8}$</th>
<th>$\chi^2_{\nu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.0696</td>
<td>0.0685</td>
<td>0.0646</td>
<td>0.0646</td>
<td>0.0635</td>
<td>0.0630</td>
<td>0.0623</td>
<td>0.0626</td>
</tr>
<tr>
<td>100</td>
<td>0.0669</td>
<td>0.0640</td>
<td>0.0606</td>
<td>0.0600</td>
<td>0.0591</td>
<td>0.0577</td>
<td>0.0585</td>
<td>0.0589</td>
</tr>
<tr>
<td>200</td>
<td>0.0667</td>
<td>0.0620</td>
<td>0.0603</td>
<td>0.0589</td>
<td>0.0582</td>
<td>0.0583</td>
<td>0.0555</td>
<td>0.0560</td>
</tr>
<tr>
<td>500</td>
<td>0.0665</td>
<td>0.0631</td>
<td>0.0577</td>
<td>0.0559</td>
<td>0.0536</td>
<td>0.0536</td>
<td>0.0535</td>
<td>0.0547</td>
</tr>
</tbody>
</table>

#### Table A.4. Type I Error Rates Using the Approximation $T_L(k_n) \sim b\chi^2_{\nu}$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\log^{1/2} n$</th>
<th>$\log n$</th>
<th>$\log^{3/2} n$</th>
<th>$n^{1/2}$</th>
<th>$n^{2/3}$</th>
<th>$n^{3/4}$</th>
<th>$n^{7/8}$</th>
<th>$\chi^2_{\nu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.0565</td>
<td>0.0545</td>
<td>0.0531</td>
<td>0.0531</td>
<td>0.0532</td>
<td>0.0534</td>
<td>0.0540</td>
<td>0.0546</td>
</tr>
<tr>
<td>100</td>
<td>0.0566</td>
<td>0.0540</td>
<td>0.0520</td>
<td>0.0522</td>
<td>0.0519</td>
<td>0.0507</td>
<td>0.0518</td>
<td>0.0520</td>
</tr>
<tr>
<td>200</td>
<td>0.0555</td>
<td>0.0547</td>
<td>0.0536</td>
<td>0.0531</td>
<td>0.0526</td>
<td>0.0523</td>
<td>0.0530</td>
<td>0.0516</td>
</tr>
<tr>
<td>500</td>
<td>0.0589</td>
<td>0.0556</td>
<td>0.0552</td>
<td>0.0530</td>
<td>0.0520</td>
<td>0.0521</td>
<td>0.0508</td>
<td>0.0505</td>
</tr>
</tbody>
</table>
Figure A.1. Top panel: Estimated and theoretical densities of $T_H(\delta_{200})$ for $\delta_{200} = 1.842$, 3.927, and 5.672. Bottom panel: Estimated and theoretical densities of $T_L(k_{200})$ for $k_{200} = 35$, 10, and 3.
Table A.5. Power Calculations in Example 3.1

<table>
<thead>
<tr>
<th>$k_{\text{opt}}$</th>
<th>$T_S$</th>
<th>$T_H(5.12)$</th>
<th>$T_L(k_{\text{opt}})$</th>
<th>$b_{\chi^2_v}$</th>
<th>15</th>
<th>40</th>
<th>70</th>
<th>100</th>
<th>200</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>30</td>
<td>0.843</td>
<td>0.944</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_2$</td>
<td>29</td>
<td>0.843</td>
<td>0.944</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_3$</td>
<td>28</td>
<td>0.845</td>
<td>0.942</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_4$</td>
<td>27</td>
<td>0.839</td>
<td>0.928</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_5$</td>
<td>26</td>
<td>0.840</td>
<td>0.926</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_6$</td>
<td>25</td>
<td>0.846</td>
<td>0.927</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_7$</td>
<td>24</td>
<td>0.796</td>
<td>0.893</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_8$</td>
<td>23</td>
<td>0.777</td>
<td>0.845</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_9$</td>
<td>22</td>
<td>0.768</td>
<td>0.836</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{10}$</td>
<td>21</td>
<td>0.764</td>
<td>0.817</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{11}$</td>
<td>20</td>
<td>0.766</td>
<td>0.792</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{12}$</td>
<td>19</td>
<td>0.764</td>
<td>0.783</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{13}$</td>
<td>18</td>
<td>0.750</td>
<td>0.752</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{14}$</td>
<td>17</td>
<td>0.739</td>
<td>0.734</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{15}$</td>
<td>16</td>
<td>0.559</td>
<td>0.574</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{16}$</td>
<td>15</td>
<td>0.526</td>
<td>0.564</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{17}$</td>
<td>14</td>
<td>0.532</td>
<td>0.529</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{18}$</td>
<td>13</td>
<td>0.464</td>
<td>0.435</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{19}$</td>
<td>12</td>
<td>0.483</td>
<td>0.402</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{20}$</td>
<td>11</td>
<td>0.470</td>
<td>0.380</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{21}$</td>
<td>10</td>
<td>0.467</td>
<td>0.390</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{22}$</td>
<td>9</td>
<td>0.460</td>
<td>0.364</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{23}$</td>
<td>8</td>
<td>0.460</td>
<td>0.362</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{24}$</td>
<td>7</td>
<td>0.417</td>
<td>0.290</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{25}$</td>
<td>6</td>
<td>0.254</td>
<td>0.174</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{26}$</td>
<td>5</td>
<td>0.258</td>
<td>0.174</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{27}$</td>
<td>4</td>
<td>0.147</td>
<td>0.110</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{28}$</td>
<td>3</td>
<td>0.144</td>
<td>0.104</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{29}$</td>
<td>2</td>
<td>0.151</td>
<td>0.119</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{30}$</td>
<td>1</td>
<td>0.121</td>
<td>0.086</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_0^G$</td>
<td>0</td>
<td>0.052</td>
<td>0.050</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A.6. Power Calculations in Example 3.2

<table>
<thead>
<tr>
<th>$k_{opt}^{500}$</th>
<th>$T_S$</th>
<th>$T_H(5.12)$</th>
<th>$T_L(\xi_{opt}^{500})$</th>
<th>$b\chi^2_{H}$</th>
<th>15</th>
<th>40</th>
<th>70</th>
<th>100</th>
<th>200</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>30</td>
<td>0.650</td>
<td>0.574</td>
<td>0.759</td>
<td>0.760</td>
<td>0.699</td>
<td>0.651</td>
<td>0.608</td>
<td>0.548</td>
<td>0.513</td>
</tr>
<tr>
<td>$H_2$</td>
<td>29</td>
<td>0.680</td>
<td>0.584</td>
<td>0.755</td>
<td>0.761</td>
<td>0.700</td>
<td>0.649</td>
<td>0.612</td>
<td>0.544</td>
<td>0.504</td>
</tr>
<tr>
<td>$H_3$</td>
<td>28</td>
<td>0.652</td>
<td>0.565</td>
<td>0.745</td>
<td>0.747</td>
<td>0.684</td>
<td>0.640</td>
<td>0.602</td>
<td>0.540</td>
<td>0.498</td>
</tr>
<tr>
<td>$H_4$</td>
<td>27</td>
<td>0.657</td>
<td>0.557</td>
<td>0.739</td>
<td>0.745</td>
<td>0.682</td>
<td>0.622</td>
<td>0.589</td>
<td>0.528</td>
<td>0.489</td>
</tr>
<tr>
<td>$H_5$</td>
<td>26</td>
<td>0.661</td>
<td>0.546</td>
<td>0.745</td>
<td>0.748</td>
<td>0.675</td>
<td>0.614</td>
<td>0.579</td>
<td>0.505</td>
<td>0.461</td>
</tr>
<tr>
<td>$H_6$</td>
<td>25</td>
<td>0.666</td>
<td>0.549</td>
<td>0.728</td>
<td>0.732</td>
<td>0.667</td>
<td>0.625</td>
<td>0.591</td>
<td>0.521</td>
<td>0.479</td>
</tr>
<tr>
<td>$H_7$</td>
<td>24</td>
<td>0.677</td>
<td>0.562</td>
<td>0.743</td>
<td>0.745</td>
<td>0.686</td>
<td>0.632</td>
<td>0.591</td>
<td>0.522</td>
<td>0.482</td>
</tr>
<tr>
<td>$H_8$</td>
<td>23</td>
<td>0.666</td>
<td>0.536</td>
<td>0.716</td>
<td>0.724</td>
<td>0.657</td>
<td>0.612</td>
<td>0.569</td>
<td>0.508</td>
<td>0.478</td>
</tr>
<tr>
<td>$H_9$</td>
<td>22</td>
<td>0.351</td>
<td>0.335</td>
<td>0.447</td>
<td>0.446</td>
<td>0.417</td>
<td>0.380</td>
<td>0.362</td>
<td>0.325</td>
<td>0.310</td>
</tr>
<tr>
<td>$H_{10}$</td>
<td>21</td>
<td>0.340</td>
<td>0.350</td>
<td>0.449</td>
<td>0.445</td>
<td>0.418</td>
<td>0.394</td>
<td>0.367</td>
<td>0.333</td>
<td>0.317</td>
</tr>
<tr>
<td>$H_{11}$</td>
<td>20</td>
<td>0.352</td>
<td>0.336</td>
<td>0.449</td>
<td>0.446</td>
<td>0.417</td>
<td>0.384</td>
<td>0.366</td>
<td>0.332</td>
<td>0.318</td>
</tr>
<tr>
<td>$H_{12}$</td>
<td>19</td>
<td>0.351</td>
<td>0.342</td>
<td>0.444</td>
<td>0.443</td>
<td>0.410</td>
<td>0.383</td>
<td>0.362</td>
<td>0.341</td>
<td>0.305</td>
</tr>
<tr>
<td>$H_{13}$</td>
<td>18</td>
<td>0.342</td>
<td>0.330</td>
<td>0.456</td>
<td>0.450</td>
<td>0.416</td>
<td>0.388</td>
<td>0.367</td>
<td>0.335</td>
<td>0.316</td>
</tr>
<tr>
<td>$H_{14}$</td>
<td>17</td>
<td>0.350</td>
<td>0.331</td>
<td>0.448</td>
<td>0.451</td>
<td>0.412</td>
<td>0.377</td>
<td>0.363</td>
<td>0.325</td>
<td>0.300</td>
</tr>
<tr>
<td>$H_{15}$</td>
<td>16</td>
<td>0.337</td>
<td>0.334</td>
<td>0.432</td>
<td>0.431</td>
<td>0.402</td>
<td>0.375</td>
<td>0.356</td>
<td>0.327</td>
<td>0.307</td>
</tr>
<tr>
<td>$H_{16}$</td>
<td>15</td>
<td>0.330</td>
<td>0.294</td>
<td>0.406</td>
<td>0.403</td>
<td>0.371</td>
<td>0.338</td>
<td>0.319</td>
<td>0.293</td>
<td>0.274</td>
</tr>
<tr>
<td>$H_{17}$</td>
<td>14</td>
<td>0.357</td>
<td>0.282</td>
<td>0.399</td>
<td>0.403</td>
<td>0.352</td>
<td>0.323</td>
<td>0.305</td>
<td>0.267</td>
<td>0.252</td>
</tr>
<tr>
<td>$H_{18}$</td>
<td>13</td>
<td>0.325</td>
<td>0.290</td>
<td>0.393</td>
<td>0.390</td>
<td>0.358</td>
<td>0.329</td>
<td>0.312</td>
<td>0.276</td>
<td>0.261</td>
</tr>
<tr>
<td>$H_{19}$</td>
<td>12</td>
<td>0.337</td>
<td>0.296</td>
<td>0.413</td>
<td>0.412</td>
<td>0.368</td>
<td>0.337</td>
<td>0.314</td>
<td>0.277</td>
<td>0.255</td>
</tr>
<tr>
<td>$H_{20}$</td>
<td>11</td>
<td>0.343</td>
<td>0.291</td>
<td>0.399</td>
<td>0.399</td>
<td>0.349</td>
<td>0.314</td>
<td>0.296</td>
<td>0.270</td>
<td>0.250</td>
</tr>
<tr>
<td>$H_{21}$</td>
<td>10</td>
<td>0.346</td>
<td>0.290</td>
<td>0.405</td>
<td>0.404</td>
<td>0.356</td>
<td>0.321</td>
<td>0.306</td>
<td>0.268</td>
<td>0.248</td>
</tr>
<tr>
<td>$H_{22}$</td>
<td>9</td>
<td>0.224</td>
<td>0.198</td>
<td>0.264</td>
<td>0.262</td>
<td>0.237</td>
<td>0.220</td>
<td>0.208</td>
<td>0.195</td>
<td>0.189</td>
</tr>
<tr>
<td>$H_{23}$</td>
<td>8</td>
<td>0.196</td>
<td>0.190</td>
<td>0.257</td>
<td>0.253</td>
<td>0.228</td>
<td>0.216</td>
<td>0.197</td>
<td>0.191</td>
<td>0.182</td>
</tr>
<tr>
<td>$H_{24}$</td>
<td>7</td>
<td>0.207</td>
<td>0.182</td>
<td>0.256</td>
<td>0.253</td>
<td>0.225</td>
<td>0.212</td>
<td>0.200</td>
<td>0.186</td>
<td>0.179</td>
</tr>
<tr>
<td>$H_{25}$</td>
<td>6</td>
<td>0.117</td>
<td>0.110</td>
<td>0.148</td>
<td>0.144</td>
<td>0.130</td>
<td>0.131</td>
<td>0.126</td>
<td>0.132</td>
<td>0.129</td>
</tr>
<tr>
<td>$H_{26}$</td>
<td>5</td>
<td>0.094</td>
<td>0.107</td>
<td>0.123</td>
<td>0.119</td>
<td>0.113</td>
<td>0.106</td>
<td>0.105</td>
<td>0.103</td>
<td>0.098</td>
</tr>
<tr>
<td>$H_{27}$</td>
<td>4</td>
<td>0.078</td>
<td>0.089</td>
<td>0.106</td>
<td>0.106</td>
<td>0.092</td>
<td>0.088</td>
<td>0.086</td>
<td>0.085</td>
<td>0.083</td>
</tr>
<tr>
<td>$H_{28}$</td>
<td>3</td>
<td>0.058</td>
<td>0.068</td>
<td>0.078</td>
<td>0.076</td>
<td>0.077</td>
<td>0.074</td>
<td>0.070</td>
<td>0.068</td>
<td>0.070</td>
</tr>
<tr>
<td>$H_{29}$</td>
<td>2</td>
<td>0.065</td>
<td>0.075</td>
<td>0.083</td>
<td>0.079</td>
<td>0.081</td>
<td>0.081</td>
<td>0.077</td>
<td>0.079</td>
<td>0.078</td>
</tr>
<tr>
<td>$H_{30}$</td>
<td>1</td>
<td>0.061</td>
<td>0.065</td>
<td>0.072</td>
<td>0.071</td>
<td>0.065</td>
<td>0.061</td>
<td>0.060</td>
<td>0.061</td>
<td>0.058</td>
</tr>
</tbody>
</table>
Table A.7. Power Calculations in Example 3.3

<table>
<thead>
<tr>
<th>$k_{\text{opt}}^{(500)}$</th>
<th>$T_S$</th>
<th>$T_H(5.12)$</th>
<th>$T_L(k_{\text{opt}}^{(500)})$</th>
<th>$b_{\chi^2}$</th>
<th>15</th>
<th>40</th>
<th>70</th>
<th>100</th>
<th>200</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>30</td>
<td>0.674</td>
<td>0.959</td>
<td>0.973</td>
<td>0.969</td>
<td>0.976</td>
<td>0.982</td>
<td>0.981</td>
<td>0.970</td>
<td>0.962</td>
</tr>
<tr>
<td>$H_2$</td>
<td>29</td>
<td>0.669</td>
<td>0.957</td>
<td>0.969</td>
<td>0.962</td>
<td>0.976</td>
<td>0.973</td>
<td>0.971</td>
<td>0.964</td>
<td>0.954</td>
</tr>
<tr>
<td>$H_3$</td>
<td>28</td>
<td>0.643</td>
<td>0.954</td>
<td>0.966</td>
<td>0.955</td>
<td>0.974</td>
<td>0.974</td>
<td>0.973</td>
<td>0.960</td>
<td>0.947</td>
</tr>
<tr>
<td>$H_4$</td>
<td>27</td>
<td>0.617</td>
<td>0.935</td>
<td>0.957</td>
<td>0.945</td>
<td>0.965</td>
<td>0.963</td>
<td>0.961</td>
<td>0.950</td>
<td>0.934</td>
</tr>
<tr>
<td>$H_5$</td>
<td>26</td>
<td>0.600</td>
<td>0.917</td>
<td>0.945</td>
<td>0.934</td>
<td>0.961</td>
<td>0.958</td>
<td>0.953</td>
<td>0.938</td>
<td>0.924</td>
</tr>
<tr>
<td>$H_6$</td>
<td>25</td>
<td>0.598</td>
<td>0.900</td>
<td>0.936</td>
<td>0.926</td>
<td>0.947</td>
<td>0.943</td>
<td>0.941</td>
<td>0.922</td>
<td>0.903</td>
</tr>
<tr>
<td>$H_7$</td>
<td>24</td>
<td>0.571</td>
<td>0.899</td>
<td>0.925</td>
<td>0.910</td>
<td>0.934</td>
<td>0.931</td>
<td>0.927</td>
<td>0.907</td>
<td>0.890</td>
</tr>
<tr>
<td>$H_8$</td>
<td>23</td>
<td>0.566</td>
<td>0.872</td>
<td>0.912</td>
<td>0.902</td>
<td>0.920</td>
<td>0.917</td>
<td>0.911</td>
<td>0.891</td>
<td>0.865</td>
</tr>
<tr>
<td>$H_9$</td>
<td>22</td>
<td>0.547</td>
<td>0.853</td>
<td>0.896</td>
<td>0.883</td>
<td>0.903</td>
<td>0.899</td>
<td>0.891</td>
<td>0.867</td>
<td>0.837</td>
</tr>
<tr>
<td>$H_{10}$</td>
<td>21</td>
<td>0.529</td>
<td>0.831</td>
<td>0.877</td>
<td>0.862</td>
<td>0.889</td>
<td>0.886</td>
<td>0.875</td>
<td>0.849</td>
<td>0.817</td>
</tr>
<tr>
<td>$H_{11}$</td>
<td>20</td>
<td>0.508</td>
<td>0.800</td>
<td>0.845</td>
<td>0.833</td>
<td>0.859</td>
<td>0.854</td>
<td>0.846</td>
<td>0.816</td>
<td>0.790</td>
</tr>
<tr>
<td>$H_{12}$</td>
<td>19</td>
<td>0.509</td>
<td>0.777</td>
<td>0.837</td>
<td>0.821</td>
<td>0.843</td>
<td>0.833</td>
<td>0.821</td>
<td>0.786</td>
<td>0.753</td>
</tr>
<tr>
<td>$H_{13}$</td>
<td>18</td>
<td>0.481</td>
<td>0.740</td>
<td>0.816</td>
<td>0.802</td>
<td>0.813</td>
<td>0.803</td>
<td>0.785</td>
<td>0.738</td>
<td>0.703</td>
</tr>
<tr>
<td>$H_{14}$</td>
<td>17</td>
<td>0.472</td>
<td>0.715</td>
<td>0.785</td>
<td>0.772</td>
<td>0.784</td>
<td>0.773</td>
<td>0.763</td>
<td>0.710</td>
<td>0.671</td>
</tr>
<tr>
<td>$H_{15}$</td>
<td>16</td>
<td>0.448</td>
<td>0.674</td>
<td>0.748</td>
<td>0.736</td>
<td>0.749</td>
<td>0.735</td>
<td>0.715</td>
<td>0.669</td>
<td>0.633</td>
</tr>
<tr>
<td>$H_{16}$</td>
<td>15</td>
<td>0.418</td>
<td>0.630</td>
<td>0.715</td>
<td>0.702</td>
<td>0.706</td>
<td>0.688</td>
<td>0.668</td>
<td>0.624</td>
<td>0.585</td>
</tr>
<tr>
<td>$H_{17}$</td>
<td>14</td>
<td>0.393</td>
<td>0.569</td>
<td>0.658</td>
<td>0.645</td>
<td>0.646</td>
<td>0.629</td>
<td>0.610</td>
<td>0.562</td>
<td>0.523</td>
</tr>
<tr>
<td>$H_{18}$</td>
<td>13</td>
<td>0.368</td>
<td>0.522</td>
<td>0.629</td>
<td>0.623</td>
<td>0.620</td>
<td>0.597</td>
<td>0.573</td>
<td>0.523</td>
<td>0.489</td>
</tr>
<tr>
<td>$H_{19}$</td>
<td>12</td>
<td>0.341</td>
<td>0.498</td>
<td>0.593</td>
<td>0.582</td>
<td>0.582</td>
<td>0.552</td>
<td>0.525</td>
<td>0.486</td>
<td>0.451</td>
</tr>
<tr>
<td>$H_{20}$</td>
<td>11</td>
<td>0.328</td>
<td>0.441</td>
<td>0.539</td>
<td>0.539</td>
<td>0.519</td>
<td>0.491</td>
<td>0.472</td>
<td>0.436</td>
<td>0.407</td>
</tr>
<tr>
<td>$H_{21}$</td>
<td>10</td>
<td>0.306</td>
<td>0.390</td>
<td>0.487</td>
<td>0.480</td>
<td>0.464</td>
<td>0.436</td>
<td>0.421</td>
<td>0.382</td>
<td>0.353</td>
</tr>
<tr>
<td>$H_{22}$</td>
<td>9</td>
<td>0.285</td>
<td>0.354</td>
<td>0.439</td>
<td>0.438</td>
<td>0.422</td>
<td>0.393</td>
<td>0.379</td>
<td>0.344</td>
<td>0.317</td>
</tr>
<tr>
<td>$H_{23}$</td>
<td>8</td>
<td>0.260</td>
<td>0.298</td>
<td>0.393</td>
<td>0.386</td>
<td>0.367</td>
<td>0.342</td>
<td>0.318</td>
<td>0.292</td>
<td>0.276</td>
</tr>
<tr>
<td>$H_{24}$</td>
<td>7</td>
<td>0.245</td>
<td>0.265</td>
<td>0.349</td>
<td>0.346</td>
<td>0.315</td>
<td>0.296</td>
<td>0.283</td>
<td>0.255</td>
<td>0.236</td>
</tr>
<tr>
<td>$H_{25}$</td>
<td>6</td>
<td>0.221</td>
<td>0.224</td>
<td>0.300</td>
<td>0.295</td>
<td>0.272</td>
<td>0.257</td>
<td>0.245</td>
<td>0.228</td>
<td>0.213</td>
</tr>
<tr>
<td>$H_{26}$</td>
<td>5</td>
<td>0.190</td>
<td>0.186</td>
<td>0.249</td>
<td>0.244</td>
<td>0.230</td>
<td>0.212</td>
<td>0.206</td>
<td>0.184</td>
<td>0.172</td>
</tr>
<tr>
<td>$H_{27}$</td>
<td>4</td>
<td>0.157</td>
<td>0.154</td>
<td>0.207</td>
<td>0.205</td>
<td>0.182</td>
<td>0.167</td>
<td>0.161</td>
<td>0.147</td>
<td>0.143</td>
</tr>
<tr>
<td>$H_{28}$</td>
<td>3</td>
<td>0.130</td>
<td>0.121</td>
<td>0.162</td>
<td>0.161</td>
<td>0.140</td>
<td>0.131</td>
<td>0.121</td>
<td>0.117</td>
<td>0.115</td>
</tr>
<tr>
<td>$H_{29}$</td>
<td>2</td>
<td>0.122</td>
<td>0.093</td>
<td>0.125</td>
<td>0.125</td>
<td>0.107</td>
<td>0.106</td>
<td>0.102</td>
<td>0.086</td>
<td>0.082</td>
</tr>
<tr>
<td>$H_{30}$</td>
<td>1</td>
<td>0.079</td>
<td>0.073</td>
<td>0.086</td>
<td>0.085</td>
<td>0.080</td>
<td>0.078</td>
<td>0.074</td>
<td>0.071</td>
<td>0.070</td>
</tr>
</tbody>
</table>
A.3 Tables and Figures of Chapter 4

Figure A.2. Estimated and theoretical densities of $\tilde{T}_L(k_{500})$ for $a = 500$, $n = 3$, and $k_{500} = 22$, 105, and 229.

Figure A.3. Estimated and theoretical densities of $\tilde{T}_L(k_{500})$ for $a = 500$, $n = 5$, and $k_{500} = 22$, 105, and 229.
Table A.8. Type I Errors of Order Threshold Statistics, $\tilde{T}_L(k_a)$, for Different Values of the Threshold Parameter

<table>
<thead>
<tr>
<th>$a$ = 50 and $n = 3$</th>
<th>$[\log^{1/2} a]$</th>
<th>$[\log a]$</th>
<th>$[\log^{3/2} a]$</th>
<th>$[a^{1/2}]$</th>
<th>$[a^{2/3}]$</th>
<th>$[a^{3/4}]$</th>
<th>$[a^{7/8}]$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0522</td>
<td>0.0551</td>
<td>0.0601</td>
<td>0.0623</td>
<td>0.0635</td>
<td>0.0637</td>
<td>0.0669</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0551</td>
<td>0.0583</td>
<td>0.0591</td>
<td>0.0588</td>
<td>0.0600</td>
<td>0.0612</td>
<td>0.0619</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0506</td>
<td>0.0521</td>
<td>0.0561</td>
<td>0.0594</td>
<td>0.0607</td>
<td>0.0617</td>
<td>0.0634</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0539</td>
<td>0.0541</td>
<td>0.0549</td>
<td>0.0571</td>
<td>0.0578</td>
<td>0.0596</td>
<td>0.0604</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0436</td>
<td>0.0440</td>
<td>0.0490</td>
<td>0.0552</td>
<td>0.0571</td>
<td>0.0601</td>
<td>0.0597</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0548</td>
<td>0.0520</td>
<td>0.0505</td>
<td>0.0515</td>
<td>0.0529</td>
<td>0.0542</td>
<td>0.0549</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0436</td>
<td>0.0437</td>
<td>0.0452</td>
<td>0.0466</td>
<td>0.0515</td>
<td>0.0558</td>
<td>0.0593</td>
<td>0.0589</td>
<td></td>
</tr>
<tr>
<td>0.0533</td>
<td>0.0492</td>
<td>0.0474</td>
<td>0.0481</td>
<td>0.0510</td>
<td>0.0518</td>
<td>0.0532</td>
<td>0.0534</td>
<td></td>
</tr>
<tr>
<td>0.0427</td>
<td>0.0403</td>
<td>0.0405</td>
<td>0.0411</td>
<td>0.0475</td>
<td>0.0513</td>
<td>0.0548</td>
<td>0.0557</td>
<td></td>
</tr>
<tr>
<td>0.0517</td>
<td>0.0486</td>
<td>0.0459</td>
<td>0.0453</td>
<td>0.0466</td>
<td>0.0484</td>
<td>0.0507</td>
<td>0.0521</td>
<td></td>
</tr>
</tbody>
</table>

Table A.9. Power Calculations in Example 4.1

<table>
<thead>
<tr>
<th>$H_1$</th>
<th>20</th>
<th>$T_L(20)$</th>
<th>$T_L(50)$</th>
<th>$T_L(100)$</th>
<th>$T_L(250)$</th>
<th>$T_L(500)$</th>
<th>$T_L(1000)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8612</td>
<td>0.9992</td>
<td>0.9975</td>
<td>0.9877</td>
<td>0.9482</td>
<td>0.8923</td>
<td>0.8682</td>
<td></td>
</tr>
<tr>
<td>0.7887</td>
<td>0.9963</td>
<td>0.9889</td>
<td>0.9685</td>
<td>0.9000</td>
<td>0.8270</td>
<td>0.7978</td>
<td></td>
</tr>
<tr>
<td>0.7561</td>
<td>0.9957</td>
<td>0.9878</td>
<td>0.9623</td>
<td>0.8762</td>
<td>0.7971</td>
<td>0.7658</td>
<td></td>
</tr>
<tr>
<td>0.7505</td>
<td>0.9952</td>
<td>0.9848</td>
<td>0.9588</td>
<td>0.8743</td>
<td>0.7924</td>
<td>0.7601</td>
<td></td>
</tr>
<tr>
<td>0.7541</td>
<td>0.9949</td>
<td>0.9841</td>
<td>0.9591</td>
<td>0.8801</td>
<td>0.7944</td>
<td>0.7633</td>
<td></td>
</tr>
<tr>
<td>0.6785</td>
<td>0.9901</td>
<td>0.9712</td>
<td>0.9275</td>
<td>0.8175</td>
<td>0.7238</td>
<td>0.6891</td>
<td></td>
</tr>
<tr>
<td>0.6334</td>
<td>0.9859</td>
<td>0.9634</td>
<td>0.9116</td>
<td>0.7856</td>
<td>0.6887</td>
<td>0.6563</td>
<td></td>
</tr>
<tr>
<td>0.6343</td>
<td>0.9855</td>
<td>0.9623</td>
<td>0.9100</td>
<td>0.7876</td>
<td>0.6905</td>
<td>0.6547</td>
<td></td>
</tr>
<tr>
<td>0.5091</td>
<td>0.9422</td>
<td>0.8861</td>
<td>0.8008</td>
<td>0.6505</td>
<td>0.5518</td>
<td>0.5193</td>
<td></td>
</tr>
<tr>
<td>0.4434</td>
<td>0.9191</td>
<td>0.8399</td>
<td>0.7351</td>
<td>0.5794</td>
<td>0.4868</td>
<td>0.4553</td>
<td></td>
</tr>
<tr>
<td>0.4444</td>
<td>0.9191</td>
<td>0.8399</td>
<td>0.7355</td>
<td>0.5742</td>
<td>0.4855</td>
<td>0.4561</td>
<td></td>
</tr>
<tr>
<td>0.4448</td>
<td>0.9230</td>
<td>0.8414</td>
<td>0.7333</td>
<td>0.5760</td>
<td>0.4847</td>
<td>0.4562</td>
<td></td>
</tr>
<tr>
<td>0.3896</td>
<td>0.8894</td>
<td>0.7869</td>
<td>0.6756</td>
<td>0.5132</td>
<td>0.4264</td>
<td>0.4007</td>
<td></td>
</tr>
<tr>
<td>0.2887</td>
<td>0.7710</td>
<td>0.6364</td>
<td>0.5169</td>
<td>0.3835</td>
<td>0.3185</td>
<td>0.2989</td>
<td></td>
</tr>
<tr>
<td>0.2615</td>
<td>0.7437</td>
<td>0.6051</td>
<td>0.4866</td>
<td>0.3537</td>
<td>0.2903</td>
<td>0.2724</td>
<td></td>
</tr>
<tr>
<td>0.2905</td>
<td>0.6603</td>
<td>0.5037</td>
<td>0.3878</td>
<td>0.2803</td>
<td>0.2321</td>
<td>0.2187</td>
<td></td>
</tr>
<tr>
<td>0.2089</td>
<td>0.6560</td>
<td>0.5002</td>
<td>0.3848</td>
<td>0.2742</td>
<td>0.2319</td>
<td>0.2169</td>
<td></td>
</tr>
<tr>
<td>0.1356</td>
<td>0.4002</td>
<td>0.2874</td>
<td>0.2250</td>
<td>0.1686</td>
<td>0.1482</td>
<td>0.1421</td>
<td></td>
</tr>
<tr>
<td>0.0816</td>
<td>0.1736</td>
<td>0.1287</td>
<td>0.1106</td>
<td>0.0943</td>
<td>0.0884</td>
<td>0.0867</td>
<td></td>
</tr>
<tr>
<td>0.0812</td>
<td>0.1743</td>
<td>0.1277</td>
<td>0.1095</td>
<td>0.0934</td>
<td>0.0880</td>
<td>0.0862</td>
<td></td>
</tr>
</tbody>
</table>
Table A.10. Power Calculations in Example 4.2

<table>
<thead>
<tr>
<th>$k_{opt}^{1000}$</th>
<th>$F_{1000}$</th>
<th>$T_L(20)$</th>
<th>$T_L(50)$</th>
<th>$T_L(100)$</th>
<th>$T_L(250)$</th>
<th>$T_L(500)$</th>
<th>$T_L(1000)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>20</td>
<td>0.7680</td>
<td>0.9978</td>
<td>0.9886</td>
<td>0.9657</td>
<td>0.8877</td>
<td>0.8089</td>
</tr>
<tr>
<td>$H_2$</td>
<td>19</td>
<td>0.7275</td>
<td>0.9968</td>
<td>0.9861</td>
<td>0.9550</td>
<td>0.8603</td>
<td>0.732</td>
</tr>
<tr>
<td>$H_3$</td>
<td>18</td>
<td>0.7241</td>
<td>0.9960</td>
<td>0.9842</td>
<td>0.9533</td>
<td>0.8563</td>
<td>0.7669</td>
</tr>
<tr>
<td>$H_4$</td>
<td>17</td>
<td>0.6278</td>
<td>0.9893</td>
<td>0.9640</td>
<td>0.9048</td>
<td>0.7740</td>
<td>0.6731</td>
</tr>
<tr>
<td>$H_5$</td>
<td>16</td>
<td>0.6253</td>
<td>0.9886</td>
<td>0.9624</td>
<td>0.9052</td>
<td>0.7702</td>
<td>0.6730</td>
</tr>
<tr>
<td>$H_6$</td>
<td>15</td>
<td>0.6188</td>
<td>0.9892</td>
<td>0.9624</td>
<td>0.9031</td>
<td>0.7681</td>
<td>0.6667</td>
</tr>
<tr>
<td>$H_7$</td>
<td>14</td>
<td>0.6011</td>
<td>0.9872</td>
<td>0.9577</td>
<td>0.8891</td>
<td>0.7464</td>
<td>0.6462</td>
</tr>
<tr>
<td>$H_8$</td>
<td>13</td>
<td>0.5871</td>
<td>0.9872</td>
<td>0.9519</td>
<td>0.8829</td>
<td>0.7369</td>
<td>0.6337</td>
</tr>
<tr>
<td>$H_9$</td>
<td>12</td>
<td>0.5831</td>
<td>0.9870</td>
<td>0.9530</td>
<td>0.8819</td>
<td>0.7406</td>
<td>0.6342</td>
</tr>
<tr>
<td>$H_{10}$</td>
<td>11</td>
<td>0.5614</td>
<td>0.9849</td>
<td>0.9467</td>
<td>0.8730</td>
<td>0.7151</td>
<td>0.6097</td>
</tr>
<tr>
<td>$H_{11}$</td>
<td>10</td>
<td>0.4476</td>
<td>0.9526</td>
<td>0.8704</td>
<td>0.7600</td>
<td>0.5872</td>
<td>0.4900</td>
</tr>
<tr>
<td>$H_{12}$</td>
<td>9</td>
<td>0.4099</td>
<td>0.9411</td>
<td>0.8435</td>
<td>0.7224</td>
<td>0.5399</td>
<td>0.4405</td>
</tr>
<tr>
<td>$H_{13}$</td>
<td>8</td>
<td>0.2521</td>
<td>0.7461</td>
<td>0.5879</td>
<td>0.4612</td>
<td>0.3297</td>
<td>0.2770</td>
</tr>
<tr>
<td>$H_{14}$</td>
<td>7</td>
<td>0.2495</td>
<td>0.7446</td>
<td>0.5843</td>
<td>0.4573</td>
<td>0.3319</td>
<td>0.2742</td>
</tr>
<tr>
<td>$H_{15}$</td>
<td>6</td>
<td>0.1831</td>
<td>0.6204</td>
<td>0.4465</td>
<td>0.3361</td>
<td>0.2419</td>
<td>0.2026</td>
</tr>
<tr>
<td>$H_{16}$</td>
<td>5</td>
<td>0.1820</td>
<td>0.6119</td>
<td>0.4411</td>
<td>0.3383</td>
<td>0.2407</td>
<td>0.2014</td>
</tr>
<tr>
<td>$H_{17}$</td>
<td>4</td>
<td>0.1283</td>
<td>0.4346</td>
<td>0.2941</td>
<td>0.2197</td>
<td>0.1613</td>
<td>0.1412</td>
</tr>
<tr>
<td>$H_{18}$</td>
<td>3</td>
<td>0.1296</td>
<td>0.4389</td>
<td>0.2959</td>
<td>0.2195</td>
<td>0.1654</td>
<td>0.1434</td>
</tr>
<tr>
<td>$H_{19}$</td>
<td>2</td>
<td>0.1195</td>
<td>0.4202</td>
<td>0.2793</td>
<td>0.2084</td>
<td>0.1515</td>
<td>0.1308</td>
</tr>
<tr>
<td>$H_{20}$</td>
<td>1</td>
<td>0.1176</td>
<td>0.4207</td>
<td>0.2763</td>
<td>0.2041</td>
<td>0.1532</td>
<td>0.1296</td>
</tr>
</tbody>
</table>

Table A.11. Power Calculations Using a Data-Driven Choice of the Threshold Parameter in Example 4.1

<table>
<thead>
<tr>
<th>$k_{opt}^{1000}$</th>
<th>$F_{1000}$</th>
<th>$T_L(T_L(1000))$</th>
<th>$H_1$</th>
<th>$H_2$</th>
<th>$H_3$</th>
<th>$H_4$</th>
<th>$H_5$</th>
<th>$H_6$</th>
<th>$H_7$</th>
<th>$H_8$</th>
<th>$H_9$</th>
<th>$H_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20</td>
<td>0.996</td>
<td>0.993</td>
<td>0.994</td>
<td>0.995</td>
<td>0.987</td>
<td>0.980</td>
<td>0.981</td>
<td>0.938</td>
<td>0.904</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{opt}^{100}$</td>
<td>10</td>
<td>0.911</td>
<td>0.900</td>
<td>0.883</td>
<td>0.774</td>
<td>0.722</td>
<td>0.674</td>
<td>0.661</td>
<td>0.398</td>
<td>0.182</td>
<td>0.175</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$k_{opt}^{100}$</th>
<th>$T_L(T_L(1000))$</th>
<th>$H_{11}$</th>
<th>$H_{12}$</th>
<th>$H_{13}$</th>
<th>$H_{14}$</th>
<th>$H_{15}$</th>
<th>$H_{16}$</th>
<th>$H_{17}$</th>
<th>$H_{18}$</th>
<th>$H_{19}$</th>
<th>$H_{20}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.911</td>
<td>0.900</td>
<td>0.883</td>
<td>0.774</td>
<td>0.722</td>
<td>0.674</td>
<td>0.661</td>
<td>0.398</td>
<td>0.182</td>
<td>0.175</td>
<td>0.175</td>
</tr>
</tbody>
</table>
A.4 Tables and Figures of Chapter 5

Figure A.4. Top panel: Plot of $\theta_i$ versus $i$. Bottom panel: Plot of $\sum_{j=1}^{n} \gamma_{i,j} \theta_j$ versus $i$, with an orthonormal matrix $\Gamma = (\gamma_{i,j})$ corresponding to the discrete Fourier transform (DFT for short).
**Table A.12. Power Calculations**

<table>
<thead>
<tr>
<th></th>
<th>Before DFT</th>
<th>After DFT</th>
<th></th>
<th>Before DFT</th>
<th>After DFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sum_{i=1}^{255} X_i^2$</td>
<td>$T_L(\bar{X}_{255}^e)$</td>
<td>$\sum_{i=1}^{255} X_i^2$</td>
<td>$T_L(\bar{X}_{255}^e)$</td>
<td></td>
</tr>
<tr>
<td>$H_0$</td>
<td>0.051</td>
<td>0.056</td>
<td>$H_0$</td>
<td>0.051</td>
<td>0.075</td>
</tr>
<tr>
<td>$H_1^{(1)}$</td>
<td>0.091</td>
<td>0.087</td>
<td>$H_1^{(1)}$</td>
<td>0.091</td>
<td>0.148</td>
</tr>
<tr>
<td>$H_1^{(2)}$</td>
<td>0.397</td>
<td>0.294</td>
<td>$H_1^{(2)}$</td>
<td>0.397</td>
<td>0.841</td>
</tr>
<tr>
<td>$H_1^{(3)}$</td>
<td>0.816</td>
<td>0.671</td>
<td>$H_1^{(3)}$</td>
<td>0.816</td>
<td>0.992</td>
</tr>
<tr>
<td>$H_1^{(4)}$</td>
<td>0.850</td>
<td>0.877</td>
<td>$H_1^{(4)}$</td>
<td>0.850</td>
<td>0.925</td>
</tr>
<tr>
<td>$H_1^{(5)}$</td>
<td>0.439</td>
<td>0.535</td>
<td>$H_1^{(5)}$</td>
<td>0.439</td>
<td>0.447</td>
</tr>
</tbody>
</table>

**Table A.13. Power Calculations**

<table>
<thead>
<tr>
<th></th>
<th>Before DWT</th>
<th>After DWT</th>
<th></th>
<th>Before DWT</th>
<th>After DWT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sum_{i=1}^{256} X_i^2$</td>
<td>$T_L(\bar{X}_{256}^e)$</td>
<td>$\sum_{i=1}^{256} X_i^2$</td>
<td>$T_L(\bar{X}_{256}^e)$</td>
<td></td>
</tr>
<tr>
<td>$H_0$</td>
<td>0.051</td>
<td>0.062</td>
<td>$H_0$</td>
<td>0.051</td>
<td>0.058</td>
</tr>
<tr>
<td>$H_1^{(1)}$</td>
<td>0.093</td>
<td>0.094</td>
<td>$H_1^{(1)}$</td>
<td>0.093</td>
<td>0.096</td>
</tr>
<tr>
<td>$H_1^{(2)}$</td>
<td>0.396</td>
<td>0.313</td>
<td>$H_1^{(2)}$</td>
<td>0.396</td>
<td>0.400</td>
</tr>
<tr>
<td>$H_1^{(3)}$</td>
<td>0.813</td>
<td>0.661</td>
<td>$H_1^{(3)}$</td>
<td>0.813</td>
<td>0.881</td>
</tr>
<tr>
<td>$H_1^{(4)}$</td>
<td>0.861</td>
<td>0.880</td>
<td>$H_1^{(4)}$</td>
<td>0.861</td>
<td>0.998</td>
</tr>
<tr>
<td>$H_1^{(5)}$</td>
<td>0.463</td>
<td>0.559</td>
<td>$H_1^{(5)}$</td>
<td>0.463</td>
<td>0.815</td>
</tr>
</tbody>
</table>

**Table A.14. Type I Errors of Pearson’s Chi-Square, KS, and CVM Test Statistics with \( n = 200 \)**

<table>
<thead>
<tr>
<th>Pearson’s $\chi^2$</th>
<th>KS Test</th>
<th>CVM Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0482</td>
<td>0.0484</td>
<td>0.0493</td>
</tr>
</tbody>
</table>

**Table A.15. Type I Errors with \( n = 200 \) after applying a DFT and a DWT**

<table>
<thead>
<tr>
<th></th>
<th>After DFT</th>
<th></th>
<th>After DFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_H(1.9331)$</td>
<td>Neyman $T^*(6)$</td>
<td>$\bar{T}^*(6)$</td>
</tr>
<tr>
<td></td>
<td>$T_H(1.9598)$</td>
<td>Neyman $T^*(6)$</td>
<td>$\bar{T}^*(6)$</td>
</tr>
<tr>
<td>0.1012</td>
<td>0.1405</td>
<td>0.0514</td>
<td>0.0503</td>
</tr>
<tr>
<td>0.1200</td>
<td>0.1280</td>
<td>0.0473</td>
<td>0.0479</td>
</tr>
</tbody>
</table>
Table A.16. Power Calculations for Example 5.1

<table>
<thead>
<tr>
<th>Pearson’s χ²</th>
<th>KS Test</th>
<th>CVM Test</th>
<th>After DFT</th>
<th>After DWT</th>
</tr>
</thead>
<tbody>
<tr>
<td>c = 1.8</td>
<td>.9357</td>
<td>.8738</td>
<td>.9545</td>
<td>.9861</td>
</tr>
<tr>
<td>c = 1.6</td>
<td>.7203</td>
<td>.5971</td>
<td>.7095</td>
<td>.8829</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>.5576</td>
<td>.4265</td>
<td>.5101</td>
<td>.7545</td>
</tr>
<tr>
<td>c = 1.4</td>
<td>.3695</td>
<td>.2680</td>
<td>.2911</td>
<td>.5672</td>
</tr>
<tr>
<td>c = 1.3</td>
<td>.2212</td>
<td>.1570</td>
<td>.1532</td>
<td>.3646</td>
</tr>
<tr>
<td>c = 1.2</td>
<td>.1265</td>
<td>.0933</td>
<td>.0842</td>
<td>.2204</td>
</tr>
<tr>
<td>c = 0.8</td>
<td>.2482</td>
<td>.1639</td>
<td>.1603</td>
<td>.2802</td>
</tr>
<tr>
<td>c = 0.7</td>
<td>.6661</td>
<td>.4053</td>
<td>.4567</td>
<td>.5959</td>
</tr>
</tbody>
</table>

Table A.17. Power Calculations for Example 5.2

<table>
<thead>
<tr>
<th>Pearson’s µ = .400</th>
<th>KS Test</th>
<th>CVM Test</th>
<th>After DFT</th>
<th>After DWT</th>
</tr>
</thead>
<tbody>
<tr>
<td>c = 1.8</td>
<td>.9943</td>
<td>.9360</td>
<td>.6974</td>
<td>1</td>
</tr>
<tr>
<td>c = 1.6</td>
<td>.9797</td>
<td>.8752</td>
<td>.5446</td>
<td>.9997</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>.9605</td>
<td>.7891</td>
<td>.3960</td>
<td>.9993</td>
</tr>
<tr>
<td>c = 1.4</td>
<td>.9251</td>
<td>.6763</td>
<td>.2696</td>
<td>.9955</td>
</tr>
<tr>
<td>c = 1.3</td>
<td>.8620</td>
<td>.5564</td>
<td>.1920</td>
<td>.9906</td>
</tr>
<tr>
<td>c = 1.2</td>
<td>.7741</td>
<td>.4148</td>
<td>.1226</td>
<td>.9693</td>
</tr>
<tr>
<td>c = 0.8</td>
<td>.6634</td>
<td>.2983</td>
<td>.0886</td>
<td>.8965</td>
</tr>
<tr>
<td>c = 0.7</td>
<td>.2397</td>
<td>.0879</td>
<td>.0577</td>
<td>.4412</td>
</tr>
</tbody>
</table>

Table A.18. Power Calculations for Example 5.3

<table>
<thead>
<tr>
<th>Pearson’s σ = .125</th>
<th>KS Test</th>
<th>CVM Test</th>
<th>After DFT</th>
<th>After DWT</th>
</tr>
</thead>
<tbody>
<tr>
<td>c = 1.8</td>
<td>.8310</td>
<td>.5747</td>
<td>.3632</td>
<td>.7882</td>
</tr>
<tr>
<td>c = 1.6</td>
<td>.7232</td>
<td>.4935</td>
<td>.2062</td>
<td>.6894</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>.5922</td>
<td>.4199</td>
<td>.2545</td>
<td>.5891</td>
</tr>
<tr>
<td>c = 1.4</td>
<td>.4693</td>
<td>.3530</td>
<td>.2052</td>
<td>.5033</td>
</tr>
<tr>
<td>c = 1.3</td>
<td>.3028</td>
<td>.2519</td>
<td>.1429</td>
<td>.3687</td>
</tr>
<tr>
<td>c = 1.2</td>
<td>.2055</td>
<td>.1860</td>
<td>.1083</td>
<td>.2790</td>
</tr>
<tr>
<td>c = 0.8</td>
<td>.1094</td>
<td>.0972</td>
<td>.0680</td>
<td>.1795</td>
</tr>
<tr>
<td>c = 0.7</td>
<td>.8310</td>
<td>.5747</td>
<td>.3632</td>
<td>.7882</td>
</tr>
<tr>
<td>c = 1.6</td>
<td>.7232</td>
<td>.4935</td>
<td>.2062</td>
<td>.6894</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>.5922</td>
<td>.4199</td>
<td>.2545</td>
<td>.5891</td>
</tr>
<tr>
<td>c = 1.4</td>
<td>.4693</td>
<td>.3530</td>
<td>.2052</td>
<td>.5033</td>
</tr>
<tr>
<td>c = 1.3</td>
<td>.3028</td>
<td>.2519</td>
<td>.1429</td>
<td>.3687</td>
</tr>
<tr>
<td>c = 1.2</td>
<td>.2055</td>
<td>.1860</td>
<td>.1083</td>
<td>.2790</td>
</tr>
<tr>
<td>c = 0.8</td>
<td>.1094</td>
<td>.0972</td>
<td>.0680</td>
<td>.1795</td>
</tr>
<tr>
<td>c = 0.7</td>
<td>.8310</td>
<td>.5747</td>
<td>.3632</td>
<td>.7882</td>
</tr>
<tr>
<td>c = 1.6</td>
<td>.7232</td>
<td>.4935</td>
<td>.2062</td>
<td>.6894</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>.5922</td>
<td>.4199</td>
<td>.2545</td>
<td>.5891</td>
</tr>
<tr>
<td>c = 1.4</td>
<td>.4693</td>
<td>.3530</td>
<td>.2052</td>
<td>.5033</td>
</tr>
<tr>
<td>c = 1.3</td>
<td>.3028</td>
<td>.2519</td>
<td>.1429</td>
<td>.3687</td>
</tr>
<tr>
<td>c = 1.2</td>
<td>.2055</td>
<td>.1860</td>
<td>.1083</td>
<td>.2790</td>
</tr>
<tr>
<td>c = 0.8</td>
<td>.1094</td>
<td>.0972</td>
<td>.0680</td>
<td>.1795</td>
</tr>
<tr>
<td>c = 0.7</td>
<td>.8310</td>
<td>.5747</td>
<td>.3632</td>
<td>.7882</td>
</tr>
<tr>
<td>c = 1.6</td>
<td>.7232</td>
<td>.4935</td>
<td>.2062</td>
<td>.6894</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>.5922</td>
<td>.4199</td>
<td>.2545</td>
<td>.5891</td>
</tr>
<tr>
<td>c = 1.4</td>
<td>.4693</td>
<td>.3530</td>
<td>.2052</td>
<td>.5033</td>
</tr>
<tr>
<td>c = 1.3</td>
<td>.3028</td>
<td>.2519</td>
<td>.1429</td>
<td>.3687</td>
</tr>
<tr>
<td>c = 1.2</td>
<td>.2055</td>
<td>.1860</td>
<td>.1083</td>
<td>.2790</td>
</tr>
<tr>
<td>c = 0.8</td>
<td>.1094</td>
<td>.0972</td>
<td>.0680</td>
<td>.1795</td>
</tr>
<tr>
<td>c = 0.7</td>
<td>.8310</td>
<td>.5747</td>
<td>.3632</td>
<td>.7882</td>
</tr>
<tr>
<td>c = 1.6</td>
<td>.7232</td>
<td>.4935</td>
<td>.2062</td>
<td>.6894</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>.5922</td>
<td>.4199</td>
<td>.2545</td>
<td>.5891</td>
</tr>
<tr>
<td>c = 1.4</td>
<td>.4693</td>
<td>.3530</td>
<td>.2052</td>
<td>.5033</td>
</tr>
<tr>
<td>c = 1.3</td>
<td>.3028</td>
<td>.2519</td>
<td>.1429</td>
<td>.3687</td>
</tr>
<tr>
<td>c = 1.2</td>
<td>.2055</td>
<td>.1860</td>
<td>.1083</td>
<td>.2790</td>
</tr>
<tr>
<td>c = 0.8</td>
<td>.1094</td>
<td>.0972</td>
<td>.0680</td>
<td>.1795</td>
</tr>
<tr>
<td>c = 0.7</td>
<td>.8310</td>
<td>.5747</td>
<td>.3632</td>
<td>.7882</td>
</tr>
<tr>
<td>c = 1.6</td>
<td>.7232</td>
<td>.4935</td>
<td>.2062</td>
<td>.6894</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>.5922</td>
<td>.4199</td>
<td>.2545</td>
<td>.5891</td>
</tr>
<tr>
<td>c = 1.4</td>
<td>.4693</td>
<td>.3530</td>
<td>.2052</td>
<td>.5033</td>
</tr>
<tr>
<td>c = 1.3</td>
<td>.3028</td>
<td>.2519</td>
<td>.1429</td>
<td>.3687</td>
</tr>
<tr>
<td>c = 1.2</td>
<td>.2055</td>
<td>.1860</td>
<td>.1083</td>
<td>.2790</td>
</tr>
<tr>
<td>c = 0.8</td>
<td>.1094</td>
<td>.0972</td>
<td>.0680</td>
<td>.1795</td>
</tr>
<tr>
<td>c = 0.7</td>
<td>.8310</td>
<td>.5747</td>
<td>.3632</td>
<td>.7882</td>
</tr>
<tr>
<td>c = 1.6</td>
<td>.7232</td>
<td>.4935</td>
<td>.2062</td>
<td>.6894</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>.5922</td>
<td>.4199</td>
<td>.2545</td>
<td>.5891</td>
</tr>
<tr>
<td>c = 1.4</td>
<td>.4693</td>
<td>.3530</td>
<td>.2052</td>
<td>.5033</td>
</tr>
<tr>
<td>c = 1.3</td>
<td>.3028</td>
<td>.2519</td>
<td>.1429</td>
<td>.3687</td>
</tr>
<tr>
<td>c = 1.2</td>
<td>.2055</td>
<td>.1860</td>
<td>.1083</td>
<td>.2790</td>
</tr>
<tr>
<td>c = 0.8</td>
<td>.1094</td>
<td>.0972</td>
<td>.0680</td>
<td>.1795</td>
</tr>
</tbody>
</table>
Figure A.5. Top panel: Plot of $\theta_i$ versus $i$. Bottom panel: Plot of $\sum_{j=1}^{n} \gamma_{i,j} \theta_j$ versus $i$, with an orthonormal matrix $\mathbf{\Gamma} = (\gamma_{i,j})$ corresponding to the discrete wavelet transform (DWT for short).

Table A.19. Power Calculations for Example 5.4

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$\chi^2$</th>
<th>KS Test</th>
<th>CVM Test</th>
<th>$T_H$ (1.93)</th>
<th>$T^*$ (6)</th>
<th>$\tilde{T}^*$ (6)</th>
<th>$T_H$ (1.96)</th>
<th>$T^*$ (6)</th>
<th>$\tilde{T}^*$ (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>.400</td>
<td>.9668</td>
<td>.8344</td>
<td>.8967</td>
<td>.9273</td>
<td>.9804</td>
<td>.8628</td>
<td>.9410</td>
<td>.9637</td>
<td>.8087</td>
</tr>
<tr>
<td>.367</td>
<td>.8777</td>
<td>.6692</td>
<td>.7393</td>
<td>.8206</td>
<td>.9124</td>
<td>.7237</td>
<td>.8334</td>
<td>.8777</td>
<td>.6573</td>
</tr>
<tr>
<td>.333</td>
<td>.7161</td>
<td>.4881</td>
<td>.5413</td>
<td>.6553</td>
<td>.7724</td>
<td>.5573</td>
<td>.6795</td>
<td>.7161</td>
<td>.4817</td>
</tr>
<tr>
<td>.300</td>
<td>.5087</td>
<td>.3244</td>
<td>.3473</td>
<td>.4787</td>
<td>.5675</td>
<td>.3804</td>
<td>.4951</td>
<td>.5110</td>
<td>.325</td>
</tr>
<tr>
<td>.267</td>
<td>.3184</td>
<td>.2132</td>
<td>.2150</td>
<td>.3322</td>
<td>.3711</td>
<td>.2504</td>
<td>.3594</td>
<td>.3276</td>
<td>.2174</td>
</tr>
<tr>
<td>.233</td>
<td>.1940</td>
<td>.1480</td>
<td>.1396</td>
<td>.2346</td>
<td>.2194</td>
<td>.1557</td>
<td>.2526</td>
<td>.2025</td>
<td>.1499</td>
</tr>
<tr>
<td>.200</td>
<td>.1059</td>
<td>.0935</td>
<td>.0891</td>
<td>.1579</td>
<td>.1215</td>
<td>.1003</td>
<td>.1830</td>
<td>.1180</td>
<td>.0959</td>
</tr>
</tbody>
</table>
Figure A.6. Top panel: Estimated and theoretical densities of $T_H(1.9331)$, adaptive Neyman, and the two order threshold statistics after the DFT. Bottom panel: Estimated and theoretical densities of $T_H(1.9598)$, adaptive Neyman, and the two order threshold statistics after the DWT.

Table A.20. Power Calculations for Example 5.5

<table>
<thead>
<tr>
<th>$(a, b)$</th>
<th>Pearson’s $\chi^2$</th>
<th>KS Test</th>
<th>CVM Test</th>
<th>After DFT</th>
<th>After DFT</th>
<th>After DFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$T_H(1.93)$</td>
<td>$T^*(6)$</td>
<td>$\tilde{T}^*(6)$</td>
</tr>
<tr>
<td>(.1, .75)</td>
<td>.9770</td>
<td>.7776</td>
<td>5688</td>
<td>.9988</td>
<td>.9749</td>
<td>.9745</td>
</tr>
<tr>
<td>(.1, .85)</td>
<td>.6134</td>
<td>.2016</td>
<td>.0762</td>
<td>.8301</td>
<td>.6016</td>
<td>.6010</td>
</tr>
<tr>
<td>(.2, .75)</td>
<td>.9081</td>
<td>.6451</td>
<td>.2056</td>
<td>.9731</td>
<td>.9064</td>
<td>.9068</td>
</tr>
<tr>
<td>(.2, .85)</td>
<td>.4880</td>
<td>.1378</td>
<td>.0697</td>
<td>.6584</td>
<td>.4795</td>
<td>.4791</td>
</tr>
<tr>
<td>(.3, .75)</td>
<td>.7418</td>
<td>.4732</td>
<td>.1570</td>
<td>.8688</td>
<td>.7502</td>
<td>.7498</td>
</tr>
<tr>
<td>(.3, .85)</td>
<td>.3657</td>
<td>.0994</td>
<td>.0670</td>
<td>.4963</td>
<td>.3628</td>
<td>.3638</td>
</tr>
<tr>
<td>(.4, .75)</td>
<td>.5620</td>
<td>.3133</td>
<td>.1164</td>
<td>.6914</td>
<td>.5750</td>
<td>.5727</td>
</tr>
<tr>
<td>(.4, .85)</td>
<td>.2557</td>
<td>.0702</td>
<td>.0602</td>
<td>.3589</td>
<td>.2612</td>
<td>.2609</td>
</tr>
<tr>
<td>(.5, .75)</td>
<td>.3731</td>
<td>.1992</td>
<td>.0940</td>
<td>.4911</td>
<td>.3887</td>
<td>.3862</td>
</tr>
<tr>
<td>(.5, .85)</td>
<td>.1806</td>
<td>.0593</td>
<td>.0598</td>
<td>.2685</td>
<td>.1917</td>
<td>.1912</td>
</tr>
<tr>
<td>(.6, .75)</td>
<td>.2322</td>
<td>.1184</td>
<td>.0830</td>
<td>.3286</td>
<td>.2414</td>
<td>.2414</td>
</tr>
<tr>
<td>(.6, .85)</td>
<td>.1228</td>
<td>.0524</td>
<td>.0526</td>
<td>.1927</td>
<td>.1311</td>
<td>.1337</td>
</tr>
</tbody>
</table>
### Table A.21. Power Calculations for Example 5.6

<table>
<thead>
<tr>
<th>Pearson’s $\chi^2$</th>
<th>KS Test</th>
<th>CVM Test</th>
<th>After DFT</th>
<th>After DWT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$T_H(1.93)$</td>
<td>$T^*(6)$</td>
</tr>
<tr>
<td>$c = 1.8$</td>
<td>.9842</td>
<td>1</td>
<td>.9987</td>
<td>.9926</td>
</tr>
<tr>
<td>$c = 1.7$</td>
<td>.9391</td>
<td>.9999</td>
<td>1</td>
<td>.9885</td>
</tr>
<tr>
<td>$c = 1.6$</td>
<td>.8171</td>
<td>.9972</td>
<td>.9988</td>
<td>.9437</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>.6126</td>
<td>.9720</td>
<td>.9853</td>
<td>.8187</td>
</tr>
<tr>
<td>$c = 1.4$</td>
<td>.3871</td>
<td>.8505</td>
<td>.8880</td>
<td>.5939</td>
</tr>
<tr>
<td>$c = 1.3$</td>
<td>.2045</td>
<td>.5330</td>
<td>.5841</td>
<td>.3597</td>
</tr>
<tr>
<td>$c = 1.2$</td>
<td>.1169</td>
<td>.1964</td>
<td>.2110</td>
<td>.2012</td>
</tr>
<tr>
<td>$c = 1.1$</td>
<td>.0687</td>
<td>.0552</td>
<td>.0532</td>
<td>.1332</td>
</tr>
<tr>
<td>$c = 1.0$</td>
<td>.0741</td>
<td>.1697</td>
<td>.1957</td>
<td>.1406</td>
</tr>
<tr>
<td>$c = 0.9$</td>
<td>.2113</td>
<td>.5684</td>
<td>.6523</td>
<td>.2806</td>
</tr>
<tr>
<td>$c = 0.8$</td>
<td>.6243</td>
<td>.9303</td>
<td>.9609</td>
<td>.6083</td>
</tr>
</tbody>
</table>
Appendix B

PROOFS OF CHAPTERS

B.1 Proofs for Theorems 2.1, 2.2, and 2.3

Proof of Theorem 2.1

The power of the test (2.3), evaluated at the parameter values specified by the simple alternative hypothesis, is given by

\[
\text{Power}(\theta^a) = P_{\theta^a} \left[ \sum_{i=1}^{n} (\theta_{ia} - \theta_0) (X_i - \theta_0) > \sqrt{\sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2} z_\alpha \right]
\]

\[
= P_{\theta^a} \left[ Z > \frac{\sqrt{\sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2} z_\alpha - \sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2}{\sqrt{\sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2}} \right]
\]

\[
= 1 - \Phi \left( z_\alpha - \sqrt{\sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2} \right) \to 1 \quad \text{as} \quad \|\theta^a - \theta^0\| \to \infty.
\]

Proof of Theorem 2.2

Assume that the true values are \(\theta_{ic}, i = 1, \ldots, n\), but the statistic has been defined in terms of \(\theta_{ia} \neq \theta_{ic}\). The power of the test (2.3) at the parameter values
\( \theta_{ic} \) is given by

\[
\text{Power}(\theta^c) = P_{\theta^c} \left[ \sum_{i=1}^{n} (\theta_{ia} - \theta_0) (X_i - \theta_0) > \sqrt{\sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2} z_\alpha \right] \\
= P_{\theta^c} \left[ Z > \frac{\sqrt{\sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2} z_\alpha - \sum_{i=1}^{n} (\theta_{ia} - \theta_0) (\theta_{ic} - \theta_0)}{\sqrt{\sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2}} \right] \\
= 1 - \Phi \left( z_\alpha - \frac{\sum_{i=1}^{n} (\theta_{ia} - \theta_0) (\theta_{ic} - \theta_0)}{\sqrt{\sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2}} \right).
\]

Even though \( \|\theta^a - \theta^0\| \to \infty \), \( \text{power}(\theta^c) \) may not tend to 1. \( \text{power}(\theta^c) \) is based on the relationship between \( (\theta_{ia} - \theta_0) \) and \( (\theta_{ic} - \theta_0) \) for each \( i \). However, if \( (\theta_{ic} - \theta_0) = k (\theta_{ia} - \theta_0) \) for any positive value \( k \), then

\[
\text{Power}(\theta^c) = 1 - \Phi \left( z_\alpha - k \sqrt{\sum_{i=1}^{n} (\theta_{ia} - \theta_0)^2} \right) \to 1 \text{ as } \|\theta^a - \theta^0\| \to \infty.
\]

**Proof of Theorem 2.3 (a)**

Since \( X_i \sim \text{i.i.d.} \ N(\theta_0, 1) \) under the null hypothesis, \( (X_i - \theta_0)^2 \sim \chi^2_1 \). By the properties of the chi-square distribution,

\[
E [(X_i - \theta_0)^2] = 1 \quad \text{and} \quad \text{Var} [(X_i - \theta_0)^2] = 2.
\]

Thus, by the central limit theorem,

\[
S_n^*(\theta^0) = \frac{\sum_{i=1}^{n} (X_i - \theta_0)^2 - n}{\sqrt{2n}} \xrightarrow{d} N(0, 1), \quad \text{as } n \to \infty.
\]

**Proof of Theorem 2.3 (b)**

Under alternatives \( \theta_i^a = \theta_0 + \frac{\Delta v_i}{\sqrt{n}} \), \( (X_i - \theta_0) \sim N((\theta_i^a - \theta_0), 1) \). By the prop-
Asymptotic normality of the non-central chi-square distribution, we obtain

\[(X_i - \theta_0)^2 \sim \chi^2_1 ((\theta^n_i - \theta_0)^2)\],

\[E_{\theta^n} [(X_i - \theta_0)^2] = 1 + (\theta^n_i - \theta_0)^2, \ Var_{\theta^n} [(X_i - \theta_0)^2] = 2 \left( 1 + 2 (\theta^n_i - \theta_0)^2 \right)\].

Let \(T_n = \sum_{i=1}^n Y_i\), where \(Y_i = (X_i - \theta_0)^2 - E_{\theta^n} [(X_i - \theta_0)^2]\). Then,

\[T_n = S_n(\theta^0) - E_{\theta^n} (S_n(\theta^0)) = \sum_{i=1}^n (X_i - \theta_0)^2 - n - \sum_{i=1}^n (\theta^n_i - \theta_0)^2\].

Denote \(s_n^2 = Var_{\theta^n}(T_n) = Var_{\theta^n}(S_n(\theta^0)) = 2n + 4 \sum_{i=1}^n (\theta^n_i - \theta_0)^2\). To show the asymptotic normality, we need to check Lyapunov condition:

\[
\frac{1}{s_n^4} \sum_{i=1}^n E_{\theta^n} (Y_i^4) = \frac{\sum_{i=1}^n \left\{ 12 \left( 1 + 2 (\theta^n_i - \theta_0)^2 \right)^2 + 48 \left( 1 + 4 (\theta^n_i - \theta_0)^2 \right) \right\}}{(2n + 4 \sum_{i=1}^n (\theta^n_i - \theta_0)^2)^2} \\
= \frac{\sum_{i=1}^n \left\{ 60 + 240 (\theta^n_i - \theta_0)^2 + 48 (\theta^n_i - \theta_0)^4 \right\}}{4n^2 + 16 \left( \sum_{i=1}^n (\theta^n_i - \theta_0)^2 \right)^2 + 16n \sum_{i=1}^n (\theta^n_i - \theta_0)^2} \\
= \frac{60 + \frac{240\Delta^2}{n^2} \sum_{i=1}^n v_i^2 + \frac{48\Delta^4}{n^3} \sum_{i=1}^n v_i^4}{4n + \frac{16\Delta^4}{n^3} \left( \sum_{i=1}^n v_i^2 \right)^2 + \frac{16\Delta^2}{n} \sum_{i=1}^n v_i^2} \to 0 \quad \text{as} \quad n \to \infty,
\]

with \(\sum_{i=1}^n v_i^2 = o(n^{3/2})\). Thus, by Lindeberg-Feller central limit theorem, we can conclude that

\[
\frac{T_n}{s_n} = \frac{S_n(\theta^0) - E_{\theta^n} (S_n(\theta^0))}{\sqrt{Var_{\theta^n} (S_n(\theta^0))}} \\
= \frac{\sum_{i=1}^n (X_i - \theta_0)^2 - n - \sum_{i=1}^n (\theta^n_i - \theta_0)^2}{\sqrt{2n + 4 \sum_{i=1}^n (\theta^n_i - \theta_0)^2}} \xrightarrow{d} N(0, 1), \quad \text{as} \quad n \to \infty.
\]

That is, under the contiguous sequence of alternatives \(\theta_i = \theta^n_i\), the proof of the asymptotic normality of \(S_n(\theta^0)\) is completed.
The power of $S_n(\theta^0)$ against alternatives $\theta^n_i$ is

$$\text{Power} (\theta^n) = P_{\theta^n} \left\{ \frac{\sum_{i=1}^{n} (X_i - \theta_0)^2}{\sqrt{2n}} > z_\alpha \right\}$$

$$= P_{\theta^n} \left\{ Z > \frac{z_\alpha - \sum_{i=1}^{n} (\theta^n_i - \theta_0)^2 / \sqrt{2n}}{\sqrt{1 + 2 \sum_{i=1}^{n} (\theta^n_i - \theta_0)^2 / n}} \right\}$$

$$\approx P_{\theta^n} \left\{ Z > z_\alpha - \frac{\sum_{i=1}^{n} (\theta^n_i - \theta_0)^2 / \sqrt{2n}}{\sqrt{1 + 2 \sum_{i=1}^{n} (\theta^n_i - \theta_0)^2 / n}} \right\}.$$

We can rewrite the power of $S_n(\theta^0)$ as

$$P_{\theta^n} \left\{ Z > z_\alpha - \frac{\Delta^2}{n \sqrt{2n}} \sum_{i=1}^{n} v_i^2 \right\} \rightarrow \alpha \text{ as } n \rightarrow \infty,$$

with $\sum_{i=1}^{n} v_i^2 = o(n^{3/2}).$

### B.2 Proofs for Lemmas 3.1, 3.3-3.5, and Theorem 3.1

#### Proof of Lemma 3.1

We have

$$T_{E,L}(k_n) = \sum_{i=n-k_n+1}^{n} \sum_{j=1}^{i} \frac{V_j}{n-j+1}$$

$$= \sum_{j=1}^{n-k_n+1} \frac{V_j}{n-j+1} + \sum_{j=1}^{n-k_n+2} \frac{V_j}{n-j+1} + \cdots + \sum_{j=1}^{n} \frac{V_j}{n-j+1}$$

$$= k_n \sum_{j=1}^{n-k_n+1} \frac{V_j}{n-j+1} + V_{n-k_n+2} + \cdots + V_n$$

$$= \sum_{j=1}^{n} \frac{V_j}{n-j+1} \sum_{i=j}^{n} I(i > n - k_n).$$

Thus, $\alpha_{E,jn}(k_n) = \sum_{i=j}^{n} I(i > n - k_n) / (n - j + 1)$. It completes the proof.
Proof of Theorem 3.1

We want to derive the asymptotic normality by using Lindeberg-Feller central limit theorem. First we need to center $\alpha_{E,in}(k_n)V_i$ by subtracting the mean value. Let

$$Y_i = \alpha_{E,in}(k_n)(V_i - 1) \quad \text{and} \quad s_n^2 = \text{Var}\left(\sum_{i=1}^n Y_i\right) = \sum_{i=1}^n \alpha_{E,in}(k_n)^2.$$ 

Next we will check the Lyapunov condition:

$$\frac{1}{s_n^4} \sum_{i=1}^n E(Y_i^4) = \frac{9 \sum_{j=1}^n \alpha_{E,jn}(k_n)^4}{\left(\sum_{j=1}^n \alpha_{E,jn}(k_n)^2\right)^2} \leq \frac{9 \max_{1 \leq i \leq n} \alpha_{E,in}(k_n)^2}{\sum_{j=1}^n \alpha_{E,jn}(k_n)^2}.$$ 

Since $\alpha_{E,jn}(k_n) = \frac{1}{n - j + 1} \sum_{i=j}^n I(i > n - k_n)$, $\alpha_{E,jn}(k_n)$ is $\frac{k_n}{n - j + 1}$ if $1 \leq j \leq n - k_n + 1$, and 1 otherwise. Thus, $\max_{1 \leq j \leq n} \alpha_{E,jn}(k_n)^2 = 1$ and

$$\sum_{j=1}^n \alpha_{E,jn}(k_n)^2 = \sum_{j=1}^{n-k_n+1} \frac{k_n^2}{(n - j + 1)^2} + (k_n - 1) = \sum_{i=k_n}^n \frac{k_n^2}{i^2} + (k_n - 1).$$

Since

$$\frac{n - k_n + 1}{k_n(n + 1)} = \int_{k_n}^{n+1} \frac{1}{x^2} dx = \sum_{i=k_n}^n \frac{1}{x^2} \leq \sum_{i=k_n}^n \frac{1}{i^2},$$

we have

$$\frac{1}{s_n^4} \sum_{i=1}^n E(Y_i^4) \leq 9 \left(\frac{k_n(n - k_n + 1)}{n + 1} + k_n - 1\right)^{-1} \to 0 \quad \text{as} \quad n \to \infty \quad \text{and} \quad k_n \to \infty.$$ 

By Lindeberg-Feller central limit theorem, we can conclude that

$$T_{E,L}(k_n) = \frac{\sum_{i=1}^n \alpha_{E,in}(k_n)(V_i - 1)}{\sqrt{\sum_{i=1}^n \alpha_{E,in}(k_n)^2}}$$

$$= \frac{T_{E,L}(k_n) - \sum_{i=1}^n \alpha_{E,in}(k_n)}{\sqrt{\sum_{i=1}^n \alpha_{E,in}(k_n)^2}} \xrightarrow{d} N(0, 1), \quad \text{as} \quad n \to \infty.$$ 

Proof of Lemma 3.3
Let \( \mathbb{U}_n \) be the uniform empirical process, so

\[
P(\| \mathbb{U}_n \| < \lambda) = P \left( \max \left\{ 0, \frac{j}{n} - \frac{\lambda}{\sqrt{n}} \right\} < U_{j,n} < \min \left\{ \frac{j-1}{n} + \frac{\lambda}{\sqrt{n}}, 1 \right\}, 1 \leq j \leq n \right)
\]

for any \( \lambda > 0 \) (cf. Shorack and Wellner (1986), p. 358). Using

\[
P(\| \mathbb{U}_n \| \geq \lambda) \leq 58 \exp(-2\lambda^2) \text{ for all } \lambda \geq 0,
\]

(cf. Shorack and Wellner (1986), p. 354, it follows that

\[
P \left( \max \left\{ 0, \frac{j}{n} - \frac{\lambda}{\sqrt{n}} \right\} < U_{j,n} < \min \left\{ \frac{j-1}{n} + \frac{\lambda}{\sqrt{n}}, 1 \right\}, 1 \leq j \leq n \right) \geq 1 - 58 \exp(-2\lambda^2).
\]

Take \( \epsilon = 58 \exp(-2\lambda^2) \). Since, for \( 1 \leq j < n^{1-\delta(n)} \leq n - \sqrt{\frac{n}{2} \log \left( \frac{28}{\epsilon} \right)} + 1, \)

\[
\min \left\{ \frac{j-1}{n} + \frac{1}{2n} \log \left( \frac{28}{\epsilon} \right), 1 \right\} = \frac{j-1}{n} + \frac{1}{2n} \log \left( \frac{28}{\epsilon} \right), \]

we have

\[
P \left( u_{jn}(\epsilon) < U_{j,n} < v^{jn}(\epsilon), 1 \leq j < n^{1-\delta(n)} \right) \geq 1 - \epsilon.
\]

Expressing this in terms of order statistics, \( V_{1,n}, \ldots, V_{n,n} \), of the standard exponential distribution, we have

\[
P \left( v_{jn}(\epsilon) < V_{j,n} < v^{jn}(\epsilon), 1 \leq j < n^{1-\delta(n)} \right) \geq 1 - \epsilon. \quad \text{(B.1)}
\]

Set \( V_i = -\log(1 - U_i) \) and \( X_i = (V_i - 1)/(n - i + 1), i = 1, \ldots, n. \) Then \( \sum_{i=1}^{j} X_i = V_{j,n} - \tilde{\nu}_{jn} \). Using the Kolmogorov’s inequality, for any \( \lambda^* > 0, \)

\[
P \left( \max_{1 \leq j \leq n} | V_{j,n} - \tilde{\nu}_{jn} | \geq \lambda^* \right) \leq \frac{1}{\lambda^*^2} \sum_{j=1}^{n} \frac{1}{(n - j + 1)^2} < \frac{2}{\lambda^*^2}.
\]

Take \( \epsilon = 2/\lambda^*^2 \). Then,

\[
P \left( | V_{j,n} - \tilde{\nu}_{jn} | < \frac{2}{\epsilon}, n^{1-\delta(n)} \leq j \leq n \right) \geq 1 - \epsilon. \quad \text{(B.2)}
\]
Both (B.1) and (B.2) yield (3.6).

Proof of Lemma 3.4

Since

\[
\frac{j}{n+1} - u_{jn}(\epsilon) = \begin{cases} 
\frac{j}{n+1}, & 1 \leq j < \sqrt{\frac{n}{2} \log \left(\frac{58}{\epsilon}\right)}, \\
\frac{j}{n(n+1)} + \sqrt{\frac{1}{2n} \log \left(\frac{58}{\epsilon}\right)}, & \sqrt{\frac{n}{2} \log \left(\frac{58}{\epsilon}\right)} \leq j < n^{1-\delta(n)}, \\
\left(1 - \frac{j}{n+1}\right) + e^{-\bar{v}_{jn} \sqrt{2/\epsilon}}, & n^{1-\delta(n)} \leq j \leq n,
\end{cases}
\]

and

\[
u_{jn}(\epsilon) - \frac{j}{n+1} = \begin{cases} 
-\frac{n-j+1}{n(n+1)} + \sqrt{\frac{1}{2n} \log \left(\frac{58}{\epsilon}\right)}, & 1 \leq j < n^{1-\delta(n)}, \\
\left(1 - \frac{j}{n+1}\right) - e^{-\bar{v}_{jn} \sqrt{2/\epsilon}}, & n^{1-\delta(n)} \leq j \leq n,
\end{cases}
\]

the relation \( u_{jn}(\epsilon) < \frac{j}{n+1} < \nu_{jn}(\epsilon) \) is clear when \( 1 \leq j < n^{1-\delta(n)} \). As obtained in CGJ1967, \(-\log \left(1 - \frac{j}{n+1}\right) \leq \bar{v}_{jn} < -\log \left(1 - \frac{j}{n+1}\right) + \frac{j}{(2n+1)(n-j+0.5)}\), we have

\[
\left(1 - \frac{j}{n+1}\right) e^{-2n/(2n+1)} < e^{-\bar{v}_{jn}} \leq 1 - \frac{j}{n+1},
\]

so that the relation \( u_{jn}(\epsilon) < \frac{j}{n+1} < \nu_{jn}(\epsilon) \) is also satisfied when \( n^{1-\delta(n)} \leq j \leq n \).

Proof of Lemma 3.5

Using the approximation to the integral,

\[-\log \left(1 - \frac{j}{n+1}\right) = \int_{n-j+1}^{n+1} \frac{1}{x} \, dx < \bar{v}_{jn} < \int_{n-j}^{n} \frac{1}{x} \, dx = -\log \left(1 - \frac{j}{n}\right),\]

so that the relation \( \nu_{jn} < \bar{v}_{jn} \) is clear. Since also \( u_{jn}(\epsilon) < j/(n+1) < \nu_{jn}(\epsilon) \) (shown in Lemma 3.4), the relation \( \nu_{jn}(\epsilon) < \nu_{jn} < v_{jn}(\epsilon) \) is satisfied. The remaining part is to prove that \( \bar{v}_{jn} < v_{jn}(\epsilon) \). When \( 1 \leq j < n^{1-\delta(n)} \),

\[
w_{jn}(\epsilon) - \frac{j}{n} = -\frac{1}{n} + \sqrt{\frac{1}{2n} \log \left(\frac{58}{\epsilon}\right)} > 0,
\]
so that $\tilde{\nu}_{jn} < v^{jn}(\epsilon)$ holds in this case. When $n^{1-\delta(n)} \leq j \leq n$,

$$v^{jn}(\epsilon) = \tilde{\nu}_{jn} + \sqrt{\frac{2}{\epsilon}} > \tilde{\nu}_{jn}.$$  

Thus, the relation $v^{jn}(\epsilon) < \nu_{jn} < \tilde{\nu}_{jn} < v^{jn}(\epsilon)$ is satisfied in both cases. Next, we study $v^{jn}(\epsilon) - v_{jn}(\epsilon)$, $j = 1, \ldots, n$. When $1 \leq j < \sqrt{\frac{n}{2} \log \left(\frac{58}{\epsilon}\right)}$, $v^{jn}(\epsilon) - v_{jn}(\epsilon) = -\log \left(1 - \frac{j-1}{n} - \sqrt{\frac{1}{2n} \log \left(\frac{58}{\epsilon}\right)}\right)$. Thus

$$\sup_{1 \leq j < \sqrt{\frac{n}{2} \log \left(\frac{58}{\epsilon}\right)}} |v^{jn}(\epsilon) - v_{jn}(\epsilon)| = -\log \left(1 + \frac{1}{n} - \sqrt{\frac{2}{n} \log \left(\frac{58}{\epsilon}\right)}\right) \to 0,$$

as $n \to \infty$. When $\sqrt{\frac{n}{2} \log \left(\frac{58}{\epsilon}\right)} \leq j < n^{1-\delta(n)}$,

$$v^{jn}(\epsilon) - v_{jn}(\epsilon) = \log \left(1 + \frac{-\frac{1}{n} + \sqrt{\frac{2}{n} \log \left(\frac{58}{\epsilon}\right)}}{n-j+1} - \sqrt{\frac{1}{2n} \log \left(\frac{58}{\epsilon}\right)}\right).$$

Thus, we have

$$\sup_{\sqrt{\frac{n}{2} \log \left(\frac{58}{\epsilon}\right)} \leq j < n^{1-\delta(n)}} |v^{jn}(\epsilon) - v_{jn}(\epsilon)|$$

$$= \log \left(1 + \frac{-\frac{1}{\sqrt{n}} + \sqrt{\frac{2 \log \left(\frac{58}{\epsilon}\right)}{\sqrt{n}(1 - n^{-\delta(n)}) + \frac{1}{\sqrt{n}} - \sqrt{\frac{1}{2} \log \left(\frac{58}{\epsilon}\right)}}}}{\sqrt{n}(1 - n^{-\delta(n)}) + \frac{1}{\sqrt{n}} - \sqrt{\frac{1}{2} \log \left(\frac{58}{\epsilon}\right)}}\right) \to 0,$$

as $n \to \infty$. When $n^{1-\delta(n)} \leq j \leq n$, $v^{jn}(\epsilon) - v_{jn}(\epsilon) = \sqrt{8/\epsilon}$.

### B.3 Lemma B.1, and Proofs for Lemma B.1 and Theorems 3.3

**Lemma B.1.** Let $v^{yn}(\epsilon)$ and $v^{yn}(\epsilon)$, $1 \leq y \leq n$, be given in Lemma 3.3, and let $\tilde{H} = F^{-1} \circ G$, where $F$ is the central chi-squared distribution function with 1 degree of freedom and $G$ is the standard exponential distribution function. Then,
1. $\tilde{H}'$ is increasing, positive, concave, and $\tilde{H}'(v) \to 2$, as $v \to \infty$.

2. $\tilde{H}''$ is a decreasing positive function, and $\tilde{H}''(v) \to 0$, as $v \to \infty$.

3. $\tilde{H}(v)\tilde{H}''(v) \to 0$, as $v \to \infty$.

4. $\frac{\tilde{H}''(v)}{\tilde{H}''(v)}(1 - e^{-v}) \to 0$, as $v \to 0$, and $\frac{\tilde{H}''(v)}{\tilde{H}''(v)} \to 0$, as $v \to \infty$.

5. Assume that $1 - n^{-\delta(n)} \to 0$ and $n^{1/2}(1 - n^{-\delta(n)}) \to \infty$, as $n \to \infty$. The positive function

$$R(y) = (v^m(\epsilon) - v_m(\epsilon))\tilde{H}''(v_m(\epsilon))\sqrt{\frac{y}{n - y + 1}}$$

is increasing on $1 \leq y < n^{1-\delta(n)}$. Moreover, for sufficiently large $n$, $R(y)$ is also increasing on $n^{1-\delta(n)} \leq y < n$.

**Proof of Lemma B.1**

**Parts 1. and 2.** The function $\tilde{H}'(v)$ is positive and tends to 2 as $v \to \infty$ since

$$\lim_{v \to \infty} \tilde{H}'(v) = \lim_{v \to \infty} \frac{e^{-v}}{f(F^{-1}(1 - e^{-v}))} = \lim_{v \to \infty} \frac{-f(F^{-1}(1 - e^{-v}))}{f'(F^{-1}(1 - e^{-v}))} = \lim_{w \to \infty} \frac{-f(w)}{f'(w)} = 2.$$ 

The function $\tilde{H}''(v)$ is positive and converges to 0 as $v \to \infty$ since

$$\tilde{H}''(v) = \frac{-e^{-v}f(F^{-1}(1 - e^{-v})) - e^{-v}f'(F^{-1}(1 - e^{-v}))}{\frac{e^{-v}}{f(F^{-1}(1 - e^{-v}))} - \frac{e^{-v}}{f(F^{-1}(1 - e^{-v}))} f'(F^{-1}(1 - e^{-v}))} \to 0 \text{ as } v \to \infty.$$ 

Because $\tilde{H}''(v) > 0$, $\tilde{H}'$ is an increasing function. Finally, $\tilde{H}'''(v)$ is an increasing
negative function and tends to 0 as \( v \to \infty \) by the fact that

\[
\dddot{H}(v) = -\ddot{H}(v) + \dot{H}'(v)\dddot{H}(v) \left( \frac{1}{H(v)} + 1 \right) - \left( \frac{\dot{H}'(v)}{2(H(v))^2} \right) \dddot{H}'(v) + \dddot{H}'(v) \left( \dddot{H}(v) - \frac{(\dot{H}'(v))^2}{2(H(v))^2} \right) \]

as \( v \to \infty \). Since \( \dddot{H}(v) < 0 \), \( \dddot{H} \) is decreasing and \( \ddot{H} \) is concave.

**Part 3.** We have

\[
\lim_{v \to \infty} \dddot{H}(v) = \lim_{v \to \infty} \dddot{H}(v) \left( \dddot{H}'(v) - 2 \right) + 2 = B_{31} + 2 = 0,
\]

where

\[
B_{31} = \lim_{v \to \infty} \dddot{H}(v) \left( \dddot{H}'(v) - 2 \right) = \lim_{v \to \infty} \frac{1 - F(w) - 2f(w)}{f(w)/w} \]

\[
= \lim_{w \to \infty} \frac{-1 - 2f'(w)}{w} = \lim_{w \to \infty} \frac{-2w}{w + 3} = -2.
\]

**Part 4.** We observe that

\[
\lim_{v \to 0} \frac{\dddot{H}(v)}{\dddot{H}'(v)} (1 - e^{-v})
\]

\[
= \lim_{v \to 0} \left( 1 - e^{-v} \right) \left( -1 + \frac{\dddot{H}(v)}{H(v)} + \dddot{H}'(v) - \frac{(\dddot{H}'(v))^3}{2(H(v))^2} \right)
\]

\[
= \lim_{v \to 0} \frac{(1 - e^{-v}) \dddot{H}'(v)}{H(v)} - \frac{1}{2} \lim_{v \to 0} \frac{(1 - e^{-v}) (\dddot{H}'(v))^3}{(H(v))^2 H'(v)} = B_1 - \frac{B_2}{2} = 0,
\]

where

\[
B_1 = \lim_{v \to 0} \frac{(1 - e^{-v}) \dddot{H}'(v)}{H(v)} = \lim_{w \to 0} \frac{F(w)(1 - F(w))}{w f(w)} = \lim_{w \to 0} \frac{F(w)}{w f(w)}
\]

\[
= \lim_{w \to 0} \frac{f(w)}{f(w) + w f'(w)} = \lim_{w \to 0} \frac{1}{1 + w f'(w)/f(w)} = \lim_{w \to 0} \frac{1}{1/2 - w/2} = 2
\]
and

$$B_2 = \lim_{v \to 0} \frac{(1 - e^{-v}) (\tilde{H}'(v))^3}{(\tilde{H}(v))^2 \tilde{H}''(v)} = \lim_{w \to 0} \frac{F(w)}{f(w) - w^2 f(w)^2} = \lim_{w \to 0} \frac{F(w)}{-2w f(w)^2 - 2w f(w) f'(w) + f(w) + w f(w) + w^2 f'(w)}$$

$$= \lim_{w \to 0} \frac{1}{\frac{1}{4} + \frac{w}{2} - \frac{w^2}{4}} = 4.$$ 

Also, we have

$$\lim_{v \to \infty} \frac{\tilde{H}'''(v)}{\tilde{H}''(v)} = 1 - \frac{4}{\lim_{v \to \infty} \tilde{H}''(v)(\tilde{H}(v))^2} = 1 - \frac{4}{B_3} = 0,$$

where

$$B_3 = \lim_{v \to \infty} \tilde{H}''(v)(\tilde{H}(v))^2$$

$$= \lim_{v \to \infty} \tilde{H}''(v) \left\{ -(\tilde{H}(v))^2 + \frac{\tilde{H}(v)\tilde{H}'(v)}{2} + \frac{(\tilde{H}(v))^2\tilde{H}'(v)}{2} \right\}$$

$$= \lim_{v \to \infty} \tilde{H}''(v) \left\{ \frac{(\tilde{H}(v))^2}{2} (\tilde{H}'(v) - 2) + \frac{\tilde{H}(v)\tilde{H}'(v)}{2} - \tilde{H}(v) + \tilde{H}(v) \right\}$$

$$= \lim_{v \to \infty} \left\{ \tilde{H}(v)(\tilde{H}'(v) - 2)\tilde{H}(v) + \tilde{H}(v)(\tilde{H}'(v) - 2) + 2\tilde{H}(v) \right\}$$

$$= \lim_{v \to \infty} \tilde{H}(v)(\tilde{H}'(v) - 2) + \lim_{v \to \infty} \tilde{H}(v) \left[ \tilde{H}(v)(\tilde{H}'(v) - 2) + 2 \right]$$

$$= B_{31} + B_{32} = 4,$$

with

$$B_{32} = \lim_{v \to \infty} \tilde{H}(v) \left[ \tilde{H}(v)(\tilde{H}'(v) - 2) + 2 \right]$$

$$= \lim_{w \to \infty} \frac{w(1 - F(w) - 2f(w)) + 2f(w)}{f(w)}/w$$

$$= \lim_{w \to \infty} \frac{(1 - F(w) - 2f(w)) + w(-f(w) - 2f'(w)) + 2f'(w)}{(f(w)w - f(w))/w^2}$$

$$= \lim_{w \to \infty} \frac{1-F(w)-2f(w)}{f(w)} + w \left( -1 - 2f'(w) \frac{f'(w)}{f(w)} + 2f'(w) \right)$$

$$= \lim_{w \to \infty} \frac{1}{w^2} \left( \frac{f'(w)}{f(w)} w - 1 \right)$$
\begin{align*}
&= \lim_{w \to \infty} \frac{1-F(w)-2f(w)}{f(w)/w} - 1 \frac{1}{w} \left( -\frac{w}{2} - \frac{3}{2} \right) = 6.
\end{align*}

\textbf{Part 5.} The first derivative of } R(y) \text{ at } y \text{ is given by

\begin{align*}
R'(y) &= \left\{ \frac{\partial}{\partial y} (v^m(e) - v_y(e)) \right\} \frac{H''(v_y(e))}{H'(v_y(e))} \sqrt{\frac{y}{n-y+1}} \\
&\quad + (v^m(e) - v_y(e)) \left\{ \frac{\partial}{\partial y} \frac{H''(v_y(e))}{H'(v_y(e))} \right\} \sqrt{\frac{y}{n-y+1}} \\
&\quad + (v^m(e) - v_y(e)) \frac{\partial}{\partial y} v_y(e) \left\{ \frac{\partial}{\partial y} \frac{H''(v_y(e))}{H'(v_y(e))} \right\} \\
&= R(y) \left\{ \frac{\partial}{\partial y} (v^m(e) - v_y(e)) \right\} + \frac{H''(v_y(e))}{H'(v_y(e))} \frac{\partial}{\partial y} v_y(e) + \frac{n+1}{2y(n-y+1)} \right\}.
\end{align*}

\text{Case 1 } (1 \leq y < \sqrt{\frac{n}{2} \log \left( \frac{58}{\epsilon} \right)}): \text{ Since } \frac{H''(v_y(e))}{H'(v_y(e))}(1 - e^{-v}) \to 0, \text{ as } v \to 0 \text{ (shown in Lemma B.1(4)), and } v_y(e) = 0, \text{ we have } \frac{H''(v_y(e))}{H'(v_y(e))} \frac{\partial}{\partial y} v_y(e) \approx 0. \text{ Since also } R(y), \frac{\partial}{\partial y} (v^m(e) - v_y(e)) > 0, \text{ the function } R'(y) \text{ is positive. Thus, } R(y) \text{ is positive and increasing on } 1 \leq y < \sqrt{\frac{n}{2} \log \left( \frac{58}{\epsilon} \right)}.

\text{Case 2 } \left( \sqrt{\frac{n}{2} \log \left( \frac{58}{\epsilon} \right)} \leq y < n^{1-\delta(n)}): \text{ Since } v_y(e) = -\log \left( 1 - \frac{y}{n} + \sqrt{\frac{1}{2n} \log \left( \frac{58}{\epsilon} \right)} \right) \text{ and } v^m(e) = -\log \left( 1 - \frac{y-1}{n} - \sqrt{\frac{1}{2n} \log \left( \frac{58}{\epsilon} \right)} \right), \text{ we have}

\begin{align*}
v^m(e) - v_y(e) &= \log \left( 1 + \frac{\sqrt{2n \log \left( \frac{58}{\epsilon} \right)} - 1}{n-y+1 - \sqrt{\frac{n}{2} \log \left( \frac{58}{\epsilon} \right)}} \right).
\end{align*}

\text{Since also } \frac{\partial}{\partial y} v_y(e) = \frac{1}{n-y+\sqrt{\frac{n}{2} \log \left( \frac{58}{\epsilon} \right)}}, \text{ and } \frac{\partial}{\partial y} v^m(e) = \frac{1}{n-y+1-\sqrt{\frac{n}{2} \log \left( \frac{58}{\epsilon} \right)}}, \text{ we have}

\begin{align*}
&\frac{\partial}{\partial y} \frac{(v^m(e) - v_y(e))}{v^m(e) - v_y(e)} \\
&= \frac{\sqrt{2n \log \left( \frac{58}{\epsilon} \right)} - 1}{(n-y+1-\sqrt{\frac{n}{2} \log \left( \frac{58}{\epsilon} \right)}) (n-y+\sqrt{\frac{n}{2} \log \left( \frac{58}{\epsilon} \right)})}.
\end{align*}
\[
\log \left(1 + \frac{1}{\sqrt{2n \log \left(\frac{58}{\epsilon} \right)} - 1}\right).
\]

Since \(R(y) > 0\) and, as shown in computer,

\[
\frac{\partial}{\partial y} (v^{yn}(\epsilon) - v^{yn}(\epsilon)) + \hat{H}'''(v^{yn}(\epsilon)) \frac{\partial}{\partial y} v^{yn}(\epsilon) + \frac{n + 1}{2y(n - y + 1)}
\]

\[
= \frac{(n - y + 1 - \sqrt{\frac{n}{2} \log \left(\frac{58}{\epsilon} \right)})}{n - y + \sqrt{\frac{n}{2} \log \left(\frac{58}{\epsilon} \right)}} \left(1 + \frac{1}{\sqrt{2n \log \left(\frac{58}{\epsilon} \right)} - 1}\right)
\]

\[
+ \frac{\hat{H}'''(v^{yn}(\epsilon))}{\hat{H}''(v^{yn}(\epsilon))} \left(1 + \frac{1}{n - y + \sqrt{\frac{n}{2} \log \left(\frac{58}{\epsilon} \right)}} + \frac{n + 1}{2y(n - y + 1)}\right) > 0
\]

we have \(R'(y) > 0\), so that \(R(y), \sqrt{\frac{n}{2} \log \left(\frac{58}{\epsilon} \right)} \leq y < n^{1-\delta(n)}\), is an increasing positive function.

Case 3 \((n^{1-\delta(n)} \leq y \leq n)\): It is easily verified that \(R(y) > 0\) and \(\frac{\partial}{\partial y} (v^{yn}(\epsilon) - v^{yn}(\epsilon)) = 0\). Also, \(\frac{\partial}{\partial y} v^{yn}(\epsilon) = \frac{\partial}{\partial y} \tilde{v}_y \approx \tilde{v}_{y - 1, n} = \frac{1}{n - y + 1}\). Thus,

\[
R'(y) \approx R(y) \frac{1}{n - y + 1} \left\{ \frac{\hat{H}'''(v^{yn}(\epsilon))}{\hat{H}''(v^{yn}(\epsilon))} + \frac{n + 1}{2y} \right\}.
\]

For sufficiently large \(n\) and small \(\delta(n)\), as shown in computer,

\[
\frac{\hat{H}'''(v^{yn}(\epsilon))}{\hat{H}''(v^{yn}(\epsilon))} + \frac{n + 1}{2y} > 0 \quad \left(\text{cf.} \frac{\hat{H}'''(v^{yn}(\epsilon))}{\hat{H}''(v^{yn}(\epsilon))} \rightarrow 0, \text{ as } n \rightarrow \infty \text{ (Lemma B.1(4))}\right),
\]

so that \(R'(y) > 0\). Thus, \(R(y)\) is positive and increasing on \(n^{1-\delta(n)} \leq y \leq n\).

**Proof of Theorem 3.3**

We need to check Assumptions A, B, and C of CGJ1967. For convenience, we restate these assumptions below.
Assumption A: \( \tilde{H}(v) \) is continuously differentiable for \( 0 < v < \infty \).

Assumption B: For each \( \epsilon > 0 \),

\[
A_n = \sum_{j=n-k_n+1}^{n} \left\{ \sup_{v_{jn}(\epsilon) < v < v_{jn}(\epsilon)} \left| \tilde{H}'(v) - \tilde{H}'(\tilde{\nu}_{jn}) \right| \right\} \sqrt{\frac{j}{n-j+1}} = o(n\sigma_n(k_n)),
\]

where \( v_{jn}(\epsilon) \), \( v_{jn}(\epsilon) \), and \( \tilde{\nu}_{jn} \) are given in Lemma 3.3.

Assumption C: \( \max_{1 \leq j \leq n} |\alpha_{jn}(k_n)| = o(n^{1/2}\sigma_n(k_n)) \).

Assumption A is clearly satisfied. To verify Assumption C, use Lemma B.1(1) to write

\[
\max_{1 \leq j \leq n} |\alpha_{jn}(k_n)| = \frac{\tilde{H}'(\tilde{\nu}_{mn})}{\sqrt{\sum_{j=1}^{n} \alpha_{jn}^2(k_n)}} \leq \sqrt{\sum_{j=n-k_n+1}^{n} \frac{1}{(n-j+1)^{-1} \sum_{i=j}^{n} \tilde{H}'(\tilde{\nu}_{in})^2}} \leq \frac{2}{\sqrt{\sum_{j=n-k_n+1}^{n} \{ \tilde{H}'(\tilde{\nu}_{jn}) \}^2}}.
\]

Suppose first that \( k_n/n \to 0 \) as \( n \to \infty \). Then

\[
\sum_{j=n-k_n+1}^{n} \{ \tilde{H}'(\tilde{\nu}_{jn}) \}^2 \geq k_n \{ \tilde{H}'(\tilde{\nu}_{n-k_n+1,n}) \}^2 \to \infty, \text{ as } n \to \infty,
\]

so that (B.3) tends to zero and Assumption C is satisfied in this case. Next, suppose that \( k_n/n \to r \) as \( n \to \infty \), for some \( 0 < r \leq 1 \). Using the approximation (2.9) of CGJ1967, that is,

\[
\tilde{\nu}_{jn} \simeq \nu_{jn} = -\log \left( 1 - \frac{j}{n+1} \right),
\]

it follows that

\[
\frac{1}{n} \sum_{j=n-k_n+1}^{n} \{ \tilde{H}'(\tilde{\nu}_{jn}) \}^2 \simeq \frac{1}{n} \sum_{j=1}^{n} I \left( \frac{j}{n+1} > \frac{n-k_n}{n+1} \right) \left\{ \left( 1 - \frac{j}{n+1} \right) \left( F^{-1} \right)' \left( \frac{j}{n+1} \right) \right\}^2
\]
\[ \to \int_0^1 I(t > 1 - r) \left\{ \frac{(1-t)}{f(F^{-1}(t))} \right\}^2 dt > 0, \text{ as } n \to \infty, \]

so that Assumption C is also satisfied. To show Assumption B, we use Lemma B.1(1) and Lemma 3.5 to write

\[ \sup_{v_{jn}(\epsilon) < c < v''(\epsilon)} |\tilde{H}'(v) - \tilde{H}'(\tilde{v}_{jn})| \leq \tilde{H}'(v''(\epsilon)) - \tilde{H}'(v_{jn}(\epsilon)) = (v''(\epsilon) - v_{jn}(\epsilon)) \tilde{H}''(\tilde{v}_{jn}(\epsilon)), \tilde{v}_{jn} \in (v_{jn}(\epsilon), v''(\epsilon)). \]

Thus,

\[
\frac{A_n}{n\sigma_n(k_n)} \leq \frac{\sum_{j=n-k_n+1}^n \left\{ (v''(\epsilon) - v_{jn}(\epsilon)) \tilde{H}''(\tilde{v}_{jn}(\epsilon)) \right\} \sqrt{\frac{j}{n-j+1}}}{\sqrt{n} \sum_{j=n-k_n+1}^n \left\{ \tilde{H}'(\tilde{v}_{jn}) \right\}^2}
\leq \frac{\frac{1}{\sqrt{n}} \sum_{j=n-k_n+1}^n \left\{ (v''(\epsilon) - v_{jn}(\epsilon)) \tilde{H}''(\tilde{v}_{jn}(\epsilon)) \right\} \sqrt{\frac{j}{n-j+1}}}{\sqrt{\sum_{j=n-k_n+1}^n \left\{ \tilde{H}'(\tilde{v}_{jn}) \right\}^2}} \quad (B.4)
\]

where the last inequality is justified by the fact that \( \tilde{H}'' \) is a decreasing positive function (Lemma B.1(2)). We need to prove that (B.4) tends to zero as \( n \to \infty \). Suppose first that \( k_n/n \to 0 \), as \( n \to \infty \). Divide numerator and denominator of (B.4) by \( k_n^{1/2} \) and consider first the numerator. Then,

\[
\frac{1}{\sqrt{nk_n}} \sum_{j=n-k_n+1}^n \left\{ (v''(\epsilon) - v_{jn}(\epsilon)) \tilde{H}''(\tilde{v}_{jn}(\epsilon)) \right\} \sqrt{\frac{j}{n-j+1}} = \begin{cases} \frac{8}{\epsilon} \sqrt{nk_n} \sum_{j=n-k_n+1}^n \left\{ \tilde{H}''(v_{jn}(\epsilon)) \sqrt{\frac{j}{n-j+1}} \right\}, & \text{if } k_n < \sqrt{n/2 \log \left( \frac{58}{\epsilon} \right)}, \\ \frac{1}{\sqrt{nk_n}} \sum_{j=n-k_n+1}^{n^{1-\delta(n)-1}} \left\{ (v''(\epsilon) - v_{jn}(\epsilon)) \tilde{H}''(v_{jn}(\epsilon)) \right\} \sqrt{\frac{j}{n-j+1}}, & \text{o.w.,} \\
+ \frac{1}{\sqrt{nk_n}} \sum_{j=n^{1-\delta(n)}}^{n-k_n^{1/4}} \left\{ (v''(\epsilon) - v_{jn}(\epsilon)) \tilde{H}''(v_{jn}(\epsilon)) \right\} \sqrt{\frac{j}{n-j+1}},
\end{cases}
\]

with \( 1 - \log \left( n - \sqrt{\frac{2}{3} \log \left( \frac{58}{\epsilon} \right) + 1} \right) / \log n \leq \delta(n) < 1 - \log \left( n - c_r n^{3/16} k_n^{5/8} + \right) \)
1/ \log n \left( \frac{1}{2} \log (\frac{58}{\epsilon}) \right). \] Assume that 
\( 1 - n^{-\delta(n)} \to 0 \), \( n^{1/2} (1 - n^{-\delta(n)}) \to \infty \), and \( n^{1/2} (1 - n^{-\delta(n)})^{3/2} \to d \) for some \( d > 0 \), as \( n \to \infty \). If \( k_n < \sqrt{\frac{n}{2} \log (\frac{58}{\epsilon})} \), then
\[
\frac{1}{\sqrt{nk_n}} \sum_{j=n-k_n+1}^{n} \left\{ (v_{jn}^n(e) - v_{jn}(e)) \hat{H}''(v_{jn}(e)) \right\} \sqrt{\frac{j}{n-j+1}} < \left( \frac{1}{2} \log (\frac{58}{\epsilon}) \right)^{1/4} n^{1/4} \hat{H}''(v_{nn}(e)) \to 0, \text{ as } n \to \infty. \]
This inequality is justified by Lemma B.1(5), and the fact that \( n^{1/4} \hat{H}''(v_{nn}(e)) \) tends to zero. Suppose that \( k_n \geq \sqrt{\frac{n}{2} \log (\frac{58}{\epsilon})} \) and \( k_n/n \to 0 \), as \( n \to \infty \). Set \( a_n = n^{-\delta(n)} - 1 \) and \( b_n = n - k_n^{1/4} \). Using Lemma B.1(5) and Lemma 3.5, we have
\begin{align*}
& \frac{1}{\sqrt{n}k_n} \sum_{j=n-k_n+1}^{n} \left\{ (v_{jn}^n(e) - v_{jn}(e)) \hat{H}''(v_{jn}(e)) \right\} \sqrt{\frac{j}{n-j+1}} \\
\leq & \sqrt{\frac{k_n}{n(1 - n^{-\delta(n)})}} \left( v_{a_n,n}^n(e) - v_{a_n,n}(e) \right) \hat{H}''(v_{a_n,n}(e)) \\
+ & c \sqrt{\frac{8}{\epsilon}} n^{-3/16} \hat{H}''(v_{b_n,n}(e)) + \sqrt{\frac{8}{\epsilon}} n^{-1/4} \hat{H}''(v_{b_n,n}(e)).
\end{align*}
Since \( (n - a_n + 1)/n^{1/2} \to \infty \) as \( n \to \infty \) using a one-term Taylor expansion we have \( v_{a_n,n}^n(e) - v_{a_n,n}(e) \approx \frac{1}{n-a_n+1} \frac{\sqrt{2n \log (\frac{58}{\epsilon}) - 1}}{2 \sqrt{2 \log (\frac{58}{\epsilon})}} = O \left( \frac{1}{n^{1/2}(1-n^{-\delta(n)})} \right). \] Thus, we have
\[(B.5) = O \left( \frac{1}{n^{1/2}(1-n^{-\delta(n)})^{3/2}} \cdot \frac{k_n^{1/2}}{n^{1/2}} \hat{H}''(v_{a_n,n}(e)) \right) \to 0, \text{ as } n \to \infty, \]
where it is justified by Lemma B.1(2) and the fact that \( v_{a_n,n}(e) \) tends to infinity.
From Lemma B.1(2), the second term of (B.6) tends to 0 as \( n \to \infty \). Moreover, as shown in computer, the first term of (B.6) tends to 0 as \( n \to \infty \) (even \( b_n = n - n^{1/4} \)). Since also
\[
\left( \frac{1}{k_n} \sum_{j=n-k_n+1}^{n} \left\{ \hat{H}'(v_{jn}) \right\} \right) \leq \left( \hat{H}'(v_{n-k_n,n}) \right)^{-1} < \infty,
\]
(B.4) tends to zero and Assumption B is satisfied when \( k_n/n \to 0 \) as \( n \to \infty \). Next, we suppose that for some \( 0 < r \leq 1 \), \( k_n/n \to r \) as \( n \to \infty \). Divide numerator and denominator of (B.4) by \( n^{1/2} \) and consider the numerator and denominator separately. Since
\[
\frac{1}{n} \sum_{j=n-k_n+1}^{n} \left\{ (v_{jn}^n(e) - v_{jn}(e)) \hat{H}''(v_{jn}(e)) \right\} \sqrt{\frac{j}{n-j+1}}
\]
For any $a$ with $1 \leq a \leq \sqrt{\frac{n}{2}}$ and some $\delta(a)$ which satisfies $1 - \log \left( a - \sqrt{\frac{n}{2}} \right) > 0$, let $u_{jn}(\epsilon)$ and $u^{ja}(\epsilon)$ be defined as

$$u_{jn}(\epsilon) = \begin{cases} \max \left\{ 0, \frac{j}{a} - \sqrt{\frac{1}{2a} \log \left( \frac{58}{\epsilon} \right)} \right\}, & \text{if } 1 \leq j < a^{1-\delta(a)}, \\ 1 - e^{-\frac{j}{a} \log \left( \frac{58}{\epsilon} \right)}, & \text{if } a^{1-\delta(a)} \leq j \leq a, \end{cases}$$

and

$$u^{ja}(\epsilon) = \begin{cases} \frac{j-1}{a} + \sqrt{\frac{1}{2a} \log \left( \frac{58}{\epsilon} \right)}, & \text{if } 1 \leq j < a^{1-\delta(a)}, \\ 1 - e^{-\frac{j}{a} \log \left( \frac{58}{\epsilon} \right)}, & \text{if } a^{1-\delta(a)} \leq j \leq a, \end{cases}$$

where $\delta(a)$ is a function that depends on $a$. This definition ensures that $u_{jn}(\epsilon)$ and $u^{ja}(\epsilon)$ satisfy certain conditions for the proof of the lemma.

$\莱ma B.2. \text{ For any } 0 < \epsilon < 1 \text{ and some } \delta(a) \text{ which satisfies } 1 - \log \left( a - \sqrt{\frac{n}{2}} \right) > 0, \text{ let } u_{jn}(\epsilon) \text{ and } u^{ja}(\epsilon) \text{ be defined as above. Then, for any } a \geq \frac{n}{2}, \text{ the term } (B.4) \text{ converges to 0 as } n \to \infty.$

$\莱ma B.3. \text{ The Lemmas B.2, B.3, B.4 and Their Proofs are satisfied, the proof is done.}$

$\莱ma B.4. \text{ Lemmas B.2, B.3, B.4 and Their Proofs are satisfied, the proof is done.}$
where \( \tilde{\nu}_{ja} = \sum_{i=1}^{j} 1/(a - i + 1) \), and set
\[
v_{ja}(\epsilon) = -\log (1 - u_{ja}(\epsilon)), \quad v^{ja}(\epsilon) = -\log (1 - u^{ja}(\epsilon)).
\]
For any \( M \geq 0 \), let \( \tilde{H}_{a,M}(v) = G_{a,M}^{-1}(1 - e^{-v}) \), where \( G_{a,M} \) is the noncentral chi-squared distribution function with 1 degree of freedom and non-centrality parameter \( M^2/a \). Then,

1. \( \tilde{H}'_{a,M} \) is bounded and \( \tilde{H}'_{a,M}(v) \to 2 \), as \( v \to \infty \) and \( a \to \infty \).

2. \( \tilde{H}''_{a,M}(v) = B_{a,M}(v) - (\tilde{H}'_{a,M}(v))^2J_{a,M}(v) \), where
\[
B_{a,M}(v) = -\tilde{H}'_{a,M}(v) + \left( \tilde{H}'_{a,M}(v) \right)^2 \left( \frac{1}{2} + \frac{1}{2\tilde{H}_{a,M}(v)} \right),
\]
\[
J_{a,M}(v) = \frac{\sum_{k=1}^{\infty} \left\{ (M^2/a)^k \left( H_{a,M}(v) \right)^{k-1} \right\}}{2^{2k}k!(k+1/2)} - \sum_{k=0}^{\infty} \frac{\left( M^2/a \right)^k \left( H_{a,M}(v) \right)^{k}}{2^{2k}k!(k+1/2)}.
\]
Note that \( B_{a,M} \) is a decreasing positive function, \( B_{a,M}(v) \to 0 \) as \( v \to \infty \) and \( a \to \infty \), and \( J_{a,M} \) is bounded by \( M^2/(2a) \).

3. The positive function
\[
R_M(y) = (v^{ya}(\epsilon) - v_{ya}(\epsilon)) B_{a,M}(v_{ya}(\epsilon)) \sqrt{\frac{y}{a - y + 1}}
\]
is increasing on \( 1 \leq y < a^{1-\delta(a)} \). Moreover, for sufficiently large \( a \), \( R_M(y) \) is also increasing on \( a^{1-\delta(a)} \leq y \leq a \).

**Proof of Lemma B.2**

**Part 1.** We have
\[
\lim_{v \to \infty} \tilde{H}'_{a,M}(v) = \lim_{w \to \infty} \frac{-g_{a,M}(w)}{g'_{a,M}(w)} = \lim_{w \to \infty} \left( \frac{1}{2} + \frac{1}{2w} - \sum_{k=1}^{\infty} \frac{\left\{ (M^2/a)^k w^{k-1} \right\}}{2^{2k}k!(k+1/2)} \right)^{-1} \sum_{k=0}^{\infty} \frac{\left( M^2/a \right)^k w^k}{2^{2k}k!(k+1/2)}.
\]
Since the ratio between the sums is bounded by \( M^2/(2a) \), \( \tilde{H}'_{a,M}(v) \to 2 \), as \( v \to \infty \).
and $a \to \infty$. Since also $\tilde{H}'_{a,M}$ is continuous and $\tilde{H}'_{a,M}(v) \to 0$ as $v \to 0$, $\tilde{H}'_{a,M}$ is bounded.

**Part 2.** The second derivative of $\tilde{H}_{a,M}(v)$ at $v$ is given by

$$
\tilde{H}''_{a,M}(v) = \frac{-e^{-v}}{g_{a,M} \left(G_{a,M}^{-1}(1-e^{-v})\right)} - \left(\frac{e^{-v}}{g_{a,M} \left(G_{a,M}^{-1}(1-e^{-v})\right)}\right)^2 \frac{g_{a,M}', \left(G_{a,M}^{-1}(1-e^{-v})\right)}{g_{a,M} \left(G_{a,M}^{-1}(1-e^{-v})\right)}
$$

$$
= -\tilde{H}'_{a,M}(v) + \left(\tilde{H}'_{a,M}(v)\right)^2 \left(\frac{1}{2} + \frac{1}{2\tilde{H}_{a,M}(v)} \sum_{k=1}^{\infty} \frac{(M^2/a)^k \tilde{H}_{a,M}(v)^{k-1}}{2^{2k}(k-1)!\Gamma(k+1/2)} \right)
$$

$$
= B_{a,M}(v) - \left(\tilde{H}'_{a,M}(v)\right)^2 J_{a,M}(v).
$$

Since $B_{a,M}(v) > 0$ and $B'_{a,M}(v) < 0$, $B_{a,M}$ is a decreasing positive function. Also, from Lemma B.2(1), we observe that $B_{a,M}(v) \to 0$ as $v \to \infty$ and $a \to \infty$. Set $A_{a,k}(v) = \frac{(M^2/a)^k \tilde{H}_{a,M}(v)^k}{2^{2k}k!\Gamma(k+1/2)}$. Then,

$$
\sum_{k=1}^{\infty} \frac{(M^2/a)^k \tilde{H}_{a,M}(v)^{k-1}}{2^{2k}(k-1)!\Gamma(k+1/2)} = \frac{M^2}{4a} \sum_{k=0}^{\infty} \left\{ \frac{2}{2k+1} A_{a,k}(v) \right\}.
$$

Thus, we have

$$
J_{a,M}(v) = \frac{\sum_{k=1}^{\infty} \frac{(M^2/a)^k \tilde{H}_{a,M}(v)^{k-1}}{2^{2k}(k-1)!\Gamma(k+1/2)}}{\sum_{k=0}^{\infty} \frac{(M^2/a)^k \tilde{H}_{a,M}(v)^k}{2^{2k}k!\Gamma(k+1/2)}} = \frac{M^2}{4a} \sum_{k=0}^{\infty} \left\{ \frac{2}{2k+1} A_{a,k}(v) \right\} \leq \frac{M^2}{2a}.
$$

**Part 3.** It is shown by the similar argument of the proof of Lemma B.1(5) that $R_{M}(y)$, $1 \leq y \leq a$, is a positive and increasing function for sufficiently large $a$ and small $\delta(a)$.

**Lemma B.3.** Consider the setting of Lemma B.2. Let $g_{a,0}$ and $g_{a,M}$ be the density functions of $\chi^2_1(0)$ and $\chi^2(M^2/a)$, respectively. Set $y_{a,0} = \tilde{H}_{a,0}(v_{a,0}(\epsilon)) = G_{a,0}^{-1}(1-e^{-v_{a,0}(\epsilon)})$ and $y_{a,M} = \tilde{H}_{a,M}(v_{a,M}(\epsilon)) = G_{a,M}^{-1}(1-e^{-v_{a,M}(\epsilon)})$. Then,
1. $y_{a,M}$ is bounded by
\[ \left( 2 \log(a + 1) - 2 \log\left( \sqrt{\pi/2} \right) + 2 \log \left( e^{M/(2\sqrt{a})} + e^{-M/(2\sqrt{a})} \right) \right)^2. \]

2. \( \frac{g_{a,0}(y_{a,M})}{g_{a,M}(y_{a,M})} \rightarrow 1 \), as \( a \rightarrow \infty \). Also, \( a^{1/4} \left( \frac{g_{a,0}(y_{a,M})}{g_{a,M}(y_{a,M})} - 1 \right) \rightarrow 0 \), as \( a \rightarrow \infty \).

3. \( \frac{g_{a,0}(y_{a,0}) - g_{a,0}(y_{a,M})}{g_{a,0}(y_{a,M})} \approx -\left( \frac{y_{a,M} + 1}{2} \right) \frac{M^2}{2a} \), where \( C_{a,M} \) is defined in the proof. In particular, \( C_{a,M} = O(y_{a,M}) \).

4. \( a^{1/4} \left( \frac{y_{a,0}}{y_{a,M}} - 1 \right) \rightarrow 0 \), as \( a \rightarrow \infty \). Also, \( a^{1/4} \left( \frac{g_{a,0}(y_{a,0})}{g_{a,0}(y_{a,M})} - 1 \right) \rightarrow 0 \), as \( a \rightarrow \infty \).

5. \( a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,0}(y_{a,M})} - 2 + \frac{2}{y_{a,0}} \right) \rightarrow 0 \), as \( a \rightarrow \infty \).

6. \( a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,M}(y_{a,M})} - 2 + \frac{2}{y_{a,M}} \right) \rightarrow 0 \), as \( a \rightarrow \infty \).

Proof of Lemma B.3

**Part 1.** When \( \Phi \) is a standard normal distribution function, \( 1 - \Phi(v) = P(Z > v) = \int_v^\infty \frac{1}{\sqrt{2\pi}} e^{-t^2/2} dt \leq \int_v^\infty \frac{1}{\sqrt{2\pi}} e^{-t^2/2} dt = \sqrt{\frac{2}{\pi}} e^{-v^2/2}, v \geq 1. \) The cumulative distribution function of \( \chi_1^2(M^2/a) \) is

\[
G_{a,M}(v) = P\left( \left( \frac{Z + M}{\sqrt{a}} \right)^2 \leq v \right) = 1 - P\left( Z > \sqrt{v} - \frac{M}{\sqrt{a}} \right) - P\left( Z > \sqrt{v} + \frac{M}{\sqrt{a}} \right) \\
\geq 1 - \sqrt{\frac{2}{\pi}} e^{-v^2/2} \left( e^{M/(2\sqrt{a})} + e^{-M/(2\sqrt{a})} \right), \quad v \geq \left( 1 + \frac{M}{\sqrt{a}} \right)^2.
\]

Thus, \( 1 - e^{-v_{aa}(\epsilon)} = G_{a,M}(y_{a,M}) \geq 1 - \sqrt{2/\pi} e^{-\sqrt{y_{a,M}M^2/2}} \left( e^{M/(2\sqrt{a})} + e^{-M/(2\sqrt{a})} \right). \) Since \( v_{aa}(\epsilon) < v_{aa} = \log(a + 1) \) (from Lemma 3.5),

\[
1/(a + 1) \leq \sqrt{2/\pi} e^{-\sqrt{y_{a,M}M^2/2}} \left( e^{M/(2\sqrt{a})} + e^{-M/(2\sqrt{a})} \right).
\]

Thus, \( y_{a,M} \leq \left( 2 \log(a + 1) - 2 \log\left( \sqrt{\pi/2} \right) + 2 \log \left( e^{M/(2\sqrt{a})} + e^{-M/(2\sqrt{a})} \right) \right)^2. \)
Part 2. Since
\[
g_{a,M}(y_{a,M}) = e^{-\frac{y_{a,M}}{2} - \frac{M^2}{2a}} \sum_{k=0}^{\infty} \left\{ \frac{(M^2/a)^k}{2^{2k}k!\Gamma(k+1/2)} \right\} y_{a,M}^{k-1/2}
\]
we have
\[
g_{a,M}(y_{a,M}) = e^{-\frac{M^2}{2a} \frac{1}{2}} \sum_{k=0}^{\infty} \left\{ \frac{(M^2/a)^k}{2^{2k}k!\Gamma(k+1/2)} \right\} y_{a,M}^{k-1/2}
\]
Thus,
\[
\lim_{a \to \infty} g_{a,M}(y_{a,M}) = \lim_{a \to \infty} e^{-\frac{M^2}{2a} \frac{1}{2}} \sum_{k=0}^{\infty} \left\{ \frac{(M^2/a)^k}{2^{2k}k!\Gamma(k+1/2)} \right\} y_{a,M}^{k-1/2} = 1,
\]
since \( y_{a,M}/a \to 0 \) as \( a \to \infty \) (from Lemma B.3(1)). Also, we have
\[
\lim_{a \to \infty} \frac{a^{1/4}}{g_{a,M}(y_{a,M})} = \lim_{a \to \infty} \frac{e^{M^2/2a}}{1 + \Gamma \left( \frac{1}{2} \right) \sum_{k=1}^{\infty} \left\{ \left( \frac{M^2}{4} \cdot \frac{y_{a,M}}{a} \right)^k \frac{1}{k!\Gamma(k+1/2)} \right\}} = 1,
\]
since \( a^{1/4}(e^{M^2/2a} - 1) \to 0 \) and \( y_{a,M}/\sqrt{a} \to 0 \) (Lemma B.3(1)) as \( a \to \infty \).

Part 3. By Taylor expansion, we write
\[
G_{a,M}(v) = G_{a,0}(v) + \frac{M^2}{2a} \left\{ \phi' \left( \sqrt{v - \frac{t^*}{\sqrt{a}}} \right) + \phi' \left( \sqrt{v + \frac{t^*}{\sqrt{a}}} \right) \right\},
\]
where \( t^* \in (0, M) \). From the definition of the quantile function, we have

\[
G_{a,M}^{-1}(u) = \left\{ v \geq 0 : G_{a,M}(v) = u \right\}
= \left\{ v \geq 0 : G_{a,0}(v) = u - \frac{M^2}{2a} \left( \sqrt{v - \frac{t^*}{\sqrt{a}}} + \sqrt{v + \frac{t^*}{\sqrt{a}}} \right) \right\}
= G_{a,0}^{-1}(u) - \frac{M^2}{2a} \left( \sqrt{G_{a,M}^{-1}(u) - \frac{t^*}{\sqrt{a}}} + \sqrt{G_{a,M}^{-1}(u) + \frac{t^*}{\sqrt{a}}} \right).
\]

Applying Taylor expansion, it follows that

\[
y_{a,M} = y_{a,0} - \frac{M^2}{2a} \frac{\phi' \left( \sqrt{y_{a,M} - \frac{t^*}{\sqrt{a}}} \right) + \phi' \left( \sqrt{y_{a,M} + \frac{t^*}{\sqrt{a}}} \right)}{g_{a,0}(y_{a,\tilde{t}})} = y_{a,0} - \frac{M^2}{2a} C_{a,M},
\]

where \( \tilde{t} \in (0, M) \). In particular, we observe that

\[
C_{a,M} = \frac{\phi' \left( \sqrt{y_{a,M} - \frac{t^*}{\sqrt{a}}} \right) + \phi' \left( \sqrt{y_{a,M} + \frac{t^*}{\sqrt{a}}} \right)}{g_{a,0}(y_{a,\tilde{t}})} \leq \left| \frac{\phi' \left( \sqrt{y_{a,M} - \frac{t^*}{\sqrt{a}}} \right)}{g_{a,0}(y_{a,M})} \right| + \left| \frac{\phi' \left( \sqrt{y_{a,M} + \frac{t^*}{\sqrt{a}}} \right)}{g_{a,0}(y_{a,M})} \right| = O(y_{a,M}).
\]

Since \( C_{a,M} / a \to 0 \) as \( a \to \infty \), using a one-term Taylor expansion we have

\[
g_{a,0}(y_{a,0}) = g_{a,0} \left( y_{a,M} + \frac{M^2}{2a} C_{a,M} \right) \approx g_{a,0}(y_{a,M}) + g'_{a,0}(y_{a,M}) \frac{M^2}{2a} C_{a,M}.
\]

Thus, we obtain

\[
\frac{g_{a,0}(y_{a,0}) - g_{a,0}(y_{a,M})}{g_{a,0}(y_{a,M})} \approx \frac{g'_{a,0}(y_{a,M})}{g_{a,0}(y_{a,M})} \frac{M^2}{2a} C_{a,M} = - \left( \frac{y_{a,M}^{-1} + 1}{2} \right) \frac{M^2}{2a} C_{a,M}.
\]

**Part 4.** From the proof of Lemma B.3(3), we have

\[
y_{a,0} = 1 + \frac{M^2}{2a} \cdot \frac{C_{a,M}}{y_{a,M}},
\]

where \( C_{a,M} \) is defined in the proof of Lemma B.3(3). Thus,

\[
a^{1/4} \left( \frac{y_{a,0}}{y_{a,M}} - 1 \right) = \frac{M^2}{2a^{3/4}} \cdot \frac{C_{a,M}}{y_{a,M}} \to 0, \text{ as } a \to \infty. \quad \text{(Lemma B.3(3))}
\]
Using Lemma B.3(3) and the facts that $C_{a,M}/a^{3/4}$, $y_{a,M}^{-1} \rightarrow 0$ as $a \rightarrow \infty$, we have

$$a^{1/4} \left( \frac{g_{a,0}(y_{a,0})}{g_{a,0}(y_{a,M})} - 1 \right) \approx - \left( \frac{y_{a,0}^{-1} + 1}{2} \right) \frac{M^2}{2a^{3/4}} C_{a,M} \rightarrow 0, \text{ as } a \rightarrow \infty.$$

**Part 5.** We have

$$a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,0}(y_{a,0})} - 2 + \frac{2}{y_{a,0}} \right) = a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,0}(y_{a,0})} - 2 + \frac{2}{y_{a,0}} \right) + a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,0}(y_{a,M})} - \frac{e^{-v_{aa}(\epsilon)}}{g_{a,0}(y_{a,0})} \right)$$

$$= a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,0}(y_{a,0})} - 2 + \frac{2}{y_{a,0}} \right) + \frac{e^{-v_{aa}(\epsilon)}}{g_{a,0}(y_{a,0})} a^{1/4} \left( \frac{g_{a,0}(y_{a,0})}{g_{a,0}(y_{a,M})} - 1 \right).$$

From the proof of Theorem 3.3, we obtain

$$\lim_{a \rightarrow \infty} a^{1/4} \tilde{H}_{a,0}''(v_{aa}(\epsilon)) = \lim_{a \rightarrow \infty} a^{1/4} \left( \tilde{H}_{a,0}'(v_{aa}(\epsilon)) - 2 + \frac{2}{\tilde{H}_{a,0}(v_{aa}(\epsilon))} \right)$$

$$= \lim_{a \rightarrow \infty} a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,0}(y_{a,0})} - 2 + \frac{2}{y_{a,0}} \right) = 0.$$

From Lemma B.1(1) and Lemma B.3(4), the second term also tends to 0 as $a \rightarrow \infty$.

**Part 6.** We have

$$a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,M}(y_{a,M})} - 2 + \frac{2}{y_{a,M}} \right)$$

$$= a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,M}(y_{a,M})} - 2 + \frac{2}{y_{a,M}} - \frac{2g_{a,0}(y_{a,M})}{g_{a,M}(y_{a,M})} + \frac{2g_{a,0}(y_{a,M})}{g_{a,M}(y_{a,M})} + \frac{2}{y_{a,0}} - \frac{2}{y_{a,0}} \right)$$

$$= a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,M}(y_{a,M})} - 2 + \frac{2}{y_{a,0}} - \frac{2g_{a,0}(y_{a,M})}{g_{a,M}(y_{a,M})} + \frac{2g_{a,0}(y_{a,M})}{g_{a,M}(y_{a,M})} \right)$$

$$+ \frac{2a^{1/4}}{y_{a,0}} \left( \frac{y_{a,0}}{y_{a,M}} - 1 \right)$$

$$= \frac{g_{a,0}(y_{a,M})}{g_{a,M}(y_{a,M})} a^{1/4} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,0}(y_{a,M})} - 2 + \frac{2}{y_{a,0}} \right) - \frac{2}{y_{a,0}} a^{1/4} \left( \frac{g_{a,0}(y_{a,M})}{g_{a,M}(y_{a,M})} - 1 \right)$$

$$+ 2a^{1/4} \left( \frac{g_{a,0}(y_{a,M})}{g_{a,M}(y_{a,M})} - 1 \right) + \frac{2}{y_{a,0}} a^{1/4} \left( \frac{y_{a,0}}{y_{a,M}} - 1 \right).$$

From Lemmas B.3(2), B.3(4), B.3(5), and the fact that $y_{a,0}$ tends to infinity, we
see that the above term tends to zero.

**Remark B.1.** For any \( M \geq 0 \), we write

\[
\bar{H}_{a,M}(v_{aa}(\epsilon)) = \frac{e^{-v_{aa}(\epsilon)}}{g_{a,M}(y_{a,M})} \text{ and }
\]

\[
B_{a,M}(v_{aa}(\epsilon)) = \frac{e^{-v_{aa}(\epsilon)}}{2g_{a,M}(y_{a,M})} \left( \frac{e^{-v_{aa}(\epsilon)}}{g_{a,M}(y_{a,M})} - 2 + \frac{e^{-v_{aa}(\epsilon)}}{g_{a,M}(y_{a,M})} \cdot \frac{1}{y_{a,M}} \right).
\]

From Lemmas B.2(1), B.2(2), and B.3(6), we obtain that \( a^{1/4}B_{a,M}(v_{aa}(\epsilon)) \to 0 \), as \( a \to \infty \).

**Lemma B.4.** Consider the setting of Lemma B.3. Let \( b_a = a - k_1^{1/4} \) with \( k_1 \geq \sqrt{\frac{2}{e}} \log \left( \frac{58}{\epsilon} \right) \). Set \( x_{a,0} = \bar{H}_{a,0}(v_{ba,a}(\epsilon)) = G_{a,0}^{-1}(1 - e^{-v_{ba,a}(\epsilon)}) \), \( x_{a,M} = \bar{H}_{a,M}(v_{ba,a}(\epsilon)) = G_{a,M}^{-1}(1 - e^{-v_{ba,a}(\epsilon)}) \). Then,

1. \( x_{a,M} \) is bounded by

\[
\left(2 \log(a + 1) - 2 \log(k_1^{1/4} + 1) - 2 \log \left( \sqrt{2} \right) + 2 \log \left( e^{\frac{M}{\sqrt{a}}} + e^{-\frac{M}{\sqrt{a}}} \right) \right)^2.
\]

2. \( \frac{g_{a,0}(x_{a,M})}{g_{a,M}(x_{a,M})} \to 1 \), and \( a^{3/16} \left( \frac{g_{a,0}(x_{a,M})}{g_{a,M}(x_{a,M})} - 1 \right) \to 0 \), as \( a \to \infty \).

3. \( \frac{g_{a,0}(x_{a,0}) - g_{a,0}(x_{a,M})}{g_{a,0}(x_{a,M})} \approx - \left( \frac{x_{a,M}^{-1} + 1}{2} \right) \frac{M^2}{2a} C'_{a,M} \), where

\[
C'_{a,M} = \frac{\phi' \left( \sqrt{x_{a,M}} - t^* / \sqrt{a} \right) + \phi' \left( \sqrt{x_{a,M}} + t^* / \sqrt{a} \right)}{g_{a,0}(x_{a,i})} \text{ with } t^*, i \in (0, M).
\]

In particular, \( C'_{a,M} = O(x_{a,M}) \).

4. \( a^{3/16} \left( \frac{x_{a,0}}{x_{a,M}} - 1 \right) \to 0 \), and \( a^{3/16} \left( \frac{g_{a,0}(x_{a,0})}{g_{a,0}(x_{a,M})} - 1 \right) \to 0 \), as \( a \to \infty \).

5. \( a^{3/16} \left( \frac{e^{-v_{ba,a}(\epsilon)}}{g_{a,0}(x_{a,0})} - 2 + \frac{2}{x_{a,0}} \right) \to 0 \), as \( a \to \infty \).

6. \( a^{3/16} \left( \frac{e^{-v_{ba,a}(\epsilon)}}{g_{a,0}(x_{a,0})} - 2 + \frac{2}{x_{a,0}} \right) \to 0 \), as \( a \to \infty \).
Proof of Lemma B.4

Part 1. By the same argument of the proof of Lemma B.3(1), \( (k_{a_1}^{1/4} + 1)/(a + 1) = e^{-v_{ba,a}} \leq \frac{\sqrt{2\pi} e^{-\frac{\nu}{b,a}}}{(e^{M/2\sqrt{a}} + e^{-M/(2\sqrt{a})})} \). Thus, it is satisfied.

Parts 2.-4. We obtain \( x_{a,M}/\sqrt{a} \to 0 \) as \( a \to \infty \) from Lemma B.4(1). By the same argument of the proof of Lemma B.3(3), we get \( C_{a,M}'/a^{3/4} \to 0 \) as \( a \to \infty \). Also, \( x_{a,M} \to \infty \) as \( a \to \infty \), since \( v_{ba,a}(\epsilon) \to \infty \) as \( a \to \infty \). Thus, using the similar arguments of the proof of Lemmas B.3(2)-(4), they are satisfied.

Part 5. From the proof of Theorem 3.3, we obtain

\[
\lim_{a \to \infty} a^{3/16} H_{a,0}'(v_{ba,a}(\epsilon)) = \lim_{a \to \infty} a^{3/16} \left( \frac{e^{-v_{ba,a}(\epsilon)}}{g_{a,0}(x_{a,0})} - 2 + \frac{2}{x_{a,0}} \right) = 0.
\]

Thus, we have

\[
a^{3/16} \left( \frac{e^{-v_{ba,a}(\epsilon)}}{g_{a,0}(x_{a,0})} - 2 + \frac{2}{x_{a,0}} \right) = a^{3/16} \left( \frac{e^{-v_{ba,a}(\epsilon)}}{g_{a,0}(x_{a,0})} - 2 + \frac{2}{x_{a,0}} \right) + \frac{e^{-v_{ba,a}(\epsilon)}}{g_{a,0}(x_{a,0})} a^{3/16} \left( \frac{g_{a,0}(x_{a,0})}{g_{a,0}(x_{a,M})} - 1 \right) \to 0,
\]
as \( a \to \infty \), where the fact that the second term tends to zero is justified by Lemmas B.1(1) and B.4(4).

Part 6. We have

\[
a^{3/16} \left( \frac{g_{a,0}(x_{a,M})}{g_{a,M}(x_{a,M})} - 2 + \frac{2}{x_{a,M}} \right) = \frac{g_{a,0}(x_{a,M})}{g_{a,M}(x_{a,M})} a^{3/16} \left( \frac{e^{-v_{ba,a}(\epsilon)}}{g_{a,0}(x_{a,M})} - 2 + \frac{2}{x_{a,M}} \right) - \frac{2}{x_{a,0}} a^{3/16} \left( \frac{g_{a,0}(x_{a,M})}{g_{a,M}(x_{a,M})} - 1 \right)
\]
\[
+ 2a^{3/16} \left( \frac{g_{a,0}(x_{a,M})}{g_{a,M}(x_{a,M})} - 1 \right) + \frac{2}{x_{a,0}} a^{3/16} \left( \frac{x_{a,0}}{x_{a,M}} - 1 \right) \to 0, \quad \text{as } a \to \infty.
\]
It is justified by Lemmas B.4(2), B.4(4), B.4(5), and the fact that \( x_{a,0} \to \infty \) as \( a \to \infty \).

Remark B.2. From Lemmas B.2(1), B.2(2), and B.4(6), we obtain that

\[
a^{3/16} B_{a,M}(v_{a-k_{a_1}^{1/4},a}(\epsilon)) \to 0,
\]
as \( a \to \infty \).

### B.5 Proof of Theorem 4.1

For simplicity, let \( \tilde{H}_{a,t}(v) = G_{a,t}^{-1}(1 - e^{-v}) \). Then,

\[
\alpha_{ia}(k_a) = \frac{1}{a - i + 1} \sum_{j=1}^{a} c_{ja} \tilde{H}_{a,t}^{-1}(G_{a,t}^{-1}(1 - e^{-\tilde{\nu}_{ja}})) = \frac{1}{a - i + 1} \sum_{j=1}^{a} c_{ja} \tilde{H}'_{a,t}(\tilde{\nu}_{ja})
\]

and

\[
\left( \sigma_{ia}(k_a) \right)^2 = \frac{1}{a} \sum_{i=1}^{a} (\alpha_{ia}(k_a))^2.
\]

Let us check Assumptions A, B, and C of CGJ1967, which we restated in the proof of Theorem 3.3. For given any \(|t| < M\), Assumption A is clearly satisfied. Next, it is easily verified that for any fixed values of \( a \) and \( v \), \( \tilde{H}'_{a,t}(v) \) increases as \(|t|\) increases. Thus, \( \alpha_{ia}(k_a) \) and \( \sigma_{ia}(k_a) \) increase as \(|t|\) increases. Let us check Assumption C: For given any \(|t| < M\),

\[
\max_{1 \leq j \leq a} \frac{\alpha_{ja}(k_a)}{\sqrt{a} \sigma_{ia}(k_a)} \leq \max_{1 \leq j \leq a} \frac{\alpha_{ja}(k_a)}{\sqrt{a} \sigma_{ia}(k_a)} \leq \frac{\tilde{H}'_{a,M}(\tilde{\nu}_{ja})}{\sqrt{\sum_{j=a-k_a+1}^{a} \left( \tilde{H}'_{a,0}(\tilde{\nu}_{ja}) \right)^2}} \to 0,
\]

as \( a \to \infty \), provided that \( k_a \to \infty \), as \( a \to \infty \). It is justified by the facts that \( \max_{a-k_a+1 \leq j \leq a} \tilde{H}'_{a,M}(\tilde{\nu}_{ja}) \) is bounded (Lemma B.2(1)) and \( \sum_{j=a-k_a+1}^{a} \left( \tilde{H}'_{a,0}(\tilde{\nu}_{ja}) \right)^2 \to \infty \) as \( k_a \) tends to infinity with \( a \). (It was shown in the proof of Theorem 3.3 because it becomes the central chi-square case when \( t = 0 \).) In order to verify Assumption B, it suffices to show that

\[
\frac{\sum_{j=a-k_a+1}^{a} \left\{ \sup_{\nu_{ja}(\epsilon) < \nu_{ja}(\epsilon)} \left| \tilde{H}'_{a,M}(v) - \tilde{H}'_{a,M}(\tilde{\nu}_{ja}) \right| \right\} \sqrt{\frac{1}{a-j+1}}}{\sqrt{a} \sum_{j=a-k_a+1}^{a} \left( \tilde{H}'_{a,0}(\tilde{\nu}_{ja}) \right)^2} = o(1),
\]
Suppose first that $k \to 0$. To show that (B.8) tends to zero, we use Lemma B.2(1) and Lemma 3.5 to write

$$
\sup_{v_{ja}(\epsilon) < v < \varphi_{ja}(\epsilon)} \left| \hat{H}'_{a,M}(v) - \hat{H}'_{a,M}(\tilde{v}_{ja}) \right| \leq \left( v_{ja}(\epsilon) - v_{ja}(\epsilon) \right) \cdot \left| \hat{H}''_{a,M}(v_{ja}^*) \right|
$$

$$
\leq \left( v_{ja}(\epsilon) - v_{ja}(\epsilon) \right) B_{a,M}(v_{ja}^*) + \left( v_{ja}(\epsilon) - v_{ja}(\epsilon) \right) \left( \hat{H}'_{a,M}(v_{ja}) \right)^2 J_{a,M}(v_{ja})
$$

$$
\leq \left( v_{ja}(\epsilon) - v_{ja}(\epsilon) \right) B_{a,M}(v_{ja}(\epsilon)) + \left( v_{ja}(\epsilon) - v_{ja}(\epsilon) \right) \left( \hat{H}'_{a,M}(v_{ja}) \right)^2 \frac{M^2}{2a},
$$

with some $v_{ja}^* \in (v_{ja}(\epsilon), v_{ja}(\epsilon))$. From the above inequality, we have

$$
\sum_{j=a-k_a+1}^a \left\{ \sup_{v_{ja}(\epsilon) < v < \varphi_{ja}(\epsilon)} \left| \hat{H}'_{a,M}(v) - \hat{H}'_{a,M}(\tilde{v}_{ja}) \right| \right\} \sqrt{\frac{j}{a-j+1}}
$$

$$
\leq \frac{1}{\sqrt{a}} \sum_{j=a-k_a+1}^a \left\{ \left( v_{ja}(\epsilon) - v_{ja}(\epsilon) \right) B_{a,M}(v_{ja}(\epsilon)) \right\} \sqrt{\frac{j}{a-j+1}}
$$

$$
\leq \frac{1}{\sqrt{a}} \sum_{j=a-k_a+1}^a \left\{ \left( v_{ja}(\epsilon) - v_{ja}(\epsilon) \right) \left( \hat{H}'_{a,M}(v_{ja}) \right)^2 \frac{M^2}{2a} \right\} \sqrt{\frac{j}{a-j+1}}.
$$

(B.7)

To show that (B.8) tends to zero, we use Lemma B.2(1) and Lemma 3.5 to write

(B.8) \quad \leq \quad C_\epsilon \cdot \frac{1}{a \sqrt{a}} \sum_{j=a-k_a+1}^a \sqrt{\frac{j}{a-j+1}} \cdot \left( \sum_{j=a-k_a+1}^a \left\{ \hat{H}'_{a,0}(\tilde{v}_{ja}) \right\}^2 \right)^{-1/2}

$$
\leq \quad C_\epsilon \cdot \frac{k_a}{a} \cdot \left( \sum_{j=a-k_a+1}^a \left\{ \hat{H}'_{a,0}(\tilde{v}_{ja}) \right\}^2 \right)^{-1/2} \text{ for some } 0 < C_\epsilon < \infty.
$$

Suppose first that $k_a/a \to 0$ as $a \to \infty$. Then

$$
\left( \frac{1}{k_a} \sum_{j=a-k_a+1}^a \left\{ \hat{H}'_{a,0}(\tilde{v}_{ja}) \right\}^2 \right)^{-1/2} \leq \frac{1}{\hat{H}'_{a,0}(\tilde{v}_{a-k_a+1,a})} < \infty,
$$

(B.9)
so that (B.8) tends to 0 as \( a \to \infty \). For some \( 0 < r \leq 1 \), if \( k_a / a \to r \) as \( a \to \infty \), then

\[
\left( \frac{1}{a} \sum_{j=a-k_a+1}^{a} \left\{ \tilde{H}^\prime_{a,0}(\tilde{\nu}_{ja}) \right\}^2 \right)^{-1/2} < \infty. \tag{B.10}
\]

Thus (B.8) tends to 0 as \( a \to \infty \) in both cases. Since (B.8) converges to zero, the remaining part is to prove that (B.7) tends to 0, provided that \( k_a \to \infty \) as \( a \to \infty \).

Suppose first that \( k_a < \sqrt{\frac{2}{\epsilon} \log \left( \frac{58}{\epsilon} \right)} \). Divide numerator and denominator of (B.7) by \( a^{1/2} \) and consider first the numerator. From Lemma B.2(3), we have

\[
\frac{1}{\sqrt{ak_a}} \sum_{j=a-k_a+1}^{a} \left\{ (v_ja(\epsilon) - v_{ja}(\epsilon))B_{a,M}(v_{ja}(\epsilon)) \right\} \sqrt{j \over a - j + 1}
\leq \sqrt{8 \over \epsilon} \sqrt{k_a B_{a,M}(v_{aa}(\epsilon))} < \sqrt{8 \over \epsilon} \left( \frac{1}{2} \log \left( \frac{58}{\epsilon} \right) \right)^{1/4} a^{1/4} B_{a,M}(v_{aa}(\epsilon)).
\]

Using Lemmas B.2(1), B.2(2), B.3(6), and (B.9), the term (B.7) tends to zero and Assumption B is satisfied in this case. Next, we suppose that \( k_a \geq \sqrt{\frac{2}{\epsilon} \log \left( \frac{58}{\epsilon} \right)} \) and \( k_a / a \to 0 \), as \( a \to \infty \). Then, from Lemmas B.2(3) and 3.5,

\[
\frac{1}{\sqrt{ak_a}} \sum_{j=a-k_a+1}^{a} \left\{ (v_ja(\epsilon) - v_{ja}(\epsilon))B_{a,M}(v_{ja}(\epsilon)) \right\} \sqrt{j \over a - j + 1}
\leq \sqrt{2 \over a(1 - a^{-\delta(\epsilon)})} (v^{a^{-\delta(\epsilon)}-1,a}(\epsilon) - v_{a^{-\delta(\epsilon)}-1,a}(\epsilon))B_{a,M}(v_{a^{-\delta(\epsilon)}-1,a}(\epsilon))
\quad + c_\epsilon \sqrt{8 \over \epsilon} a^{3/16} B_{a,M}(v_{a-k_a^{1/4},a}(\epsilon)) + \sqrt{8 \epsilon} k_a^{-1/4} B_{a,M}(v_{aa}(\epsilon)),
\]

where \( 1 - \log \left( a - \sqrt{\frac{2}{\epsilon} \log \left( \frac{58}{\epsilon} \right)} + 1 \right) / \log a \leq \delta(\epsilon) < 1 - \log \left( a - c_\epsilon a^{3/16} k_a^{5/8} + 1 \right) / \log a \). From Lemmas B.2(1), B.2(2), B.4(6), (B.9), the fact that \( v^{a^{-\delta(\epsilon)}-1,a}(\epsilon) - v_{a^{-\delta(\epsilon)}-1,a}(\epsilon) = O \left( \frac{1}{a^{1/2}(1-a^{-\delta(\epsilon)})} \right) \), the term (B.7) also tends to zero and Assumption B is satisfied in this case. Lastly, we suppose that for some \( 0 < r \leq 1 \), \( k_a / a \to r \) as \( a \to \infty \). Divide numerator and denominator of (B.7) by \( a^{1/2} \) and
consider the numerator and denominator separately. Since (B.10) and
\[
\frac{1}{\alpha} \sum_{j=a-k_a+1}^{a} \left[ \{(v_{ja}(\epsilon) - v_{ja}(\epsilon))B_{a,M}(v_{ja}(\epsilon)) \} \sqrt{\frac{j}{a-j+1}} \right]
\leq \frac{1}{\sqrt{1 - a^{-\delta(a)}}} (v_{a^1-\delta(a)-1,a}(\epsilon) - v_{a^1-\delta(a)-1,a}(\epsilon))B_{a,M}(v_{a^1-\delta(a)-1,a}(\epsilon))
\quad + \sqrt{\frac{8}{\epsilon} a^{3/16} B_{a,M}(v_{a-a^{1/4},a}(\epsilon))} + \sqrt{\frac{8}{\epsilon} a^{-1/4} B_{a,M}(v_{aa}(\epsilon))}
\to 0 \quad \text{as} \quad a \to \infty,
\]
with \(1 - \log(a - \sqrt{\frac{2}{\epsilon} \log \frac{53}{\epsilon} + 1})/\log \alpha \leq \delta(a) < 1 - \log(a - a^{13/16} + 1)/\log \alpha\), the term (B.7) converges to 0 as \(a \to \infty\) in this case. Thus, Assumption B holds as \(k_a\) tends to infinity with \(a\). Since Assumptions A, B, and C of CGJ1967 are satisfied, the proof is done.

### B.6 Proofs for Lemmas 4.2-4.4 and Theorem 4.2

#### Proof of Lemma 4.2

We observe that
\[
\sqrt{a} Q_{a}^t(k_a) / \sigma_{a}^t(k_a) = \frac{1}{\sqrt{a} \sigma_{a}^t(k_a)} \sum_{i=1}^{a} \alpha_{ta}^t(k_a)(V_i - 1),
\]
where \(V_i\) are i.i.d. random variables with the distribution function \(G(v) = 1 - e^{-v}\), \(v \geq 0\). Note that \(g(v) = e^{-v}\), \(v \geq 0\), \(E(V_i - 1) = 0\), \(Var(V_i - 1) = 1\), and \(E(|V_i - 1|^3) = \int_0^1 (1 - v)^3 e^{-v} dv + \int_1^{\infty} (v - 1)^3 e^{-v} dv = 12/e - 2\). Thus the mean, variance, absolute third moment of \(\alpha_{ta}^t(k_a)(V_i - 1)\) are \(E(\alpha_{ta}^t(k_a)(V_i - 1)) = 0\), \(Var(\alpha_{ta}^t(k_a)(V_i - 1)) = (\alpha_{ta}^t(k_a))^2\), \(E(|\alpha_{ta}^t(k_a)(V_i - 1)|^3) = |\alpha_{ta}^t(k_a)|^3 \times (12/e - 2)\).
Let
\[ s_a^2 = \sum_{i=1}^{a} \text{Var} \left( \alpha_{ia}(k_a)(V_i - 1) \right) = \sum_{i=1}^{a} \left( \alpha_{ia}(k_a) \right)^2 = a \left( \sigma_a(k_a) \right)^2, \]
\[ \beta_a^3 = \sum_{i=1}^{a} E \left( \left| \alpha_{ia}(k_a)(V_i - 1) \right|^3 \right) = \left( \frac{12}{e} - 2 \right) \sum_{i=1}^{a} \left| \alpha_{ia}(k_a) \right|^3, \]
\[ r_a = \frac{\beta_a^3}{s_a^3} = \left( \frac{12}{e} - 2 \right) \frac{\sum_{i=1}^{a} \left| \alpha_{ia}(k_a) \right|^3}{a^{3/2} \left( \sigma_a(k_a) \right)^3}. \]

Using Berry-Esseen theorem of Galambos (1995, page 180), we have
\[ \sup_{-\infty < x < \infty} |S_a^t(x s_a) - \Phi(x)| \leq 0.8 r_a, \quad \text{as } a \to \infty, \]
where \( S_a^t \) is a distribution function of \( \sum_{i=1}^{a} \alpha_{ia}(k_a)(V_i - 1) \) and \( \Phi \) is a standard normal distribution function. Thus, we have
\[ \sup_{-M < t < M} \sup_{-\infty < x < \infty} |H_{a,t}(x) - \Phi(x)| = \sup_{-M < t < M} |S_a^t(x \sqrt{a} \sigma_a(k_a)) - \Phi(x)| \]
\[ \leq 0.8 \left( \frac{12}{e} - 2 \right) \sup_{-M < t < M} \left\{ \max_{1 \leq i \leq a} \left| \alpha_{ia}(k_a) \right| \right\} \to 0 \quad \text{as } a \to \infty, \]
provided that \( k_a \to \infty \), as \( a \to \infty \).

**Proof of Lemma 4.3**

For convenience, we rewrite
\[ R_a^t(k_a) = \frac{1}{a} \sum_{j=a-k_a+1}^{a} \left\{ (V_{j,a} - \tilde{\nu}_{ja}) G_{ja}^t(V_{j,a}) \right\}, \]
where
\[ G_{ja}^t(v) = \begin{cases} \frac{\tilde{H}_{a,t}(v) - \tilde{H}_{a,t}(\tilde{\nu}_{ja})}{v - \tilde{\nu}_{ja}} - \tilde{H}_{a,t}'(\tilde{\nu}_{ja}) & \text{if } v \neq \tilde{\nu}_{ja} \\ 0 & \text{if } v = \tilde{\nu}_{ja}. \end{cases} \]

Let
\[ g_{ja}^t(\epsilon) = \sup_{v_{ja}(\epsilon) < v < v_{ja}(\epsilon)} \left| G_{ja}^t(v) \right|. \]
where $v_{ja}(\epsilon)$ and $v^{ja}(\epsilon)$ are given in Lemma B.2. Then, we have

$$
\Pr \left\{ \left| R_a^t(k_a) \right| \leq \frac{1}{a} \sum_{j=a-k_a+1}^{a} g_{ja}^M(\epsilon) |V_{j,a} - \tilde{v}_{ja}| \text{ for all } |t| < M \right\} \geq 1 - \epsilon. \quad (B.11)
$$

It follows from (B.11) that

$$
\Pr \left\{ \sup_{-M < t < M} \left| R_a^t(k_a) \right| \leq \frac{1}{a} \sum_{j=a-k_a+1}^{a} g_{ja}^M(\epsilon) |V_{j,a} - \tilde{v}_{ja}| \right\} \geq 1 - \epsilon.
$$

From Assumption B and Proposition 2 of CGJ1967, we have

$$
\sum_{j=a-k_a+1}^{a} g_{ja}^M(\epsilon) |V_{j,a} - \tilde{v}_{ja}| = o_p(\sqrt{a} \sigma_a^M(k_a)),
$$

so that $\sup_{-M < t < M} |\sqrt{a} R_a^t(k_a)| = o_p(\sigma_a^M(k_a))$. Also, it is easily verified that $\sigma_a^M(k_a)/\sigma_a^0(k_a) = O(1)$ (Lemma 4.5), provided that $k_a \to \infty$ as $a \to \infty$. Consequently,

$$
\sup_{-M < t < M} \left| \frac{\sqrt{a} R_a^t(k_a)}{\sigma_a^t(k_a)} \right| \leq \sup_{-M < t < M} \frac{|\sqrt{a} R_a^t(k_a)|}{\sigma_a^0(k_a)} = o_p(1).
$$

**Proof of Lemma 4.4**

We have already proved that for given any $|t| < M$,

$$
T_L^*(k_a) = \sqrt{a} Q_a^t(k_a) + \frac{\sqrt{a} R_a^t(k_a)}{\sigma_a^t(k_a)} \xrightarrow{d} N(0,1), \quad \text{as } a \to \infty, \quad \text{(Theorem 4.1)}
$$

provided that $k_a \to \infty$, as $a \to \infty$. From Lemmas 4.2 and 4.3, we have

$$
\sup_{-M < t < M} \sup_{-\infty < x < \infty} |F_{a,t}(x) - \Phi(x)| \to 0, \quad \text{as } a \to \infty,
$$

provided that $k_a \to \infty$, as $a \to \infty$. 

Proof of Theorem 4.2

For any given $\delta_1 > 0$, there exists $M > 0$ such that

$$P (|t| \geq M) < \delta_1.$$ 

From Lemma 4.4, any given $\delta_2 > 0$, there exists $a_0$ such that

$$P \left( b^* L_k (k a) \leq x \mid |t| < M \right) - \Phi(x) < \delta_2$$

for all $a > a_0$.

Thus, we have

$$P \left( b^* L_k (k a) \leq x \right) - \Phi(x) \leq P \left( b^* L_k (k a) \leq x \mid |t| < M \right) - \Phi(x) \cdot P (|t| < M)$$

$$+ \left( P \left( b^* L_k (k a) \leq x \mid |t| \geq M \right) - \Phi(x) \right) \cdot P (|t| \geq M)$$

$$< \delta_1 + \delta_2$$

for all $a > a_0$.

Take $\epsilon/2 = \max \{\delta_1, \delta_2\}$. Then,

$$P \left( b^* L_k (k a) \leq x \right) - \Phi(x) < \epsilon$$

for all $a > a_0$.

Thus, provided that $k a \to \infty$, as $a \to \infty$, we have

$$\widehat{T}_L^*(k a) \xrightarrow{d} N(0,1), \text{ as } a \to \infty.$$ 

B.7 Proofs for Lemmas 4.5-4.7 and Theorem 4.3

Proof of Lemma 4.5

We need to show that

$$\sup_{-M < t < M} \frac{|\sigma^t_a(k a) - \sigma^0_a(k a)|}{\sigma^0_a(k a)} = \frac{\sigma^M_a(k a) - \sigma^0_a(k a)}{\sigma^0_a(k a)} \to 0, \text{ as } a \to \infty,$$
provided that \( k_a \to \infty \) as \( a \to \infty \). Suppose first that \( k_a / a \to 0 \) as \( a \to \infty \). Since \( \sqrt{a/k_a} \sigma^0_a(k_a) > 0 \), it is enough to show that \( \sqrt{a/k_a} \left( \sigma^M_a(k_a) - \sigma^0_a(k_a) \right) \to 0 \), as \( a \to \infty \). We firstly study \( a(\sigma^M_a(k_a))^2 \).

\[
a(\sigma^M_a(k_a))^2 \leq \left( k_a^2 \sum_{i=1}^{a-k_a} \left( \frac{1}{a - i + 1} \right)^2 + k_a \right) \left\{ \max_{a-k_a+1 \leq j \leq a} \tilde{H}'_{a,M}(\tilde{\nu}_ja) \right\}^2
\]

\[
\leq \left( k_a \left( 2 - \frac{k_a}{a} \right) \right) \left\{ \max_{a-k_a+1 \leq j \leq a} \tilde{H}'_{a,M}(\tilde{\nu}_ja) \right\}^2.
\]

We also have

\[
a(\sigma^0_a(k_a))^2 \geq \left( k_a^2 \sum_{i=1}^{a-k_a} \left( \frac{1}{a - i + 1} \right)^2 + k_a \right) \left\{ \tilde{H}'_{a,0}(\tilde{\nu}_{a-k_a+1,a}) \right\}^2
\]

\[
\geq \left( k_a \left( 1 + \frac{k_a(a - k_a)}{(a + 1)(k_a + 1)} \right) \right) \left\{ \tilde{H}'_{a,0}(\tilde{\nu}_{a-k_a+1,a}) \right\}^2.
\]

Consequently, we obtain

\[
\sqrt{\frac{a}{k_a}} \left( \sigma^M_a(k_a) - \sigma^0_a(k_a) \right)
\]

\[
\leq \sqrt{2 - \frac{k_a}{a}} \left\{ \max_{a-k_a+1 \leq j \leq a} \tilde{H}'_{a,M}(\tilde{\nu}_ja) \right\}
\]

\[
- \sqrt{1 + \frac{k_a(a - k_a)}{(a + 1)(k_a + 1)}} \left\{ \tilde{H}'_{a,0}(\tilde{\nu}_{a-k_a+1,a}) \right\}
\]

\[
\to 0, \quad \text{as} \quad a \to \infty.
\]

Next, we suppose that for some \( 0 < r \leq 1 \), \( k_a / a \to r \) as \( a \to \infty \). Then \( \sigma^0_a(k_a) > 0 \), so we need to prove that \( \sigma^M_a(k_a) - \sigma^0_a(k_a) \to 0 \), as \( a \to \infty \). We observe that

\[
(\sigma^M_a(k_a))^2 - (\sigma^0_a(k_a))^2
\]

\[
= \frac{1}{a} \sum_{i=1}^{a-k_a} \left( \frac{1}{a - i + 1} \right)^2 \left\{ \left( \sum_{j=a-k_a+1}^{a} \tilde{H}'_{a,M}(\tilde{\nu}_{ja}) \right)^2 - \left( \sum_{j=a-k_a+1}^{a} \tilde{H}'_{a,0}(\tilde{\nu}_{ja}) \right)^2 \right\}
\]

\[
+ \frac{1}{a} \sum_{i=a-k_a+1}^{a} \left\{ \left( \frac{1}{a - i + 1} \right)^2 \left( \sum_{j=i}^{a} \tilde{H}'_{a,M}(\tilde{\nu}_{ja}) \right)^2 - \left( \frac{1}{a - i + 1} \sum_{j=i}^{a} \tilde{H}'_{a,0}(\tilde{\nu}_{ja}) \right)^2 \right\}
\]
\[
\begin{align*}
\leq & \frac{k_a}{a} \left( 2 - \frac{k_a}{a} \right) \left( \max_{a-k_a+1 \leq j \leq a} \tilde{H}_{a,M}'(\tilde{\nu}_{ja}) + 2 \right) \\
\times & \left[ \max_{a-k_a+1 \leq j \leq a} \left( \tilde{H}_{a,M}'(\tilde{\nu}_{ja}) - \tilde{H}_{a,0}'(\tilde{\nu}_{ja}) \right) \right] \\
= & K \left[ \max_{a-k_a+1 \leq j \leq a} \left( \tilde{H}_{a,M}'(\tilde{\nu}_{ja}) - \tilde{H}_{a,0}'(\tilde{\nu}_{ja}) \right) \right] \to 0, \quad a \to \infty.
\end{align*}
\]

Since \((\sigma^M_a(k_a))^2 - (\sigma^0_a(k_a))^2 = (\sigma^M_a(k_a) + \sigma^0_a(k_a)) (\sigma^M_a(k_a) - \sigma^0_a(k_a))\), we have
\[
\sigma^M_a(k_a) - \sigma^0_a(k_a) \to 0, \quad a \to \infty.
\]

**Proof of Lemma 4.6**

We hope to show that
\[
\sup_{-M < i < M} \left| \sqrt{a} (\mu^M_a(k_a) - \mu^0_a(k_a)) \right| = \frac{\sqrt{a} (\mu^M_a(k_a) - \mu^0_a(k_a))}{\sigma^0_a(k_a)} \to 0, \quad a \to \infty,
\]
provided that \(k_a \to \infty, \quad a \to \infty\). From the fact that \(G_{a,M}^{-1}(1 - e^{-\tilde{\nu}_{aa}}) - G_{a,0}^{-1}(1 - e^{-\tilde{\nu}_{aa}})\) is increasing in \(i\) and Taylor expansion, we have
\[
\mu^M_a(k_a) - \mu^0_a(k_a) = \frac{1}{a} \sum_{i=a-k_a+1}^{a} \left( G_{a,M}^{-1}(1 - e^{-\tilde{\nu}_{aa}}) - G_{a,0}^{-1}(1 - e^{-\tilde{\nu}_{aa}}) \right)
\leq \frac{k_a}{a} \left( G_{a,M}^{-1}(1 - e^{-\tilde{\nu}_{aa}}) - G_{a,0}^{-1}(1 - e^{-\tilde{\nu}_{aa}}) \right) = \frac{k_a}{a} \cdot O \left( \frac{M^2}{a} G_{a,M}^{-1}(1 - e^{-\tilde{\nu}_{aa}}) \right).
\]

Note that the last equality is justified by the similar argument of the proof of Lemma B.3(3). Applying the same argument of the proof of Lemma B.3(1), it follows that
\[
G_{a,M}^{-1}(1 - e^{-\tilde{\nu}_{aa}})
\leq \left( 2 \log(a + 1) - 2 \log \left( \sqrt{\pi/2} \right) + 2 \log \left( e^{M/(2\sqrt{\pi})} + e^{-M/(2\sqrt{\pi})} \right) \right)^2.
\]

Suppose first that \(k_a/a \to 0\) as \(a \to \infty\). Since \(\sqrt{a/k_a} \sigma^0_a(k_a) > 0\), it is enough to
show that
\[
\frac{a}{\sqrt{k_a}} (\mu_a^M(k_a) - \mu_a^0(k_a)) \to 0, \quad \text{as} \quad a \to \infty. \quad \text{(B.12)}
\]

Since \( \frac{k_a}{a} \frac{G_{a,0}^{-1}(1-e^{-\tilde{\nu}a})}{\sqrt{a}} \) \( \to 0 \) as \( a \to \infty \), (B.12) is satisfied. Next, we suppose that for some \( 0 < r \leq 1 \), \( k_a/a \to r \) as \( a \to \infty \). Then, \( \sigma_a^0(k_a) > 0 \), so we need to prove that
\[
\frac{a}{\sqrt{k_a}} (\mu_a^M(k_a) - \mu_a^0(k_a)) \to 0, \quad \text{as} \quad a \to \infty. \quad \text{(B.13)}
\]

Since \( \frac{k_a}{a} \frac{G_{a,0}^{-1}(1-e^{-\tilde{\nu}a})}{\sqrt{a}} \to 0 \) as \( a \to \infty \), (B.13) is also satisfied.

**Proof of Lemma 4.7**

Suppose that \( k_a/a \to r \), \( 0 \leq r \leq 1 \), and \( k_a \to \infty \), as \( a \to \infty \). Then,
\[
\mu_a^0(k_a) = \frac{1}{a} \sum_{i=a-k_a+1}^{a} \tilde{H}_{a,0}(\tilde{\nu}_{ia}) \approx \frac{1}{a} \sum_{i=1}^{a} I \left( \frac{i}{a+1} > \frac{a-k_a}{a+1} \right) G_{a,0}^{-1} \left( \frac{i}{a+1} \right)
\]

\[
\to \int_0^1 I(t > 1 - r)G_{a,0}^{-1}(t)dt = \int_{G_{a,0}^{-1}(1-r)}^\infty u g_{a,0}(u)du,
\]

as \( a \to \infty \). Note that if \( r = 1 \), \( \mu_a^0(k_a) \to 1 \), as \( a \to \infty \). Also, we have
\[
(\sigma_a^0(k_a))^2 \approx \frac{1}{a^2} \sum_{j=1}^{a} \sum_{l=1}^{a} \left\{ I \left( \frac{j}{a+1} > \frac{a-k_a}{a+1} \right) I \left( \frac{l}{a+1} > \frac{a-k_a}{a+1} \right)
\]

\[
\times \left( 1 - \frac{j}{a+1} \right) \left( 1 - \frac{l}{a+1} \right) \frac{\min \{ j/(a+1), l/(a+1) \}}{1 - \min \{ j/(a+1), l/(a+1) \}}
\]

\[
\times \frac{1}{g_{a,0} \left( G_{a,0}^{-1}(j/(a+1)) \right) g_{a,0} \left( G_{a,0}^{-1}(l/(a+1)) \right)} \}
\]

\[
\to \int_0^1 \int_0^1 I(t > 1 - r)I(s > 1 - r)(\min(t, s) - ts)
\]

\[
\times \frac{1}{g_{a,0} \left( G_{a,0}^{-1}(t) \right) g_{a,0} \left( G_{a,0}^{-1}(s) \right)}dt ds
\]

\[
= \int_0^1 \int_0^1 I(t > 1 - r)I(s > 1 - r)(\min(t, s) - ts)dG_{a,0}^{-1}(t)dG_{a,0}^{-1}(s).
\]
Note that if \( r = 1, \) \( \sigma^0_a(k_a) \to \sqrt{2}, \) as \( a \to \infty. \)

**Proof of Theorem 4.3**

From Theorem 4.2, Lemmas 4.5, 4.6, 4.7, and Slutsky’s theorem, it follows that

\[
\tilde{T}_L(k_a) = \frac{\hat{T}_L(k_a) - a\mu^0_a(k_a)}{\sqrt{a} \sigma^0_a(k_a)}
= \frac{s^2 \hat{\sigma}_a(k_a)}{\sigma^0_a(k_a)} \hat{T}_L(k_a) + \sqrt{a} \left( s^2 \hat{\mu}_a(k_a) - \mu^0_a(k_a) \right) \sigma^0_a(k_a)
= \frac{s^2 \hat{\sigma}_a(k_a)}{\sigma^0_a(k_a)} \hat{T}_L(k_a) + s^2 \sqrt{a} \left( \mu^0(k_a) \right) \sigma^0_a(k_a) + \mu^0(k_a) \sigma^0_a(k_a) \sqrt{a} \left( s^2 - 1 \right)
\]

\[
\overset{d}{\to} N \left( 0, 1 + \frac{2\mu^2_r}{\sigma^2_r(n-1)} \right), \quad \text{as} \quad a \to \infty.
\]

This completes the proof.

**B.8 Proof of Proposition 5.1**

**Part (a):** This result is obtained in page 687 of Fan (1996).

**Part (b):** The \( \Gamma = (\gamma_{j,k}) \) is an \( n_{\text{bin}} \times n_{\text{bin}} \) orthonormal matrix, and the transformed vector \( X_\Gamma \) is decomposed as

\[
X_\Gamma = X + T,
\]

with components \( X_j = \sum_{k=1}^{n_{\text{bin}}} \gamma_{j,k} \varepsilon_k \) and \( T_j = \sum_{k=1}^{n_{\text{bin}}} \gamma_{j,k} V_k. \) We note that \( X_j \sim \text{i.i.d. } N(0,1) \) and

\[
\max_{1 \leq j \leq n_{\text{bin}}} |T_j| \leq \max_{1 \leq j \leq n_{\text{bin}}} \left\{ \sum_{k=1}^{n_{\text{bin}}} |\gamma_{j,k}| \max_{1 \leq i \leq n_{\text{bin}}} |V_i| \right\} \leq n_{\text{bin}}^{1/2} \max_{1 \leq i \leq n_{\text{bin}}} |V_i|,
\]

where the last inequality is justified by the Cauchy-Schwartz inequality. Since

\[
\max_{1 \leq i \leq n_{\text{bin}}} |V_i| = O_r \left\{ \left( n^{-1} n_{\text{bin}} \log^2 n \right)^{1/2} \right\},
\]

we obtain this result.
Part (c): Set $\psi(x) = x$ and $t_j = j/n_{\text{bin}}$. Then we have
\[ n^{-1}(M_j - \mu_j) = \int_{t_{j-1}}^{t_j} x d\left(\hat{G}_n(x) - G(x)\right), \quad j = 1, \ldots, n_{\text{bin}}. \quad (B.15) \]

Using integration by parts,
\[ (B.15) = \left(\hat{G}_n(t_j) - G(t_j)\right)t_j - \left(\hat{G}_n(t_{j-1}) - G(t_{j-1})\right)t_{j-1} - \int_{t_{j-1}}^{t_j} \left(\hat{G}_n(x) - G(x)\right)dx. \]

When we multiply both sides of (B.15) by $n$ and use the Hungarian embedding of Komlós, Major, and Tusnády (1975), we get
\[ M_j - \mu_j = n^{1/2}B_n(G(t_j))t_j - n^{1/2}B_n(G(t_{j-1}))t_{j-1} - \int_{t_{j-1}}^{t_j} n^{1/2}B_n(G(x))dx + O_r(\log n), \quad \text{for any } r > 0, \]

where $B_n$ is a Brownian bridge. Let $W_n(t)$ be the Brownian motion with $W_n(0) = 0$. Then, possibly by changing the probability space, $B_n(t) = W_n(t) - tW_n(1)$. Thus we have
\[ M_j - \mu_j = n^{1/2}W_n(G(t_j)) - jW_n(G(t_{j-1})) - \int_{t_{j-1}}^{t_j} W_n(G(x))dx \]

\[ - n^{1/2}W_n(1) \left\{ t_jG(t_j) - t_{j-1}G(t_{j-1}) - \int_{t_{j-1}}^{t_j} G(x)dx \right\} + O_r(\log n) \]

\[ = n^{1/2}A_{j-1,j} - n^{-1/2}W_n(1)\mu_j + O_r(\log n), \]

where $A_{j-1,j} = t_jW_n(G(t_j)) - jW_n(G(t_{j-1})) - \int_{t_{j-1}}^{t_j} W_n(G(x))dx$. Since
\[ E(A_{j-1,j}) = 0, \quad \text{Var}(A_{j-1,j}) = \frac{3j^2 - 3j + 1}{3n_{\text{bin}}^3}, \quad \text{Cov}(A_{j-1,j}, A_{k-1,k}) = 0, \]

for $j, k = 1, \ldots, n_{\text{bin}}, j \neq k$, and $A_{j-1,j}$ is normally distributed and independent,
we obtain

$$M_j - \mu_j = n^{1/2} \left( \frac{3j^2 - 3j + 1}{3n_{bin}^3} \right)^{1/2} \epsilon_j - n^{-1/2} W_n(1) \mu_j + O_r(\log n),$$

where $\epsilon_j \sim \text{i.i.d. } N(0, 1), j = 1, \ldots, n_{bin}$. Using the facts that

$$\mu_j = \frac{n(2j - 1)}{2n_{bin}^2} \quad \text{and} \quad \frac{\sigma_j}{n^{1/2} \left[ (3j^2 - 3j + 1)/(3n_{bin}^3) \right]^{1/2}} \to 1, \quad \text{as } n, n_{bin} \to \infty,$$

we get the desired result.

**Part (d):** Applying the same argument of the proof of Proposition 5.1 (b), the transformed data $\tilde{X}_j$ are represented as

$$\tilde{X}_j = X_j + \tilde{T}_j, \quad j = 1, \ldots, n_{bin},$$

where $X_j = \sum_{k=1}^{n_{bin}} \gamma_{j,k} \epsilon_k$ and $\tilde{T}_j$ satisfy

$$\max_{1 \leq j \leq n_{bin}} |\tilde{T}_j| \leq n_{bin}^{1/2} \max_{1 \leq j \leq n_{bin}} |\tilde{V}_j|.$$

From the fact that

$$\max_{1 \leq j \leq n_{bin}} \left( \frac{3j^2 - 3j + 1}{3} \right)^{1/2} |\tilde{V}_j| = O_r \left\{ (n^{-1} n_{bin}^3 \log^2 n)^{1/2} \right\},$$

we have

$$\max_{1 \leq j \leq n_{bin}} |\tilde{V}_j| = O_r \left\{ (n^{-1} n_{bin}^3 \log^2 n)^{1/2} \right\}.$$

This completes the proof.

**B.9 Lemmas B.5, B.6, B.7 and Their Proofs**

**Lemma B.5.** Consider the sequence of integers $a_{n_{bin}}$ which satisfies (5.12).

1. Relation (5.10) holds.
2. Relation (5.11) holds.
Proof of Lemma B.5

Part 1. In view of (5.8), the convergence in (5.10) will follow by showing that

$$E \left( \frac{1}{\sqrt{n_{bin}} \sigma_{n_{bin}}(k_{n_{bin}})} \sum_{j=n_{bin}-a_{n_{bin}}+1}^{n_{bin}-k_{n_{bin}}} Y_{j,n_{bin}} \right) \to 0, \quad \text{as } n_{bin} \to \infty, \quad (B.16)$$

and

$$Var \left( \frac{1}{\sqrt{n_{bin}} \sigma_{n_{bin}}(k_{n_{bin}})} \sum_{j=n_{bin}-a_{n_{bin}}+1}^{n_{bin}-k_{n_{bin}}} Y_{j,n_{bin}} \right) \to 0, \quad \text{as } n_{bin} \to \infty. \quad (B.17)$$

To prove (B.16), we firstly study the denominator, the square of which is:

$$n_{bin} \sigma_{n_{bin}}^2 (k_{n_{bin}}) = \sum_{j=1}^{n_{bin}} \alpha_{j,n_{bin}}^2 (k_{n_{bin}}) \geq \sum_{j=n_{bin}-k_{n_{bin}}+1}^{n_{bin}} \left( \frac{1}{n_{bin} - j + 1} \sum_{i=j}^{n_{bin}} \tilde{H}'(\tilde{\nu}_{n_{bin}}) \right)^2 \geq k_{n_{bin}} \left( \tilde{H}'(\tilde{\nu}_{n_{bin}}) \right)^2, \quad (B.18)$$

since $\tilde{H}'$ is increasing. Next, using the approximation $E(Y_{j,n_{bin}}) \simeq \tilde{H}(\tilde{\nu}_{j,n_{bin}})$, and the fact that $\tilde{H}$ is also increasing, the expectation in the numerator is

$$E \left( \sum_{j=n_{bin}-a_{n_{bin}}+1}^{n_{bin}-k_{n_{bin}}} Y_{j,n_{bin}} \right) \simeq \sum_{j=n_{bin}-a_{n_{bin}}+1}^{n_{bin}-k_{n_{bin}}} \tilde{H}(\tilde{\nu}_{j,n_{bin}}) \leq (a_{n_{bin}} - k_{n_{bin}}) \tilde{H}(\tilde{\nu}_{n_{bin}}) \leq \left( a_{n_{bin}} - k_{n_{bin}} \right) F^{-1} \left( \frac{n_{bin} - k_{n_{bin}}}{n_{bin} + 1} \right), \quad (B.20)$$

where the last approximation follows from the approximation in relation (2.9) of Chernoff, Gastwirth, and Johns (1967), that is, $\tilde{\nu}_{j,n_{bin}} \simeq \nu_{j,n_{bin}} = -\log(1 - j/(n_{bin} + 1))$. Suppose first that $k_{n_{bin}}/n_{bin} \to 0$, as $n_{bin} \to \infty$. Then, using (B.19), (B.20)
and, from $1 - \sqrt{\frac{2}{\pi}} e^{-x^2/2} \leq F(x)$, the easily derived relation

$$F^{-1}\left(\frac{n_{\text{bin}} - k_{\text{bin}}}{n_{\text{bin}} + 1}\right) \leq 2 \log\left(\sqrt{\frac{2}{\pi}} \left(\frac{n_{\text{bin}} + 1}{k_{\text{bin}} + 1}\right)\right),$$

we have, for some positive number $C$,

$$E\left(\frac{1}{\sqrt{n_{\text{bin}} \sigma_{n_{\text{bin}}}}(k_{\text{bin}})} \sum_{j=n_{\text{bin}}-a_{\text{bin}}+1}^{n_{\text{bin}}-k_{\text{bin}}} Y_{j,n_{\text{bin}}}ight) \leq C \frac{a_{n_{\text{bin}}}-k_{n_{\text{bin}}}}{\sqrt{k_{n_{\text{bin}}}}} \log \left(\frac{n_{\text{bin}} + 1}{k_{n_{\text{bin}}} + 1}\right) \to 0,$$

as $n_{\text{bin}} \to \infty$, by condition (5.12). Next, suppose that $k_{n_{\text{bin}}}/n_{\text{bin}} \to r$, as $n_{\text{bin}} \to \infty$, for some $0 < r \leq 1$. Then, using (B.18) and (B.20),

$$E\left(\frac{1}{\sqrt{n_{\text{bin}} \sigma_{n_{\text{bin}}}}(k_{\text{bin}})} \sum_{j=n_{\text{bin}}-a_{\text{bin}}+1}^{n_{\text{bin}}-k_{\text{bin}}} Y_{j,n_{\text{bin}}}ight) \leq \frac{1}{\sqrt{n_{\text{bin}}}} \sum_{j=n_{\text{bin}}-k_{n_{\text{bin}}}+1}^{n_{\text{bin}}} \left(\frac{a_{n_{\text{bin}}}-k_{n_{\text{bin}}}}{\sqrt{n_{\text{bin}}}}\right) F^{-1}\left(\frac{n_{\text{bin}} - k_{n_{\text{bin}}}}{n_{\text{bin}} + 1}\right) \to 0,$$

as $n_{\text{bin}} \to \infty$, by condition (5.12) since, by the proof of Theorem 3.3,

$$\frac{1}{n_{\text{bin}}} \sum_{j=n_{\text{bin}}-k_{n_{\text{bin}}}+1}^{n_{\text{bin}}} \left\{\tilde{H}'(\tilde{\nu}_{j,n_{\text{bin}}})\right\}^2 \to \int_{1-r}^{1} \left\{\frac{(1-t)}{f(F^{-1}(t))}\right\}^2 dt > 0, \text{ as } n_{\text{bin}} \to \infty.$$

Thus (B.16) holds for both cases. To prove (B.17), write

$$\text{Var}\left(\sum_{j=n_{\text{bin}}-a_{\text{bin}}+1}^{n_{\text{bin}}-k_{\text{bin}}} Y_{j,n_{\text{bin}}}ight) = \sum_{j=1}^{n_{\text{bin}}-a_{\text{bin}}} \left\{\frac{1}{n_{\text{bin}} - j + 1} \sum_{i=n_{\text{bin}}-a_{\text{bin}}+1}^{n_{\text{bin}}-k_{\text{bin}}} \tilde{H}'(\tilde{\nu}_{i,n_{\text{bin}}})\right\}^2$$
\[ + \sum_{j=n_{\text{bin}}-a_{n_{\text{bin}}}+1}^{n_{\text{bin}}-k_{n_{\text{bin}}}} \left\{ \frac{1}{n_{\text{bin}}-j+1} \sum_{i=j}^{n_{\text{bin}}-k_{n_{\text{bin}}}} \tilde{H}'(\tilde{\nu}_{n_{\text{bin}}}) \right\} \]

\[ \leq \left\{ \frac{1}{n_{\text{bin}}-j+1} \right\}^2 (a_{n_{\text{bin}}}-k_{n_{\text{bin}}})^2 \left( \tilde{H}'(\tilde{\nu}_{n_{\text{bin}}}-k_{n_{\text{bin}}}) \right)^2 \]

\[ + (a_{n_{\text{bin}}}-k_{n_{\text{bin}}}) \left( \tilde{H}'(\tilde{\nu}_{n_{\text{bin}}}-k_{n_{\text{bin}}}) \right)^2 \]

Using the further approximation

\[ \sum_{j=1}^{n_{\text{bin}}-a_{n_{\text{bin}}}} \left( \frac{1}{n_{\text{bin}}-j+1} \right)^2 \leq \int_0^{n_{\text{bin}}-a_{n_{\text{bin}}}} \frac{1}{(n_{\text{bin}}-x+1)^2} \, dx = \frac{n_{\text{bin}}-a_{n_{\text{bin}}}}{(a_{n_{\text{bin}}}+1)(n_{\text{bin}}+1)}, \]

we have

\[ \text{Var} \left( \sum_{j=n_{\text{bin}}-a_{n_{\text{bin}}}+1}^{n_{\text{bin}}-k_{n_{\text{bin}}}} Y_{j,n_{\text{bin}}} \right) \]

\[ \leq \left( \tilde{H}'(\tilde{\nu}_{n_{\text{bin}}}-k_{n_{\text{bin}}}) \right)^2 (a_{n_{\text{bin}}}-k_{n_{\text{bin}}}) \left\{ \frac{(n_{\text{bin}}-a_{n_{\text{bin}}})(a_{n_{\text{bin}}}-k_{n_{\text{bin}}})}{(a_{n_{\text{bin}}}+1)(n_{\text{bin}}+1)} + 1 \right\}. \]

Thus, using (B.19), we have

\[ \text{Var} \left( \frac{1}{\sqrt{n_{\text{bin}}\sigma_{n_{\text{bin}}} (k_{n_{\text{bin}}})}} \sum_{j=n_{\text{bin}}-a_{n_{\text{bin}}}+1}^{n_{\text{bin}}-k_{n_{\text{bin}}}} Y_{j,n_{\text{bin}}} \right) \]

\[ \leq \frac{a_{n_{\text{bin}}}-k_{n_{\text{bin}}}}{k_{n_{\text{bin}}}} \left\{ \frac{(n_{\text{bin}}-a_{n_{\text{bin}}})(a_{n_{\text{bin}}}-k_{n_{\text{bin}}})}{(a_{n_{\text{bin}}}+1)(n_{\text{bin}}+1)} + 1 \right\} \to 0, \]

as \( n_{\text{bin}} \to \infty \), by condition (5.12). This completes the proof of part 1.

**Part 2.** Since \( Y_{n_{\text{bin}}-a_{n_{\text{bin}}}+1,n_{\text{bin}}} < \cdots < Y_{n_{\text{bin}},n_{\text{bin}}} \) and \( n_{\text{bin}}-k_{n_{\text{bin}}}+1 > n_{\text{bin}}-a_{n_{\text{bin}}}+1 \), the relation (5.11) is equivalent to

\[ Y_{(n_{\text{bin}}-k_{n_{\text{bin}}}+l)} \geq Y_{n_{\text{bin}}-a_{n_{\text{bin}}}+1,n_{\text{bin}}}, \quad \forall l = 1, 2, \ldots, k_{n_{\text{bin}}}. \]

Let \( m_{\text{bin}} = n_{\text{bin}}-k_{n_{\text{bin}}} \). Then, by Remark 5.2, \( n_{\text{bin}}-a_{n_{\text{bin}}} = m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta} \) for some
0 < \delta < 1/2 and relation (5.11) is equivalent to

\[ Y(m_{\text{bin}}+l) \geq Y_{m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1,n_{\text{bin}}}, \quad \forall l = 1, 2, \ldots, k_{n_{\text{bin}}}. \]  \hspace{1cm} (B.21)

Let \( \gamma_{n_{\text{bin}}} = \max_j |W_j| \), where \( W_j \) is defined in (5.6). In Lemma B.6 (2), it will be shown that

\[ X^2_{\Gamma,(m_{\text{bin}}+l)} \geq Y_{m_{\text{bin}}+l,n_{\text{bin}} - \gamma_{n_{\text{bin}}}} \]

holds for all \( l = 1, \ldots, k_{n_{\text{bin}}} \). This leads to the following bound of the left hand side of (B.21):

\[ Y(m_{\text{bin}}+l) \geq X^2_{\Gamma,(m_{\text{bin}}+l)} - \gamma_{n_{\text{bin}}} \geq Y_{m_{\text{bin}}+l,n_{\text{bin}} - 2\gamma_{n_{\text{bin}}}}. \]

Therefore, we have

\[
P\left( Y_{m_{\text{bin}}+1,n_{\text{bin}} - 2\gamma_{n_{\text{bin}}} \geq Y_{m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1,n_{\text{bin}}}} \right) \]
\[
< P\left( Y_{m_{\text{bin}}+l,n_{\text{bin}} - 2\gamma_{n_{\text{bin}}} \geq Y_{m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1,n_{\text{bin}}}, \quad \forall l \right) \]
\[
< P\left( Y(m_{\text{bin}}+l) \geq Y_{m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1,n_{\text{bin}}}, \quad \forall l \right).
\]

Thus, it suffices to show

\[
P\left( Y_{m_{\text{bin}}+1,n_{\text{bin}} - 2\gamma_{n_{\text{bin}}} \geq Y_{m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1,n_{\text{bin}}}} \right) = P\left( Y_{m_{\text{bin}}+1,n_{\text{bin}} - Y_{m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1,n_{\text{bin}}} \geq 2\gamma_{n_{\text{bin}}}} \right) \rightarrow 1, \text{ as } n_{\text{bin}} \rightarrow \infty,
\]

or

\[
P\left( \sum_{j=m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+2}^{m_{\text{bin}}+1} (Y_{j,n_{\text{bin}}} - Y_{j-1,n_{\text{bin}}} \geq 2\gamma_{n_{\text{bin}}}) \right) \rightarrow 1, \text{ as } n_{\text{bin}} \rightarrow \infty. \hspace{1cm} (B.22)
\]

The spacings \( Y_{j,n_{\text{bin}}} - Y_{j-1,n_{\text{bin}}} \) may be expressed as

\[ Y_{j,n_{\text{bin}}} - Y_{j-1,n_{\text{bin}}} = F^{-1}(1 - \exp(-E_{j,n_{\text{bin}}})) - F^{-1}(1 - \exp(-E_{j-1,n_{\text{bin}}})) , \]
where \( E_1, \ldots, E_{n_{\text{bin}}} \) are independent standard exponential random variables and \( E_{1,n_{\text{bin}}} < \cdots < E_{n_{\text{bin}},n_{\text{bin}}} \) are the corresponding order statistics. The spacings \( E_{j,n_{\text{bin}}} - E_{j-1,n_{\text{bin}}} \) are related to the spacings \( Y_{j,n_{\text{bin}}} - Y_{j-1,n_{\text{bin}}} \) by

\[
E_{j,n_{\text{bin}}} - E_{j-1,n_{\text{bin}}} = -\log (1 - F(Y_{j,n_{\text{bin}}})) + \log (1 - F(Y_{j-1,n_{\text{bin}}})) = (Y_{j,n_{\text{bin}}} - Y_{j-1,n_{\text{bin}}}) \frac{f(Y_j)}{1 - F(Y_j)}, \quad \text{with } Y_{j-1,n_{\text{bin}}} < Y_j < Y_{j,n_{\text{bin}}}. 
\]

Since \( f(y)/(1 - F(y)) \) is decreasing and the value is less than 1 for large \( y \), relation (B.22) will follow from

\[
P \left( \sum_{j=m_{\text{bin}} - k_{n_{\text{bin}}} - \gamma_{n_{\text{bin}}} + 2}^{m_{\text{bin}} + 1} (E_{j,n_{\text{bin}}} - E_{j-1,n_{\text{bin}}}) \geq 2\gamma_{n_{\text{bin}}} \right) \to 1, \quad \text{as } n_{\text{bin}} \to \infty, \quad (B.23)
\]

which is shown in Lemma B.7. This completes the proof of relation (5.11).

**Lemma B.6.** Let \( X^2_{\mathcal{F},j} = Y_j + W_j \) be defined in (5.6), let \( X^2_{\mathcal{F},(1)} < \cdots < X^2_{\mathcal{F},(n_{\text{bin}})} \) be the ordered \( X^2_{\mathcal{F},j} \)'s, and let \( Y_{(j)} \) and \( W_{(j)} \) correspond to \( X^2_{\mathcal{F},(j)} \). Thus, \( X^2_{\mathcal{F},(j)} = Y_{(j)} + W_{(j)} \). Further, let \( Y_{1,n_{\text{bin}}} < \cdots < Y_{n_{\text{bin}},n_{\text{bin}}} \) be the ordered \( Y_j \)'s, and let \( X^2_{\mathcal{F},j,n_{\text{bin}}} \) and \( W_{j,n_{\text{bin}}} \) correspond to \( Y_{j,n_{\text{bin}}} \). Thus, \( X^2_{\mathcal{F},j,n_{\text{bin}}} = Y_{j,n_{\text{bin}}} + W_{j,n_{\text{bin}}} \). Then

1. \( X^2_{\mathcal{F},(l)} \leq Y_{l,n_{\text{bin}}} + \gamma_{n_{\text{bin}}}, \quad l = 1, \ldots, n_{\text{bin}}, \) where \( \gamma_{n_{\text{bin}}} = \max_j |W_j| \).

2. \( X^2_{\mathcal{F},(l)} \geq Y_{l,n_{\text{bin}}} - \gamma_{n_{\text{bin}}}, \quad l = 1, \ldots, n_{\text{bin}}, \) where \( \gamma_{n_{\text{bin}}} = \max_j |W_j| \).

**Proof of Lemma B.6**

**Part 1.** When \( l = 1 \), we consider two cases.

Case 1: Suppose that \( X^2_{\mathcal{F},(1)} = X^2_{\mathcal{F},1,n_{\text{bin}}} \). Then, \( X^2_{\mathcal{F},(1)} = Y_{1,n_{\text{bin}}} + W_{1,n_{\text{bin}}} \leq Y_{1,n_{\text{bin}}} + \gamma_{n_{\text{bin}}} \).

Case 2: Suppose that \( X^2_{\mathcal{F},(j)} = X^2_{\mathcal{F},1,n_{\text{bin}}} \) for any \( j \geq 2 \). Since \( X^2_{\mathcal{F},(l)} \leq X^2_{\mathcal{F},(j)} \), we have \( X^2_{\mathcal{F},(l)} \leq Y_{1,n_{\text{bin}}} + W_{1,n_{\text{bin}}} \leq Y_{1,n_{\text{bin}}} + \gamma_{n_{\text{bin}}} \).

When \( l \geq 2 \), we also consider two cases.

Case 1: Suppose that \( X^2_{\mathcal{F},(l)} = X^2_{\mathcal{F},m,n_{\text{bin}}} = Y_{m,n_{\text{bin}}} + W_{m,n_{\text{bin}}} \), for some \( m \leq l \). Then \( X^2_{\mathcal{F},(l)} \leq Y_{l,n_{\text{bin}}} + W_{m,n_{\text{bin}}} \leq Y_{l,n_{\text{bin}}} + \gamma_{n_{\text{bin}}} \).

Case 2: Suppose that \( X^2_{\mathcal{F},(l)} = X^2_{\mathcal{F},m,n_{\text{bin}}} = Y_{m,n_{\text{bin}}} + W_{m,n_{\text{bin}}} \) for some \( m > l \). Then
(a) If \( X_{\mathbf{2}}^{2}\Gamma_{(q)} = X_{\mathbf{2}}^{2}\Gamma_{l,n_{\text{bin}}} = Y_{l,n_{\text{bin}}} + W_{l,n_{\text{bin}}} \) with \( q < l \), we would have that for some \( j > l \) and some \( i < l \) the equality \( X_{\mathbf{2}}^{2}\Gamma_{(j)} = X_{\mathbf{2}}^{2}\Gamma_{l,n_{\text{bin}}} = Y_{i,n_{\text{bin}}} + W_{i,n_{\text{bin}}} \) would hold. It is justified by the reason that \( \#\{i < l : X_{\mathbf{2}}^{2}\Gamma_{l,n_{\text{bin}}} \leq X_{\mathbf{2}}^{2}\Gamma_{(l)}\} \) is at most \((l - 2)\). Thus we have \( X_{\mathbf{2}}^{2}\Gamma_{(l)} \leq X_{\mathbf{2}}^{2}\Gamma_{(j)} = Y_{i,n_{\text{bin}}} + W_{i,n_{\text{bin}}} \leq Y_{l,n_{\text{bin}}} + W_{l,n_{\text{bin}}}'.

(b) If \( X_{\mathbf{2}}^{2}\Gamma_{(q)} = X_{\mathbf{2}}^{2}\Gamma_{l,n_{\text{bin}}} = Y_{l,n_{\text{bin}}} + W_{l,n_{\text{bin}}} \) with \( q > l \), we have \( X_{\mathbf{2}}^{2}\Gamma_{(l)} \leq X_{\mathbf{2}}^{2}\Gamma_{(q)} = Y_{l,n_{\text{bin}}} + W_{l,n_{\text{bin}}} + \gamma_{n_{\text{bin}}}.'

Part 2. When \( l = 1 \), we consider two cases.

Case 1: Suppose that \( X_{\mathbf{2}}^{2}\Gamma_{(1)} = X_{\mathbf{2}}^{2}\Gamma_{1,n_{\text{bin}}} \). Then, \( X_{\mathbf{2}}^{2}\Gamma_{(1)} = Y_{1,n_{\text{bin}}} + W_{1,n_{\text{bin}}} \geq Y_{1,n_{\text{bin}}} - \gamma_{n_{\text{bin}}}.

Case 2: Suppose that \( X_{\mathbf{2}}^{2}\Gamma_{(1)} = X_{\mathbf{2}}^{2}\Gamma_{j,n_{\text{bin}}} \) for any \( j \geq 2 \). Then, \( X_{\mathbf{2}}^{2}\Gamma_{(1)} = Y_{j,n_{\text{bin}}} + W_{j,n_{\text{bin}}} \geq Y_{1,n_{\text{bin}}} - \gamma_{n_{\text{bin}}}.

When \( l \geq 2 \), we also consider two cases.

Case 1: Suppose that \( X_{\mathbf{2}}^{2}\Gamma_{(l)} = X_{\mathbf{2}}^{2}\Gamma_{m,n_{\text{bin}}} = Y_{m,n_{\text{bin}}} + W_{m,n_{\text{bin}}} \), for some \( m < l \). Then

(a) If \( X_{\mathbf{2}}^{2}\Gamma_{(q)} = X_{\mathbf{2}}^{2}\Gamma_{l,n_{\text{bin}}} \) with \( q < l \), we have \( X_{\mathbf{2}}^{2}\Gamma_{(l)} \geq X_{\mathbf{2}}^{2}\Gamma_{(q)} = Y_{l,n_{\text{bin}}} + W_{l,n_{\text{bin}}} \geq Y_{l,n_{\text{bin}}} - \gamma_{n_{\text{bin}}}.

(b) If \( X_{\mathbf{2}}^{2}\Gamma_{(q)} = X_{\mathbf{2}}^{2}\Gamma_{l,n_{\text{bin}}} \) with \( q > l \), it can be shown by contradiction that \( X_{\mathbf{2}}^{2}\Gamma_{(i)} = X_{\mathbf{2}}^{2}\Gamma_{j,n_{\text{bin}}} \) holds for some \( j > l \) and some \( i < l \). Indeed, if this statement does not hold we would have that \( \forall i < l \) the equality \( X_{\mathbf{2}}^{2}\Gamma_{(i)} = X_{\mathbf{2}}^{2}\Gamma_{j,n_{\text{bin}}} \) would hold for some \( j < l \), which contradicts the assumption of Case 1. It follows that \( X_{\mathbf{2}}^{2}\Gamma_{(l)} \geq X_{\mathbf{2}}^{2}\Gamma_{(l)} = Y_{l,n_{\text{bin}}} + W_{l,n_{\text{bin}}} \geq Y_{l,n_{\text{bin}}} - \gamma_{n_{\text{bin}}}.

Case 2: Suppose that \( X_{\mathbf{2}}^{2}\Gamma_{(l)} = X_{\mathbf{2}}^{2}\Gamma_{m,n_{\text{bin}}} = Y_{m,n_{\text{bin}}} + W_{m,n_{\text{bin}}} \) for some \( m \geq l \). Then

\( X_{\mathbf{2}}^{2}\Gamma_{(l)} \geq Y_{m,n_{\text{bin}}} + W_{m,n_{\text{bin}}} \geq Y_{l,n_{\text{bin}}} - \gamma_{n_{\text{bin}}}.

Lemma B.7. Let \( E_{1}, \ldots, E_{n_{\text{bin}}} \) be independent standard exponential random variables and let \( E_{1,n_{\text{bin}}} < \cdots < E_{n_{\text{bin}},n_{\text{bin}}} \) be the corresponding order statistics. Then, under the assumptions of Theorem 5.2, relation (B.23) holds.

Proof of Lemma B.7
Set \( E_{0,n_{bin}} = 0 \) and let \( D_j = E_{j,n_{bin}} - E_{j-1,n_{bin}}, \ j = 1, \ldots, n_{bin} \). It suffices to show that \( \forall \epsilon > 0 \exists n_0(\epsilon) \) such that

\[
P\left( \sum_{j=m_{bin}-k_{n_{bin}}^{1/2-\delta}+2}^{m_{bin}+1} D_j \geq 2\gamma_{n_{bin}} \right) > 1 - \epsilon, \ \forall n_{bin} > n_0(\epsilon).
\]

From the fact that the sequence \( \{(n_{bin} - j + 1)D_j, \ j = 1, \ldots, n_{bin}\} \) is i.i.d. from the standard exponential distribution (Pyke (1965)), it follows that

\[
\frac{\sum_{j=m_{bin}-k_{n_{bin}}^{1/2-\delta}+2}^{m_{bin}+1} (n_{bin} - j + 1)D_j - k_{n_{bin}}^{1/2-\delta}}{k_{n_{bin}}^{1/4-\delta/2}} \xrightarrow{d} N(0, 1),
\]

as \( k_{n_{bin}} \) tends to infinity with \( n_{bin} \). Next, according to Remark 5.3, we have that \( \forall \epsilon > 0 \exists n_0(\epsilon) \) such that

\[
P\left( 2\gamma_{n_{bin}} (k_{n_{bin}}^{1/2+\delta} + 1) < 1 \right) > 1 - \epsilon, \ \forall n_{bin} > n_0(\epsilon). \tag{B.24}
\]

Let now \( A_{n_{bin}} = \left[ 2\gamma_{n_{bin}} (k_{n_{bin}}^{1/2+\delta} + 1) < 1 \right], \) and set \( P_{A_{n_{bin}}} = P(E \cap A_{n_{bin}}) \) for any measurable set \( E \). Thus,

\[
P\left( \sum_{j=m_{bin}-k_{n_{bin}}^{1/2-\delta}+2}^{m_{bin}+1} D_j \geq 2\gamma_{n_{bin}} \right) \\
\geq P_{A_{n_{bin}}} \left( \sum_{j=m_{bin}-k_{n_{bin}}^{1/2-\delta}+2}^{m_{bin}+1} D_j \geq 2\gamma_{n_{bin}} \right) \\
= P_{A_{n_{bin}}} \left( \sum_{j=m_{bin}-k_{n_{bin}}^{1/2-\delta}+2}^{m_{bin}+1} (n_{bin} - j + 1)D_j - k_{n_{bin}}^{1/2-\delta} \right) \\
\geq P_{A_{n_{bin}}} \left( \sum_{j=m_{bin}-k_{n_{bin}}^{1/2-\delta}+2}^{m_{bin}+1} (n_{bin} - j + 1)D_j - k_{n_{bin}}^{1/2-\delta} \right) \\
\geq P_{A_{n_{bin}}} \left( \sum_{j=m_{bin}-k_{n_{bin}}^{1/2-\delta}+2}^{m_{bin}+1} (n_{bin} - j + 1)D_j - k_{n_{bin}}^{1/2-\delta} \right) \\
\to P(A_{n_{bin}}), \ \text{as} \ n_{bin} \to \infty.
\]

This, together with (B.24), completes the proof.
B.10 Lemmas B.8, B.9 and Their Proofs

Lemma B.8. Consider the sequence of integers $a_{\text{bin}}$ which satisfies (5.12). Then relations (5.10) and (5.11) are true under the condition $n^{-1/2}p_{\text{bin}}^{5/2+\delta} \log^{3/2} n \to 0$, some $\delta > 0$. Thus, the first term on the right hand side of (5.15) converges to the standard normal distribution.

Proof of Lemma B.8

Using the same argument as in the proof of Lemma B.5 (1), relation (5.10) holds. To prove relation (5.11), it suffices to show that

$$P\left( \sum_{j=m_{\text{bin}}-k_{\text{bin}}^{1/2-\delta}+2}^{m_{\text{bin}}+1} (E_{j,n_{\text{bin}}} - E_{j-1,n_{\text{bin}}}) \geq 2\tilde{\gamma}_{n_{\text{bin}}}/n_{\text{bin}} \right) \to 1, \text{ as } n_{\text{bin}} \to \infty, \quad (B.25)$$

where $m_{\text{bin}} = n_{\text{bin}} - k_{\text{bin}}$, $E_1, \ldots, E_{n_{\text{bin}}}$ are independent standard exponential random variables, $E_1,n_{\text{bin}} < \cdots < E_{n_{\text{bin}},n_{\text{bin}}}$ are the corresponding order statistics, and $\tilde{\gamma}_{n_{\text{bin}}} = \max_j |\tilde{W}_j|$. It is shown in Lemma B.9, so that the proof of relation (5.11) is completed. Thus, using (5.8), it is easily seen that the first term on the right hand side of (5.15) converges in distribution to the standard normal.

Lemma B.9. Let $E_1, \ldots, E_{n_{\text{bin}}}$ be independent standard exponential random variables and let $E_1,n_{\text{bin}} < \cdots < E_{n_{\text{bin}},n_{\text{bin}}}$ be the corresponding order statistics. Then, under the assumptions of Theorem 5.3, relation (B.25) holds.

Proof of Lemma B.9

Set $E_{0,n_{\text{bin}}} = 0$ and let $D_j = E_{j,n_{\text{bin}}} - E_{j-1,n_{\text{bin}}}$, $j = 1, \ldots, n_{\text{bin}}$. It suffices to show that $\forall \epsilon > 0 \exists n_0(\epsilon)$ such that

$$P\left( \sum_{j=m_{\text{bin}}-k_{\text{bin}}^{1/2-\delta}+2}^{m_{\text{bin}}+1} D_j \geq 2\tilde{\gamma}_{n_{\text{bin}}} \right) > 1 - \epsilon, \quad \forall n_{\text{bin}} > n_0(\epsilon).$$

From the fact that the sequence $\{(n_{\text{bin}} - j + 1)D_j, j = 1, \ldots, n_{\text{bin}}\}$ is i.i.d. from
the standard exponential distribution (Pyke (1965)), it follows that

\[
\sum_{j=m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1}^{m_{\text{bin}}+1} j D_j - k_{n_{\text{bin}}}^{1/2-\delta} \xrightarrow{d} N(0, 1),
\]

as \(k_{n_{\text{bin}}}^{1/2-\delta}\) tends to infinity with \(n_{\text{bin}}\). Next, according to Remark 5.4, we have that \(\forall \epsilon > 0 \exists n_0(\epsilon)\) such that

\[
P\left(2^{\gamma_{n_{\text{bin}}}} (k_{n_{\text{bin}}}^{1/2-\delta} + 1) < 1 - \epsilon, \quad \forall n_{\text{bin}} > n_0(\epsilon)\right).
\]

(B.26)

Let now \(\tilde{A}_{n_{\text{bin}}} = \left[2^{\gamma_{n_{\text{bin}}}} (k_{n_{\text{bin}}}^{1/2-\delta} + 1) < 1\right]\), and set \(P_{\tilde{A}_{n_{\text{bin}}}} = P(E \cap \tilde{A}_{n_{\text{bin}}})\) for any measurable set \(E\). Thus,

\[
P\left(\sum_{j=m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1}^{m_{\text{bin}}+1} D_j \geq 2^{\gamma_{n_{\text{bin}}}}\right)
\]

\[
\geq P_{\tilde{A}_{n_{\text{bin}}}}\left(\sum_{j=m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1}^{m_{\text{bin}}+1} D_j \geq 2^{\gamma_{n_{\text{bin}}}}\right)
\]

\[
\geq P_{\tilde{A}_{n_{\text{bin}}}}\left(\sum_{j=m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1}^{m_{\text{bin}}+1} \left(k_{n_{\text{bin}}} + j\right) D_j - k_{n_{\text{bin}}}^{1/2-\delta} \geq 2^{\gamma_{n_{\text{bin}}}} (k_{n_{\text{bin}}} + k_{n_{\text{bin}}}^{1/2-\delta}) - k_{n_{\text{bin}}}^{1/2-\delta}\right)
\]

\[
\geq P_{\tilde{A}_{n_{\text{bin}}}}\left(\sum_{j=m_{\text{bin}}-k_{n_{\text{bin}}}^{1/2-\delta}+1}^{m_{\text{bin}}+1} \left(k_{n_{\text{bin}}} + j\right) D_j - k_{n_{\text{bin}}}^{1/2-\delta} \geq 2^{\gamma_{n_{\text{bin}}}} (k_{n_{\text{bin}}} + k_{n_{\text{bin}}}^{1/2-\delta}) - k_{n_{\text{bin}}}^{1/2-\delta}\right)
\]

\[
\rightarrow P(\tilde{A}_{n_{\text{bin}}}), \quad \text{as} \quad n_{\text{bin}} \to \infty.
\]

This, together with (B.26), completes the proof.
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