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ABSTRACT

Biofilms are surface-associated bacterial populations prevalent in both engineered and natural settings. The influence of biofilms is far reaching; for example, they cause fouling on industrial equipment, infection of medical implants, and can be utilized in bioremediation. A better understanding of biofilm formation will generate more effective biofilm control strategies, which is the hope for the future of this work. Initial bacterial adhesion (the first stage of biofilm development) was studied in the presence of humic acid, a common soil component. It was determined that changes in the concentration of humic acid on silica do not affect *Escherichia coli* adhesion orientation, occurrence, nor force. Based on this evidence and other reports that showed bacterial adhesion is not strongly affected by external surface chemistries like humic acid, it was concluded that studying the events following bacterial adhesion could garner more insight into biofilm formation. For many species, such as *Pseudomonas aeruginosa*, quorum sensing is necessary for proper biofilm formation; thus the effect of the diffusion of signaling molecules from adhered cells on biofilm development was examined. Set-backs in creating engineered biofilms with tightly controlled size parameters and in measuring their adhesion forces prompted the investigation of the effect of signal diffusion on quorum sensing alone.

Quorum sensing is almost always regarded as a population density effect in three-dimensional bulk samples of bacteria. Two-dimensional samples of *Vibrio fischeri* cells adhered onto glass surfaces were created to examine the effect of *local* population densities on quorum sensing. This was done by measuring the luminescent response.
The 2-D bacterial populations allowed for the measurement of both time and distance effects on quorum sensing, which were previously very challenging to access in typical three-dimensional bulk samples. Thus, quorum sensing was considered in terms of signal diffusion. A diffusion model of quorum sensing signals guided the experiments and showed that for a given cell spacing (density) and diffusion time there exists a “true quorum”– a number of cells necessary for quorum sensing. The experiments showed that quorum sensing can occur locally in 2-D surface samples and is a function of cell population density as well as signal diffusion time.

With proof that quorum sensing occurs locally, engineered biofilm experiments were revisited. *P. aeruginosa* cells were localized on surfaces in either infinite or isolated arrays. Adhesion forces of infinite biofilms showed that populations contained 50-60% “sticky” cells that attached with greater than 70 pN (the maximum measurable force) regardless of adhesion time. However, time effects were still observed in that samples adhered for longer times contained more cells that were more strongly attached. The percentage of cells attached with greater than 10 pN in samples adhered for 150, 60, and 5 minutes were 86%, 81%, and 63%, respectively. Adhesion force measurements of small isolated biofilms served as preliminary tests of the “true quorum” concept. Diffusion in quorum sensing and that there exists a “true quorum” are important to consider for biofilm formation. Even small numbers of localized surface cells can act as “biofilm seeds”.
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Chapter 1

Motivation & Research Goals

1.1 Motivation

The omnipresent bacterial biofilm is a naturally occurring sessile population of cells that forms at interfaces, for example, in oceans (1), soil (2), industrial equipment (3), and the human body (4). Biofilms are a normal, if not favorable, state of life for bacteria and are of benefit to the cells by reducing antibiotic susceptibility (4) and aiding in population dispersal (5). These cozy prokaryotic conditions make for biofilms’ ubiquity and persistence, which causes hardships for humans.

1.1.1 Biofilm effects

No industry is immune to biofouling and its effects are broadly felt: for example, in oil recovery, water treatment, paper and consumer products manufacturing, and food processing. Biofilms increase resistance in membranes (6) and heat exchangers (7, 8), and friction in pipelines (Figure 1-1 A) (4, 9) and on ship hulls (10). Costs incurred due to biofilms in industrial settings are not only from increased energy consumption, but also from product loss and contamination (10), and system parts cleaning and replacement (8). For example, 10-20% of process interruption in paper plants is for biofilm-related maintenance (8).
Biofilms are also involved in human infection. Cystic fibrosis-related pneumonia is caused by *Pseudomonas aeruginosa* and *Burkholderia cepacia* forming biofilms on lung surfaces (4). The skin bacterium *Staphylococcus epidermidis* adheres to implants such as catheters (Figure 1-1 B) and prostheses and acts as a barrier to extended use of the biomaterial (4). Biofilms cause mechanical blockages, material deterioration, impeded tissue integration, and chronic infection (9). Once a biofilm forms on a surface it becomes difficult to remove because biofilm cells are less susceptible to antimicrobial treatments (4), resulting in device removal, amputation, or death (13). The probability of infection in urinary catheters increases 10% each day of implantation (14). Chamis et al. determined there is a 45% infection incidence in cardiac devices, including pacemakers and defibrillators (15).

Despite the detrimental effects of biofilms, they have also been advantageously used in food, sensor, and environmental applications. The dairy industry utilizes biofilms immobilized in gel beads, traditionally in Kefir production, and more recently in novel processes for yogurt and cheese production (16). In biosensor applications, biofilm cells
signal the presence of analytes by exhibiting a measurable biological change, such as metabolic or enzymatic activity (7, 17). A biosensor containing denitrifying bacteria to detect nitrate (18) has been used to study nitrifying biofilms (19)– important in wastewater treatment (20).

Biofilms are a vital tool in water treatment and act to remove organic carbon and other nutrients like nitrogen and phosphorous compounds (20) in both *ex situ* and *in situ* processes (21). Bioremediation is the degradation of pollutants through biofilms’ cells’ metabolic activities. Bioremediation aims to produce industrial wastewater streams that meet contaminant regulations, and groundwater and aquifers that provide potable water (22). As of 2003, 1.1 billion people in the world do not have adequate water supplies (23), including 75% of Ethiopia’s population (24). The problem worsens as population growth increases pollution and water demands.

![Figure 1-2: Percentage of total disease burden caused by unsafe water in 2000 (25).](image)
Global population is over 6 billion and annual population growth rates are as high as 2.5% in the least developed countries (26). There are also regional water shortages, like in Nevada where population increased 66% in the past decade and annual precipitation is below 5 inches in areas (27). Dwindling water supplies raise public health concerns like hunger and sanitation (Figure 1-2), and affect natural ecosystems.

Bioremediation can ease the water crisis. *Pseudomonas* species are capable of lowering the levels of pentachlorophenol in groundwater to meet regulatory drinking water standards (28), and *Escherichia coli* K-12 can remove carbon tetrachloride from polluted sites (29). In comparison to traditional remediation technologies such as pump-and-treat and thermal destruction, *in situ* bioremediation can cost less time and money and be more environmentally benign by avoiding chemical and physical processes (30). Many techniques have been used to enhance bioremediation, such as supplementing sites with nutrients to stimulate microbial activity or with organisms selected or engineered for specific degradation abilities (30). However, a major challenge preventing further improvements to bioremediation is bacterial transport. Optimally, there should be minimal bacterial adhesion to soil particles to maintain significant cell transport throughout the aquifer (31, 32). Once cells distribute through the polluted volume, however, adhesion is necessary for biofilm formation for contaminant degradation (7).

### 1.1.2 Biofilm control

With biofilms so prevalent and bearing such a vast impact on human life, it is desirable to be able to control them. Treatment of infectious biofilms via traditional
antibiotics has proven ineffectual in many cases because of their characteristic resistance (4). It is best to address the biofilm issue at the root—before the cells become sessile, fully colonize a surface, and are protected within the biofilm matrix.

Attempts have been made to control biofilms before they form through surface modification of the substratum. The use of traditional antifouling coatings such as cuprous oxide and tributyltin on ships has been regulated due to toxic chemicals leaching and affecting other marine life besides the targeted microorganisms (33). Replacement antifouling paint, like tetracycline, has been found to be ineffective (34). Conversely, Irgarol 1051 has been found to be overly effective and additionally harms alga reproduction in entire harbors (35). Silver coatings on implants help control infection, but over time genetic mutations in bacteria occur that impart resistance (36). Treatment of *P. aeruginosa* biofilms with monochloramine was less successful than a model predicted, due to the occurrence of an adaptive stress response in the cells (37).

Advances in materials use biomimicry (38) and substances that disrupt cell membranes (39) to cause death to bacteria that come into contact with the treated surface, without the risk of antibiotic resistance development. However, it is not always desirable to totally prevent biofilm formation, as in bioremediation. Also, the substratum surface cannot always be engineered, as in cystic fibrosis and *in situ* bioremediation. A better understanding of initial biofilm formation will lead to gains in both negative (eradication in industrial processes and human infection) and positive (exploitation in food processing, sensors, and bioremediation) biofilm scenarios.
1.1.3 Biofilm formation

The first step in biofilm formation is bacterial adhesion (4). Many interactions, such as electrostatic and van der Waals (40), hydrophobic (41), steric (42), and bridging (43), between the cell and substratum surfaces have been considered. However, under various experimental conditions, results do not match model predictions (44, 45) and show contrasting conclusions (46-49). This is due to different factors that affect bacterial adhesion, such as complexities of biological surfaces (43, 50-54) and variable environments (55). Adhesion mechanisms vary depending on the environment from which the cells in question were isolated, complicating the desire to discover a biofilm panacea.

Additionally, quorum sensing is implicated as necessary for proper biofilm formation for various species at different stages of biofilm development. This was first recognized in 1998 with P. aeruginosa, where quorum sensing signal mutants formed flat biofilms that were more susceptible to antimicrobial treatments but returned to normal after the addition of synthetic signal molecule (56). Subsequent studies also found other cases of quorum sensing involvement in biofilm development; B. cepacia (57), Aeromonas hydrophila (58), Serratia liquefaciens (59), Pantoea stewartii (60), and Streptococcus mutans (61-63) all cannot initiate biofilm formation or form mature biofilms when containing a disruptive quorum sensing genetic mutation.

It is clear that both bacterial adhesion and quorum sensing are important in biofilm formation. A better understanding of these processes will result in the emergence of novel techniques that are more effective at controlling biofilms.
1.2 Research goals

The main goal of this thesis is to address what occurs during the early stages of biofilm formation by investigating two processes that lead to biofilms—bacterial adhesion and quorum sensing. I break this down into four aims.

1. **Measure bacterial adhesion orientation and forces in the presence of various humic acid concentrations.**
2. **Model the diffusion of quorum sensing signals from bacteria arranged on a surface in two dimensions.**
3. **Determine if quorum sensing can occur locally in space and time.**
4. **Determine if biofilm formation can occur locally in space and time.**

Chapter 2 gives a literature review of biofilm formation, bacterial adhesion, and quorum sensing. Chapter 3 details the experimental methods and materials. Chapter 4 addresses the first aim to understand bacterial adhesion under a set of specifically defined environmental conditions. I investigate *E. coli* adhesion to silica in the presence of humic acid. This work is motivated by the biofilm application of *in situ* bioremediation. I examine how humic acid alters the strength of interactions between *E. coli* and silica and also the generality of end-on adhesion of particles to rod-shaped *E. coli* cells. The result is that humic acid causes only a slight increase in adhesion force and couplet formation, with no significant change in end-on adhesion of bacteria to silica particles.

Since bacterial adhesion is so specific to the cell and environmental conditions, the focus of this thesis work shifted to the biofilm formation process of quorum sensing. The main hypothesis governing the last three aims is that localized quorum sensing is
signal diffusion controlled. Typically population density is the only parameter considered to affect quorum sensing. Chapter 5 presents a diffusion model of quorum sensing signals from two-dimensional arrays of surface-attached bacteria, which shows that signal diffusion time, population density, as well as population number can affect quorum sensing. Chapter 6 uses luminescent quorum sensing Vibrio fischeri to show that quorum sensing occurs on a local scale and that it is affected by signal diffusion. Chapter 7 uses biofilm forming P. aeruginosa to show that biofilms might form locally as well and that signal diffusion might be involved in the biofilm formation.

The final chapter concludes the thesis and discusses the future direction of the work. The appendices give further details on experiments using fluorescent quorum sensing E. coli, experimental safety, and another bioremediation application—magnetic separation techniques for in situ environmental remediation of polycyclic aromatic hydrocarbons, from my comprehensive examination work.
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Chapter 2

Literature Review

2.1 Biofilms

2.1.1 Biofilms in history

Bacteria are ubiquitous organisms that are found in both free-floating planktonic and sessile biofilm states. Biofilms are surface-associated bacterial populations encased in a protective auto-produced matrix (1) and are colloquially referred to as “slime”. One of the first observations of bacteria (in 1683) resulted from a sampling of slime formed on the teeth of Antony van Leeuwenhoek (Figure 2-1). He wrote how he, “almost always saw with great wonder that there were very many ‘animalcules’,” when studying his dental plaque biofilms with his microscopes (2).

Figure 2-1: Antony van Leeuwenhoek holding an example of one of his microscopes in 1686 (3).
In 1933 it was noted that, “for the most part bacteria are not free floating organisms, but grown upon submerged surfaces; they are of the benthos rather than the plancton,” as Henrici concluded from comparisons of enumerations of bacteria from lake water and bottom mud samples (4). However, it was not until 1978 that biofilms were appreciated as a significant form of bacterial life. Geesey et al. developed fluorescent microscopy methods to accurately count biofilm bacteria and realized their “numerical importance” in comparison to the planktonic cells from the same mountain stream (5). The enumeration method was applied to other environments and biofilms’ prevalence was seen across all natural, industrial, and medical settings (6). In an inspiring presentation by the biofilm expert Bill Costerton at the 232nd American Chemical Society Meeting, it was affirmed that greater than 99.9% of bacteria in aquatic ecosystems are in biofilms (7). After understanding the pervasiveness of biofilms, researchers moved on to detail biofilm structure, function, and genetic expression.

Biofilms were first described in 1933 (before the designation “biofilm” existed) by Henrici in his paper, “Studies of freshwater bacteria.”

The deposit of bacteria [onto slides] becomes apparent in a few days and increases progressively, eventually becoming so thick that individual cells may be distinguished with difficulty. That the cells are actually growing upon the glass is indicated by their occurrence in microcolonies of steadily increasing size. They are fairly firmly adherent to the glass, not removed by washing under a tap… the groups of cells are evidently surrounded by a sheath of gum which also serves to fasten the colony to the glass. (4)

The same qualities were detailed in subsequent biofilm studies and as microscopic techniques grew more advanced, the true complexity of biofilm structures became apparent.
### 2.1.2 Biofilm structure

One of the first introductions of biofilms to the public was in a 1978 issue of *Scientific American*, in which Costerton et al. detailed “How bacteria stick” via a glycocalyx (8). The glycocalyx is a mesh of polysaccharide fibers extending from a cell surface, which becomes entangled with other cells to form a network in a biofilm, for example as in dental plaque (8). It is now known that this network is actually made up of more than just polysaccharides, but rather general extracellular polymeric substances (EPS), which also contain proteins, lipids, and DNA (9). The EPS is the “sheath of gum” (4) Henrici referred to in his 1933 study.

Living cells make up a small percentage of a biofilm. Water channels and EPS constitute 73-98% of the total biofilm volume (10). Large (2,000 kDa) molecules can pass through the channels (Figure 2-2) (11). The arrangement of cells, EPS, and channels is heterogeneous and distinct depending on the species present in the biofilm. For example, *Pseudomonas* biofilms have highest cell densities (27% cellular material) at the biofilm-solid interface whereas *Vibrio parahaemolyticus* biofilms show the opposite distribution with highest cell densities (16%) at the biofilm-liquid interface (10).

![Figure 2-2](image-url): Costerton et al. depict the three-dimensional and heterogeneous nature of mature biofilms: cells, EPS, and channels (11).
Biofilm heterogeneity is evident through other properties besides cell density and is demonstrated through various techniques. A distribution of cell density leads to varying biofilm thicknesses, which have ranged from 0–90 μm in a 72-hour *P. fluorescens* biofilm (12) and 13–60 μm in a 140-hour *P. aeruginosa* biofilm (13), for example. Thickness variability, also referred to as roughness, imparts frictional resistance in pipes (14) and unexpectedly low convective transport of particles across biofilms (15). An NMR study showed three biofilm fractions with significantly different diffusion coefficients (16). Using light microscopy, Walker and Keevil found that, “this mosaic nature of the biofilm would aggravate localised corrosion,” on their metal substrata (17).

Biofilms’ heterogeneous structure plays a role in nutrient and antimicrobial agent transport and thus biofilm survival. Channels allow for convective and diffusive transport whereas areas containing EPS are diffusion limited (6, 18, 19). Hindered nutrient transport is evident in investigations of metabolic activity throughout a biofilm. Adenylate energy charge increases to a maximum at the biofilm-liquid interface from the substratum (20). Similarly, protein synthesis is concentrated at biofilm locales closest to the biofilm-gas interface and the depth of activity correlates with oxygen availability (21, 22). A measurement of EPS yields throughout a biofilm showed that the yield per viable cell was lower deeper in the biofilm (23). Zhang and Bishop hypothesized that this is because nutrient availability is lower at these depths so cells are less able to produce EPS and/or cells are consuming EPS.
2.1.3 Antibiotic resistance

In 1985 Nickel et al. found that *P. aeruginosa* cells in a biofilm were more resistant to antibiotics than the planktonic cells (24). This has since been frequently described (1, 25-28) and one explanation for the reduced susceptibility is that the biofilm structure does not allow for penetration of antibiotic agents to the cells due to transport limitations (1, 12, 26). Nichols et al. determined that tobramycin binding to alginate, a *P. aeruginosa* EPS constituent, slows the antibiotic’s diffusion and thus increases the penetration time into biofilms (26). Korber et al. reported a gradient effect of fleroxacin on *P. fluorescens* biofilm cells (12). However, both groups noted that hindered transport alone could not be the major mechanism of resistance.

By modeling the diffusion and possible sorption and reaction of antibiotic in biofilms, Stewart concluded that diffusion limitations alone were not great enough to impart resistance (29). A combination enzymatic (catalytic) reaction and diffusion mechanism is, mathematically, a more plausible scenario (29), in which an enzyme destroys the antibiotic agent. If this is the case, then biofilm cells should still be able to grow. The distinction needs to be made that biofilms are resistant to being killed by antimicrobial agents and are not necessarily able to grow. In fact, Spoering et al. demonstrated that *P. aeruginosa* biofilm and log phase planktonic cells have the same growth in antibiotic conditions (30).

Brown et al. suggested that biofilms’ characteristic antibiotic resistance was related to the decreased activity of deeply located cells (25). Nutrient limitations and decreases in cell growth can cause changes in the cell envelope and thus susceptibility
Antibiotics are 99.9% effective against log phase cells, but have greatly reduced efficacy against slowly growing cells (31). Korber et al. recognized the effect of cell growth on resistance in their fleroxacin treated biofilms, which displayed a gradient of elongated cells (12). Elongation is characteristic of fleroxacin-treated cells. The authors observed longer cells at the biofilm-liquid interface, which also elongated faster than the cells at the substratum (12). The reduced activity of cells within biofilms facilitates resistance against antibiotic treatments. Other known methods that confer antibiotic resistance in biofilms are multidrug resistance pumps (28, 32) and glucose polymers that interact with antibiotic agents (33).

2.1.4 Biofilms as a community of bacteria

The heterogeneous structure among the cells, EPS, and channels of biofilms gives transport qualities that ultimately lead to the characteristic persistent survival. “Selection favors cells that are protected” (8). In fact, silicified biofilm matrices containing silicified filaments are some of the earliest fossil records of life from 3 billion years ago (34, 35). Recently biofilms have been regarded as communities (35-40), cities (36, 41), and multicellular organisms (11, 35, 42) given their structural organization and metabolic specialization (11, 35), as well as their developmental sequences (35) and coordinated behaviors (37, 42, 43).

Biofilms go through distinct (44) developmental stages and the parallel has been made to multicellular organism development (35). The steps include attachment, microcolony formation and EPS production, structure maturation, and dispersion (1, 35,
There is a genetic basis for each of these steps. *P. aeruginosa* mutants defective in flagellar-based motility are unable to effectively attach to substrata and therefore do not form biofilms (48). In the same *P. aeruginosa* study, pili-based motility (twitching, or surface motility) mutants do attach, but do not form microcolonies, and therefore are biofilm deficient (48). Once attached, *P. aeruginosa* cells show up-expression of *algC*, a gene responsible for the synthesis of alginate, a major component of *P. aeruginosa* EPS (49). Friedman and Kolter identified two gene clusters (*pel* and *psl*) involved in *P. aeruginosa* carbohydrate EPS component synthesis (50). Mutants with deletions in both the *pel* and *psl* gene clusters do not form mature biofilms. Mutation in an *Actinobacillus actinomycetemcomitans* protein synthesis gene that encodes a hydrolase that degrades polysaccharides leads to biofilms that are unable to perform cell detachment (51). Similarly, in *P. aeruginosa*, there is an alginate lyase expressed to degrade EPS and bring about cell detachment in biofilms (52).

![Figure 2-3: Schematic of the stages of biofilm development: attachment (A), microcolony formation and EPS production (B), structure maturation (C), and dispersal (D).](image-url)
The coordinated behaviors of biofilms are brought about through response to cues sensed from the surroundings. The cues can be external inducers, or specifically in the case of quorum sensing, autoinducers. Surface contact causes disturbances to the cell envelope, which induces decreased flagellin synthesis as well as increased EPS component synthesis in *E. coli* (53) and, as discussed above, in *P. aeruginosa* (49). Nutrient availability affects biofilm depth and cell detachment (54-56). Whitely determined in 2001 that *P. aeruginosa* biofilms exposed to antibiotic agents express genes involved in stress response and efflux systems (57). Other environmental stresses, such as pH fluctuations, cause changes in multispecies biofilm diversity (58).

Quorum sensing allows bacteria to detect the surrounding cell density via autoinducer signals that each cell produces. A critical concentration of the signals in the medium triggers a response to high cell density conditions. This has been shown to occur during all stages of biofilm development in various species. Examples of responses elicited through quorum sensing signals are as follows: EPS production in *V. cholerae* (41) and *P. aeruginosa* (35); maturation into heterogeneous architecture in *P. aeruginosa* (59), *Bacillus subtilis* (39), and *Streptococcus gordonii* (60); virulence in *P. aeruginosa* (61, 62), *B. cenocepacia* (63), and *S. aureus* (64); antibiotic synthesis in *Streptomyces* and *B. subtilis* (64); antibiotic resistance in *P. aeruginosa* (59); formation of dormant cells in *P. aeruginosa* (42) and recovery of dormant cells in *Nitrosomonas europae* (65); detachment (35, 66); and programmed death (43).

The heterogeneous structure of the cells, EPS, and channels of biofilms and the coordination of the key developmental features allows for heightened survival. “Biofilms are clearly more than the sum of their parts” (47). Biofilms are a protected community of
bacteria. Given their deleterious effects of infection and fouling and their advantageous applications in sensors and remediation, it is desirable to be able to control biofilm formation as discussed in Chapter 1. Key factors in biofilm formation and maturation are bacterial adhesion and quorum sensing, which are the focus of this thesis.

2.2 Bacterial adhesion

Numerous interactions must be considered when studying bacterial adhesion. Zobell first suggested that bacterial adhesion happens in two phases, reversible and irreversible (67). This was theoretically confirmed by Marshall et al. using the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory of colloid stability (68).

Figure 2-4: An example DLVO (es + vdw) plot for the interaction energy between a model soil particle \((r = 250 \, \mu m, \, \zeta = -50 \, mV)\) and cell \((r = 1 \, \mu m, \, \zeta = -25 \, mV)\) in an ionic strength solution of 60 mM. The arrow demarks the repulsion barrier between the secondary and primary minimums. DLVO (solid curve), electrostatics (long dashes), and van der Waals (short dashes).
The DLVO model accounts for electrostatic and van der Waals forces, giving the interaction energy as a function of separation distance. Reversible adhesion occurs in the secondary minimum, an area of weak attraction, in the interaction energy versus separation distance plot (Figure 2-4). Irreversible adhesion requires the cell overcome the repulsion barrier between the secondary and primary minimums.

The DLVO model, however, is often not sufficient to explain bacterial adhesion events (69, 70), due in part to complexities of biological surfaces (71-76). The surface complexities add hydrophobic (77), steric (78), and bridging (72, 75) interactions. Irreversible adhesion occurs via short-range chemical and molecular interactions like hydrogen, ionic, and covalent bonding (79) as well as interactions involving extracellular structures including lipopolysaccharides (LPS), pili, and fimbriae (80).

2.2.1 Bacterial cell surface

Since varied surfaces influence bacterial adhesion, it is important to understand the surfaces involved. Bacterial species are categorized as either Gram-negative or Gram-positive based on cell wall differences (Figure 2-5) (81). Gram-positive cells have cell walls consisting of many layers of peptidoglycan that retain the Gram stain’s crystal violet-iodine complex. There are also teichoic acids and proteins associated with the Gram-positive cell wall. All the cells used in this thesis are Gram-negative cells. Gram-negative cell walls contain a thin peptidoglycan layer that does not allow for retention of the crystal violet-iodine dye in Gram stains. Beyond the Gram-negative cell wall is a lipid bilayer outer membrane made up of phospholipids, lipoproteins, lipopolysaccharides
(LPS), and proteins. The LPS is located on the outer side of the outer membrane via lipid A (81). The polysaccharides of the LPS extend away from the cell 30–50 nm (70).

Figure 2-5: The structures of Gram-negative (left) and Gram-positive (right) cell surfaces (81).

LPS composition can influence adhesion by affecting cell surface charge, hydrophobicity, steric interactions, bridging, and hydrogen bonding (72, 78, 82). EPS is found associated with the cell surface as well as in free matrix form (83) as discussed above. Cell-bound EPS can increase surface softness and decrease negative surface charge density, and thus affect adhesion (73, 84).

Flagella, pili, and fimbriae are surface protein structures that extend 2 µm (pili and fimbriae) to 10 µm (flagella) away from the cell (85) and can function in adhesion. For example, *P. aeruginosa* flagella mutants are unable to attach to PVC substrata (48). Surface proteins are also involved in specific bacterial adhesion via ligand-receptor interactions between bacteria cell and another biologically active surface. A common example is *E. coli* type 1 fimbriae tips, which contain the adhesin FimH that binds to mannose-containing receptors present on the surface of epithelial cells (86). This thesis however focuses only on the passive, non-specific adhesion of a cell to a surface.
2.2.2 Batch growth and cell division

The various lipids, polysaccharides, and proteins covering the cell surface make it heterogeneous. However, the bacterial cell surface is not only spatially heterogeneous, but also temporally, and varies during both batch growth and division. A bacterial population batch growth cycle consists of four phases (87): the lag (adjustment) phase, the log (exponential growth) phase, the stationary (nutrient limited-steady cell concentration) phase, and the death phase. Bacterial adhesion varies depending on growth phase. *Lactococcus lactis* stationary phase cells, but not exponential phase cells, achieve high adhesion densities to polystyrene due to the release of ionized substances and EPS (88). *E. coli* K-12 stationary phase cells also show more adhesion than log phase cells, possibly due to a more heterogeneous distribution of charged functional groups (89, 90). Cell wall hydrophobicity may also vary with growth phase and affect adhesion (91).

Bacteria reproduce via binary fission. Individual cells grow and then divide by forming a septum where there is an inward growth of the cytoplasmic membrane and cell wall until two distinct walls form. The two daughter cells, each with a complete chromosome, then separate (87). At the division site in *E. coli* there is a localized area of peptidoglycan synthesis and the new pole of a freshly divided *E. coli* bacterium remains more active in cell wall synthesis than the old pole (92). The preferential end-on adhesion observed in *E. coli* may arise from cell surface differences that occur during the division process (93-95).
2.2.3 Substratum and surrounding environment

A further complication in describing bacterial adhesion is that the adhesion mechanisms vary depending on the particular niche of interest (96). Not only is it important to consider the cell surface, but also the substrate surface and the environment. The various interactions between the cell and substratum surfaces have been considered under various conditions and results show contrasting conclusions. The following chronological list of results from surface hydrophobicity investigations demonstrates some discrepancies that have arisen. In 2000 it was shown that substratum hydrophobicity does not affect bacterial adhesion, but rather adhesion strength, and that cells adhere less strongly to hydrophobic surfaces (97). Reports came out during the next two years finding that substratum hydrophobicity does play a role (98, 99) and that cells adhere more strongly to more hydrophobic surfaces (99). Then, in 2005 it was concluded that adhesion does vary with substratum hydrophobicity but depends on other factors such as cell hydrophobicity and electrostatic interactions (100).

Due to the various surfaces and conditions involved in separate instances of bacterial adhesion, bacterial adhesion can only be considered on an individual specific case basis. There is no generalized theory of bacterial adhesion that applies to all situations (96). In this thesis, the focus is on the adhesion of *E. coli* in the presence of humic acid, which makes up a large component (70-80%) of soil organic matter (101).

After bacterial adhesion occurs, biofilms can develop through EPS production and microcolony formation (1, 46). The biofilm “community” is able to coordinate behaviors by responding to environmental signals. One such cue is the presence of other cells,
which is detected through quorum sensing.

### 2.3 Quorum Sensing

A simple analogy for quorum sensing is a bar brawl, where the instigator, who would not normally initiate a fight, decides to do so with enough friends present. This describes the specific quorum sensing response of virulence. A more general analogy is the namesake—‘quorum’. A quorum is the minimum number of people necessary to conduct a vote. If enough cells are detected through quorum sensing, then the transcription of specific target genes is activated.

Over thirty years ago, Nealson reported that *Vibrio fischeri* produces an extracellular autoinducer, which accumulates as a function of cell population growth and activates luminescence at a threshold concentration (102) (Figure 2-6).

![Figure 2-6: The process of quorum sensing in *Vibrio fischeri*. The cells produce AHL signal molecules with protein LuxI (A). The AHL concentration increases with time or population growth (B). At a threshold AHL concentration, receptor protein LuxR binds AHL (C), which activates the transcription of luminescence genes (D).](image-url)
When quorum sensing was first observed, it was originally thought to be a special occurrence unique to just a few species. These included for example luminescence in *V. fischeri* (103), fruiting body formation in *Myxococcus xanthus* (104), and competence in *Streptococcus pneumoniae* (105). Quorum sensing, however, occurs in numerous species and in various forms. Typically, Gram-negative bacteria use acylated homoserine lactone (AHL) signals (106) whereas Gram-positive bacteria use a different type of autoinducer, oligopeptides (107). There is yet another type of signal molecule, a furanosyl borate diester (108), now recognized, for example in *Vibrio harveyi* (109) and *Escherichia coli* (110). These furanosyl borate diesters make up the autoinducer 2 (AI-2) family of quorum sensing signals whereas AHL is referred to as AI-1. An organism can use multiple quorum sensing signals, networked in parallel as with *Vibrio harveyi* or in series as in *Pseudomonas aeruginosa* (62). Not only is quorum sensing an intraspecies activity, but it also occurs on an interspecies level. Bacteria use AI-2 to detect other species’ populations (111, 112), which allows for one species to be able to interfere with another species’ quorum sensing. For example, *E. coli* can inhibit *V. harveyi* luminescence, even at quorum-sized cell densities, by consuming AI-2 (112).

In 2002 Redfield hypothesized that autoinduction was diffusion controlled rather than population controlled and that it was not a cooperative action of a bacterial population, but rather a way for individual cells to gather information about the transport properties (e.g., diffusion and mixing) of the surrounding medium (113). Redfield’s hypothesis is plausible because the response to quorum sensing in many species is frequently a secretion, for example of virulence factors (62, 64), antibiotics (64), or extracellular polymeric substances (35, 41), which are of benefit to an individual cell
only if the secreted biomolecules stay local (113). The “diffusion sensing” hypothesis however does not apply for all cases, such as with *V. fischeri* luminescence, which is not a secretory response to quorum sensing. It is therefore reasonable that quorum sensing is indeed due to both population and diffusion, and that different species developed quorum sensing based on one aspect (population or diffusion) of the possibly dualistic phenomenon.

Recently Hense et al. introduced the term “efficiency sensing” to unify the theories of quorum sensing and diffusion sensing and hypothesized that autoinducers measure the *combination* of population density, signal molecule diffusion, and spatial distribution (i.e., localized cell density) (114). This combination of information allows cells to determine whether or not it is worth producing effector molecules, such as antibiotics or bioluminescent proteins, which are more energetically costly to synthesize than AHL (114).

The influence of diffusion on quorum sensing has not been thoroughly examined. The first pieces of experimental evidence came out of Basu et al.’s 2005 publication, which uses quorum sensing signal diffusion to form programmed patterns of cells (115). *V. fischeri* autoinducer signals from sender cells elicit different fluorescent responses in receiver cells, which are genetically engineered to respond to different bands of signal concentrations with either red or green fluorescence, depending on the band-detect. Thus, plated mixtures of different band-detect cells surrounding a center disk of sender cells results in a bulls-eye pattern formation (115). This work, however, was not directly interested in the effect of diffusion on quorum sensing and only bulk samples of cells of very high population densities were used.
Quorum sensing has most often been described only in terms of population density (106, 116, 117). There is no evidence in the literature of a “true quorum” – a specific number of cells necessary to elicit a response. Nor is there any work investigating signal diffusion in quorum sensing on a local scale (only bulk).
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Chapter 3
Experimental Methods

3.1 Bacteria preparation

3.1.1 *Escherichia coli* K-12 D21

*E. coli* K-12 strain D21 was obtained from the *E. coli* Genetic Stock Center, (Yale University, Department of Biology, New Haven, CT). *E. coli* K-12 is a well-characterized (1), common soil bacterium used in bioremediation (2). The strain D21 has the core polysaccharide portion of the LPS layer. Bacteria were grown in Luria Bertani (LB) broth (Amresco, Solon, OH) at 37°C on a radial shaker table (Queue Systems, Parkersburg, WV) at 150 rpm. At the mid-exponential phase of growth, bacteria were harvested for experimentation. The time for mid-exponential growth was found from growth curves determined in our laboratory. *E. coli* K-12 strain D21 had a doubling time of 35 minutes and a mid-exponential phase that occurred 2.5 hours after inoculation. Cell preparation for experimentation involved a series of three washes in phosphate buffered saline (PBS) solution (pH 7.3, 60 mM ionic strength- potassium dihydrogen phosphate and dipotassium monohydrogen phosphate) with centrifugation (Sorvall, Asheville, NC) at 3500 × g for 10 minutes. The pH and conductivity (Fisher Scientific Accumet Research AR50, Waltham, MA) of the PBS was measured for every sample to check consistency. The bacteria concentration was kept constant between samples by checking
absorbance with a Helios UV-visible spectrophotometer (Thermo Electron Corp., Waltham, MA) and adjusting cell concentration if necessary.

3.1.2 Vibrio fischeri

V. fischeri (ATCC Number 7744, Manassas, VA) was revived from a freeze-dried sample in Marine Broth (Difco 2216, Becton, Dickinson and Co., Franklin Lakes, NJ) and stocks were stored on Microbank solid porous bead carriers (Pro-Lab Diagnostics, Richmond Hill, ON) in a liquid nitrogen cryogenic refrigerator (Taylor-Wharton, Theodore, AL). Stock cells were revived in autoclaved sterile photobacterium broth (PB). The medium ingredients were based on Photobacterium Broth (Fluka 38719, Buchs, Switzerland) but modified to reduce precipitation, and thus medium turbidity, which influences luminescence measurements. The PB medium contained, in g/L deionized (DI) water (Millipore, Billerica, MA): potassium dihydrogen phosphate (3.0 g/L), ammonium chloride (0.3), sodium chloride (30), iron (II) sulfate heptahydrate (0.01), magnesium sulfate heptahydrate (0.3), sodium β-glycerophosphate pentahydrate (23.5), tryptone (5), yeast extract (2.5), calcium chloride dihydrate (0.15), and sodium bicarbonate (1.0).

Once the revived culture reached the stationary phase of growth the cells were transferred to an absorbance of 0.01 at a wavelength of 600 nm measured in a UV-vis spectrophotometer, corresponding to a bulk cell concentration of $1.88 \pm 0.5 \times 10^6$ cells/mL. Harvest for experimentation from this sub-culture occurred near the start of the stationary phase when the luminescence per cell reached a maximum.
All cell growth was in sterile culture tubes and flasks filled to a volume 1/5 of the total container volume to allow for proper oxygenation. Incubation conditions were 30°C and 200 rpm on a radial shaker.

3.1.3 *Pseudomonas aeruginosa*

*P. aeruginosa* PAO1, a well-characterized and common environmental and pathogenic bacterium (3), was obtained from the Penn State Department of Civil and Environmental Engineering (Logan Lab, originally obtained from Parsek Lab, Northwestern University Department of Civil and Environmental Engineering, Evanston, IL). The cultures were revived from a frozen stock in LB broth at 37°C on a radial shaker at 150 rpm until the stationary phase of growth. At that time, cells were diluted via a transfer into fresh LB broth and grown to the mid-exponential phase (130 minutes with a 30-minute doubling time). Mid-exponential phase cell concentration was verified with a UV-vis spectrophotometer.

*P. aeruginosa* cells for use in patterned array experiments via laser trapping (see section 3.3.1) were prepared by diluting in fresh LB broth to the desired experimental cell concentration and then loading into the sample holder.

3.1.4 General bacteria preparation comments

A summary of the bacteria and growth conditions is given in Table 3-1. All glass growth flasks were sterilized by autoclaving, washing with Alconox cleaner, and
autoclaving again. The *E. coli* and *V. fischeri* strains used in this thesis work are biosafety level 1, whereas *P. aeruginosa* PAO1 is biosafety level 2, which means it is an opportunistic pathogen and will affect immuno-compromised individuals. Safety glasses and gloves were donned for all work with bacteria and transfers were conducted under a laminar flow hood (Labconco class II biosafety cabinet delta series, Kansas City, MO). Bacteria waste was stored in biohazard receptacles and autoclaved before disposal. Biosafety level 2 waste was always stored under the laminar flow hood. Surfaces were cleaned with 70% ethyl alcohol before and after experiments and any major spills were cleaned with 10% bleach solutions. Aseptic technique was utilized for all bacteria procedures.

Table 3-1: A summary of the bacteria and growth conditions.

<table>
<thead>
<tr>
<th>organism</th>
<th>biosafety level</th>
<th>growth medium</th>
<th>growth T (°C)</th>
<th>agitation (rpm)</th>
<th>~growth time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>E. coli</em> K-12 D21</td>
<td>1</td>
<td>LB</td>
<td>37</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td><em>V. fischeri</em></td>
<td>1</td>
<td>PB</td>
<td>30</td>
<td>200</td>
<td>600</td>
</tr>
<tr>
<td><em>E. coli</em> QSg</td>
<td>1</td>
<td>M9 minimal</td>
<td>30</td>
<td>200</td>
<td>480</td>
</tr>
<tr>
<td><em>P. aeruginosa</em></td>
<td>2</td>
<td>LB</td>
<td>37</td>
<td>150</td>
<td>130</td>
</tr>
</tbody>
</table>

3.2 Humic acid adsorption & analyses

3.2.1 Humic acid adsorption to silica

Humic acid solutions were made from humic acid sodium salt technical grade H16752 (Sigma-Aldrich Co., St. Louis, MO) dissolved in DI water and were set to pH 7 with hydrochloric acid. The literature reports the molecular weight to be 4100 g/mol (4).
No further purification of the humic acid was conducted before the adsorption procedure, considering the inorganic components as part of the structure. Some previous studies using commercial humic acid have purified it to remove ash (4, 5), salts (6), and metals (4), whereas others did not (7-9).

Silica particles of 0.9-µm diameter (Bangs Laboratories, Inc., Fishers, IN) were coated with humic acid by placing the particles in a humic acid solution on a roller for continuous settling overnight at ambient temperature. Particles were neither cleaned nor altered before the adsorption process. After the adsorption procedure, particles were washed three times using PBS with centrifugation at $3500 \times g$ for 10 minutes. Particle concentration was kept constant between samples. A borosilicate electrophoresis cell (10) was coated with humic acid by soaking the cell in humic acid solution overnight. Glassware was cleaned with Alconox cleaner and the electrophoresis cell was sonicated (VWR 550T, West Chester, PA) and then soaked in nitric acid overnight before use.

### 3.2.2 Zeta potential measurements

To verify that humic acid adsorbed to the particles, zeta (ζ) potentials were measured for particles from each humic acid coating solution using ZetaPALS (Brookhaven Instruments Corp., Holtsville, NY) in the Smoluchowski equation mode at 25°C. Surfaces exposed to polyelectrolyte solutions like humic acid acquire electrical charge, which can be exploited for quantification of the adsorbed layer (11). Electrophoretic mobility measurements of coated substances were used to characterize changes in surface charge properties (8, 12), ascertaining the effectiveness of the coating.
process. Other techniques exist for measuring humic acid adsorption, including elemental analysis of particle organic carbon content (11, 13, 14) and UV-vis spectrophotometry for suspending media absorbance before and after adsorption (6, 7, 15). However, the ζ potential measurements were simple to conduct directly on the particles, and enabled the detection of less than 3 µg of adsorbed humic acid in 10 mL.

3.2.3 Adherence to hydrocarbons (ATH) tests

Hydrophobicity of the bare and humic acid-coated silica particles was determined in an adherence to hydrocarbon (ATH) test. ATH test results vary with aqueous phase ionic strength, mixing time, particle concentration, and the oil phase total volume (16). The same conditions were used in the ATH experiments as in the humic acid adsorption. The particles were placed in acid-washed 12 × 75 mm borosilicate glass tubes (Kimble, Vineland, NJ) with 1.3 mL DI water. 0.3 mL hexadecane (Mallinckrodt Baker, Phillipsburg, NJ) was added and the solution was vortexed (VWR, West Chester, PA) for 2 minutes. After 15 minutes to allow for phase separation, the aqueous phase was pipetted out and the absorbance was measured with a UV-vis spectrophotometer at wavelength λ = 600 nm, calibrated for particle concentration. The percent difference in absorbance between the ATH test sample and the original particle suspension represents the percent of particles adhering to the hydrocarbon phase and thus the particle hydrophobicity. The results were also easily visible by eye and microscope images of the ATH samples revealed that most particles partitioned inside the oil droplets.
3.3 Cell localizations on glass surfaces

3.3.1 Laser trap

The optical trap was set up by aligning a 2.5 W neodymium-doped yttrium aluminium garnet (Nd:YAG) 1064 nm infrared laser (Compass 1064-2500MN, Coherent Inc., Santa Clara, CA) into the epi-port of an inverted transmitted light microscope (Nikon Eclipse TE 2000-U, Melville, NY). The beam was sent into the back aperture of a 100× oil objective (NA 1.3) and off a dichroic mirror. A collimating 20× beam expander (Newport HB-20X, Irvine, CA) was used so the laser completely filled the objective aperture. A “trapped” bacterium remains in place because any movements out of the highest light intensity region cause refraction, which produces a force that restores displacement of the cell from the focal point (17) (Figure 3-1).

![Figure 3-1: Schematic of laser trap with a trapped bacterium.](image)

Log phase *P. aeruginosa*, loaded in either an electrophoresis or flow cell, was spatially manipulated in the sample holder with the laser trap, taken from the bulk suspension and brought into contact with the glass surface. This was repeated with
individual cells until the desired array with \( n \times n \) bacteria spaced \( L \) \( \mu \text{m} \) apart was complete (Figure 3-2).

![3 \mu \text{m}](image)

Figure 3-2: A representative \( 3 \times 3 \) engineered biofilm bacteria array made with \textit{E. coli} K-12 D21 with the laser trap technique \((L = 3\mu \text{m})\).

### 3.3.2 Nanofabrication

Nanofabrication of glass slides can produce arrays of large \( n \) and exact \( L \), which cannot be obtained by laser trapping. A polydimethylsiloxane (PDMS) (Dow Corning Sylgard 184, Midland, MI) stamp was formed from a silicon master that is patterned with \( L \)-spaced \( n \times n \) arrays by photolithography through a photomask (Figure 3-3). The photomask was made in a Heidelberg DWL66 laser writer. The production of the photomask and master was executed in the Penn State Nanofabrication Facility (Materials Research Institute, University Park, PA).
The PDMS stamp was coated with either a positive or negative bacterial adhesion agent. Positive adhesion agents used to enhance adhesion were poly-D-lysine (PDL) (Sigma-Aldrich Co., St. Louis, MO) and poly (ethylene imine) (PEI) (Sigma-Aldrich Co., St. Louis, MO) and the negative adhesion agent used to prevent adhesion was polyethylene glycol (PEG) silane (2-[methoxy(polyethylenoxy)propyl]trimethoxy silane, Gelest, Inc., Morrisville, PA). The agent was transferred to a glass coverslip via stamping and the result was a surface with patterned patches of positive or negative adhesion agent. *P. aeruginosa* PAO1 suspensions were introduced to the surface for preferential cell adhesion in pattern formation to make engineered biofilms with various spacing $L$ and cell number $n$.
3.3.3 Random adhesion

3.3.3.1 *V. fischeri* in well plate

Bulk cell concentration of harvested cells was fixed by dilution in PB and verification in the spectrophotometer. Bulk suspensions were transferred to a depth of 500 µm in a microwell (1.3-cm diameter) on a 24-well glass plate (MatTek, Ashland, MA). The glass plate surface was cleaned before cell introduction by sonication with an Alconox soap solution, then sonication with 70% ethyl alcohol, and finally soaking in 6 M hydrochloric acid for at least 1 hour. Each step was followed by copious rinsing with DI water. Sterilization of the surface was ensured before the glass cleaning procedure was executed by exposing to ultra-violet light for at least 20 minutes.

Surface cell density was varied by using different initial bulk concentrations and allowing those cells to settle and adhere to the glass for different times. Remaining bulk cells were removed by repeated gentle rinses using slow pipetting. Bulk suspension removed was replaced with fresh PB (Figure 3-4). This procedure was performed directly on the microscope stage, which was equipped with a stage plate custom machined in-house (Don Lucas, Penn State Chemical Engineering Department machine shop) to hold the well plate. Vibrations were reduced with the microscope set on an optical table (Newport RS1000, Irvine, CA).
Engineered biofilms were also formed via random adhesion, which modeling of concentration profiles of excreted biomolecules in Chapter 5 shows is an acceptable approximation to patterned arrays of surface cells for reasonable experimental time scales. Controlled random adhesion was possible by varying the bulk cell concentration in the suspension and allowing the cells to settle to the coverslip for specified times. After settling time, a new dilute suspension of cells was briefly flowed through the flow chamber.

### 3.3.3.2 *P. aeruginosa* in flow chamber

Figure 3-4: The procedure to create local surface cell densities. First, a bulk suspension of cells is introduced into the microwell (A). After allowing for settling and adhesion time (B), the bulk cells remaining in suspension are removed (C) and the solution is replaced with fresh PB (D). Steps C and D are repeated 3-5 times or until most of the bulk cells are removed from the sample. The result is a local concentration of cells on the surface of the microwell. The local cell density is controlled by adjusting the original bulk suspension cell concentration and the settling time.
3.4 Adhesion force measurements

3.4.1 Differential electrophoresis

Adhesion forces of *E. coli* K-12 D21 on humic acid-coated glass were determined through the technique of differential electrophoresis (18, 19). Prepared bacterial suspensions were transferred into bare (uncoated) and humic acid-coated electrophoresis cells, placed on the microscope stage for observation, and connected to a current source (Keithley 2410, Cleveland, OH). The bacteria swayed by electrophoresis in the applied electric field (Figure 3-5 A and B) or broke off the wall if the field was strong enough (Figure 3-5 C). For each experimental run the applied electric field was programmed to increase in set increments while alternating between positive and negative. This allowed for ease in changing the direction of flow and for sensitive control of the applied force due to electrophoresis.

![Electrophoresis images](image)

Figure 3-5: Electrophoresis images captured during adhesion force measurements. Cells swayed right (A) or left (B) in the applied electric field, depending on the direction of the electric field. When the electric field was large enough to overcome the adhesion force, bacterium 2 was sheared off the glass capillary surface (C). Bacterium 1 remains with one end still adhered.
When a bacterium sheared off the wall the electric field was recorded for adhesion force calculation. As long as the bacterium is not moving, the adhesion force \((adh)\) balances the forces acting on the bacterium due to electrophoresis \((ep)\) of the bacterium and electroosmosis \((eo)\) within the capillary cell.

\[
F_{adh} + F_{ep} + F_{eo} = 0
\]  

(3.1)

The forces are written as scalars because they are applied along only the \(x\) direction. Electrophoresis is the movement of charged colloidal particles, like bacteria, in an applied electric field. The electrophoretic velocity \((U_{ep})\) of the bacterium that would result in the absence of the cell being anchored can be approximated by the Smoluchowski equation (19).

\[
U_{ep} = \frac{\varepsilon \zeta_b E_0}{\eta}
\]

(3.2)

\(\varepsilon\) is the dielectric permittivity of the solution, \(\zeta_b\) is the \(\zeta\) potential of the bacteria (determined using the ZetaPALS in the Smoluchowski equation mode at 25\(^\circ\)C), \(E_0\) is the applied electric field, and \(\eta\) is the viscosity of the solution. Although this equation neglects additional fluid resistance due to the neighboring wall, the estimate is expected to be good (18).

The force \((F_{ep})\) required to hold the bacterium from translating at \(U\) due to electrophoresis can be estimated from applying Stokes law for a sphere, with an equivalent particle size \((a)\).

\[
F_{ep} = -6\pi \mu a U = -6\pi \varepsilon \zeta_b \frac{a}{E_0}
\]

(3.3)
The sphere result was used despite the fact that the forces on a translating ellipsoid are well-known in the literature (20). Added resistance due to the wall is already neglected and the improvement in accuracy from approximating a bacterium as a spheroid would be lost.

An additional force acting on the bacterium is from the electroosmotic velocity field, which results due to electroosmosis at the walls and fluid continuity within the capillary cell. If $2h$ is the thickness of the capillary cell (i.e., its narrow dimension), and $y$ is the distance from the center of the capillary, then

$$v(y) \approx \frac{\varepsilon \zeta_w E_0}{\eta} \left( 1 - \frac{3y^2}{h^2} \right),$$

where $\zeta_w$ is the $\zeta$ potential of the wall (21). The shear stress ($\tau$) at the wall due to electroosmosis can then be calculated as

$$\tau = \eta \frac{\partial v}{\partial y} \bigg|_{y=\pm h} = \frac{6\varepsilon \zeta_w E_0}{h}.$$  \hspace{1cm} (3.5)

If the exposed area on a single bacterium is estimated as $a^2$ and the force due to electroosmosis is calculated as $a^2 \tau$, it is estimated that the electroosmotic force is order $O(a/h)$ smaller than the electrophoretic force, and this factor was typically 2 orders of magnitude in the experiments. Thus, the force due to the electroosmotic velocity field within the capillary cell is neglected.

Adhesion forces of laser trap-formed biofilms were initially determined with the use of the electrophoresis cell. The original Feick electrophoresis cell (10) (Figure 3-6 A) was modified to allow for the easy surface modification of the capillary sample holder, creation of a gradient of cell concentration in the capillary, and easy clean-up of
the capillary via disposal after experimentation (Figure 3-6 B). However, it was determined that electrophoresis did not produce forces great enough ($F > 7$ pN) to effectively detach the *P. aeruginosa* PAO1 cells from the surface, so a flow chamber was used after initial experiments.

![Image](image1.png)

Figure 3-6: The original Feick electrophoresis cell (A) and the newly designed electrophoresis cell (B) on the microscope stage (stage plate fabricated by Don Lucas).

### 3.4.2 Parallel plate flow chamber

The parallel plate flow chamber used was the Focht Chamber (FC) System 2 (Bioptechs, Butler, PA), depicted in Figure 3-7. It was assembled with cleaned borosilicate glass cover slips 40 mm in diameter (part 7 in Figure 3-7) and a custom-made gasket (part 6, but cut with different dimensions) to give the flow chamber the following rectangular geometry: $0.25$ mm high $\times$ $3$ mm wide $\times$ $22$ mm long. Although the chamber can be used with a temperature controller (part 1), it was not in these
experiments because ambient conditions still allowed for *P. aeruginosa* PAO1 growth. Not heating the assembly minimized the formation of air bubbles in the system.

![Image](252x412 to 395x626)

**Figure 3-7:** Bioptech’s Focht Chamber System 2 assembly.

The chamber assembly was mounted on Nikon Eclipse TE 2000-U inverted transmitted light microscope and connected to a Harvard PHD 22/2000 syringe pump (Harvard Apparatus, Holliston, MA) with 1/16”-inner diameter Tygon tubing (St. Gobain, Akron, OH). The surface cells were then exposed to a series of increasing flow rates and the detachment was noted.

Forces were calculated based on the following equations. From the Navier-Stokes equation in Cartesian coordinates, the velocity profile ($v(z)$) across the capillary height ($h$) is,

$$v(z) = \frac{\Delta P}{2\eta L} \left( z^2 - zh \right), \quad (3.6)$$
where \( \Delta P \) is the pressure differential across the capillary, \( \eta \) is the fluid viscosity, and \( L \) is the capillary length. The shear stress \( \tau \) at the surface is,

\[
\tau = -\eta \frac{\partial v}{\partial z} \bigg|_{z=0} = \frac{\Delta P h}{2L} .
\]

(3.7)

Also, integrating the velocity profile (Equation 3.6) over the cross-sectional area of the capillary \((w \times h)\) results in the flow rate, \( Q \).

\[
Q = \frac{\Delta P w h^3}{12 \eta L}.
\]

(3.8)

Substituting \( Q \) into the shear stress expression (Equation 3.7) results in

\[
\tau = \frac{6Q \eta}{wh^2}.
\]

(3.9)

Finally, adhesion force \( F \) is determined through \( \tau \). The definition of shear stress is,

\[
\tau = \frac{F}{A},
\]

(3.10)

where \( A \) is the exposed area of a bacterium.

3.5 Microscopy

3.5.1 Bacterial adhesion and orientation on humic acid silica particles

Bacteria and particle suspensions were combined in a 50-mL Falcon tube (Becton, Dickinson and Co., Franklin Lakes, NJ) after the wash procedure and were mixed by vortexing the 50-mL Falcon tube containing the sample. The tube was then placed on a roller for 1 hour to allow for adhesion. The sample was pipetted into a capillary tube.
(VitroCom, Mountain Lakes, NJ) with inner dimensions 0.2 mm thick × 2.0 mm wide × 5 cm long that was mounted on a standard microscope slide. The suspension was viewed with an inverted transmitted light microscope (Nikon TE 300 Eclipse, Melville, NY) with a 100× oil objective in differential interference contrast (DIC) mode. Images were captured with a CCD camera (Cohu, San Diego, CA) and Scion frame grabber (Scion Corp., Frederick, MD). The resulting couplets were counted, and the bacterium-particle adhesion location (middle or end) was noted (Figure 3-8).

To ensure that couplets were counted only once, observation was started at one end of the capillary and moved along its length in one direction. Couplets at each position along the tube length were counted starting from the capillary surface, and moving into the solution as far as possible before moving to the next position. To verify that bacteria cell concentration was conserved between samples, the total number of cells, both single cells and adhered cells, was counted during microscopy. Particle concentration was checked by counting the number of particles in one frame that settled onto the surface of the capillary after each sample’s microscopy run.

Figure 3-8: Couplets images captured during adhesion percentage and orientation measurements. Orientation was observed as either middle (A), or end-on (B).
3.5.2 Engineered biofilm development and local surface cell density

The local surface cell samples were viewed with the Nikon Eclipse TE 2000-U transmitted light inverted microscope with a 40× objective. When using the well plate open systems, sample depths were maintained at a depth of 500 µm by monitoring the glass-sample and sample-air interfaces’ z axis positions and adding fresh medium if necessary. Images were captured with a CCD camera and Scion frame grabber. Cell density was quantified by adjusting the images’ threshold values and using the area density measurement function in ImageJ image processing program or by using a visual direct count of the cells in the images.

3.5.3 Quorum sensing luminescence measurements

*V. fischeri* luminescence was quantified with a photomultiplier tube (PMT) (Hamamatsu photosensor module H6780, Hamamatsu City, Japan) placed in the front port of the microscope. The PMT gain setting was set to the maximum recommended 0.9 V to maximize the signal and a 10× objective was used to allow more light from the sample to enter the PMT. Luminescence was monitored with the Keithley 2410 source meter configured to source no voltage and measure the current from the PMT. The linear response of the PMT was verified in a calibration with multiple light bulbs. Ambient light was minimized with turned-off lights, window and door coverings, and a microscope housing that blocked all light going to the PMT except *V. fischeri*
luminescence. Luminescence was reported in W/cell; for the emission wavelength 500 nm, there are $2.5 \times 10^{12}$ photons/s in 1 W.

### 3.6 References


Chapter 4

E. coli Adhesion to Silica in the Presence of Humic Acid

The influence of humic acid on the adhesion of Escherichia coli to silica particles or glass surfaces was investigated. After adsorbing various amounts of humic acid to the particles or surfaces, bacteria were added to the sample and allowed to adhere. For the silica particles the number of bacteria-particle couplets formed were counted from video microscopy images. For the glass surfaces, a shear field was applied and the stress required to detach the bacteria was quantified. These experiments showed a slight increase in the number of couplets formed in the presence of humic acid, and also showed a slight increase in the shear stress required for detachment of the bacteria. Although an increase in adhesion number and strength was measured, the magnitude of the increase was small, indicating that humic acid plays a small role in bacterial adhesion to silica or glass surfaces.

4.1 Introduction

Bacterial adhesion is important in a variety of fields, causing inefficiencies in membrane separations (2), heat exchangers (3, 4), pipelines (5, 6), and marine applications (7). Another critical application is in bioremediation, which uses bacteria in

* The material in this chapter has been previously published and is reprinted from Parent and Velegol 2004 (1) with permission from Elsevier.
situ to degrade specific contaminants in industrial wastewater streams to meet regulations as well as in groundwater and aquifers for potable water (8-10). For example, *Pseudomonas* species are capable of lowering the levels of pentachlorophenol (PCP) in groundwater to meet regulatory drinking water standards (11), and *Escherichia coli* K-12 is able to remove carbon tetrachloride from polluted sites (12). Successful bioremediation processes require minimal bacterial adhesion to soil particles to maintain significant cell transport throughout the aquifer (9, 13). However, once cells distribute through the polluted volume, adhesion is necessary for biofilm formation for contaminant degradation (3). Since 70-80% of soil organic matter can consist of humic substances (14), the work in this chapter studies the impact of humic acid on bacterial adhesion to soil-like surfaces.

Humic acid is a subset of humic substances, which originate from decayed plants and animals (14). It is insoluble in water at pH below 2 (14). The complex, heterogeneous humic acid macromolecules have various conformations and sizes depending on solution pH and ionic strength, so their structure is difficult to characterize (15). Humic acid in particular contains hydrophobic aromatic rings linked by carbon chains with different functional groups, including carboxyls, phenols, alcohols, carbonyls, ethers, and esters (16), as well as amines and amides (17). The prevalence of carboxyl groups confers a negative charge (18). Humic acid forms complexes with clays, minerals, and metal ions through surface interactions, and it complexes with hydrophobic organic compounds through partitioning (19). Thus, humic acid has an important ecological function because it transports contaminants through this complexation (20,
21). Also, humic substances act as water retainers and buffers (17), and in microbial respiration humic substances serve as electron acceptors and electron donors (22).

Past studies show that when adsorbed to particles, humic acid increases particle stability and transport. This effect has been attributed to an increase in repulsive electrostatic interactions from the negatively charged humic acid for polystyrene latex (PSL) (18), iron oxide (23), and bacteria (24, 25) systems. Also, adsorbed humic acid is thought to increase steric interactions, leading to increased stability of PSL (18, 26) and iron oxide (23) particles. Adsorbed humic acid decreases binding sites for polymer bridging for increased PSL stability (18). The few studies that have focused on the effect of humic acid on bacterial adhesion show contradictory results. Johnson and Logan (24) and Lahlou et al. (25) showed that humic acid enhances bacterial transport, whereas Butterfield et al. showed that humic acid increases biofilm formation by serving as a carbon source for the organisms (27).

Numerous interactions must be considered when studying bacterial adhesion in the presence of humic acid. Bacterial adhesion events depend on the bacterial cell, the substrate surface, and the environment (28). Bacterial adhesion is often divided into two phases, reversible and irreversible, and has been described by the DLVO theory of colloid stability (29). This model accounts for electrostatic and van der Waals forces, giving the interaction energy as a function of separation distance. However, the DLVO model is often not sufficient to explain bacterial adhesion events (30-32), due in part to complexities of biological surfaces (33-37) and the presence of organic matter like humic acid (38). The surface complexities add hydrophobic (39), steric (30), and bridging (37) interactions. Irreversible adhesion occurs via short-range chemical and molecular
interactions like hydrogen, ionic, and covalent bonding (5), as well interactions involving extracellular structures including lipopolysachharides (LPS), pili, and fimbriae (40). Biofilms develop after extracellular polymeric substance (EPS) production and microcolony formation (6, 41). A further complication to describing bacterial adhesion is that the adhesion mechanisms vary depending on the particular niche of interest (42).

The first of two goals in this chapter was to examine how humic acid alters the strength of interactions between *E. coli* and silica or glass. To quantify the interactions, the number of humic acid-coated silica-bacterium couplets was counted, and then the force on the individual bacteria required to detach them from humic acid-treated glass surfaces was measured. The second goal was to examine end-on adhesion of particles to *E. coli*. Jones et al. found that non-flagellated *E. coli* K-12 preferentially adhere end-on to sulfated polystyrene latex particles and glass capillary surfaces (43). The cause of this phenomenon has not been fully elucidated, but protein localization and polarization at the adhering end of the rod-shaped cells may be an important factor. Since the number of silica-bacterium couplets was counted, it was straightforward to also count the number of particles that adhere to the *end* of the bacteria. Therefore, this count examined the generality of oriented adhesion. The finding for both of these goals is that humic acid causes only a slight increase in adhesion force and number of couplets, and no significant change in end-on adhesion of bacteria to silica particles.
4.2 Experiments

The results presented in this chapter are derived from four main sets of measurements.

1. Humic acid adsorption to silica particles based on zeta potential and ATH tests
2. Oriented *E. coli* adhesion to humic acid-silica particles via microscopy
3. *E. coli* adhesion rate to humic acid-silica particles via microscopy
4. *E. coli* adhesion forces with differential electrophoresis

The details of the experimental methods, materials, and theory are found in Chapter 3. Briefly, silica particles were coated with humic acid solutions of varying concentrations. To verify that humic acid adsorbed to the particles, zeta (ζ) potentials were measured for particles from each humic acid coating solution using ZetaPALS and the hydrophobicity of bare and humic acid-coated silica particles was determined in an adherence to hydrocarbon (ATH) test.

Mid-exponential *E. coli* K-12 strain D21 cells were suspended in phosphate buffered saline (PBS) solution and combined with the silica particles that were coated with varying concentrations of humic acid solution. The resulting couplets were counted and the orientation (middle or end) was noted (Figure 4-1).

![Couplet images](image)

Figure 4-1: Couplet images captured during adhesion percentage and orientation measurements. Orientation was observed as either middle (A), or end-on (B).
Adhesion forces were determined through the technique of differential electrophoresis (44, 45). Prepared bacterial suspensions were transferred into uncoated (bare) and humic acid-coated electrophoresis cells, placed on the microscope stage for observation, and connected to a Keithley 2410 current source. The bacteria swayed by electrophoresis in the applied electric field (Figure 4-2 A, B) or broke off the wall if the field was strong enough (Figure 4-2 C).

4.3 Results & discussion

4.3.1 Humic acid adsorption

Humic acid adsorption to silica particles is evident from the \( \zeta \) potential measurements (Figure 4-3). Surfaces exposed to polyelectrolyte solutions like humic acid acquire electrical charge, which can be exploited for quantification of the adsorbed layer (46). Electrophoretic mobility measurements of coated substances were used to
characterize changes in surface charge properties (26, 47), ascertaining the effectiveness of the coating process. Other techniques exist for measuring humic acid adsorption, including elemental analysis of particle organic carbon content (25, 46, 48) and UV-vis spectrophotometry for suspending media absorbance before and after adsorption (18, 20, 49). However, the $\zeta$ potential measurements were simple to conduct directly on the particles, and enabled us to detect less than 3 $\mu$g of adsorbed humic acid in 10 mL.

![Graph](image)

Figure 4-3: The $\zeta$ potential measurements for silica particles with humic acid adsorbed from varying bulk concentration. Each point is the average of three measurements from Zeta PALS with five runs of fifteen collecting cycles for each measurement. The error bars represent the 95% confidence interval. The higher the concentration of bulk humic acid, the more negative the $\zeta$ potential, indicating more adsorption. The $\zeta$ potential plot, representing an “adsorption isotherm”, is steep at low humic acid concentrations between 0.0 and 0.4 mg/L and reaches saturation after about 8.0 mg/L.

The $|\zeta|$ increased as the bulk concentration of humic acid coating solution increased from 0.0 mg/L ($\zeta = -52 \pm 6$ mV) to 24.0 mg/L ($\zeta = -86 \pm 5$ mV). The increased $|\zeta|$ occurs with the added negative surface charge from humic acid carboxyl groups.
Humic acid saturation of the silica surface occurs at bulk concentrations of about 8.0 mg/L (Figure 4-3). The decrease in $|\zeta|$ at bulk concentrations greater than 24.0 mg/L may arise from charge shielding by a hairy humic acid polymer layer that extends from the silica surface. To ensure that the humic acid did not desorb from the silica particles during the course of the adhesion experiments, $\zeta$ potentials were measured for both the bare particles and the 8.0-mg/L humic acid coated particles at an initial time and 1 hour later. There was no change in $\zeta$ potential, indicating there was no humic acid desorption during the 1-hour period.

It has been shown in the literature that humic acid does not adsorb onto cleaned silica surfaces because of electrostatic repulsion (23, 48); however, Figure 4-3 shows that humic acid did adsorb to untreated and uncleaned silica particles. This is perhaps due to organic or other contamination natural to these systems, which might create hydrophobic or positively-charged patches on the silica surface. Data from the literature has shown that for uncleaned silica particles, the surface charge does not become significantly greater than zero until the pH is greater than 8 (49). Therefore, electrostatic repulsion between silica and humic acid in our system was perhaps not a great influence.

The organic contamination can also cause the silica particles to be hydrophobic rather than hydrophilic. The adherence to hydrocarbons (ATH) test shows the untreated particles were indeed hydrophobic. There were $72\pm9\%$ of the silica particles that partitioned to the hydrocarbon phase. In addition, the commercial humic acid used is more hydrophobic than humic acid from natural sources because of its lower carbohydrate and carboxyl content (50). Once coated with the humic acid, the particles
were less hydrophobic, with 27±10% partitioned to the hydrocarbon phase. Amphiphilic humic acid forms micelles with hydrophobic groups in the interior (19, 51, 52). Adsorption occurs after a structural rearrangement takes place and the hydrophobic groups are on the exterior of the humic acid molecules (52) or after the particle partitions into the humic acid hydrophobic interior (19). The hydrophobic nature of the silica particles and humic acid coupled with low electrostatic repulsion brought about humic acid adsorption to silica via hydrophobic interactions.

**4.3.2 Bacterial adhesion orientation**

 Preferential end-on adhesion is observed (Figure 4-4), but humic acid did not affect the adhesion orientation (Figure 4-5). The percent of bacteria that was adhered end-on to particles varied between 60±11% and 74±5% with no trend associated with increasing bulk humic acid coating solution concentration. In total, 55±5% of all 1120 couplets (140 couplets from each humic acid condition) showed silica particles adhered to a single end, and 70±3% had particles adhered to a single end or both ends of the rod-shaped cell. This preferential end-on bacterial adhesion is lower than Jones et al.’s results for adhesion to 1.5-μm polystyrene latex (PSL) particles in the absence of humic acid (43). In that research 93% of couplets had particles adhered to single ends, and there were no instances of PSL particles adhering to both ends (43). This indicates that preferential end-on adhesion is not a general phenomenon and is dependent on the substrate surface and geometry.
The presence of humic acid does not affect orientation, and so it is the silica surface, not the humic acid, causing this decrease in end-on adhesion compared with PSL. The theory that protein localization at one end of the bacterium produces a “sticky” end may be valid, but if so then in this case bacterial polarity is being overshadowed by another adhesion mechanism. Further research into the generality of end-oriented bacterial adhesion is needed.

Figure 4-4: Preferential end-on bacterial adhesion of the bacteria to silica particles. Most particles stick to the end of the bacteria. These data include all concentrations of humic acid (0.0-8.0 mg/L) because there is little variation in orientation with humic acid.
4.3.3 Bacterial adhesion occurrence & force

Humic acid enhances bacterial adhesion, although the effect is slight (Figure 4-6). Linear regression of the data shows that there is a small increase in the percent of bacteria adhered to silica coated in the high bulk concentration humic acid solution (8.0 mg/L). This is represented by Equation 4.1,

\[ A = a[HA] + b, \]  

(4.1)
where A is the average percentage of total bacteria as couplets and [HA] is the bulk humic acid coating solution concentration in mg/L. The slope \( a = 1.1 \pm 0.5 \) and the intercept \( b = 4.8 \pm 4.2 \). Thus, with 95% confidence, \( a > 0 \). Quantitatively, the percent of bacteria adhered to bare silica particles was 4.3\( \pm \)0.8%, whereas 7.3\( \pm \)1.6% of the bacteria adhered to particles coated in 8.0-mg/L humic acid (Figure 4-6).

Adhesion force measurements show that humic acid slightly increases the strength of bacterial adhesion. Fewer bacteria were sheared off the wall in the presence of humic acid, indicating the force of adhesion is stronger (Figure 4-7).
Past research shows reduced colloidal adhesion in the presence of humic acid, opposite to the findings in this work. This reduced adhesion occurs through increased electrostatic repulsion (18, 23-25), steric interactions (26), or decreased binding sites (18). In comparison with studies researching the effect of humic acid on bacteria (24, 25), the experiments presented in this chapter did not have the confounding effect of hydrodynamic flow through a column, and the results show slightly increasing adhesion with humic acid, rather than decreasing. This might indicate that the bacteria-surface contact time is important. Column studies may not allow for sufficient adhesion time,

Figure 4-7: Percent of bacteria sheared off the wall at different electric field strengths. Adhesion force was estimated based on the force due to electrophoresis (Equation 3.3). For the humic acid case, the electrophoresis cell was soaked in a humic acid solution of high bulk concentration (8.0 mg/L).
and steric interactions may dominate at that short time. In the experiments presented in this chapter, the bacteria and particles are able to interact for longer times so that the steric repulsion significant in short times is overcome by other attractive mechanisms. In fact, instances of non-adhered bacteria and particles closely interacting and then eventually adhering were observed. During the close interaction, the bacterium and particle each underwent Brownian motion, and the particle moved about the cell surface for a time on the order of minutes before adhering.

Electrostatic repulsion may not have a large influence on couplet formation, even though the bacteria have a negative surface and the silica surface increases in negativity with humic acid adsorption. However, humic acid is highly functionalized, with not only the carboxyl and phenol groups that confer its net negative charge, but also positively-charged amine groups for example (17). Therefore, humic acid structure contains areas of positive charge, and this charge nonuniformity (53, 54) can lead to electrostatic attraction to the negative bacteria surface.

There might also be biological reasons for the observed enhanced adhesion. In the experiments the bacteria were removed from the growth media and placed in stress conditions in PBS where there was a lack of nutrients. With organic humic acid molecules present on the silica surface, the bacteria would be more inclined to adhere for survival purposes, using the humic acid as a carbon source (27).
4.4 Conclusion

The influence of humic acid on the adhesion of *E. coli* to silica particles or glass surfaces was examined. Humic acid did adsorb to the particles, as measured by $\zeta$ potential measurements, or to the glass surface. The number of silica-bacterium couplets, counted using video microscopy, increased with adsorbed humic acid. Similarly, adhesion strength, measured using a differential electrophoresis technique, increased. Both effects were slight. Also, whereas end-on adhesion orientation to the 0.9-µm silica particles is the preferred orientation, the data revealed no relationship between humic acid coating and adhesion orientation. It is concluded that humic acid plays a small role in bacterial adhesion to silica or glass surfaces.

4.5 References


Quorum sensing is almost always regarded as a population density effect in three-dimensional bulk samples of bacteria. Here, two-dimensional samples of bacteria cells on a surface are modeled to examine the effect of local population densities on quorum sensing. The three-dimensional quorum sensing system is in steady state; however, two-dimensional bacterial populations allow for time effects to be evaluated. Thus, this chapter considers quorum sensing in terms of signal diffusion by examining both distance and time effects. The modeling compares two local bacteria formations (patterned and random) and shows that for typical experimental time and length scales both result in similar signal concentration profiles. It is concluded that quorum sensing is indeed a function of both population density and signal diffusion time, but the concept of a “true quorum” (a population number necessary for quorum sensing) is discussed.

5.1 Introduction

Over thirty years ago, Nealson reported that Vibrio fischeri produces an extracellular autoinducer, which accumulates as a function of cell population growth and activates luminescence at a threshold concentration (1). This phenomenon is now

*Charles Snyder* must be acknowledged for his work developing and running this modeling (Snyder Comprehensive Exam, 2006). The material in this chapter is being prepared for publication in Biophysical Journal.
recognized in many bacterial species and is known to occur typically via an autoinducer producer and receptor protein pair. Briefly, a LuxI-type protein produces autoinducer molecules, acylated homoserine lactones (AHL), which diffuse across the cell membrane into the surrounding medium. At a critical autoinducer concentration, interactions with receptor proteins like LuxR are possible and binding occurs (2). In turn, the LuxR-AHL complex is able to bind to a target promoter to activate transcription, for example, of the V. fischeri luminescence gene for light production.

Winans named these events the now familiar term “quorum sensing” (first seen in the literature in 1994) as a colorful way to describe the concept of autoinduction as being cell-number controlled (3, 4). In 2002 Redfield hypothesized that autoinduction was diffusion controlled rather than population controlled (5). If this hypothesis is verified, then quorum sensing might become a misnomer and a name change to diffusion sensing (or some other moniker equally as clever as quorum) might more aptly describe autoinduction. Recently Hense et al. introduced the term “efficiency sensing” to unify the theories of quorum sensing and diffusion sensing and hypothesized that autoinducers measure the combination of population density, signal molecule diffusion, and spatial distribution (i.e., localized cell density) (6).

Experimental evidence suggesting the importance of diffusion in quorum sensing is presented in a Weiss group publication, which uses V. fischeri autoinducer signals in sender cells to elicit different fluorescent responses in receiver cells in a synthetic multicellular system for programmed pattern formation (7). The receiver cells are genetically engineered to respond to different bands of signal concentrations with either red or green fluorescence, depending on the band-detect. Thus, plated mixtures of
different band-detect cells surrounding a center disk of sender cells result in a bulls-eye pattern formation visible under fluorescence microscopy. This proof of concept work indirectly showed that diffusion is involved in quorum sensing; however, these experiments were conducted using bulk samples of cells of very high population density.

To investigate population versus diffusion sensing, the diffusion of quorum sensing signals from cells on a surface is modeled. The hypothesis is that due to the physical phenomenon of AHL diffusion from surface cells, quorum sensing depends on both the local cell density and the total time the AHL signals are allowed to diffuse from the cells. Traditionally, quorum sensing is studied in three dimensions in bulk suspensions where cells are evenly distributed throughout the medium. In contrast, a local cell density occurs in a sample if cells are concentrated at the surface with none in planktonic form. On yet a smaller scale, local cell density can vary on the surface, with some areas being more highly concentrated with cells than others.

The diffusion modeling shows that:

1. Surface cell concentrations formed via random adhesion and via patterned adhesion give similar AHL concentration profiles.
2. Both population density and signal diffusion contribute to quorum sensing.
3. There is a specific number of bacteria that makes up a “true quorum” for a given cell density and signal diffusion time.
5.2 Diffusion modeling

The diffusion of AHL from surface cells is modeled starting with the general transport equation in spherical coordinates considering only radial diffusion,

\[
\frac{\partial c}{\partial t} = D \left( \frac{\partial^2 c}{\partial r^2} + \frac{2}{r} \frac{\partial c}{\partial r} \right),
\]

(5.1)

where \( c \) is the AHL concentration and \( D \) is the AHL diffusion coefficient. This assumes that there is no bulk flow in the system, the diffusion coefficient is constant and uniform, and that AHL molecules do not adsorb, react, or degrade in the system. The Green’s function solution (point source solution) to Equation 5.1 is well-known, and is given in Equation 5.2 (8). It is found by taking Laplace transforms (8-10) of Equation 5.1 and applying the initial condition that there is no AHL in the system at \( t = 0 \) and the boundary conditions that AHL concentration is zero at positions \( r \to \infty \) and that there is conservation of mass.

\[
c(t, r) = \frac{M}{8(\pi D t)^{\frac{3}{2}}} \exp \left( -\frac{r^2}{4Dt} \right)
\]

(5.2)

Equation 5.2 is the concentration profile for an instantaneous point source that produces \( M \) mass of AHL. However, an adhered cell is more like a continuous point source. Integrating from time zero to a time \( t \) gives the solution for a continuous point source,

\[
c(t, r) = \frac{q}{4\pi Dr} \text{erfc} \left( \frac{r}{2\sqrt{Dt}} \right),
\]

(5.3)

where \( q \) is the constant production rate of AHL. Equation 5.3 is the solution for radial diffusion with spherical symmetry; however, this modeling involves diffusion radially
only above the plane where the bacteria reside (i.e., hemispherical diffusion), because the lower surface is glass. Nevertheless, Equation 5.3 can be used due to symmetry arguments, because in the spherically-symmetric solution no flux occurs across the plane where the bacteria reside. One simply makes the point source production rate \( q \) of AHL twice as strong, and does not further consider the result for below the plane. This is mathematically valid because the diffusion below the plane of the bacteria does not affect the diffusion above it.

To take multiple point sources into account, such as an array of AHL-producing bacteria on a surface, one uses the linearity of the diffusion equation and simply sums all point sources from Equation 5.3 to obtain

\[
c(t, \mathbf{r}) = \sum_{i=1}^{n} \frac{q_i}{4\pi D \sqrt{\mathbf{r} - \mathbf{r}_i} \cdot (\mathbf{r} - \mathbf{r}_i)} \text{erfc} \left( \frac{\sqrt{(\mathbf{r} - \mathbf{r}_i) \cdot (\mathbf{r} - \mathbf{r}_i)}}{2\sqrt{Dt}} \right),
\]

where \( \mathbf{r} = (x, y, z) \) represents a position of interest and \( \mathbf{r}_i \) represents the position of a point source (i.e., a bacterium). The bacteria can be patterned on a surface in a number of ways, but here two types of packing are considered: a) square-packed arrays of bacteria and b) random packing of bacteria. For the patterned adhesion model the same number of points with the same even spacing distance \( L \) between the point sources in \( x \) and \( y \) is used to give square arrays of bacteria. For the random adhesion model the \( x \) and \( y \) positions are randomly chosen within set coordinate bounds.

All results are given in nondimensional form. The nondimensional definitions are: AHL concentration \( C^* = CDL/q \), distance \( W = x/L \), number of bacteria \( n = \text{array area}/L^2 \), and time \( \tau = tD/L^2 \), where \( L \) is the spacing between cells (identical in \( x \) and \( y \)). Based on previously reported values, \( D = 100 \mu \text{m}^2/\text{s} \) (11, 12) and \( q = 10^{-24} \text{ g/s} \) (13) for all
cells. All concentration profiles are shown at a height of \( z = 1 \mu m \) above the substrate surface.

**5.3 Results**

Localized populations of cells can be formed on a surface by two methods: random adhesion or specific patterning (Chapter 3.3). Random adhesion is a simple and economical technique, but specific patterning allows for tight control of the local cell density. The diffusion model was developed to compare the resulting AHL concentration profiles from the two methods to see if such exact control of local cell density is necessary, as well as to analyze the diffusion versus population concepts of quorum sensing.

![Figure 5-1: The dimensionless signal concentration profiles for a square patterned array of cells (A) and the random case (B) for \( n = 100 \) and \( \tau = 10^7 \) at a height \( z = 1 \mu m \) above the substrate surface. \( n = \text{array area}/L^2 \), \( \tau = tD/L^2 \), \( C^* = CDL/q \), \( W_x = x/L \), and \( W_y = y/L \), where \( L \) is the spacing between cells, \( L = 2 \mu m \).](image-url)
Three-dimensional plots (Figure 5-1) of the concentration profiles for the patterned and random adhesion cases show similar trends in signal concentration maximum value and location. To more thoroughly compare the patterned and random cases, signal concentration profiles for different numbers of surface cells $n$ producing signaling molecules for different times $\tau$ were created at a central cross-section in $W_y$ (Figure 5-2). For the cell numbers and adhesion times shown in Figure 5-2, the concentration profiles match qualitatively. Also, the difference between the two cases is not statistically significant with 95% confidence, for reasonable experimental times, based on Student’s $t$-tests.

$$n = 1024 \quad \tau = 10^4$$

$$n = 1024 \quad \tau = 10$$

$$n = 10 \quad \tau = 10^4$$

$$n = 10 \quad \tau = 10$$

Figure 5-2: The dimensionless signal concentration profiles of four cases with different $n$ ($n = \text{array area}/L^2$) and $\tau$ ($\tau = tD/L^2$), where $L$ is the spacing between cells, $L = 10 \, \mu\text{m}$. $C^* = CDL/q$ and $W_x = x/L$. Concentration is examined at a height $z = 1 \, \mu\text{m}$ and at the center in the $y$ direction. The thin line represents patterned cell arrays and the thick line represents the random case.
Larger \( \tau \) causes a decrease in the difference between the patterned and random cases and for the experimental times and cell spacings involved (\( t > 5 \) minutes, \( L < 20 \) \( \mu m \)), it is acceptable to use random adhesion to control the local surface cell densities.

In the limit of large \( n \), a continuum solution is known (14) (Equation 5.5) and can be used to describe an array of cells producing AHL on a surface as an infinite plane source.

\[
C = q \left( \frac{t}{D} \right)^{1/2} \frac{1}{4} \left( \frac{a^2}{Dt} \right)^{1/2} \int_0^{1/2} \left[ \frac{1}{u} \text{erf} \left( \frac{1 - y/a}{u} \right) + \text{erf} \left( \frac{1 + y/a}{u} \right) \right] du \quad (5.5)
\]

The symbol \( a \) in Equation 5.5 represents the size of the side of the square source (Equation 5.6).

\[
2a = \sqrt{nL} 
\]

Then, with Equation 5.5, dimensionless concentration (\( C^* \)) can be calculated for various \( \tau \) and \( n \) to consider the case of infinite area (large \( n \)), which actually best represents the experiments described in Chapter 6 that use lawns of bacteria extending to the walls of the sample wells. The results are presented in Figure 5-3 on the far right (\( n = \infty \)) as black squares.

Figure 5-3 is an important result of the modeling. The dimensionless signal concentration (\( C^* = CDL/q \)) is plotted on the \( y \) axis versus cell number \( n \) (\( n = \text{array area}/L^2 \)) on the \( x \) axis. Each of the curves extending from \( n = 1 \) to \( 10^8 \) is created from Equation 5.4 (the sum of arrayed bacteria point sources, for different \( \tau \)). Signal concentration is examined at the center of the square arrays at a height \( z = 1 \) \( \mu m \). Also presented in Figure 5-3 is the case of a plane source of infinite area (large \( n \)) with the
calculations of Equation 5.5 for different $\tau$ shown as the black squares on the far right at $n = \infty$. The discrete point source summation solution at large $n$ ($10^8$) compares well with the infinite plane source solution.

Figure 5-3: The dimensionless signal concentration ($C^* = CDL/q$) as a function of $n$ ($n = \text{array area/}L^2$) and $\tau$ ($\tau = tD/L^2$), where $L$ is the spacing between cells. Typically $L^2/D$ is roughly 1 second. Signal concentration is examined at the center of the square arrays at a height $z = 1 \mu m$. The black curves are for arrays of bacteria as discrete point sources. The black squares are for a plane source of infinite area.

If the concentration of autoinducer required to elicit the quorum sensing response is known, then Figure 5-3 can be used to determine the size and time scales of the system necessary to observe quorum sensing. As an example, consider the aquatic observation of quorum sensing in the $V.\ fischeri$-$Euprymna\ scolopes$ symbiosis. $V.\ fischeri$ is present in the “light organs” of the Hawaiian squid at cell densities of $10^{11}$ cells/mL (15). This
corresponds to a spacing $L = 1 \ \mu m$. If the AHL production rate is assumed to be a constant $q = 10^{-21} \ g/s$ for each cell with $D = 100 \ \mu m^2$ and the AHL concentration sufficient for quorum sensing (luminescence) is $1 \ ng/mL$ (16), then $C^* = 10^2$. For $\tau = 10^5$, $n$ needs to be at least $2\times10^5$ for luminescence, based on Figure 5-3. If the number of cells $n$ present in the light organ is less than $2\times10^5$ at $\tau = 10^5$, then there will be no quorum sensing even though there is a cell density of $10^{11} \ cells/mL$. If instead $n = 1\times10^5$, then quorum sensing would occur only after $\tau = 10^6$. If $n = 1\times10^4$, then quorum sensing would not occur at these conditions. From this example it becomes clear that there is a “true quorum”– a number of cells necessary for quorum sensing. Quorum sensing is not merely an effect of cell density, but also cell number, and diffusion time.

5.4 Discussion

Quorum sensing has most often been described only in terms of population density (17-19). The concept of diffusion in quorum sensing was introduced in 2002 by Redfield who hypothesized that quorum sensing was not a cooperative action of a bacteria population, but rather a way for individual cells to gather information about the transport properties (diffusion and mixing) of the surrounding medium (5). Redfield’s hypothesis is plausible because the response to quorum sensing in many species is frequently a secretion, for example of virulence factors (20-23), antibiotics (20), or EPS (24, 25) (see the literature review in Chapter 2 for details), which are of benefit to an individual cell only if the secreted biomolecules stay local (5).
Diffusion’s influence on quorum sensing, however, has not been thoroughly examined. Basu et al.’s 2005 publication uses the fact that quorum sensing signals diffuse to build programmed patterns of cells, but this work was not directly interested in the effect of diffusion on quorum sensing per se. Also, only bulk samples of cells of very high population density were used (7). Incidentally, the concept of quorum sensing signal diffusion is not new. In 1985, Kaplan and Greenberg showed that AHL associates with cells via diffusive transport (26). However, this was a mechanistic study of how AHL transports across cell membranes and did not delve into the impact of signal diffusion between individual neighboring cells.

Redfield’s “diffusion sensing” hypothesis however does not apply for all cases, such as with \textit{V. fischeri} luminescence, which is not a secretory response to quorum sensing. It is therefore reasonable that quorum sensing is indeed due to both population density and diffusion, and that different species developed quorum sensing based on one aspect (population density or signal diffusion) of the dualistic phenomenon. This is exactly the concept Hense et al. recently discussed in, “Does efficiency sensing unify diffusion and quorum sensing?”, which hypothesized that autoinducers measure the \textit{combination} of population density, signal molecule diffusion, and spatial distribution (i.e., localized cell density) (6). This combination of information allows cells to determine whether or not it is worth producing effector molecules, such as antibiotics or bioluminescent proteins, which are more energetically costly to synthesize than AHL (6).
5.5 Conclusions

Signal diffusion time, population density, and population number all affect quorum sensing. The influence of diffusion on quorum sensing implies that a “quorum” of cells may not produce a response unless signal diffusion time is allowed to pass. This becomes important on local scales, such as in two-dimensional samples like biofilms, which are known to develop due to quorum sensing (27). The diffusion modeling presented in this chapter shows that under any given set of conditions of diffusion time and cell spacing (density), there exists a “true quorum”– a number of cells necessary to elicit a response. For a known critical concentration of AHL that is needed to trigger quorum sensing in a local cell population density, the model allows experimenters to determine the cell number and diffusion time required to observe quorum sensing. The modeling also shows that random adhesion of local cell densities produces similar signal concentration profiles as patterned bacterial arrays and helps devise the corresponding quorum sensing experiments presented in the next chapter (Chapter 6).

5.6 References


Chapter 6
Localized Quorum Sensing in *Vibrio fischeri*

Quorum sensing is almost always regarded as a population effect in three-dimensional bulk samples of bacteria. Here two-dimensional samples of *Vibrio fischeri* cells adhered onto glass surfaces are created to examine the effect of local population densities on quorum sensing. This is done by measuring the luminescent response. The 2-D bacterial populations allow for the measurement of both time and distance effects on quorum sensing, which were previously very challenging to access in typical 3-D bulk samples. Thus, quorum sensing is considered in terms of signal diffusion. The results show quorum sensing can occur locally in 2-D surface samples and is a function of both population density and signal diffusion time.

6.1 Introduction

The modeling of surface-associated bacteria producing signaling molecules in Chapter 5 suggests that both population density and signal diffusion contribute to quorum sensing and that there exists under set conditions (population density and signal diffusion time) a “true quorum”– a number a cells necessary for quorum sensing. In this chapter, the analogous experiments are performed. *V. fischeri* is used to investigate population and diffusion effects in quorum sensing.

* The material in this chapter is being prepared for publication in Biophysical Journal.
Quorum sensing occurs in *V. fischeri* via an autoinducer producer and receptor protein pair. Briefly, the LuxI protein produces autoinducer molecules, acylated homoserine lactones (AHL), which diffuse across the cell membrane into the surrounding medium. At a critical autoinducer concentration, interaction with the receptor protein LuxR is possible and binding occurs (1). The LuxR-AHL complex is then able to bind to the promoter of the *V. fischeri* luminescence gene to activate transcription, resulting in light production.

The hypothesis is that due to the physical phenomenon of AHL diffusion from surface cells, quorum sensing depends on both the *local cell density* and the total time the AHL signals are allowed to diffuse from the cells. Traditionally, quorum sensing is studied in three dimensions in bulk suspensions in which cells are evenly distributed throughout the medium. In contrast, a local cell density occurs in a sample if cells are concentrated at the surface, perhaps with none in the planktonic form. At a smaller scale yet, heterogeneity in local cell density creates some areas that are more highly concentrated with cells than others.

To test diffusion effects on quorum sensing, the surface cell density is varied and the change in luminescence in *V. fischeri* is measured with time. Luminescence experiments show that quorum sensing happens on a local scale and that signal diffusion has an effect. Larger cell concentrations and longer times result in more luminescence. The three main experiments presented are as follows:

1. Bulk quorum sensing measurements of 3-D *V. fischeri* samples to use as comparisons with local 2-D samples.

2. Measurements of localized quorum sensing as a function of surface cell density.
3. Measurements of localized quorum sensing as a function of diffusion time, compared for two different local cell concentrations.

6.2 Experiments

Since the modeling from Chapter 5 also shows that surface cell concentrations formed via random or patterned adhesion give similar AHL concentration profiles, all surface localizations were created using the random adhesion method. Bulk cell samples were formed by placing a cell suspension of known population density into a microwell to a depth of 500 µm. Surface cell samples (Figure 6-1) were formed by harvesting a bulk cell suspension and fixing the population density by dilution in PB medium. The bulk cells were then transferred to a microwell and allowed to settle and adhere to the glass for different times. The remaining non-adhered bulk cells were removed by repeated gentle rinses with fresh PB using slow pipetting.

Figure 6-1: Two examples of localized cell populations developed using the procedure described in Section 6.2 and Figure 3-4 and used to collect the data in Figure 6-5. (A) 5-µm cell spacing. (B) 9-µm cell spacing.
Sample depths were maintained at a depth of 500 µm over the course of the experiment by adding drops of fresh medium as necessary. Cell density was quantified with the ImageJ image processing program and verified with a visual direct count of the cells. Luminescence was quantified with a photomultiplier tube (PMT) through the microscope. Luminescence was reported in W/cell; for the emission wavelength 500 nm, there are $2.5 \times 10^{12}$ photons/s in 1 watt. Further details on the experimental methods are provided in Chapter 3.

6.3 Results

6.3.1 Bulk quorum sensing

Quorum sensing has been traditionally examined in 3-D bulk suspensions of cells. Figure 6-2 presents the data from a recreation of those typical bulk quorum sensing response versus time experiments and matches with what has been presented in the literature (2). The luminescence is not detectable ($< 10^{-23}$ W/cell) until a large enough cell density ($> 3 \times 10^7$ cells/mL) has grown, after which the luminescence greatly and quickly increases.
It is interesting to note that quorum sensing has not been quantifiably defined in the literature in terms of response (only population density). Here it is put forth that “quorum sensing” be defined as the point where the response intensity (e.g., luminescence for the case of \textit{V. fischeri}) reaches 10% of the observed range of intensities beyond the minimum (Equation 6.1). That is,

\[ I_{QS} = 0.1(I_{\text{max}} - I_{\text{min}}) + I_{\text{min}}. \] (6.1)
Therefore, the case in Figure 6-2 is quorum sensing at $3.7 \times 10^{-22}$ W/cell (demarked with the star-burst on the plot), which corresponds to the steep increase in response occurs at $t = 230$ minutes and $5 \times 10^7$ cells/mL on the plot. This quantitative definition of quorum sensing, not based on population density, can facilitate comparisons among quorum sensing experiments.

### 6.3.2 Localized quorum sensing

To investigate the effect signal diffusion time on quorum sensing, local samples of cells on surfaces, instead of bulk suspensions of cells, are examined. Although the production time for AHL is accessible in bulk bacterial suspensions, the time for signal diffusion ($\sim L^2/D$) becomes experimentally accessible when examining a monolayer of cells, on the order of minutes rather than hundredths of seconds as in bulk samples. This is because in the bulk the longest distance without a bacterium is roughly $L$, but at a surface the longest distance without a bacterium is the height of fluid above the surface (in our case, $\sim 500 \mu m$). For example, consider the time for a signal molecule to diffuse between cells in a bulk suspension that is $10^{11}$ cells/mL (Equation 6.2).

$$10^{11} \text{cells/mL} = 10^{-11} \text{mL/cell} = 10 \mu m^3/cell = 2.15 \mu m/cell = 0.05 \text{seconds} \quad (6.2)$$

For a bulk suspension of $10^{11}$ cells/mL, diffusion distance $L = 2.15 \mu m$, and diffusion time $\tau \sim L^2/D = 0.05 \text{seconds} (D = 100 \mu m^2/s)$. For a similarly spaced localized population, the average diffusion distance is now much larger than $L = 2.15 \mu m$ because there are no cells in the $z$ direction (Figure 6-3). For the surface cell, $L = 170 \mu m$
(average of the diffusion distances in $x$ (2.15 $\mu$m), $y$ (2.15 $\mu$m), and $z$ (500 $\mu$m) so $\tau \sim L^2/D = 10$ minutes.

![Diagram of diffusion distances](image)

Figure 6-3: Depiction of the larger average diffusion distance (and therefore diffusion time) of 2-D cell samples (B) versus 3-D bulk samples (A).

The two key figures of this thesis, Figure 6-4 and Figure 6-5, examine localized quorum sensing and the effect of signal diffusion. Figure 6-4 compares the luminescence of various densities of surface cells and bulk suspensions of cells. To compare the two cases, the luminescence on a per cell basis for both the surface and bulk samples versus cell spacing in one dimension (i.e., $x$ or $y$ for the surface samples and $x$, $y$, or $z$ for the bulk samples) (Figure 6-4 A) and also the total sample luminescence versus the total number of cells in each sample (Figure 6-4 B) is plotted. Luminescence in both cases was measured at initial time points; bulk samples were measured within one minute of placement into the well and surface samples were measured within one minute of a final transfer of fresh medium into the well.
Figure 6-4: The quorum sensing response for 3-D bulk cells (black) and 2-D surface cell samples (white). (A) Luminescence per cell versus cell spacing. (B) Total luminescence versus total cells. Each point represents a separate experiment, each from different batch cultures.
Surface samples, able to contain higher cell densities locally, show 2 orders of magnitude greater luminescence per cell (e.g., $2 \times 10^{-19}$ vs. $2 \times 10^{-21}$ W at 14-μm spacing) (Figure 6-4 A). The absolute luminescence values measured are similar, ranging from $1 \times 10^{-15}$ to $35 \times 10^{-15}$ W, for both the bulk and localized surface samples, even though the surface samples contain much fewer cells than the bulk samples (Figure 6-4 B). Through this it is shown that quorum sensing does happen locally.

To address the effect signal diffusion time has on quorum sensing, the luminescence of different local surface cell densities (Figure 6-1) at different time points was monitored (Figure 6-5).

![Figure 6-5: The local quorum sensing response per cell in W/cell in 2-D surface cell samples over time for two different cell densities of 5-μm cell spacing (black) and 9-μm cell spacing (white) (Figure 6-1). Repeat runs for each cell density are represented by varying shapes. The time the luminescence starts to increase for each concentration is demarked by the dashed lines.](image-url)
The t = 0 point was taken within one minute of a final transfer of fresh medium into the well (refer to the Experimental Section 6.2). Quorum sensing response (luminescence) starts to increase at a slightly earlier time for the higher local concentration case (t = 240 min for an initial surface density set by 5-µm cell spacing, versus t = 330 min for 9-µm cell spacing), as indicated by the dashed lines (Figure 6-5). After those time points, the rate of increase of the luminescence per cell is 5 times faster in the high surface cell density samples than in the low cell density samples. This rate increase is not visually obvious with a glance at Figure 6-5 because of the log scale.

6.4 Discussion

Quorum sensing has most often been described only in terms of population density (3-5) and measured in 3-D bulk cell samples. The use of 2-D surface cell samples allows signal diffusion time effects to be examined at experimentally reasonable time scales (τ ~ minutes, rather than hundredths of seconds in 3-D samples). The diffusion time of signals to neighboring cells localized on a surface is accessible because AHL can also diffuse into the bulk, greatly increasing the time required for significant buildup of AHL concentration around a cell.

Some other experiments may come to mind to test diffusion time in quorum sensing. A batch sample of cells starting at an initial cell density that does not exhibit quorum sensing can be monitored over time and eventually quorum sensing will be detected. This is exactly the experiment presented in Figure 6-2, similar to the first V. fischeri quorum sensing tests by Nealson et al. (2). The time variable, however, is
effectively growth time and diffusion time cannot be accessed. A chemostat (a device for continuous culture of bacteria) is capable of independently controlling growth rate and population by adjusting flow rate and nutrient concentration (6). This sounds useful for examining diffusion time in quorum sensing, however, the constant flow of fresh medium in and overflow cells out prohibits quorum sensing studies because signals are being transported out of the culture vessel.

Without an experimental design that allows for signal diffusion time considerations, it is easy to see how quorum sensing came to be understood on a population basis only. We put forth a definition of quorum sensing based not on population density, but rather on response intensity, to avoid the omission of signal diffusion time considerations to allow for comparisons among quorum sensing experiments. Figure 6-4 shows that quorum sensing can happen locally with surface samples of cells, as is evident through the significant 100-fold greater level of luminescence in the surface cells than in the bulk cells.

Figure 6-5 suggests that both population density and signal diffusion time affects quorum sensing. Localized samples of cells spaced 5 µm apart begin quorum sensing 90 minutes sooner than surface cells spaced 9 µm apart. The initial decrease in the response signal in Figure 6-5, however, makes it difficult to draw strong conclusions. The initial decrease in the response signal in Figure 6-5 has also been noted in previous experiments of bulk *V. fischeri* quorum sensing (2, 7, 8). This “eclipse” (2) phenomenon has been hypothesized to be due to the dilution of substrates necessary for bioluminescence (7) or the presence of an inhibitor that needs to be metabolized (7, 9-12) upon transfer into fresh media. Another explanation to the initial decrease in luminescence in Figure 6-5 is that
there is a carry-over of luminescence from the concentrated bulk samples used to form the local surface samples, which is possible because there are degradation rates associated with proteins used in bioluminescence (13). The decrease is not due to quorum sensing effect *per se*, since any signaling molecules were transferred out of the sample, but luminescence itself. It is advisable for future experimenters investigating the diffusion of quorum sensing signals to use a medium that is pre-conditioned with proper substrates or devoid of luminescence inhibitors to fix eclipsing problems and/or to altogether avoid eclipsing by using a different system with shorter half-life luminescent proteins.

It should also be noted that although the local cell samples used in Figure 6-5 initially lacked cells in the bulk, the eventual reproduction of the surface cells caused an increase in bulk cell concentration. The bulk cell concentration was monitored over the course of the experiment. At the critical time points where quorum sensing begins (demarked by the dashed lines in Figure 6-5) the bulk concentration in both samples was below quorum sensing level (5×10⁶ cells/mL for the low surface density (9-µm spacing) and 2×10⁷ cells/mL for the high surface density (5-µm spacing)). For points in Figure 6-5 where the bulk cell density surpassed quorum sensing bulk cell density level of 4×10⁷ cells/mL, a corresponding bulk luminescence was subtracted out of the reading, based on the data in Figure 6-2. However, since the bulk concentration of both samples was negligible at the onset of quorum sensing in the local surface experiments, the observation that the high surface density sample started quorum sensing faster than the low sample is real.
The modeling of cells as point sources of AHL demonstrates that quorum sensing can occur with small numbers of cells, as long as enough signal diffusion time is allowed to pass and a certain “true quorum” cell number is met (curves in Figure 5-3). The experiments presented here, however, are best represented by the infinite plane source solution (black squares in Figure 5-3) because the samples were contained in 1.3-cm diameter wells and the cell lawns were allowed to extend to the walls of well. The \textit{V. fischeri} experiments do not allow for testing of a “true quorum” because the luminescence, although detectable in local samples of surface cells, is still measured as a bulk response. Preliminary work has been done (A.1) to create a quorum sensing system with a green fluorescent protein (GFP) reporter in \textit{E. coli} to use in “true quorum” experiments where small (not infinite) isolated areas of surface cells at various densities are monitored over time. GFP, and thus quorum sensing, can be detected in individual cells so the system will allow for the determination of a “true quorum”– a number of cells necessary to elicit a response under a given set of conditions (signal diffusion time and cell spacing (density)).

With quorum sensing now implicated in the formation (14), maturation (15), and stability (16) of biofilms for various species, local quorum sensing is especially important. Local surface populations exist naturally in biofilms and the biofilm matrix affects diffusion (the effective biofilm diffusion coefficient relative to water is 0.4) (17). If the “true quorum” number is met then even a small localization of cells on a surface could act as a biofilm seed with enough diffusion time.
6.5 Conclusion

Signal diffusion time, population density, and population number all affect quorum sensing. This experimental work was able to access diffusion in quorum sensing through localizations of cells in 2-D surface samples. Previously studied 3-D quorum sensing samples leave diffusion effects out because 3-D diffusion times are on the order of hundredths of seconds, rather than minutes. Quorum sensing was shown to happen locally in luminescing *V. fischeri* surface samples and a comparison between two different local cell densities suggested diffusion time has an influence on quorum sensing. To better compare among quorum sensing experiments a definition was formed based on response intensity rather than population density, which is not the only variable involved. The diffusion modeling of Chapter 5 shows that under any given set of conditions of signal diffusion time and cell spacing (density), there exists a “true quorum”– a number of cells necessary to elicit a response. Experimental evidence of a true quorum may be garnered by detecting fluorescence in quorum sensing *E. coli* on an even more local scale of individual cells arranged in small isolated areas. The data in this thesis demonstrate that localized quorum sensing and the influence of cell density, cell number, and signal diffusion time are necessary to consider, which is especially important in biofilms (naturally local cell populations), where local pockets of quorum sensing could kick-start biofilm development.
6.6 References


Chapter 7

Engineered Biofilm Development in *P. aeruginosa*

7.1 Introduction

Given the influence of biofilms in the world: industrial surface biofouling (1), medical implant infection (2), and use in bioremediation (3), it is desirable to control biofilm formation. It is understood that the first step in biofilm formation is initial bacterial adhesion (2); however it is difficult to generalize bacterial adhesion mechanisms to all biofilm scenarios because it varies across different niches (4) and there is no one particular external aspect (e.g., LPS (5) or humic acid (6, Chapter 4)) that affects adhesion. After adhesion, bacteria increase extracellular polymeric substance (EPS) production to form biofilms of cells embedded in an EPS matrix. Friedman and Kolter find that genes involved in EPS polysaccharide production, like the *P. aeruginosa psl* gene, are needed in proper biofilm formation (7). Additionally, quorum sensing is necessary for proper *P. aeruginosa* biofilm formation (8) and is implicated as regulating specifically EPS synthesis (9).

The literature establishes that EPS and quorum signaling are necessary for biofilm formation. It would be valuable to know if it was the diffusion of these molecules that affects biofilm formation. Quorum sensing is most often regarded as population density controlled, but the localized (two-dimensional) quorum sensing results from Chapters 5 and 6 reveal that signal diffusion also has an effect. It is easy to extend this concept
from the *V. fischeri* luminescent cells to *P. aeruginosa* biofilm cells; a biofilm is naturally a localized cell density due to its surface association. The goal in this chapter is to determine the influence of cell number, density, and time (*n*, *L*, and τ – parameters shown in Chapters 5 and 6 to control quorum sensing) on biofilm development. Biofilms were engineered in controlled manners using laser trapping and random adhesion. Subsequent biofilm development and adhesion forces were quantified with image analysis and shear stress tests. The results presented stem from three main sets of experiments:

1. Compare biofilm development among differently sized (*n* and *L*) small engineered biofilms formed via laser trap placement of cells on a surface and measured with image analysis at different time points.

2. Compare biofilm adhesion force changes with time among differently sized (*n* and *L*) small engineered biofilms formed via laser trap placement of cells on a surface in a parallel plate flow chamber.

3. Compare adhesion forces in larger (*n*), but still local, engineered biofilms formed via random cell adhesion to the surface in a parallel plate flow chamber between two local surface cell densities at different times.

### 7.2 Experiments

The experimental methods are detailed in Chapter 3. As a brief overview though, *P. aeruginosa* PAO1 was grown in LB and harvested at the mid-exponential phase of growth. Engineered biofilms were formed by one of two methods: laser trapping cells
from bulk suspensions to bring into contact with the surface or allowing cells from bulk suspensions to randomly adhere to the surface.

Nanofabrication of the surfaces was also used to form engineered biofilms. However, Chapter 5 details modeling that shows concentration profiles of molecules diffusing from localized cells are similar for both patterned and random adhesion. Therefore, the simpler method of random adhesion was adopted. Incidentally, the nanofabricated patterned surfaces were inconsistent (Figure 7-1), also motivating the switch to random adhesion. As in Chapter 6, the experiments here aim to access the effect of diffusion, now on biofilm development. Forming initial biofilms via random adhesion is a sound way to do so.

![Figure 7-1: Image A shows an example of one of the nanofabricated photomasks used to make patterned patches on glass for preferential cell adhesion. An example of the resulting bacterial “pattern” (B) is not very different from C, a random adhesion example.](image)

Once the engineered biofilms were formed, development was monitored under no flow with a low concentration ($10^6$ cells/mL) in the bulk above the local surface cells. Adhesion force experiments were set-up, also under no flow, but also with only sterile media in the bulk. After a set time each sample was exposed to a flow program of increasing applied force and detachment was monitored.
7.3 Results

7.3.1 Isolated engineered biofilms

7.3.1.1 Biofilm development measurements

Small arrays of bacteria were patterned onto glass surfaces via laser trap placement. A 1×1 array biofilm development was compared with that of a 2×2 array by imaging at different time points and calculating the growing cluster size (Figure 7-2). The 1×1 array size does not increase over the 150-minute time period, but the 2×2 array approximately doubles (108% size gain).

Figure 7-2: Cell cluster size versus time for two different sized arrays formed through laser trap placement. The white circles represent a 1×1 array and the black circles represent a 2×2 array that had a spacing $L = 2 \mu m$. 
7.3.1.2 Biofilm adhesion force measurements

Adhesion forces for various small laser trap patterned bacteria arrays were calculated. Taking into account the 95% confidence intervals, the adhesion forces do not show an increasing trend for the 1×1 array or the 2×2 array with spacing \( L = 20 \mu m \) (Figure 7-3 A and B). However, the smaller spaced 2×2 array with \( L = 2 \mu m \) does show an increasing adhesion force trend (Figure 7-3 C).

Figure 7-3: The adhesion forces for the small patterned bacterial arrays formed via laser trapping. Plot A is for a 1×1 array, B for a 2×2 array with spacing \( L = 20 \mu m \), and C for another 2×2 array but with \( L = 2 \mu m \). The adhesion force is calculated as the average force necessary to detach all the cells in the array. Each point is the average of 3-4 different arrays and error bars represent the 95% confidence interval.
7.3.2 Infinite engineered biofilms- adhesion force measurements

Biofilms formed through the random adhesion technique were allowed to form for various times, after which a series of increasing forces was applied by flowing media through at increasing flow rates for about 4 seconds at each setting. The number of cells that remained attached through the course of the flow program was monitored (Figure 7-4).

![Graph showing adhesion results for biofilms formed from random adhesion with “effective” cell density = 9.5×10⁶ cells/mL. (“Effective” cell density is calculated by taking the depth of fluid above the cells on the surface into account with the surface cell density.) The black squares are for a biofilm adhered 150 minutes, gray triangles—t = 60 minutes, and white circles—t = 5 minutes.]

For an adhesion time of 5 minutes, the attached cell percentage quickly drops to 89% after 2 pN of applied force and remains steady until 10 pN are applied, when it drops to 63%. There is no further detachment from the surface. The 60-minute adhesion time
also shows this step-wise decrease in cells at 10 pN, but it is not as pronounced as the 5-minute case (drop to 80% remaining versus 63% remaining). The 150-minute adhesion time trial does not show a step-wise decrease in surface cells, but rather a gradual decrease. The steady decrease in attached cells is more rapid initially, dropping to 77% attached after 20 pN of applied force, beyond which the detach slope lessens. All adhesion time trials end with 50-60% of the cells remaining attached to the surface.

### 7.4 Discussion

The biofilm development image analysis results suggest that larger \( n \) biofilms have a head-start on biofilm development. One may hypothesize that the surface cells are merely serving as sticky anchor points to which incident bulk cells inevitably attach. However, if this were the case, an increase in both samples, regardless of initial size, would be expected. A control experiment using non-living surface cells or cell wall components on the surface rather than the live cells would eliminate doubt, but these data (Figure 7-2) suggests initial biofilm size \( (n) \) influences biofilm formation.

Adhesion forces of the small laser trap-formed biofilms showed there was only a trend with time for the small \( L \ 2\times2 \) case (Figure 7-3 C). This could be attributed to shielding, however, the arrays were formed in random alignments with the flow, and flow rates were applied in alternating directions.

These isolated biofilms allow for testing of the “true quorum” concept introduced in Chapter 5. The isolated biofilm experiments pre-dated the diffusion modeling so this was not the original intention of this work. However, a look back at the data from
Section 7.3.1 suggests that there is a “true quorum”– a number of cells necessary to elicit a response for a given diffusion time and cell spacing. In Figure 7-3 B, where $L = 20 \, \mu m$, $n = 4$ does not constitute a “quorum” to form a biofilm after 1 hour. In Figure 7-3 C, where $L$ is 1/10 of what it was in B, $n = 4$ may meet the quorum requirements to seed a biofilm, observed in the increased adhesion.

The infinite biofilm adhesion measurements (Figure 7-4) suggest that 50-60% of the *P. aeruginosa* population is “sticky”, (i.e., remain adhered with forces $> 70 \, pN$ (the maximum measurable force) regardless of adhesion time). Time effects are still observed in the other part of the population though. More cells are weakly attached after 5 or 60 minutes, but not 150 minutes, as exemplified by the sudden detachments that occur in the shorter time samples for applied forces $< 10 \, pN$. For applied forces beyond 20 pN, the 60 and 150 minutes trials match, suggesting a possible “saturation” for $t > 60$ minutes. But perhaps a more sensitive biofilm assay is necessary. Biofilms are by nature difficult to quantify due to the heterogeneous structure (10) and varying developmental stages (11). Adhesion forces are a good measure of the initial stage (attachment). An EPS assay (e.g., with FTIR (12)) may better determine diffusion and population effects in the next stage of EPS production and microcolony formation (Figure 2-3).

This chapter aimed to measure the physical effects of diffusion and population (therefore quorum sensing) on biofilm formation. Previously, quorum sensing effects on biofilms were only seen through genetic analyses and in later stages of biofilm development (8, 13). It is understandable that quorum sensing is involved in mature biofilms due to the high cell densities and diffusion limited conditions present. However, it is not as immediately obvious that quorum sensing is also involved in earlier stages.
This chapter along with Chapters 5 and 6 make the case that quorum sensing can occur on local scales and that both surface population density, surface population number, and diffusion time affect biofilm formation.

### 7.5 Conclusion

The influence of local (two-dimensional) population density and number as well as signal or EPS diffusion on biofilm development was examined. Adhesion force tests with infinite biofilms showed more cells more weakly attached (< 10 pN adhesion force) at shorter time points, suggesting diffusion controlled biofilm development. Isolated engineered biofilms suggested that a larger number of localized cells or a larger density of localized cells increased biofilm development as measured through cluster sizes and adhesion forces at different time points. The isolated biofilms also brought in the concept of the existence of a “true quorum”– a number of cells necessary to elicit a response. For conditions of \( L = 2 \, \mu m \) and \( t = 60 \) minutes, \( n = 4 \) cells was possibly sufficient for a “quorum”, as observed through increased adhesion forces. “True quorums” can be thought of as biofilm seeds.

### 7.6 References


8.1 Conclusions

The main goal of this thesis was to address what occurs during the *early stages of biofilm formation* by investigating two processes that lead to biofilms—bacterial adhesion and quorum sensing. I will recap the four aims stated in Chapter 1.2 and describe the conclusions drawn from each.

1. **Measure bacterial adhesion orientation and forces in the presence of various humic acid concentrations.**

   The adhesion of *Escherichia coli* to model soil matter (0.9-µm silica spheres or borosilicate glass capillaries) coated with varying concentrations of humic acid did not have an affect on the adhesion orientation, occurrence, nor force. Humic acid adsorption was verified using zeta potential measurements and ATH tests. Video microscopy showed the number of silica-bacterium couplets increased slightly with adsorbed humic acid. Similarly, adhesion forces measured with differential electrophoresis showed just a slight increase on a humic acid surface. Preferential end-on adhesion was observed for all humic acid coatings and there was no relationship between humic acid concentration and adhesion orientation. Humic acid therefore plays a small role in bacterial adhesion. It is suggested that other biological factors, like metabolism or stress responses, have an effect.
2. **Model the diffusion of quorum sensing signals from bacteria arranged on a surface in two dimensions.**

The signal diffusion model shows that both population density and diffusion can impact quorum sensing. This was tested for two-dimensional samples of cells localized on a surface, modeled both as continuous point sources and an infinite plane source. The signal concentration profiles are similar regardless of the localization method (patterned or random). The existence of a “true quorum” was realized. For a given diffusion time \( \tau \) and population density (set by spacing \( L \)), there exists an actual number of cells \( n \) that is necessary to achieve the threshold concentration of signals for quorum sensing.

3. **Determine if quorum sensing can occur locally in space and time.**

Two-dimensional surface samples of *Vibrio fischeri* cells were used to examine the effects of both population density and signal diffusion on quorum sensing. Past literature has only considered three-dimensional bulk suspensions of cells in quorum sensing experiments, which allowed for the exposition of only population density effects because the very short (hundredths of seconds) diffusion times remained masked. Diffusion becomes an accessible parameter in two-dimensional surface samples, where the diffusion time is on the order of minutes. The surface samples were formed via random adhesion, based on the modeling results, and *V. fischeri* luminescence was measured as the gauge for quorum sensing. A quantitative definition of quorum sensing, based on response intensity rather than population density, was formulated. Localized quorum sensing occurred and a comparison between two different surface densities’ luminescence over time showed diffusion does influence quorum sensing; the lower surface density exhibited slower quorum sensing.
4. **Determine if biofilm formation can occur locally in space and time.**

Experiments analogous to those in the third aim examined the influence of population density, cell number, and diffusion time, now on biofilm development. *Pseudomonas aeruginosa* biofilms were engineered either in infinite arrays via random adhesion or isolated arrays via laser trapping. Adhesion force tests with infinite biofilms showed more cells more weakly attached (<10 pN adhesion force) at shorter time points, suggesting diffusion controlled biofilm development. Isolated biofilms showed that a larger number of localized cells or a larger density of localized cells increased biofilm development as measured through image analysis of cluster sizes and adhesion forces in a flow chamber at different time points. The isolated biofilms also got at the concept of the existence of a “true quorum”—a number of cells necessary to elicit a response. For a set diffusion time of 60 minutes, \( n = 4 \) showed increased adhesion at a population density based on \( L = 2 \mu\text{m} \), but not \( L = 20 \mu\text{m} \). Although adhesion forces are not necessarily direct, specific, and sensitive measurements of quorum sensing or biofilm development, and the presence of EPS or signals was not verified, these biofilm experiments bring to light the importance of diffusion in biofilm formation. Even a small localization of cells on a surface can act as a biofilm seed if given enough diffusion time, as long the quorum number is met.

### 8.2 Future work

I would like to see the work in this thesis continue in two regards. The “true quorum” concept should be tested using quorum sensing *E. coli* that fluoresce in
response. These cells, *E. coli* QSG, have already been engineered and preliminary experiments have been started in collaboration with Dr. Patrick Cirino (A.1). *E. coli* QSG will allow for quorum sensing to be observed in individual cells and they come with the added benefit of containing a short half-life green fluorescent protein (GFP) (60 minutes), which will aid in unmasking true quorum sensing signal diffusion effects. Care should be taken to avoid masking quorum sensing in the eclipse effect discussed in Section 6.4 by conditioning the medium with proper substrates (and removing inhibitors) for the bioluminescence reaction.

A second avenue of research should be the continued testing of quorum and diffusion sensing in biofilm formation. The *P. aeruginosa* experiments presented in Chapter 7 should be repeated and expanded to cover larger isolated arrays (*n* > 4), denser infinite arrays (> 9.5×10^6 cells/mL), and longer times (*t* > 150 minutes). Isolated cell localizations do not need to be formed using laser trapping nor nanofabrication. Random adhesion is still valid and can be isolated using a nebulization of dilute cells suspensions on the surfaces. The second biofilm developmental stage beyond bacterial adhesion, which is increased EPS production and microcolony formation, should be assayed. Nuclear magnetic resonance (NMR) and Fourier transform infrared (FTIR) spectroscopy may be useful techniques to assay EPS production (1) or diffusion in biofilms (2), or image biofilms (3), and their applications have been discussed with potential collaborators on the Penn State campus (4, 5).

I foresee more distant future applications of this work emerging as genetically engineered bacteria for enhanced *in situ* bioremediation, new antibiotic treatments based
on the disruption of the diffusion of quorum sensing signals, and high sensitivity biosensors (either detecting bacterial quorum sensing or exploiting it).

### 8.3 References

Appendix A

Localized Quorum Sensing in Fluorescent *E. coli*

A.1 *E. coli* QSg

Quorum sensing *E. coli* cells that responded to quorum sensing with green fluorescent protein (GFP) expression were genetically engineered using the facilities available in Dr. Ming Tien’s laboratory (Penn State Department of Biochemistry and Molecular Biology, University Park, PA). Plasmid DNA was purified from *E. coli* cells harboring genes for LuxI, LuxR, GFP, or kanomycin antibiotic resistance using Qiagen Spin Miniprep Kit (Qiagen Inc., Valencia, CA). All biological “parts” (i.e., promoters, ribosome binding sites, coding sequences, and transcriptional terminators) were obtained from BioBricks (MIT, Cambridge, MA). The isolated DNA was cleaved at specific recognition sequences using restriction enzymes in a restriction digest step. The cut plasmids were purified in an agarose gel using electrophoresis. The pieces were then removed from the gel and combined to allow for ligation of the DNA resulting in a vector containing all parts of functional genes for LuxI, LuxR, GFP, and kanomycin resistance. This product was transformed into chemically competent *E. coli*, which was then grown on plates containing kanomycin to select the desired cells. These cells, *E. coli* QSg,

* The work described in this appendix was conducted in collaboration with Patrick Cirino and Lane Weaver.
produce AHL with LuxI and bind AHL with LuxR, which activates the transcription of GFP (Figure 1-1)

For experiments, *E. coli* QSg was grown in M9 minimal media with 0.2% glycerol as the carbon source, 0.1% yeast extract (a reduced concentration to avoid fluorescence background), and kanomycin. Single colonies were revived at 30°C on a shaker table at 200 rpm until the stationary phase of growth. Then, the cells were diluted in a transfer into fresh M9 minimal media and grown at the same conditions (30°C and 200 rpm shaking) until harvest time.

**A.2 Bulk scale experiments**

Several variations on *E. coli* QSg were engineered (for example containing weak, medium, or strong ribosome binding sites) and compared. Figure 1-2 shows some of these variations’ fluorescence measurements (Tecan fluorometer) taken at different points during batch growth. There was increased fluorescence at high population densities for samples 16, 23, and 32, but with varying maximal intensities. Sample 8 behaved similarly to the control samples, with constant base level fluorescence, suggesting its
particular genetic variation was not ideal. The positive control constitutively expresses GFP and the negative control contains LuxR-AHL regulated GFP, but no LuxI.

![Graph](image)

Figure 1-2: Relative fluorescence units per optical density (RFU/OD) for different *E. coli* QSg samples and controls. Samples 8, 16, 23, 32 represent *E. coli* QSg samples containing slight variations in their quorum sensing genes (e.g., weak or strong ribosome binding sites). The positive control constitutively expresses GFP and the negative control contains LuxR-AHL regulated GFP, but no LuxI.

The observed increase in fluorescence at high population densities is how quorum sensing is typically thought of in bulk suspensions such as these. To get at diffusion effects, local samples need to be created. Figure 1-3 gives an example image of the fluorescence that can be seen in individual cells through fluorescent microscopy. This
can be utilized to test for signal diffusion effects in quorum sensing on a local scale and determine “true quorums”.

Figure 1-3: Fluorescent microscopy image of *E. coli* QSg in a bulk sample.
Appendix B

Standard Operating Procedures

Safety and sterility while working with bacteria

A. Safety first

1. Standard personal protection equipment
   a. safety glasses
   b. latex or nitrile gloves- rinse with ethanol or change frequently
   c. closed-toe shoes

2. Special personal protection equipment
   a. Orange autoclave gloves for removing bins from the autoclave and other hot items
   b. Blue cryogenic gloves- necessary for prolonged exposure with the cryogenic liquid N\textsubscript{2} tank.

3. Spill procedures
   a. For small drops clean with 70% ethanol in DI water solution.
      NOTE: Ethanol solution is extremely flammable. Do not store ethanol bottle near flame. Make sure all surfaces in the vicinity of flames are dry (free of ethanol), including hands and gloves.
   b. For major spills clean with 10% bleach

4. General health
   a. Wash hands with soap and water before exiting the lab.
   b. Wipe gloves with ethanol before touching community equipment in the lab (e.g. keyboards, microscopes, pipets.)
   c. Biosafety level 2 organisms (\textit{Pseudomonas aeruginosa} and \textit{Burkholderia cepacia}) affect immunocompromised individuals.
      i. All procedures for BSL2 bacteria must be conducted under the laminar flow. Once BSL2 organisms are contained in a closed sample holder (e.g. capillary or focht chamber) the laminar flow hood is no longer needed.
      ii. Store BSL2 waste under the laminar flow hood.
      iii. Sterilize BSL2 waste frequently.
      iv. BSL1 bacteria (\textit{Escherichia coli}, \textit{Bacillus subtilis}, and \textit{Vibrio fischeri}) may be handled in the designated area on the central laboratory bench denoted by the metal biohazard zone surface.

5. Waste handling
   a. Dispose of liquid bacteria waste in marked bottles. BSL1 bottles are located by the biohazard metal plate on the bench in secondary containment. BSL2 bottles are in the left corner of the laminar flow hood also in secondary containment.
   b. Dispose of solid waste contacting bacteria solutions in the appropriate solid waste containers, by the incubators for BSL1 or again under the laminar flow hood for BSL2. Solid waste includes gloves, Kim wipes, paper towels, pipets, and pipet tips for example. Glass waste in contact with bacteria should be placed in the red biohazard sharps receptacles.
   c. Autoclave and dispose of the waste on a regular basis.

B. Sterilizing and Washing Bacteria Contaminated Glassware and Waste Containers

1.) Carefully pour the contents of the growth flask into the waste containers located in the laminar flow hood (for BSL2 waste) or by the designated biohazard zone on the laboratory bench (for BSL1 waste ONLY). \textbf{*Note:} Make sure the waste container is in secondary containment to collect any spills.*

2.) Thoroughly rinse the inside of the growth flask with ethanol (70:30 Vol% Ethanol: DI water). Swirl the ethanol in the flask in order to kill and remove bacteria cells. Transfer this waste liquid carefully into the waste container. Do not forget to recap the waste bottle.

3.) With the Distilled Water bottle, fill the growth flask 1/3 to 1/2 full and place the cap back on the flask. Make sure to fill to a level above original bacteria solution’s level.
4.) Place the water-filled flask(s) in an autoclave bin. Do not crowd the bin; use multiple bins if necessary. Transport the bin and flasks to the autoclaves which are located on the second floor of Wartik and Fenske. Loosen the caps on the flasks until they rest gently on the top of the flask.

5.) Place the bin(s) in the autoclave and secure the door as tight as possible. Set the autoclave to the liquid cycle setting and sterilize time for 20 min. Start the autoclave.

6.) After 20 min, plus about 10 min to depressurize, remove the flasks and bin with the orange insulated gloves. (The autoclave will buzz for a few minutes after the cycle is finished. After the buzz stops, the door can then be opened.)

*Caution* Make sure the pressure gauge for the autoclave is resting at zero before opening the door. Always stand behind the door and open the door slowly and carefully to avoid a potential steam burn. When removing the autoclave bin, wear the orange autoclave gloves and be careful not to touch the inside of the autoclave or serious burns may result.

7.) Secure the caps on each flask. Then transport back to the lab for further washing.

8.) Place the bin beside the lab sink, uncap each flask, and carefully empty the hot liquid in the flasks down the drain with a continual flow of running water.

9.) Wash the inside and outside of each flask and cap with Alconox, rinse with tap water, and then rinse thoroughly with DI water. Any remaining residues could harm the next growth batch. Drain excess water from flasks.

10.) Securely fasten each cap, place in the autoclave bin, and transport for the last autoclave cycle. Place the bin and flasks in the autoclave, secure door, and autoclave for 20 min. on the dry cycle setting.

11.) Remove the bin and flasks, and finally wipe the outside of each flask with a paper towel to remove excess moisture. Store the sterile growth flasks in a dark, closed cabinet.

Glass Beaker Sterilizing and Washing

*Follow steps 1-9; however, use an aluminum foil cover in place of a cap. Also, the second autoclave cycle is not necessary.

Biohazard Waste Bag & Sharps Container Sterilization

1.) When the large or small Biohazard waste bags are full, twist closed and wrap autoclave tape tightly around the twisted end to ensure the bag remains closed.

2.) When either the large or small sharps containers are full, cap the lid and seal with autoclave tape to ensure the lid remains closed.

3.) Place in the large autoclave bin, and then autoclave for 20 min. on the liquid cycle setting. *Wartik’s autoclaves sterilize most efficiently.*

4.) Remove the bin and bag carefully from the autoclave and place in the white Biohazard Waste can near the autoclave machines. *Note cautions above for autoclave use.*

Biohazard Liquid Waste Sterilization

1.) When the Liquid Waste container is 3/4 full (not completely full or else the waste will boil over and the sterilizing process will not be as efficient), secure lid and place the container in the autoclave bin.

2.) Transport to autoclave and loosen the waste container lid to prevent an explosion or cracking in the container from the pressure build-up.

3.) Autoclave for 20 min. on the liquid cycle setting. *Wartik’s autoclaves sterilize most efficiently*

4.) Remove the bin and waste container carefully from the autoclave. *Note cautions above for autoclave use*

5.) Transport the bin and waste container back to the laboratory sink. Turn on the faucet for a steady flow of water. With the orange insulated gloves still worn, unscrew the waste container cap and pour the waste contents down the drain. Rinse the waste container with tap water from the faucet and then secure the cap and place the container back in a secondary bin for use.

C. Aseptic Technique

“Louis Pasteur observed that once a medium is sterilized, it remains sterile unless contaminated from an external source. He used this observation to reject spontaneous generation but it also lays the foundation for sterile (or aseptic) technique. (1)”

1. Sterilize work surfaces
   a. Wipe surfaces with 70% ethanol and Kim wipes before and after use. This includes work benches but also bottles, caps, pipettors, and gloved hands.
b. UV-sterilize the laminar flow hood regularly. Leave the UV lamp on for about 20 min with the sash fully closed. NOTE: UV sterilization only works at the surface level. Closed container contents will not be sterilized.

2. Use sterile instruments and media
   a. Use instruments (pipets, pipet tips, plates, etc.) that come sterile, or autoclave (20 minutes on liquid cycle), or flame sterilize (dip in ethanol and burn in flame). Mark autoclaved tips with autoclave tape.
   b. Follow the sterilizing and wash procedure for growth flasks and other glassware for bacteria procedures (e.g. test tubes for serial dilutions).
   c. Only autoclave containers that are less than ¾ full.

3. Keep containers closed
   a. Only open pipets and place tips on pipettor immediately before use. Set pipettor volume prior to tipping.
   b. Only keep pipet tip boxes open long enough to place tip on pipettor.
   c. Store media in the refrigerator and only open under the laminar flow hood for only the shortest time possible. (Recap before transfer.)

4. Do not lay down sterile objects
   a. Flame sterilize tweezers and glass spreaders before and after use. Do not lay these instruments during procedures.
   b. Avoid laying media bottle caps down.
   c. Do not lay sterile pipets down. If you touch a pipette to anything other than what you are working with, discard it.

5. It is recommended to use flame sterilization to ensure sterility
   a. Flame the opening of media bottles before and after transfers.
   b. Quickly flame pipet tips before use.
   c. Flame growth flask openings just before and making transfers.

6. Minimize drafts- no breathing, coughing, or talking over sterile materials and avoid fast movements and working in high traffic areas.

7. Think and prepare
   a. Mentally review the procedure and make sure you have everything you need before you start working. This prevents you from having to get up and prevents the agitation of the air surrounding your work area.
   b. Loosen all caps and arrange materials to ensure they are easily accessible.

8. Use the laminar flow hood.

D. CDC Description of Biosafety Level 1 and 2 and Necessary Precautions

**Biosafety Level 2** is similar to Biosafety Level 1 and is suitable for work involving agents of moderate potential hazard to personnel and the environment. It differs from BSL-1 in that (1) laboratory personnel have specific training in handling pathogenic agents and are directed by competent scientists; (2) access to the laboratory is limited when work is being conducted; (3) extreme precautions are taken with contaminated sharp items; and (4) certain procedures in which infectious aerosols or splashes may be created are conducted in biological safety cabinets or other physical containment equipment. The following standard and special practices, safety equipment, and facilities apply to agents assigned to BSL 2:

1. Standard Microbiological Practices
   a. Access to the laboratory is limited or restricted at the discretion of the laboratory director when experiments are in progress.
   b. Persons wash their hands after they handle viable materials, after removing gloves, and before leaving the laboratory.
   c. Eating, drinking, smoking, handling contact lenses, and applying cosmetics are not permitted in the work areas. Food is stored outside the work area in cabinets or refrigerators designated for this purpose only.
d. Mouth pipetting is prohibited; mechanical pipetting devices are used.

e. Policies for the safe handling of sharps are instituted.

f. All procedures are performed carefully to minimize the creation of splashes or aerosols.

g. Work surfaces are decontaminated on completion of work or at the end of the day and after any spill or splash of viable material with disinfectants that are effective against the agents of concern.

h. All cultures, stocks, and other regulated wastes are decontaminated before disposal by an approved decontamination method such as autoclaving. Materials to be decontaminated outside of the immediate laboratory are placed in a durable, leak-proof container and closed for transport from the laboratory. Materials to be decontaminated off-site from the facility are packaged in accordance with applicable local, state, and federal regulations, before removal from the facility.

i. An insect and rodent control program is in effect.

2. Special Practices

a. Access to the laboratory is limited or restricted by the laboratory director when work with infectious agents is in progress. In general, persons who are at increased risk of acquiring infection, or for whom infection may have serious consequences, are not allowed in the laboratory or animal rooms. For example, persons who are immunocompromised or immunosuppressed may be at increased risk of acquiring infections. The laboratory director has the final responsibility for assessing each circumstance and determining who may enter or work in the laboratory or animal room.

b. The laboratory director establishes policies and procedures whereby only persons who have been advised of the potential hazards and meet specific entry requirements (e.g., immunization) may enter the laboratory.

c. A biohazard sign must be posted on the entrance to the laboratory when etiologic agents are in use. Appropriate information to be posted includes the agent(s) in use, the biosafety level, the required immunizations, the investigator's name and telephone number, any personal protective equipment that must be worn in the laboratory, and any procedures required for exiting the laboratory.

d. Laboratory personnel receive appropriate immunizations or tests for the agents handled or potentially present in the laboratory (e.g., hepatitis B vaccine or TB skin testing).

e. When appropriate, considering the agent(s) handled, baseline serum samples for laboratory and other at-risk personnel are collected and stored. Additional serum specimens may be collected periodically, depending on the agents handled or the function of the facility.

f. Biosafety procedures are incorporated into standard operating procedures or in a biosafety manual adopted or prepared specifically for the laboratory by the laboratory director. Personnel are advised of special hazards and are required to read and follow instructions on practices and procedures.

g. The laboratory director ensures that laboratory and support personnel receive appropriate training on the potential hazards associated with the work involved, the necessary precautions to prevent exposures, and the exposure evaluation procedures. Personnel receive annual updates or additional training as necessary for procedural or policy changes.

h. A high degree of precaution must always be taken with any contaminated sharp items, including needles and syringes, slides, pipettes, capillary tubes, and scalpels.

i. Needles and syringes or other sharp instruments should be restricted in the laboratory for use only when there is no alternative, such as parenteral injection, phlebotomy, or aspiration of fluids from laboratory animals and diaphragm bottles. Plasticware should be substituted for glassware whenever possible.

ii. Only needle-locking syringes or disposable syringe-needle units (i.e., needle is integral to the syringe) are used for injection or aspiration of infectious materials. Used disposable
needles must not be bent, sheared, broken, recapped, removed from disposable syringes, or otherwise manipulated by hand before disposal; rather, they must be carefully placed in conveniently located puncture-resistant containers used for sharps disposal. Non-disposable sharps must be placed in a hard-walled container for transport to a processing area for decontamination, preferably by autoclaving.

iii. Syringes which re-sheathe the needle, needleless systems, and other safety devices are used when appropriate.

iv. Broken glassware must not be handled directly by hand, but must be removed by mechanical means such as a brush and dustpan, tongs, or forceps. Containers of contaminated needles, sharp equipment, and broken glass are decontaminated before disposal, according to any local, state, or federal regulations.

i. Cultures, tissues, specimens of body fluids, or potentially infectious wastes are placed in a container with a cover that prevents leakage during collection, handling, processing, storage, transport, or shipping.

j. Laboratory equipment and work surfaces should be decontaminated with an effective disinfectant on a routine basis, after work with infectious materials is finished, and especially after overt spills, splashes, or other contamination by infectious materials. Contaminated equipment must be decontaminated according to any local, state, or federal regulations before it is sent for repair or maintenance or packaged for transport in accordance with applicable local, state, or federal regulations, before removal from the facility.

k. Spills and accidents that result in overt exposures to infectious materials are immediately reported to the laboratory director. Medical evaluation, surveillance, and treatment are provided as appropriate and written records are maintained.

l. Animals not involved in the work being performed are not permitted in the lab.

3. Safety Equipment (Primary Barriers)

a. Properly maintained biological safety cabinets, preferably Class II, or other appropriate personal protective equipment or physical containment devices are used whenever:

i. Procedures with a potential for creating infectious aerosols or splashes are conducted. These may include centrifuging, grinding, blending, vigorous shaking or mixing, sonic disruption, opening containers of infectious materials whose internal pressures may be different from ambient pressures, inoculating animals intranasally, and harvesting infected tissues from animals or embryonate eggs.

ii. High concentrations or large volumes of infectious agents are used. Such materials may be centrifuged in the open laboratory if sealed rotor heads or centrifuge safety cups are used, and if these rotors or safety cups are opened only in a biological safety cabinet.

b. Face protection (goggles, mask, face shield or other splatter guard) is used for anticipated splashes or sprays of infectious or other hazardous materials to the face when the microorganisms must be manipulated outside the BSC.

c. Protective laboratory coats, gowns, smocks, or uniforms designated for lab use are worn while in the laboratory. This protective clothing is removed and left in the laboratory before leaving for non-laboratory areas (e.g., cafeteria, library, administrative offices). All protective clothing is either disposed of in the laboratory or laundered by the institution; it should never be taken home by personnel.

d. Gloves are worn when hands may contact potentially infectious materials, contaminated surfaces or equipment. Wearing two pairs of gloves may be appropriate. Gloves are disposed of when overtly contaminated, and removed when work with infectious materials is completed or when the integrity of the glove is compromised. Disposable gloves are not washed, reused, or used for touching "clean" surfaces (keyboards, telephones, etc.), and they should not be worn outside the
Alternatives to powdered latex gloves should be available. Hands are washed following removal of gloves.

4. Laboratory Facilities (Secondary Barriers)
   a. Provide lockable doors for facilities that house restricted agents (as defined in 42 CFR 72.6).
   b. Consider locating new laboratories away from public areas.
   c. Each laboratory contains a sink for hand washing.
   d. The laboratory is designed so that it can be easily cleaned. Carpets and rugs in laboratories are inappropriate.
   e. Bench tops are impervious to water and are resistant to moderate heat and the organic solvents, acids, alkalis, and chemicals used to decontaminate the work surfaces and equipment.
   f. Laboratory furniture is capable of supporting anticipated loading and uses. Spaces between benches, cabinets, and equipment are accessible for cleaning. Chairs and other furniture used in laboratory work should be covered with a non-fabric material that can be easily decontaminated.
   g. Install biological safety cabinets in such a manner that fluctuations of the room supply and exhaust air do not cause the biological safety cabinets to operate outside their parameters for containment. Locate biological safety cabinets away from doors, from windows that can be opened, from heavily traveled laboratory areas, and from other potentially disruptive equipment so as to maintain the biological safety cabinets’ air flow parameters for containment.
   h. An eyewash station is readily available.
   i. Illumination is adequate for all activities, avoiding reflections and glare that could impede vision.
   j. There are no specific ventilation requirements. However, planning of new facilities should consider mechanical ventilation systems that provide an inward flow of air without recirculation to spaces outside of the laboratory. If the laboratory has windows that open to the exterior, they are fitted with fly screens.

**Preparing bacteria for experimentation**

A. **Revive bacteria**
   (*Overnight cultures should be grown only from a previously-tested bead or glycerol stock that was grown from a single colony or from a single colony on a fresh plate.*)
   1. Transfer 30 mL growth media into 50-mL autoclaved flask with sterile pipet.
   2. Raise cane of cryogenic vials from storage vessel. Use blue cryogenic glove if necessary. Vials of culture beads are labeled. Set vial on hood surface.
   3. Sterilize tweezers over gas flame.
   4. Take a culture bead out of its vial and drop it into the flask of media with the sterilized tweezers.
   5. Securely seal the vial and place back in storage. **Do not allow thawing.**
   6. Cap & label the flask and place on incubated shaker overnight (~16-20 hours) at proper growth temperature and 150 rpm.
   7. Sterilize tweezers again.

   from glycerol stock, replace bead steps 1 – 7 with:
   1. Set vial from cryogenic storage vessel on hood surface and let the frozen stock melt. Rubbing the vial between hands makes this happen faster.
   2. Transfer 600 µL of the liquid stock into the 30 mL of media using an autoclaved pipet tip.
   3. Dispose of the vial in a biohazard container.

   from glycerol stock, another alternative is to replace bead steps 1 – 4 with:
   1. Transfer 2 mL growth media into 15-mL sterile growth tube with sterile pipet.
   2. Raise cane of cryogenic vials from storage vessel. Vials of culture beads are labeled. Set vial on hood surface.
   3. Uncap the frozen liquid stock and scrape a small amount of ice from the surface of the culture using a sterile pipet tip.
   4. Place the pipet into the culture tube or streak out onto a prepared plate.
*Note: The thaw method is often intended for glycerol working stocks from -20 °C storage while the scrape method is more intended for glycerol reserve stocks from -80 °C.

from a single colony on a fresh agar plate, replace bead steps 1 – 5 with:

1. Transfer 2 mL growth media into 15-mL sterile growth tube with sterile pipet.
2. Open lid to plate and carefully scrape a colony off the agar surface using an autoclaved pipet tip.
3. Drop the tip into the media.

B. Grow bacteria

(*Cells revived overnight are in late log - stationary phase. Cells for experiments should be in mid-log phase to ensure that all cells are dividing so a transfer is necessary.*)

1. Transfer 100 mL media into 250-mL autoclaved flask with sterile pipet.
2. Temper the broth for 15 – 30 minutes by placing in the incubator.
3. Add 1 mL of revived cells using autoclaved pipet tip or 1 mL sterile pipet.
4. Place flask on incubated shaker table at 150 rpm and harvest at mid-exponential time (concentration ≅ 10⁸ cells/mL).

Media preparation

Procedure Time: 1 h + cooling time

1. Measure out appropriate mass of powdered broth.
2. Pour into a media bottle (either orange or purple capped).
3. Fill the bottle with DI water to the appropriate volume.
4. Cap tightly and mix thoroughly by shaking and inverting vigorously. (It helps to have some water in the bottom of the bottle before adding the dry powder to avoid clumping and sticking to the bottom.)
5. Place a piece of autoclave tape on the bottle.
6. Immediately after preparing, autoclave on liquid cycle for 20 minutes with the cap loosened.
7. Remove from autoclave and allow it to cool a bit under the flow hood before storing in the refrigerator with tightened cap and labeled.
8. Important notes:
   a. Never fill the media bottle more than ¼ full (adjust masses accordingly) for effective autoclaving.
   b. Avoid contamination. Always store autoclaved media in refrigerator and only open under laminar flow hood to keep sterile. Only place sterile pipets and pipet tips into media. Keep cap in hand or set top down if necessary. The bottle should be uncapped only for the minimum amount of time possible. For added sterility, flame the opening of the bottle before and after inserting a pipet.
   c. Before use, check for contamination of the media by gently swirling and watching for cloudiness. It is also a good idea to incubate a tube of only media during growth as a contamination control.
   d. Concentrated solutions of media (or media ingredients) can be made and then diluted before autoclaving. This is especially helpful when small masses are required. Just remember that with PBS, diluting 100mM IS PBS solution to 10mM PBS is not a simple dilution. A 10x 10mM PBS solution needs to be made for a direct dilution.

C. Wash & load bacteria

(*The cells are washed before experimentation to replace the growth medium with fresh growth media, a salt solution with no nutrients to arrest growth, or a buffered solution to control pH. Cell concentration can also be adjusted at this time.*)

1. Harvest cells at the mid-exponential point of growth, as determined by growth curve.
2. Wash the cells in the appropriate suspending medium (e.g., PBS)
   a. Place a given volume of bacteria broth solution in centrifuge tube by pipetting from culture flask and cap. NOTE: For BSL 2 bacteria (*B. cepacia* and *P. aeruginosa*), all opening of containers and transfer of liquid must be done under laminar flow hood. Bacteria of BSL 1 can be worked with on a bench top.
   b. Turn on and open centrifuge and remove metal cover.
   c. Place tube in centrifuge, being sure to balance the centrifuge.
   d. Replace centrifuge cover, close centrifuge, and begin centrifuging (5000 rpm (= 3,000 g) for 10 minutes).
e. At end of cycle, remove centrifuge tube carefully, making sure to not disrupt the pellet that has formed. Pipet the supernatant out into biohazard liquid waste container, again being careful not to disrupt the pellet. NOTE: If BSL 2, this is done under the laminar flow hood.
f. Pour fresh media into the tube and cap.
g. Vortex tube until the pellet is resuspended.
h. Repeat steps e-g twice more.
i. Resuspended bacteria solution is now ready for experimental use.

3. To load an electrophoresis cell, first make sure the cell has been appropriately cleaned (sonicated, acid soaked, and rinsed with deionized water) and contains no leaks.
   a. Check that the valves on the cell are closed and fill both sides of electrophoresis cell with bacteria solution to about the middle of the ground glass fittings.
   b. Carefully place appropriate electrodes (one by one) into ground glass fittings creating an airtight fit. Catch excess bacteria solution that may escape from cell as the electrodes are inserted by holding a paper towel to the openings. Clean any surfaces or gloves with ethanol afterwards.
   c. The loaded cell is now ready for experimentation. Now that it is sealed, it is safe to work with outside the laminar flow hood.

4. To load a capillary, first make sure it is properly cleaned (sonicated in a beaker with Alconox and deionized water solution, acid soak, and rinsed with deionized water) and secured to microscope slide with silicone sealant or paraffin wax.
   a. Pipet roughly 30 µL of bacteria solution at the edge of one capillary opening. Allow capillary action to draw the fluid into the capillary. Add more solution, if necessary, to fill capillary completely.
   b. Wipe any excess solution from slide.
   c. Capillary cell is now ready for experimentation.
   d. Dispose of slides in biohazard sharps container.
   5. Other possible experimental holders are the focht chamber, well-plates and test tubes.

Cryopreservation
(*In cryopreservation, cells are preserved by cooling to low sub-zero temperatures at which biological activity stops. The use of a cryoprotectant is necessary to avoid cell damage by ice formation upon freezing.*)

A. Initial notes
1. Reserve or working stock bacteria solutions of *Escherichia coli*, *Bacillus subtilis*, *Burkholderia cepacia*, and *Pseudomonas aeruginosa* may be obtained from the Logan lab in the Sackett Building (Civil and Environmental Engineering). The *Vibrio fischeri* stock originated from the ATCC.
2. Prepare a frozen stock of newly acquired or created strains as soon as possible.
3. Overnight cultures (grown to late-log / early stationary phase) should be grown only from a single colony on a fresh plate or from a previously-tested glycerol stock that was grown from a single colony.
4. Always prepare more than 1 vial of frozen stock. To ensure the genetic stability of a culture, the number of passages from the original must be minimized.
5. Use aseptic technique. You do not want your stocks contaminated!
6. The level of liquid nitrogen in the LN2 tank must be checked every week. If the level is low, then order more through the open account with Messer.
7. If not storing in liquid nitrogen but rather a sub-zero freezer, first flash freeze the vials of cells in liquid nitrogen before placing in the freezer. Sub-zero freezers are also available for use in the Cirino laboratory.

B. Culture bead preparation
1. The Microbank storage vials are located in the Extra Bio Supplies cabinet underneath the primary laboratory bench in Rm. 178.
2. With a marker, label the vials as desired (one organism per vial): organism, date, and initials. While labeling, avoid exposing the vials to direct light sources for any length of time.
3. Other than labeling, all other handling of the vials should be completed under the sterile laminar flow hood to avoid contamination.
4. Prepare an overnight culture of the desired organism.

5. Unscrew the cap of a vial and transfer about 850 µL of bacteria cells from the growth flask with a sterile pipet into the vials (enough to fill the vial).

6. After transfer, close the vial tightly, and gently invert 4-5 times to emulsify the organism. **Do not vortex.** At this stage, the cells should be attached to the porous beads.

7. Next, unscrew the vial cap, and then with a pipet fitted with a sterile tip, remove all the liquid present in each vial. Excess liquid causes clumping when the vials are frozen. Dispose of excess liquid in a waste container.

8. Repeat steps 5-9 if making multiple vials.

9. Tightly secure the vial caps and store in the liquid nitrogen tank.

C. Glycerol stock preparation

(*Most strains of bacteria can be stored for one to two years in glycerol solution at -20 °C. At -80 °C they can be stored almost for life time. It is preferred to store working stocks at -20 °C and archives at -80 °C.*)

1. **Prepare glycerol**
   a. To measure out 100% glycerol, use a syringe, the balance, or heat and pipet.
   b. Autoclave (20 min liquid cycle) a glycerol solution that is no more than 80% glycerol in DI water. Solutions greater than 80% are viscous and difficult to work with.
   c. Allow to cool.
   d. Dispense the sterile glycerol solution into sterile cryovials using a sterile pipet tip. An alternative is to dispense non-sterile glycerol solution into non-sterile vials and autoclave together. The final glycerol concentration after adding cells should be 20%.

*Note: Vials of sterilized glycerol can be prepared in batches ahead of time and stored at room temperature until required.

2. Label the vials.

3. Pipet the necessary volume of an overnight culture of cells into each vial to achieve the 20% glycerol concentration. Mix by pipetting a few times.

*Note: some protocols recommend using overnight cultures while others suggest to check the absorbance of the overnight culture and adjust to 0.4 – 0.6 by diluting and growing up for at least 20 minutes more so that the cells are in the exponential phase of growth yet have a high enough concentration for good revival.

4. Cap and vortex each vial after adding the cells to evenly disperse the glycerol.

5. Allow the cells to equilibrate with the glycerol at least 15 minutes but no more than 45 minutes. The vials can also be labeled during this time.

*Note: some protocols omit this equilibration step.

6. Freeze.

**Growth Curves**

(*Growth curves are performed to determine the mid-exponential phase growth time for each organism under specific growth conditions*)

**Procedure Time: 4+ h (end at start of stationary growth phase)**

1. Start an overnight culture of cryopreserved cells in the appropriate medium.

2. After the cells are revived, transfer 1 mL into 100 mL fresh, tempered media and incubate the flask at the appropriate growth temperature and shaking at 150 rpm. This is the start of the growth curve.

3. Zero the spectrophotometer with a cuvette of fresh, tempered media. \( \lambda = 600 \text{nm}, \) or the wavelength where maximum absorbance is achieved in the spectra.

4. Every 20 minutes transfer a sample of growing cells into a cuvette using aseptic technique to avoid contamination. Record the time and absorbance. Return the sample to flask to avoid losing too much volume.

5. Continue absorbance measurements until the exponential phase of growth ends. This is the point on the growth curve (log abs (or abs on a log scale) versus time) where the linear exponential phase steadies out.

6. To determine the mid-exponential time, find the start and end of the exponential phase, calculate the middle time, and add the lag phase time to obtain the total time to mid-exponential growth phase time.
7. To determine the doubling time, divide the log of 2 by the slope of the linear exponential phase.

**Actual cell counts**

(*A viable count or microscopy total count is necessary to determine the number of cells the absorbance at mid-exponential growth phase time actually represents.*)

A. Plate count (viable count)
   Procedure Time: 4 h prep + 1 h after incubation to read plates

1. Prepare agar plates
   a. Prepare media and add 15 g agar / L media before autoclaving.
   b. After autoclaving, set the media bottle under the flow hood and allow it to cool to the point where you are just able to touch it. Do not allow the agar to solidify (below 40 °C).
   c. Pour the media into plates (100x15mm) so that they are about 1/3 full (35-40 mL). Only lift the plate cover slightly above the plate.
   d. Recover and allow the plates to set.
   e. After the plates are set, if there is condensation on the agar surface, place the plates upside-down, tilted and resting on their covers, to allow the condensation to evaporate faster.
   f. Extra plates can be stored in the refrigerator. (Temper before use.)
   g. Rinse the media bottle right after it is emptied, before solidification.
   h. Label the bottoms of the plates with the desired identifications.

2. Prepare serial dilutions of the cell suspension
   a. Place 900 μL salt solution (PBS or NaCl or KCl) into small glass test tubes and autoclave covered with foil (or just make sure both are sterile).
   b. Add 100 μL of cells to the first test tube.
   c. Add 100 μL from the first tube into the second tube, and continue the serial 1/10 dilutions.

3. Prepare spread plates
   a. Pipet 100 μL of the desired dilution onto the center of one plate. For proper statistical analysis, plates containing between 30 and 300 colonies will give the most accurate results. It is recommended to plate the 3 dilutions that might achieve this and in triplicate.
   b. Flame sterilize a glass spreader by dipping into ethanol then passing through a flame to burn off the alcohol. Cool the spreader in the air or by touching it to the edge of the plate.
   c. Spread the inoculum over the surface gently with the cooled glass spreader. Be careful not to jab into the surface.
   d. Allowed the cells to be absorbed by the medium.
   e. Invert the plates and incubate upside-down (to avoid condensation from getting on the agar surface) at the necessary growth temperature.
   f. Incubate at least 24 hours and check for colonies. Incubate further until colonies have formed.

4. Count colonies
   a. Only count plates that contain 30 – 300 colonies. You can mark each colony with a marker to keep track of those counted.
   b. Each colony represents 1 colony forming unit (CFU), therefore 1 cell.
   c. Calculate #/mL the CFU, sample volume, and sample dilution.

B. Microscopy total count
   Procedure Time: 2 h

(*Absorbance is also considered a “total count” since it does not discriminate between live and dead cells. This microscopic total count can be turned into a live count with the use of Live/Dead BacLight, a fluorescent product that stains live and dead cells differently.*)

1. Load cells into a capillary or hemacytometer.
2. Allow the cells to settle.
3. Observe under the microscope and count the cells in the frame.
4. Determine the number of cells / mL.
Acid cleaning of glass for use with bacteria experiments

1. Sonicate glassware in a beaker containing Alconox solution prepared with deionized (DI) water for 10 min.
   *Note: Do not allow sonicator bath water to enter the beaker. Use a larger beaker (1 or 2 L for the large sonicator) filled with DI water as secondary containment if necessary.
2. Rinse thoroughly with copious amounts of DI water. If cleaning capillaries, run water through capillaries.
3. Sonicate in 50% ethanol as described in step 1.
4. Rinse with DI water as described in step 2.
5. Soak in 6 M hydrochloric acid for at least 1 hour.
   * Note: Always pour acid into water, not water into acid.
6. Rinse in DI water as described in step 2.
7. Clean glassware can be stored in DI water until use.
8. Set cover slips on Kim wipes under the flow hood to dry. To dry capillaries, touch one end to a Kim wipe and pinch until all the water is wicked out.

Piranha etch of glass or silicon wafers

(*Respect Piranha. You must first be trained in its use and know the emergency procedures detailed in section E of this document. Emergency contacts are: EH&S (5-6391) (after hours 3-1111) and 911.*)

A. Preparation
1. Make sure substrates are clean and dry prior to placing in the Piranha bath.
   *Note: Piranha is to be used to remove only residual contamination and to hydroxylate the substrate surface.
2. Sonicate the substrates in a 1:1 mixture of ethanol and DI water for 5 minutes and thoroughly dry with either air or N₂.
3. Set up the Pyrex dishes that will contain the Piranha. These must be under the acid fume hood inside of a square Pyrex dish as secondary containment.
4. Label all these dishes clearly stating they contain Piranha.
5. Make a caution sign stating Piranha is in use under the hood, sign and date it, and tape it to the sash.
6. Determine exactly how much Piranha you will need and do not make extra.
   a. Use a Piranha solution of 3:1 (v:v) sulfuric acid (H₂SO₄) and hydrogen peroxide (H₂O₂).
   b. Never make a Piranha solution with more than 50% hydrogen peroxide since a severe explosion could occur.
   c. Only make as much Piranha as you will use. Do not store. Dispose of excess properly (see section C).
   d. Avoid making large volumes of Piranha. If the substrates are Petri dish bottoms then it is recommended to just etch the bottoms and not the entire dish.
7. Wear the proper personal protection equipment- lab coat, acid apron, acid gloves, and acid goggles.

B. Etching
1. Measure out the sulfuric acid and pour it into the Piranha container you will be doing your substrate cleaning in. Sulfuric acid is located under the acid fume hood.
2. Measure out the hydrogen peroxide and pour it into the sulfuric acid. Hydrogen peroxide is in the large refrigerator. Always add hydrogen peroxide to acid.
   *Note: An exothermic reaction immediately takes place (you will see gas emitted and the solution becomes hot). Always keep the hood sash down so it is between you and the solution.
3. Immediately place the substrate in the Piranha and leave it uncovered for 30 min.
4. After cleaning remove the substrate from the solution with tweezers and place in a DI water bath. Rinse very well with DI water.

C. Clean-up and waste disposal
1. The Piranha solution should not be hot after 30 minutes but be careful in case it is. If it feels warm then let it sit open until it cools.
2. Pour the solution into the bottle kept in the back left corner of the fume hood labeled Piranha waste. Use a funnel and keep the bottle in the back corner overnight uncovered.
3. Place the containers in a water bath and thoroughly rinse with DI water.
4. The next day pour the Piranha waste into the official waste bottle (labeled and located in the back left corner in the bottom of the hood). Overnight the Piranha should have finished giving off any gas, but do not tightly cap this official waste bottle, just in case.
   *Note: Only put acid Piranha waste in the acid Piranha waste container. Do not add any other acid waste or vary the sulfuric acid: hydrogen peroxide ratio greatly.
5. Do not fill the Piranha waste bottle into the neck of the bottle. Start another container and alert the safety officer (or EHS directly) to get a pick-up of the filled container.

D. Further notes
1. The 3:1 sulfuric acid: hydrogen peroxide solution used for 30 minutes is a standard Piranha protocol.
   a. Other ratios can be used for different lengths of time and different temperatures.
   b. **Never** exceed 50% hydrogen peroxide.
   c. A heated base Piranha solution can be used (3:1 ammonium hydroxide: hydrogen peroxide). Store waste separately!
2. If any other solutions (water, acids, bases, acetone, alcohol, or other organics) splash or spray into the Piranha the exothermic reaction will accelerate. Be very careful and do not leave wash bottles in the fume hood.
3. Only make as much Piranha solution as necessary.
   a. Do not store Piranha.
   b. Dispose of excess as stated above.

E. Emergency steps for exposure
1. Have someone contact EH&S (**5-6391**) (after hours **3-1111**) and **911**.
2. Skin contact-
   a. Leave the area and go under a safety shower.
   b. Remove all contaminated clothing and rinse skin at least 15 min.
3. Eye contact-
   a. Irrigate eyes for at least 15 minutes at the eyewash keeping eyelids apart and away from eyeballs.
   b. Place ice pack on eyes until reaching emergency room.
4. Inhalation burns the upper respiratory tract but symptoms may be delayed (coughing and/or tightness in chest).
   a. If conscious, get assisted into an area with fresh air and seek medical attention.

Focht chamber (Bioptechs' parallel plate flow chamber)
A. Assembly (refer to Focht chamber diagram on next page)
1. Turn the top of the chamber (white) upside-down. Place the upper gasket (.75mm thick) into the recess while aligning the perfusion clearance holes with the perfusion tubes.
2. Place the micro-aqueduct slide on the upper gasket so that it is aligned with perfusion tubes (grooved side up). Do not force the slide down on the tubes.
3. Place the lower gasket (0.1mm - 1.0mm thick) onto the micro-aqueduct slide and press around the perimeter creating a seal. These gaskets can be ordered with custom shapes. A convenient one has the following rectangular geometry: 0.25 mm high × 3.0 mm wide × 22 mm long.
4. Perfuse some media through the perfusion port producing a bead on the surface of the slide to displace air trapped in the line.
5. Lower the cover slip (40 mm diameter) onto the bead until it is resting on the gasket.
6. Place the closure assembly on top of this stack while aligning the black electrical connector with the oval slot in the chamber top. Maintain a gentle pressure while turning the chamber over so that it is right side up then can observe as the four paws engage the top through the depressions about the perimeter. Turn the large knurled ring counter-clockwise until tight (yes, lefty-tighty in this case). This will symmetrically tighten and seal the chamber.
B. Mounting
1. The chamber can now be mounted onto the microscope adapter and setting in place with the screw.
2. Place on the microscope stage, fitted with the special chamber stage plate.
3. Attach perfusion tubing to the inlet and outlet ports of the chamber. Bioptechs recommends 1/16" Tygon #2275 tubing for best biocompatibility and ease of use. Generic silicone tubing is fine.
4. Check for bubbles & leaks when initially flowing sample through. It may be necessary to reconnect tubing if bubbles do exist or to take apart & repeat assembly if leaking.
5. The vertical portion of the drain tubing which extends down from the stage if using a waste receptacle will create a siphon and form negative pressure in the chamber. This negative pressure will cause the cover slip to flex. This can be eliminated by breaking the siphon at a point equal to the height of the specimen with a "T" fitting.
6. Keep the pump as close to the chamber as possible and tubing lengths as short as possible. Also locate at or slightly above the level of the chamber. Tape down tubing so it remains steady.

C. Break-down
1. Remove assembly from the microscope stage and its adapter plate. Replace the custom stage plate with the regular slide plate.
2. Rotate the large knurled ring in the base of the chamber clockwise (yes, righty-loosey) until it stops. This will release and disengage the chamber top.
3. If using temperature control, hold the white portion of the chamber while simultaneously (using thumb and forefinger) rotating CCW the two smaller knurled nuts located on either side of the black electrical contact unit. This will remove the black portion which contains sensitive electronics so that they can remain dry.
4. Remove the rest of the component.

D. Clean-up
1. The closure assembly (metal part) and power/sensor connector do not come into contact with the specimen and should only be cleaned with a damp cloth or alcohol wipe. DO NOT immerse either one in liquid.
2. Cover slips and gaskets should be hand cleaned and short-cycle autoclaved before use. Do not use alcohol on gaskets.
3. The white plastic (Delrin) portion of the FCS2 will be in fluid communication with the specimen and can be autoclaved at 120°C for 15 minutes.
4. Tubing and fittings can be autoclaved as well.

Microscope Use Instructions
(*The Nikon manual is also a good reference for microscope use.*)
1. Turning on the microscope:
   1. Flip the power switches “ON” which are found on the two grey power supplies located near the microscope. One is power to the microscope and the other to the stage.
   2. Make sure the power adapter for the camera is plugged in.
   3. Press the power buttons on both the television and DVD player if intending to view the images on a monitor.
   4. Push in the dia-illumination switch (white button on left side) for the light bulb to turn ON.
   5. Rotate the brightness adjustment dial, located under the dia-illumination switch (white button), clockwise until the optimum brightness for viewing is reached.
2. Placing a sample on the stage and focusing:
   1. Tilt the upper half of the microscope (condenser, dia-illuminator) back to easily maneuver the sample on the stage by loosening the knob which is located on the back of the microscope in the middle of the arm that extends upward.
   2. Turn the turret which holds the objectives until the desired objective is directly under the stage and locked into the optical path.
   3. If using an objective requiring oil or water, carefully place one drop of oil or water on the lens. If necessary, use lens paper to wipe off excess liquid without touching the lens.
   4. Take the prepared slide and invert it before placing it into the designated indentation on the stage plate and fastening with the spring-loaded clamp.
5. Use the joystick to position the objective below the desired viewing section on the slide.
6. Use the coarse focus knob to lower the stage in order to roughly focus the slide image. If using the objectives requiring a liquid, lower the stage until the liquid touches and noticeably disperses on the slide.
7. Move to section 3 if the microscope’s field of view is not adjusted correctly.
8. Then, on the right side of the remote control pad, adjust the fine focus knob until the sample is clearly visible.
9. Adjust the brightness to properly brighten the image.
10. With the joystick, move the stage to view the entire sample. The black vertical button to the left of the joystick adjusts the maximum stage speed. Pressing once reduces the speed to 25% of the maximum, pressing a second time increases to 50% of the maximum, and a third time returns to 100% speed. This cycle can be repeated by continually pressing the button.

3. Kohler Illumination:
   (*Kohler Illumination is important to achieve uniformly bright images without glare. If using DIC, fluorescence, or laser trapping, Kohler Illuminate first.*)
   1. While looking into the eyepiece tube, turn the optical path switch-over dial located on the right side until some light is seen through the eyepiece (Port 1 is the eyepiece and Port 5 is the camera).
   2. Center the condenser by lowering the field diaphragm lever (F-stop) on the dia-illuminator until the field diaphragm image, which appears as a stop sign, is in view.
   3. Adjust the condenser focus knob to bring the “stop sign” image into focus.
   4. Then, turn the two condenser centering screws to center the field diaphragm image in the field of view.
   5. Adjust the condenser aperture diaphragm by moving the lever just above the condenser to the left or right. Narrowing (to the left) decreases illumination and brightness while increasing contrast and depth of focus.
   6. Finally, move the field diaphragm lever on the dia-illuminator until the field diaphragm image is the same size as the view field.
   7. Return to Section 2, Step 8.

4. Using Differential Interference Contrast Attachment (DIC):
   (*Differential interference Contrast illuminates transparent subjects through the generation of different levels of light intensity which create a 3-D effect.*)
   1. Follow microscope use steps 1-3 first.
   2. In the microscope parts and accessories drawer near the microscope, locate the DIC prism (known as Wollaston or Nomarski prisms) which corresponds to the objective in use: 100x, 40x, 20x, etc.
   3. Remove the plastic spacer which rests beneath objective, a part of the turret. Fully insert the DIC prism into the turret beneath the desired objective.
   4. Next, adjust the DIC module which is attached to the condenser turret which is located directly above the condenser lens. Rotate the module until it clicks into place at the appropriate module setting. (When not using DIC, the module setting will be set at A.) The module setting depends upon the objective numerical aperture. For the 100x Oil Immersion Objective, the $\infty H$ module setting is used. For the 40x, 20x, and 10x objective, the $\infty M$ module setting is used (H denotes high magnification and M medium magnification).
   5. Then, beneath the objective turret, directly above the right port, fully slide the T-A analyzer until it reaches the second click stop position in order to bring the analyzer into the optical pathway. The vibration direction lever, on the far right end of the T-A analyzer, should be centered. On the old microscope this is kind of hidden below the filter holder slider on the right side below the objective turret.
   6. Finally, slide the polarizer (just above the condenser) fully to the left. The polarizer rotation lever may be adjusted to further fine tune the contrast of the illuminated subject. Lining up the dot midway between the left-most mark and the center mark is usually good.

5. Shut Down
   1. Push in the dia-illumination switch (white button on the left side) for the light bulb to turn OFF.
2. Tilt the upper half of the microscope (condenser, dia-illuminator) back to easily remove the sample from the stage by loosening the knob which is located on the back of the microscope in the middle of the arm that extends upward.

3. Use the coarse focus knob to lower the stage until fully lowered to prevent scratching of the lens when removing the slide.

4. Press the spring-loaded clamp to release the slide from the designated indentation on the stage plate and remove the slide. Dispose of the slide in the broken glass container, or if bacteria was used, in the Biohazard Sharps container.

5. If using an oil objective, use lens paper to clean the excess oil. Be careful to avoid touching the lens of the objective.

6. Flip “OFF” the power switches on the two grey power supplies located near the microscope. One is power to the stage and the other to the microscope.

7. When the microscope has cooled, place the microscope cover carefully over the microscope to prevent dirt and dust from affecting the scope.

10. Make sure any filters used for DIC, fluorescence, or laser trapping are removed.

6. Lens cleaning
   1. Occasionally the camera lens (or other) will have to be cleaned. Cleaning will help eliminate spots on images.
   2. Blow with dust free air from a can.
   3. Fold lens paper to create a folded edge that is a little longer than the size of the optic.
   4. Put 100% ethanol or acetone onto the paper swab.
   5. Wipe with one continuous motion.
   6. Repeat and apply pressure to remove stubborn spots.
   7. Gently dry with air can, aiming short gentle bursts away from the surface and only around the outer casing.
   8. Call Nikon for further cleaning. Routine servicing should be scheduled each year.

7. Image capturing
   1. Scion image
      a. Open Scion image. Select the LG camera if on the old microscope.
      b. Go to “Special” and select “Start Capturing”.
      c. The light may need to be turned up.
      d. To save a single frame
         i. Go to “File” and “Save as” to save the current frame.
         ii. Alternatively, go to “Edit” and “Select all” and then go to “”.
      e. To save a stack of frames
      f. To integrate an image over some time
   2. DVD
      a. Turn on the TV and DVD recorder.
      b. Insert a DVD (+R for the new microscope, -R for the old microscope).
      c. Select the desired recording quality by scrolling through the record times.
      d. On the remote press “Monitor” if on the new microscope or “Return” if on the old microscope to get the camera feed.
         *Note: Occasionally the feed channel needs to be set on the DVD recorder on the new microscope. To do so, press “monitor” then press the channel up button until CAM1 is selected.
      e. Hit record on the DVD recorder.
      f. Press pause to pause recording or stop to end a chapter on the DVD.
      g. New chapters can be added to DVDs that are not filled for subsequent experiments.
      h. To be able to play the DVD in a computer it must first be finalized. Descriptive names can be assigned to chapters before this. Once finalized, no more recording can be done on the DVD.
3. Making a clip from a DVD using Dazzle Movie Maker
   a. Turn on the TV and DVD recorder and insert the desired DVD.
   b. Make sure Dazzle is plugged in.
   c. Open Movie Star. There is an icon on the desktop.
   d. Click on the still camera image on the right of the window if taking 1 frame, or the video camera image if taking a clip.
   e. Movie Star should now show what is playing on the TV. If not, then restart the computer.
   f. Click the camera on the desired frame, or the record and stop button on the desired frames.
   g. Copy the clip from Movie Star’s directory on the left of the window.

8. Stage controller commands and programming
   (*The Prior manual gives good details starting on p 33 on using general commands and programming the stage controller*)
   1. Open the stage controller program prior.ht with the stage on. The icon is on the desktop.
   2. Useful commands (commands and arguments are separated using a space, comma, semi-colon, tab, equals, colon, or equals):
      a. Carriage return <cr>- reports the stage position in x,y,z
      b. O speed% <cr>- sets the stage speed. Enter speed percentage values 1-100.
      c. O no argument <cr>- reports the joystick speed. Includes button speed (see step 10 in the focusing section) so that if the button speed is at 50% and O is set to 50 then a value of 25 is reported.
      d. G x,y,z <cr>- “Go” moves the stage to an absolute position x,y,z. Z is optional.
      e. GR x,y,z <cr>- “Go relative” moves the stage by the amount specified by x,y,z (in microns). Z is optional.
      f. K <cr>- an emergency stop. Mechanical inertia may result.
   3. Programming the stage
      a. COMP 0 <cr>- sets the controller compatibility mode to standard.
      b. MACRO <cr>- starts recording program code
      c. GR x,y,z <cr>- Go relative, in microns
      d. WAIT t <cr>- stage movement pauses for time in milliseconds
      e. Continue program
      f. MACRO <cr>- runs through the program one time
      g. Using the SOAK command rather than MACRO will repeatedly loop the program and report the number of complete cycles on each pass. Stop a SOAK program by entering an action. The current cycle will complete and then stop.

Laser trap alignment
   (*The laser can damage the eyes and skin. Wear the green laser goggles at all times while the laser power is up. Close the all shades and doors and warn others in the lab that the laser is on and to put on goggles. Do not place hands in the laser path.*)
   1. Set up the laser on the optical table behind the microscope.
   2. Turn the key on the power supply to the laser ¼ turn to the right and allow to warm-up.
   3. During warm-up, turn on the microscope and Kohler illuminate with the 40× objective in place (no DIC).
   4. Remove the 40× objective.
   5. Tilt the condenser arm up.
   6. Pull out the dichroic filter by pulling out the filter holder on the right under the objective turret on the old microscope to the “DK” position or by turning the wheel on the left just below the objective turret and behind the yellow filter holder cover to position #1.
   7. Make sure that the epi-port is open, either by removing the tape (old microscope) or moving the lever under the objective turret from C to O (new microscope).
   8. Make sure the eyepiece port is closed and 100% of the light is entering the camera.
   9. Turn on the laser (push in the red “on/off” button on the power supply).
10. Bring power up to 60 mW (7.9% total power) by slowly turning the knob on the power supply. The power will go up slowly at first and then faster as it gets higher. With the camera feed going to the TV, the laser spot should become visible (if almost centered).

11. Center the laser by adjusting it left and right (by hand) and up and down (by turning the knob on its stand).

12. If having troubling aligning, use the photosensitive cards. First hold the card up to the epi-port and make sure the laser is entering centered. Once properly adjusting the laser, then hold the card to the objective hole and make sure the laser spot circular and centered. Continue with increasingly larger magnification objectives.

13. Put the beam expander on the optical table in between the laser and the back of the microscope. Gently tighten the screws that clamp down on it. Align it to maximize the spot on the monitor. Again, use the photosensitive cards to make sure the beam expander is aligned by holding the cards up to the entrance of the beam expander, the epi-port, the objective hole, and finally objectives, adjusting the beam expander at each step.

14. Insert the filter in the camera port during experimentation to save the life of the camera.

15. After experimentation, turn down the laser power and turn off with the red button.

16. Leave the power supply on for 10 extra minutes to allow for cool-down. Then turn the key ¼ turn to the left to completely shut down.

17. Remove the beam expander and recap everything so the lenses do not get dusty or scratched.

18. Close the epi-port and remove the filter from the camera port.

**Adherence To Hydrocarbons (ATH) Test**

1. Use borosilicate glass test tubes (12 x 75 mm) with caps, cleaned according glass cleaning SOP.

2. Rinse the test tubes with the media of interest. The results will vary depending on ionic strength so use the same conditions you have in your experiments, e.g. 100mM PBS.

3. Suspend your colloidal sample (cells or particles) in media to the desired concentration and pipet 1.3 mL into each test tube.

4. Add 0.3 mL of hydrocarbon to each test tube. I use n-hexadecane.

5. Cap the test tubes and vortex each for 2 min on setting 5.

6. Allow the vortexed test tubes to rest for phase separation, about 15 min.

7. After phase separation, prepare your sample for the spectrophotometer.
   - Carefully transfer 1 mL of the aqueous phase (the denser phase) using a long-tipped pipet tip or needle into a cuvette.
   - Dilute with 3 mL of media to fill the cuvette if using large-volume cuvettes.

8. For the blank, use the same concentration of colloids prepared in step 3. Place 1 mL of it into a cuvette and dilute as in step 7 if necessary.

9. Measure absorbance at 600 nm (or the wavelength for maximum absorbance as determined by the spectra) to calculate the fraction of sample removed to the hydrocarbon phase, and thus hydrophobicity.
   * Make sure all substances are at the same temperature.
   * This protocol may be modified, but the key is to be consistent between batches. Results will vary with colloidal concentration, aqueous volume, hydrocarbon volume, and vortexing.

**Laminar flow hood use**

(*"The most important part of a laminar flow hood is a high efficiency bacteria-retainive filter. Room air is taken into the unit and passed through a pre-filter to remove gross contaminants (lint, dust etc). The air is then compressed and channeled up behind and through the HEPA filter (High Efficiency Particulate Air filter) in a laminar flow fashion. That is, the purified air flows out over the entire work surface in parallel lines at a uniform velocity. The HEPA filter removes nearly all of the bacteria from the air. (2)" *)

1. provide clean air to the working surface area.
2. provide a constant flow of air out of the work area to prevent room air from entering.
3. remove contaminants introduced into the work area by personnel by suspending in air flow out from the hood.

   * Are not to be used as a fume hood since exhaust goes into the room.
1. Leave the hood on. If turned off for any reason, it should be on for at least 30 minutes and thoroughly cleaned before reusing.

2. Rinse gloved hands with 70% ethanol before entering the hood. It is also recommended to wear long sleeves to minimize the shedding of skin into the work area. Open cuffs allow the entrapment of contaminated air between the wrist and forearms and the inside sleeves, which can then be introduced into the work area. Avoid abrupt movements or wear fitted cuffs.

3. Clean the hood before use by wiping with alcohol. (The plastic sides and glass sash should also be cleaned periodically.) To UV sterilize, turn on the UV lamp with the sash down for about 20 min.

4. Place desired objects into hood
   a. Wipe down all objects to be placed under the hood to remove excess dust.
   b. Keep instruments at a comfortable distance from the opening of the hood.
   c. Wait 5 min before beginning work under the hood to allow sufficient time for the ultra-clean air passing over the work area to remove airborne contamination, especially particulate matter from the newly introduced items.
   d. Outer pouches and wraps should be removed at the edge of the work area as the sterile contents are pulled into the work area. Do not set the wrappings down in the flow hood.

5. Perform work under the flow hood carefully
   a. Make sure the hood is uncluttered and that nothing obstructs the vents
   b. The bottom of the sash should be at armpit level.
   c. Conduct work as far into the work area as possible, at least 4” from the front grill.
   d. Keep hands within the cleaned area of the hood as much as possible. Do not touch hair, face or clothing.
   e. Do not allow hands to obstruct airflow around the openings of sterile containers.
   f. Avoid disruptive air currents
      i. Make sure you have everything you need before you start working to avoid repeatedly getting up.
      ii. Keep coughing, quick movements, talking, etc. to a minimum.
      iii. Try to keep the working area away from drafts, traffic, and excessive activity.
      iv. Avoid the use of an open flame inside the cabinet, as it disrupts the air.

6. Clean up after yourself
   a. Remove items and make sure it is not left cluttered.
   b. Wipe down with ethanol.
   c. Leave flow hood on.

Appendix C

Magnetic Separation for *in situ* Environmental Remediation of Polycyclic Aromatic Hydrocarbons*

This study examines the use of polymer coated magnetic particles to sequester polycyclic aromatic hydrocarbons (PAH) from the environment for subsequent removal via magnetic interactions. Polystyrene particles were able to extract only 5% of a 0.1 mole fraction non-aqueous solution of naphthalene in hexadecane. Removal of magnetic particles from columns of PBS liquid media using a neodymium magnet showed very good agreement with a model of the magnetic removal that predicted positive particle velocities down to a depth of 4.6 cm. Particle removal decreased from 91% in a PBS column to 57% in sand. Particle removal from sand was improved by insertion of an iron rod into the column. This magnetic well assisted technique resulted in 65% particle removal. Another modification coined magnetic barrier assisted particle removal employed a steel wool filter in the sand column. The steel wool filter alone achieved 59% particle removal. If the steel wool filter was magnetized by application of the magnet, removal increased to 93%. With such modifications, *in situ* remediation via magnetic separation could be a viable technology.

* Parent comprehensive project.
1. Introduction

Polycyclic aromatic hydrocarbons (PAHs) are a group of compounds that enter the environment through the combustion of organics from both natural events (such as brush fires) and human activities (such as fuel combustion)\(^1\). PAHs have been detected in air, soil, sediments, water, and foods. Data detailing the effects of human exposure to a single pure PAH are limited. However, many different PAHs cause cancer to exposed laboratory animals and extrapolated estimates suggest the compounds are also human carcinogens\(^2\). Although direct human exposure to PAHs from aquatic and soil sources is not a major concern, PAHs accumulate in the food chain and are released into the atmosphere during clean-up activities. Freshwater amphipod survival is reduced from 100% in a sand control to 0% in East River, New York sediments, due to PAH contamination\(^3\). PAH remediation costs and time can range from $75/t soil for 4 months with soil washing (a New Jersey Superfund site), to $340/t soil for 18 months with thermal desorption (a Michigan Superfund site), to $14/1000 gal water at an on-going operation using pump-and-treat technology, (US DOE Kansas City plant)\(^4\).

Due to the hydrophobic nature of PAHs, the contaminants tend to accumulate in sediments and soils, deposited there either from the air or from sources leaking petroleum\(^1\). PAHs partition to hydrophobic soil particles and pores and non-aqueous phase liquids (NAPLs) from which removal is difficult. Certain bacteria and fungi are able to degrade PAHs, but because of the contaminant’s affinity for natural sequestration it has a low bioavailability\(^5\).

To increase the bioavailability of PAHs and thus render the persistent environmental contaminant degradable, we investigate the use of polymer encapsulated magnetic particles to sequester and remove PAHs from soils and waters with a magnetic separation technique. Magnetic separation is a technology that has been implemented since 1970 when it was first applied in the ceramics industry to remove mineral impurities from kaolin slurry\(^6\). Since then
magnetic separations have been considered for the removal of radioactive elements\textsuperscript{7}, toxic metals\textsuperscript{8}, phosphates\textsuperscript{9}, and viruses\textsuperscript{10} from waste streams.

High-gradient magnetic separation (HGMS) is the magnetic separation technique most commonly studied for use in contaminant collection. The high processing rates and simplicity HGMS offers has made it an attractive approach\textsuperscript{11}. Briefly, in HGMS a waste stream flows through the bore of a magnet (an electromagnet\textsuperscript{6} or a permanent magnet\textsuperscript{12}) that is packed with a large pore volume magnetic matrix (such as stainless steel wool\textsuperscript{6}) where contaminants collect via attractive magnetic forces. It is the magnetic matrix that causes the high gradients in the applied magnetic field. If HGMS is applied to polluted soil then the soil must first be transported to the processing plant and suspended in an aqueous phase (and subsequently recovered from the aqueous phase after treatment)\textsuperscript{13}. If the contaminant is not naturally magnetic then the waste stream is first seeded with magnetic carriers to which the contaminants sorb\textsuperscript{13}. The matrix material needs to be cleaned intermittently at which point the magnetic carriers can be recycled\textsuperscript{14}.

In addition to the essential magnetic separation items— the magnetic carrier and the magnet, magnetic separations for soil or water remediation would also require excavators and transportation machinery to transport the contaminated soil or water to an off-site processing plant, suspension and recovery of the soil in an aqueous phase, and processing equipment such as tanks, mixers, and pumps. Excavation costs alone can total $150/\text{yd}^3$ for site preparation, excavation, transportation, and backfilling\textsuperscript{15}. Removal also disrupts the local ecosystem and causes contaminant loss to the atmosphere\textsuperscript{3}. In situ magnetic separation for remediation of soil or water would avoid these disadvantages, but does not exist and has never been applied. We investigate the possibility of implementing magnetic separations for in situ remediation of PAHs from soil and water both as a stand-alone process and also in conjunction with other in situ remediation technologies currently in use. Specifically, permeable reactive barriers and
Recirculation wells seem amenable to being combined with or modified to include magnetic separations for enhanced remediation.

We begin by measuring the ability of polymer encapsulated particles to adsorb the PAH naphthalene from a non-aqueous phase. We then address three in situ magnetic separation schemes: 1) stand-alone magnetic particle removal from water and from soil, 2) magnetic well assisted magnetic particle removal, and 3) magnetic barrier assisted magnetic particle removal. Ultimately these techniques could serve to increase PAHs bioavailability for enhanced in situ bioremediation and to remove PAHs without excavation for further treatment off-site.

2. Materials and Methods

2.1. Naphthalene sequestration from a non-aqueous phase

Particle solutions containing 0, 10⁶, or 10⁸ particles/mL were made in 10 mM phosphate buffered saline (PBS) of pH 7.3. The particles were carboxyl hydrophobic polystyrene microspheres of 3.2-µm diameter (Interfacial Dynamics). Solutions with a 0.1 mole fraction of naphthalene in hexadecane were made by heating to 50°C to fully dissolve the naphthalene. A maximum mole fraction of 0.17 can be achieved with naphthalene dissolved in hexadecane¹⁶ so an intermediate mole fraction of 0.1 was chosen. Five milliliters of the naphthalene solution were added to 15 mL of aqueous particle solution in glass vials, which were then capped and agitated at 150 rpm. Removal of naphthalene from hexadecane by the particles was measured by sampling the hexadecane phase at different times, filtering to remove any particles, and measuring absorbance with a UV-visible light spectrophotometer (Helios) at λ = 317.5 nm. A calibration was conducted by obtaining absorbance measurements for dilutions of the 0.1 mole fraction naphthalene solution with 0 set as pure hexadecane. Each sample’s absorbance was compared to the original 0.1 mole fraction naphthalene in hexadecane solution to calculate the fraction of naphthalene removed.
2.2. Soil column preparation

White quartz sand particles (Sigma-Aldrich #274739) 210-300 µm in diameter were used as model soil. The sand was prepared by sonicating in deionized (DI) water for 1 h, rinsing every 10 min. It was then soaked in 10% sulfuric acid on a 180 rpm shaker for 3 h after which it was rinsed with copious amounts of DI water. The porosity $\theta$, which is the ratio of the void volume to the total volume in a column of soil, was measured as $\theta = 0.44\pm0.02$ by filling a graduated cylinder with dry sand to 7 mL, adding 10 mL water, and measuring the total volume.

The sticking coefficient $\alpha$, which is the ratio of the number of times a particle attaches to a sand grain to the number of times a particle comes into contact with a sand grain, was calculated as $\alpha << 0.01$, based on the DLVO theory\textsuperscript{17}.

\[
\alpha = 2a_p\kappa \exp\left(\frac{-\psi_{\text{max}}}{k_BT}\right)
\]

(1)

$a_p$ is the particle radius, $\kappa$ is the inverse Debye length, $\psi_{\text{max}}$ is the potential energy at the secondary minimum based on the DLVO theory, $k_B$ is the Boltzman constant, and $T$ is temperature. The Hogg-Healy-Fuerstenau formula for spheres was used to calculate the electrostatic potential and the Lifshitz theory for the van der Waals potential to determine $\psi_{\text{max}}$. The sticking coefficient was also verified experimentally. The clean sand was pipetted into a 10-mL plastic syringe to a height of 5 cm. After rinsing the column with 10 mL 10 mM PBS media, 10 mL of the $10^6$ particles/mL solution was pumped at a flow rate of 4 mL/min into the column and the effluent was collected for analysis. The sand was also sampled at 1-cm depths and sonicated to remove any attached particles. After allowing the sand to separate by gravity the samples were observed using a Nikon TE 300 Eclipse inverted optical video microscope with a 20× objective. Images were captured with a CCD camera and Scion Image Acquisition Software.
(Scion Corporation). After settling through the 200-µm high capillary holder, particles were counted and averaged over 10 frames that were 282 × 212 µm.

These measurements (Figure 1) allowed for calculation of $N/N_0$ (the number of particles exiting a length of the column over the number of particles initially entering the column), and thus the sticking coefficient $\alpha$ based on the Rajagopalan and Tien (RT) model of particle transport through porous media$^{18}$.

$$\alpha = \frac{-2 \ln \left( \frac{N}{N_0} \right) a_c}{3(1 - \theta)L \eta_{RT}}$$  \hspace{1cm} (2)

The soil radius is represented by $a_c$, the column length by $L$, and $\eta_{RT}$ is the collector efficiency, which is a function of the particle diffusion, interception, and settling$^{19}$.

![Figure 1](image)

**Figure 1.** Sample images captured to calculate $N_0$ from the initial particle solution (A) and $N$ from the particles in the effluent (B). Also shown is an image of particles that remained in the column attached to the sand at a depth of 5 cm that were removed by sonication for analysis (C). The lower images are cropped to show only the upper right quarter of one frame. The entire frames show $N/N_0 = 18/19$ and the 1 particle that remained in the column (at arrow) as well as a few debris particles from the sand. These are 1 of 10 frames taken for each the influent, effluent, and sand samples for this particular run.
2.3. Magnetic removal of particles

Polymer encapsulated spherical superparamagnetic particles of 2.8-µm diameter, 11.4% magnetite, and 1200 kg/m³ density were purchased from Bangs Laboratories. A 10⁶ particles/mL solution of these magnetic particles in 10 mM PBS was transferred to a 100-mL graduated cylinder to heights of 2, 5, 10, 15, and 20 cm. A neodymium (Nd) cylindrical magnet (K & J Magnetics) 25.4 mm in diameter and 25.4 mm in length was covered with tape so that any magnetic particles attracted to the magnet could be easily removed. The magnetic field of this magnet at a distance of 5 cm is 100 G, as measured by a gaussmeter (AlphaLab). The magnet was placed in the graduated cylinder at a depth where it was just in contact with the particle solution. After 5 min the magnet was removed and the particle solution was mixed and sonicated. The decrease in particle concentration was determined with a UV-visible light spectrophotometer and verified with a direct count under 20× magnification as described above.

Magnetic particle removal from PBS was also measured on a microscopic scale in a capillary with dimensions 2 × 0.2 × 68 mm. The capillary was cut to a length of 68 mm to accommodate the constraints of the microscope stage plate. Once filled with a 10⁶ magnetic particles/mL solution, the capillary was secured in a vertical position and the Nd magnet was placed on top. After 30 min the magnet was removed and the capillary was carefully transferred to a glass slide where particle concentration at each centimeter was determined under 20× magnification as described above.

The magnetic removal of particles from the sand column was tested by filling a 10-mL plastic syringe that was cut to a height of 5 cm with the prepared sand and then 10⁶ particles/mL solution. The Nd magnet was placed on the top of the column for 30 min. Afterwards, the sand was sonicated to remove any attached particles and allowed to separate by gravity. The solution was imaged under 20× magnification and the particles were counted as described above. The
magnetic well condition involved inserting an iron nail into the syringe before filling with the sand. For the magnetic barrier condition, the sand column was placed horizontally rather than vertically. The syringe was cut in half length-wise to make a trough. A magnetic filter of steel wool was placed centrally and the column was filled with the sand. The $10^6$ particles/mL solution was pumped in at 4 mL/min, either with the Nd magnet placed on the steel wool or without the magnet, until the column was full. The 2 cm before, at, and after the filter were sampled and analyzed as described above.

3. Results and discussion

3.1. Contaminant sequestration

The contaminant sequestration experiments did not show a large removal of naphthalene from the non-aqueous phase using polystyrene particles (Figure 2). After 76 h the particles were able to remove 5% of the naphthalene.

![Figure 2. Removal of naphthalene from the non-aqueous phase (hexadecane).](image)

Figure 2. Removal of naphthalene from the non-aqueous phase (hexadecane). Samples of a 0.1 mole fraction of naphthalene in hexadecane solution were added to aqueous particle solutions of varying concentration ($10^6$ particles/mL—open circles, $10^8$ particles/mL—closed circles) and allowed to shake for varying time. The 0 particles/mL data are not shown because there was not enough phase separation after shaking to sample and analyze the non-aqueous phase.
The overall concentration of naphthalene in the sample was over 10,000 ppm by mass. Menzie et al. compile data on environmental PAH concentrations from literature and monitoring programs and report a median PAH concentration of 1.4 ppm by mass in sediment\textsuperscript{20}. The sequestration experiment should be repeated with lower naphthalene concentrations to test particle saturation limits. In special cases however, PAH contamination can be orders of magnitude larger. The PAH concentration at a Superfund site in Brainerd/Baxter, Minnesota was measured as 70,633 ppm by mass\textsuperscript{1}, a concentration that these particular polystyrene particles would not be able to remove. The original idea was that naphthalene would sequester to the polystyrene via hydrophobic interactions. The actual hydrophobicity of the particles needs to be determined, which can be accomplished using an adherence to hydrocarbons (ATH) test, a technique previously used by our group\textsuperscript{21}.

A few authors have recently focused on developing novel techniques to sequester PAHs using various substances such as aspen wood fiber\textsuperscript{22}, cyclodextrins\textsuperscript{23}, and amphiphilic polyurethane\textsuperscript{24,25}. Functionalizing magnetic particles with these substances should be investigated for effective sequestration of PAHs and subsequent magnetic removal. Magnetic particles can be synthesized with various coatings such as titania and polystyrene\textsuperscript{26,27}, and silica\textsuperscript{28}, so we are not limited by the types of particles offered commercially.

3.2. Magnetic removal of particles

The forces acting on a particle in a column with a magnet are a magnetic force $F_M$, a gravitational force $F_G$, and a hydrodynamic force $F_H$.

$$F_M + F_G + F_H = 0 = \frac{2a_m^3 \chi_p \mu m^2}{\pi d^3} - \frac{4}{3} \pi d^3 \left( \rho_p - \rho \right) g - 6\pi \rho m U$$ (3)

$a_m$ represents the radius of the magnetic material in the particle (not to be confused with the total particle radius $a_p$), $\chi_p$ is the magnetic susceptibility of the particle’s magnetic material, $\mu_p$ is the
magnetic permeability of the media, $m$ is the magnetic moment of the Nd magnet, $d$ is the distance between the Nd magnet and the particle, $\rho_p$ and $\rho_f$ are the densities of the particle and of the media, $g$ is gravitational acceleration, $\eta$ is media viscosity, and $U$ is particle velocity. The expression for the magnetic force was derived from Maxwell equations\textsuperscript{29}. Velocity can be determined as a function of $d$ since all other parameters are known constants based on the experimental set-up. Gathering the constant terms in the magnetic force expression, $F_M = C/d^7$ and $C = 9.2 \times 10^{-24}$ Nm\textsuperscript{7}. Based on this value, the distance where particle velocity is zero is calculated as 4.6 cm. $U(d)$ can be used to calculate particle displacements from various distances for different magnet interaction times (Figure 3).

![Figure 3. Model of particle ($\chi_p = 20$) movement from various depths in a column with a magnet ($m = 12$ J/T) held at 0 cm. The intersection of the $y = x$ and model curves represents the depth above which particles are fully removed.](image-url)
Figure 4. Removal of the polymer encapsulated magnetic particles from PBS media in a 100 mL cylinder using an Nd magnet for 5 min. The sample depth indicates the height of the column of solution (and thus the farthest distance of a particle from the magnet). Each point is the average of three repeats and error bars indicate standard error. The solid line represents the results based on the model calculations described above and is not a fitted curve.

The magnetic removal of particles was measured on both a bulk scale (Figure 4) and a microscopic scale (Figure 5). It should be noted that these two measurements are not exactly analogous and the axes on Figures 4 and 5 have slightly different meanings. For the bulk experiments, (Figure 4), a sample depth of 2 cm refers to a column of particle solution that was 2 cm deep, a sample depth of 5 cm refers to a column of particle solution that was 5 cm deep, and so on. The fraction of particles removed in the bulk experiments was measured from the total solution. The bulk experiment results show slightly better removal than predicted by the model (Figure 4), suggesting the estimated magnetic force constant $C$ is actually slightly larger.

The capillary experiments (Figure 5) measured the fraction of particles removed from a particular depth in column, not from the total sample.
Figure 5. Removal of the polymer encapsulated magnetic particles from PBS media in a 27 µL capillary using an Nd magnet for 30 min. Each point is the average of four repeats and error bars indicate standard error.

It is expected that Figure 5 show a dip to 0 particles removed at the $d = 4.6$ cm point based on the model calculations ($U = 0$ at 4.6 cm). This is not seen, but removal was not measured at that exact depth and also that trend may be hidden in the averaging. It is possible for the fraction of particles removed to be less than 0 as is seen in the 6 cm point error bars (Figure 5). At depths greater than 4.6 cm, particle velocity is negative meaning particles are falling. The particle concentration can therefore increase at the bottom of the column, which is manifested in a negative removal fraction.

To test the applicability of magnetic separation for in situ remediation, the removal of magnetic particles from sand columns was examined and compared over five cases (Figures 6, 7).
Figure 6. Depiction of magnetic removal techniques. There are two stand-alone magnetic particle removal methods, from either PBS or sand columns. Magnetic well assisted particle removal uses an iron rod inserted down the depth of the column of sand. The filter conditions have horizontal flow through steel wool, with out and with the magnet placed on top of the steel wool filter.

Particle removal decreases from 91% in PBS to 57% in sand (Figure 7). An explanation is hindered particle transport through soil. Transport through the soil was modeled based on the RT model (Equation 2). The sand used in the experiment is categorized between medium and fine sized, so for our 2.8-µm diameter particles the model predicts an $N/No$ between 0.92 and
0.96, implying most of the particles should be able to freely transport through the column. The model parameters used to calculate $N/No$ may be incorrect. Also, the RT model does not take into account tortuosity, which may affect transport.

The insertion of an iron rod to act as a magnetic well shows an 8% improvement in particle removal from the pure sand column (Figure 7). A larger improvement might be expected, but a quick test of the magnet and rod revealed the magnetic field is strong only axially, and weak transverse to the rod axis. A new rod modified with another magnetic material (such as the steel wool for example) that disrupts the axial magnetic field lines should show improvement, able to gather more particles in the transverse direction. The steel wool filter is able to remove 59% of the incoming particles from the column, but with the addition of an Nd magnet to magnetize the filter, removal improves to 93% (Figure 7).
4. Conclusion

We have hypothesized that polymer encapsulated magnetic particles can be employed for in situ remediation of PAHs. The particles failed to successfully sequester our model contaminant naphthalene, however other particle coatings besides polystyrene have promise. Magnetic removal of the particles was possible from limited distances in both water and soil media. Modifications to the magnetic removal system, such as magnetic well or filter assistance, can improve particle recovery. The technique could be beneficial since it avoids site excavation, improves bioavailability for bioremediation, is amenable to other contaminants via different particle surface modification, and allows for particles reuse after recovery. Particle design, contaminant sequestration, transport through soil, and magnetic interactions must be further considered before this interesting technique could be successfully applied.
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Appendix

Nomenclature

\[
\begin{align*}
  a_c & \text{ radius of soil grain (collector) (m)} \\
  a_m & \text{ radius of magnetic material (m)} \\
  a_p & \text{ radius of total colloidal particle (m)} \\
  d & \text{ separation distance of magnet and particle (m)} \\
  F_G & \text{ gravitational force (N)} \\
  F_H & \text{ hydrodynamic force (N)} \\
  F_M & \text{ magnetic force (N)} \\
  g & \text{ gravitational acceleration (m/s}^2) \\
  k_B & \text{ Boltzman constant (J/K)} \\
  L & \text{ length of column (m)} \\
  m & \text{ magnetic moment of magnet (J/T=} \text{A-m}/N=\text{A-m}^3) \\
  N & \text{ particle concentration (#/mL)} \\
  N_0 & \text{ initial particle concentration (#/mL)} \\
  T & \text{ temperature (K)}
\end{align*}
\]
$U$ velocity of particle (m/s)
$\alpha$ sticking coefficient (dimensionless)
$\chi_p$ magnetic susceptibility of particle (dimensionless)
$\eta$ viscosity of medium (Pa·s)
$\eta^T$ efficiency of collector soil grains (dimensionless)
$\kappa$ inverse Debye length (m$^{-1}$)
$\mu_f$ magnetic permeability of medium (T·m/A=N/A$^2$)
$\theta$ soil porosity (dimensionless)
$\rho_f$ density of medium (kg/m$^3$)
$\rho_p$ density of particle (kg/m$^3$)
$\psi_{max}$ potential (J)
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