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Abstract

In this thesis, a library of basic operators for accelerating complex algorithms on
an Field Programmable Gate Array (FPGA) is proposed. The components of this
custom Register Transfer Level (RTL) hardware library are specifically designed
to provide fine-grained control over resources while accelerating algorithms on an
FPGA. Furthermore, the library is extensible allowing designers to develop cus-
tom operators. A hardware framework to ease the composition of systems using
the components of this library is also presented. Such an approach facilitates the
use of dataflow programming at the application level for mapping an algorithm
to the hardware components. This framework is highly modular and configurable
in terms of hardware resources, bit-width allocation, and accuracy. In addition,
the hierarchical nature of this framework allows recursive definitions of custom
operators. This allows complex operators to be built using the library operators.
The framework is well-suited to image processing tasks since it takes into account
the streaming requirements of such applications. The initial architecture of this
framework and the associated drawbacks are discussed and a new improved archi-
tecture which overcomes these drawbacks is also presented. Biologically-inspired
vision processing algorithms with applications such as saliency detection and ob-
ject recognition are studied as a use case of the framework. In particular, the
implementation of a bio-inspired architecture of Retinal and Lateral Geniculate
Nucleus (LGN) processing stages using the proposed framework is detailed. All
the hardware examples are synthesized and verified on a Xilinx c⃝ Virtex-6 SX475T
FPGA. The FPGA implementation is also compared to a multi-core CPU imple-
mentation of the algorithm and it is shown that the FPGA-based implementation
outperforms the CPU-based implementation by an order of 10.
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Chapter 1
Introduction

Reconfigurable accelerators such as Field Programmable Gate Arrays (FPGAs) are

popular due to their inherent massive parallelism [1], low power consumption [2, 3]

and high computational density [4]. Furthermore, FPGAs allow fine-grained con-

trol of device computational resources where each gate within an FPGA can be

independently controlled. Due to these advantages, computational-intensive algo-

rithms, especially image processing tasks, can be greatly accelerated when they

are off-loaded from general-purpose CPUs to FPGAs [5, 6, 7, 8]. However, devel-

oping efficient hardware implementations on FPGAs requires a significant effort

compared to other solutions [9] based on, e.g., General-Purpose Graphics Pro-

cessing Units (GPGPUs). Firstly, the designer is required to possess in-depth

knowledge of Hardware Description Languages (HDL), such as VHDL [10, 11] and

Verilog [12, 13], which are typically used to describe the behavior and structure

of systems and circuit designs for a given implementation. Secondly, a thorough

understanding of FPGA architecture allows the designer to create HDL code that

effectively uses FPGA system features. In addition, experience in dealing with the

intricacies of synthesis and place-and-route tools provides an added advantage in

generating an optimal solution. Lastly, verification of the implemented design on

FPGA is an important aspect in generating a correct solution. Such complexities

involved in the design and implementation of algorithms on an FPGA can be a de-

terrent to researchers from exploiting FPGAs for accelerating complex signal and

image processing applications [9]. Therefore, there is a need for design methodolo-

gies that ease the composition of systems - making the process accessible to those
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working at the algorithm, application, and system levels.

All complex algorithms employ basic operations such as multiplication, con-

volution, histogram computation, data scaling and data binning. A significant

portion of the programming effort in the development of such algorithms, for an

FPGA, is spent on developing these basic operators and integrating them for a de-

sired solution. In case of hardware implementation of image processing algorithms,

real-time performance is desired. Therefore, additional complexities are introduced

when the design requires pipelining and worst-case buffering. Furthermore, it is

desirable that the hardware implementation on reconfigurable computing systems

be highly flexible. In case of image processing, the implementation must support

multiple image sizes, variable bit-widths, variable number of pixels per clock cycle

etc. While larger bit-widths in intermediate computation stages leads to better

accuracy, they come at the cost of increased resource utilization. Similarly, more

pipelined stages leads to better timing, and therefore, higher operating frequency

but at the cost of latency. Therefore, the availability of configurable basic mod-

ules having uniform interfaces simplifies the exploration and development of larger

systems. Frameworks that combine these basic modules effectively are required

to build complex solutions from these basic building blocks. In addition, software

frameworks can be used to combine these modules in a dataflow programming

manner, ultimately reducing the time and effort to build and modify such sys-

tems. Such an approach will encourage researchers who are not trained in HDL to

implement any algorithm in a short period of time.

1.1 Problem Statement

To reduce the effort in the implementation of complex algorithms on FPGAs, this

thesis proposes a hardware framework consisting of a library of basic arithmetic and

image processing modules. The proposed framework also provides the capability

to combine multiple operators efficiently to build large streaming systems.
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1.2 Related Work

In this section, related work on dataflow programming and FPGA performance

are presented.

1.2.1 Dataflow Programming

Dataflow computers were proposed as an architecture offering massive parallelism.

Dataflow architectures [14, 15, 16, 17] maximize concurrent execution by utilizing

local memory and by executing instructions as soon as data operands are ready.

For an excellent review of the history of dataflow architecture, programming, issues

and dataflow future, please refer to [18].

In recent years, there have been numerous studies on design and implementation

of vision applications on FPGAs using dataflow. NeuFlow [19, 20, 21] is a dataflow

computer for vision processing which is suitable for convolutional neural networks.

Janneck et al. [22] illustrate hardware synthesis from dataflow programs to im-

plement a MPEG-4 simple profile decoder. Single Assignment C (SA-C) [23, 24]

is a high-level language for writing image processing algorithms that can then be

compiled and executed on an FPGA.

1.2.2 Performance Studies on FPGAs

Thomas et al [25] discuss the future of parallel computing by comparing CPU,

GPU, Massively Parallel Processor Array (MPAA) and FPGA performance for

random number generation. Their study shows that the performance per joule of

an FPGA was orders of magnitudes greater than any other platform for this task.

Cope et al [8] compared the performance of 2D convolution on FPGAs and GPUs.

Their results indicate that FPGA performance is much higher than GPUs. In

addition, their study shows that for 2D convolution of size 7x7, GPUs were inca-

pable of meeting their target throughput rates of 8MP/s and FPGAs were the only

current solution for this task. A second study [26], again, found that FGPA per-

formance was at least three times greater than GPUs. Both these studies [8, 26],

however, did not take into account other advantages offered by FPGAs such as

performance per joule which would have shown that FPGAs offer unrivalled per-
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formance in addition to significantly lower power consumption. Chase et al [9]

similarly studied real-time optical flow calculations of FPGAs and GPUs. Their

experimental evaluation again showed that FPGAs have unmatched Input/Output

(I/O) and computation capabilities while GPUs are sensitive to compute to I/O

ratios. Secondly, their work shows that high performance for Multiple Input Mul-

tiple Output (MIMO) operations on GPUs is dependent on high data buffering

while FPGA implementations of MIMO modules had lower latency. Lastly, their

work highlighted that the drawbacks of using FPGAs was the greater development

time and skill level required. Che et al [5] undertook a performance study where

three applications (“Gaussian elimination”, “Data encryption standard (DES)”

and “Needleman-Wunch”) where evaluated on FPGA, GPU and multi-core CPU

platforms. Their study again show that FPGAs offer unmatched performance over

all other platforms for these applications.

1.3 Research Contributions

The primary contributions of this thesis are as follows:

• A novel hardware framework that accelerates implementation of complex al-

gorithms on FPGAs is introduced. The proposed framework can be used

to build FPGA solutions that either use minimal resources and/or provide

greater accuracy. In case of image processing applications, the framework

provides solutions that have high (real-time) processing rates. This frame-

work also provides the capability for a non-hardware designer to compose the

algorithm using dataflow programming at the application level, thus reducing

complexity of generating hardware implementations.

• The capabilities and effectiveness of the proposed framework architectures

are demonstrated by implementing the Retinal and LGN processing stages

of a neuromorphic vision algorithm. The first framework architecture is

highly modular with different operator modules having similar interfaces.

This framework architecture allows recursive definition of complex opera-

tors using the library operators. Moreover, the framework architecture is
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highly configurable and enables a designer to choose between greater compu-

tation accuracy, resource minimization or high input data processing rates.

However, such a framework architecture results in hardware implementations

that have large resource overheads and operators do not exploit all features

provided. The second proposed framework architecture overcomes the large

resource overheads by optimizing operator modules to use only those features

that are essential.

• The performance results of the FPGA-based implementation are compared

to that of a CPU-based implementation to demonstrate the advantages of

using FPGAs over multi-core CPUs. The experimental evaluation demon-

strates that the FPGA-based implementation outperforms a CPU-based im-

plementation by an order of 10.

1.4 Organization of this Thesis

The rest of the thesis is organized as follows: Chapter 2 introduces dataflow pro-

gramming concepts and its application to the proposed framework design. Chap-

ter 3 presents a hardware framework for implementing complex algorithms on an

FPGA. The drawbacks of the initial framework are also outlined in this chapter.

Chapter 4 presents the optimized framework which was redesigned based on the

lessons learned after the design of the framework illustrated in Chapter 3. A bio-

inspired vision algorithm for image preprocessing is introduced in Chapter 5 and

forms the use case for both the frameworks. Experimental setup is discussed in

Chapter 6 along with a comparison of the accuracy of a fixed-point implementa-

tion on an FPGA to that of a double-precision implementation using Matlab. This

chapter also presents a comparison with the performance of the same algorithm

on a CPU. Finally, the conclusion and future work are discussed in Chapter 7.



Chapter 2
Dataflow Library

The current state-of-the-art FPGA devices contain high-speed I/Os, specialized

Digital Signal Processing (DSP) units, abundant on-chip memories, and embedded

processor cores [27, 28]. In addition, FPGAs allow massive parallelism as compared

to CPUs, thereby greatly accelerating tasks such as matrix multiplications [29, 30].

However, it is tedious for non-hardware algorithm developers to exploit in-built

processing cores of an FPGA for creating an optimal solution [9]. Therefore,

there is a need to create libraries of basic fine-grained processing units which can

then be connected together to implement a given task. Complex processing units

can be built using these basic processing units, thereby introducing hierarchy and

modularity in the design. Furthermore, at the application level, the algorithm

can be mapped to these basic processing units in hardware by using a dataflow

program or language. Such an approach accelerates the composition of systems

on reconfigurable accelerators. This chapter introduces dataflow concepts and a

hardware library of basic fine-grained dataflow nodes/operators.

2.1 Dataflow Programming Concepts

A dataflow program is a directed graph of data flowing between operations. The

graph consists of nodes which represent operations and edges which represent data

paths between the operations. Programming languages such as VHDL, Verilog,

Single Assignment C (SA-C), LabView, Simulink are some examples of dataflow

programming languages.
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Consider a set of operations given in following equations

x <= a+ b; (2.1)

y <= (x− (a ∗ b))2; (2.2)

z <= (a ∗ b) + y; (2.3)

These equations can be represented using a dataflow graph as presented in Figure

2.1.

Figure 2.1. Implementation of set of equations using dataflow graph

To implement the above set of equations on a reconfigurable accelerator, a

library of optimized operators has been developed to represent each of the com-

putational nodes of the dataflow graph. Section 2.2 describes the features and

functionality of dataflow computational nodes in detail. Such a fine-grained li-

brary enables the developer to have greater control over the flexibility of the design

and resource utilization of an FPGA. Once the computational nodes are instanti-
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ated, the connections between them are established using a framework discussed

in Chapter 3.

2.2 Dataflow Operators

A dataflow library consisting of basic arithmetic and logical operations/functions

such as addition, subtraction, multiplication, division, thresholding, etc., have been

developed. In addition, the library also provides image processing operators such

as convolution, histogram computation, logarithmic and hyperbolic tangent (tanh)

function, subsampler, etc. Furthermore, operators for computing image statistics

such as mean and standard deviation are also provided. All operators in the library

have a uniform streaming architecture and support parameterizable operand bit-

widths. Operators also support both signed and unsigned operations and have

the ability to operate on a single datum or multiple data simultaneously. The

amount of data processed per clock cycle is configurable at design-time. Lastly,

each operator has the ability to perform computations between either two vectors,

a vector and a scalar, or a vector and an unsized array.

Each operator uses the same XpressLink protocol at its interface allowing in-

creased consistency and modularity. Using the same protocol at the operator

interface also allows ease of automation when using a software framework, at the

application level, to combine multiple operators. Operators may also have a con-

figuration space that is accessed via a configuration interface at run-time. This

configuration space may be used to store operator-specific run-time parameters

such as constants, convolution kernels and image sizes.

A set of operators can be combined to generate more complex operators. For

example, a sigmoid operator can be generated using library operators such as tanh,

multiplier, subtractor, etc. Designers can also create custom operators that can

then be integrated with other library operators to develop a complex solution. To

simplify the development of custom operators, the operator interface consists of a

minimal set of signals that are required for the correct functioning of the operator.

Each operator processes only its inputs and is unaware of other operators that may

be connected to it. However, such an approach introduces additional complexities

which are discussed in section 2.3.
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2.3 Composition of Complex Systems

Operators begin processing when both the operands become available at their in-

put. Therefore, when composing any algorithm using operators in the dataflow

library, developers often face issues such as synchronization of operands. The op-

erator may not function properly if both its operands are not available at the

input at the same time. In addition, when using fixed-point representation for

the operands, operators such as adders and subtractors output a correct computed

result only when both their operands have the same number of fractional bits.

Therefore, operands need to be properly scaled before they can be input to the

operator. The composition of complex systems using basic operators is, there-

fore, difficult due to issues discussed above. To ease the composition of systems,

a framework is presented in Chapter 3 where synchronization and scaling require-

ments at both the input and output are abstracted away from the operator. This

abstraction simplifies operator design since designers need not focus on scaling/

synchronization when building custom operators.



Chapter 3
Initial Framework for Composition of

Complex Systems

Complex algorithms usually consist of sequences of transformations such as mul-

tiplication, convolution, log and histogram computation. A modular framework

is proposed for implementing such complex algorithms on FPGAs, where the op-

erations or transformations are implemented by a set of modules. The input to

each module is a set of data while the output is a set of data on which a trans-

formation or operation has been performed. When such modules are connected

sequentially to solve a complex task, each module requires the previous data set

to be partially or completely available before its output can be generated. Such

modular architectures are sequential because some modules will be dependent on

the output of other connected modules. However, parallelism can be introduced in

such a framework because each module on an FPGA can operate on multiple data

of the input data set in a single clock cycle, e.g., multiple adjacent pixels of an

input image. Figure 3.1 illustrates a modular bio-inspired vision system consisting

of the Retinal and LGN processing stages followed by the Primary Visual Cortex

(V1) processing stage.

In this chapter, a configurable hardware framework that consists of process-

ing units named Streaming Vector Processors (SVPs) is introduced. In an SVP,

computation is performed on vectors at the data element level with bounded la-

tency from the input of a datum to its corresponding output. SVP processing is

similar to execution of Single Instruction Multiple Data (SIMD) instructions on
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Figure 3.1. Modular system

microprocessors. For image processing applications, SVPs are ideal implementa-

tion modality for common pixel-level operations including numerical conversion,

color space conversion, coordinate system conversion, data scaling, histogram com-

putation, vector differencing, and data binning. Multiple cascaded SVPs can be

utilized to build very powerful systems where the output of one SVP serves as the

input to another SVP and so on. An example of a cascade of SVPs is illustrated

in Figure 3.2.
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Figure 3.2. Cascade of SVPs

The SVP provides a configurable pipeline for performing Vector-Vector, Vector-

Immediate, and Vector-Transform operations on streaming data. These modes of

operations are discussed in detail in section 3.1.2. Each SVP is composed of a

custom operator and a common SVP wrapper. Operators within an SVP process

the input data received without using any buffers for synchronization of multiple

input operands. An SVP wrapper is a run-time configurable module that provides

buffering at the input and output of each operator. The advantage of such an

architecture is that the designer can create custom operators and integrate it with

an SVP wrapper to form a set of SVPs designed for an algorithm. An implemen-

tation of the set of operations described by equations 2.1, 2.2 and 2.3 using the

framework is depicted in Figure 3.3. Another advantage of this approach is that

the designer does not need to focus on synchronizing the operands of an operator

since synchronization is handled by the SVP wrapper. Lastly, the designer does

not need to scale operands of the operator (assuming the operands have fractional

bits) since the SVP wrapper contains in-built configurable scaling blocks. The

architecture and functioning of the SVP wrapper is described in section 3.1.

3.1 SVP Wrapper

The proposed hardware framework consists of an SVP wrapper that encapsulates

library or custom operators to create an SVP. This allows designers to build new

operators, and removes the burden of providing buffering within each new operator

for operand synchronization. The wrapper provides buffering at both input and

output, data-width and format conversion to each operator, thereby simplifying

system composition using these operators. To enable the design to be configurable

at run-time, intermediate bit-widths within the SVP wrapper were fixed at 8-, 16-

or 32-bits. The architecture and components of the SVP wrapper are discussed in

section 3.1.1. A block diagram of the wrapper is presented in Figure 3.4.
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Figure 3.3. Implementation of set of equations using framework

3.1.1 Pipeline Components

The need and functioning of the components of the SVP wrapper are discussed in

the following sections. The connections between these components are illustrated

in Figure 3.4.

3.1.1.1 Control Unit

The Control Unit orchestrates the flow of data from the input of the SVP through

the operators and finally into the output queue. The Control Unit grants access

to each of the input and output queues, configures the functional units based on

the opcodes, configures the data-path based on the opcode and arbitrates access

to the output interface. The Control Unit uses the opcodes that are provided

when the input queues are requested to determine the configuration of all pipeline

elements. The Control Unit is configured at run-time via a Configuration Interface.

The Configuration Interface exposes a memory mapped view of any configuration

registers that need to be externally visible.
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Figure 3.4. Block diagram of SVP wrapper

3.1.1.2 Address Decoder

Each operator as well as its wrapper has its own configuration space. The opera-

tor configuration space can be used to store the constants in case of an operation

between a vector and a scalar, kernel values in case of a convolution etc. The wrap-

per configuration space, on the other hand, is used to describe the behavior of the

buffers for different modes of operations and for data scaling and format conversion

blocks. Each of these configurations can be accessed using an opcode discussed in

section 3.1.3. The Address Decoder transfers the run-time configuration parame-

ters sent through the configuration interface of the SVP to the configuration spaces
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of the operator and the wrapper respectively. In a system of multiple SVPs, the

Address Decoder also manages configuration spaces of each SVP.

3.1.1.3 Datawidth Adaptor

The SVPWrapper provides an input interface of 128-bits or 256-bits. However, the

data-path width may be configured internally to meet performance requirements,

maintain resource constraints, and/or match output bandwidth. The Datawidth

Adaptor converts the SVP input 128/256-bit data-bus into the internal pipeline

data width.

3.1.1.4 Prescaler

The Prescaler is used to scale the input data when the two inputs have differ-

ent number of fractional bits. The Prescaler supports scaling of both signed and

unsigned numbers. The amount and direction of scaling is set at run-time by a

configuration parameter to the Prescaler.

3.1.1.5 Primary and Secondary Queues

The input queues consist of the Primary Queue and the two Secondary Queues.

In Vector-Vector mode, data is streamed into the Primary Queue and one of the

two Secondary Queues throughout the duration of the computation. In Vector-

Immediate mode, data is streamed into the Primary Queue throughout the dura-

tion of the computation. However, one of the Secondary Queues is streamed once

with data which is used throughout the duration of computation. In addition, the

loading of the Secondary Queue is performed before the Vector-Immediate com-

putation is started. In Vector-Transform mode, data is streamed into either the

Primary Queue or the Secondary Queue throughout the computation. Modes of

operation are discussed in more detail in section 3.1.2.

The Primary and Secondary Queues are accessed via dedicated XpressLink

interfaces. In Vector-Immediate mode, data enqueued in a Secondary Queue is

reused as the Secondary Queue supports non-destructive dequeueing. Dual Sec-

ondary Queues allows the overlap of enqueueing and dequeueing of either queue.

This is particularly useful when performing a Vector-Immediate operation between
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the Primary Queue and one of the Secondary Queues as the unused Secondary

Queue can be simultaneously enqueued with data for another computation.

3.1.1.6 Format Converter

Image processing operators typically use full-precision in representing the com-

puted output data in fixed-point representation. However, there are cases where

the range of the computed data values from that operator may not be as large as

the bits reserved for representing the computed values. In such cases, the hardware

resources allocated for storing data values are greater than required. Format Con-

verter unit is used in such cases to scale the data bit-widths down by discarding a

fixed number of integer bits which are configured at run-time.

3.1.1.7 Postscaler

Each operator in the SVP pipeline has an associated Postscaler that performs

optional scaling of results output from the operator. The specific amount of scaling

performed is input as a run-time parameter.

3.1.1.8 Output Queue

The results of the computation after performing format conversion and scaling get

enqueued into an Output Queue. The width of the Output Queue is either 128-bits

or 256-bits.

3.1.2 Modes of Operation

There are three modes of operation - Vector-Vector, Vector-Immediate and Vector-

Transform which are described in the following sections.

3.1.2.1 Vector-Vector Mode

In Vector-Vector mode, operations are performed element-wise between operands

enqueued in the Primary Queue and either of the Secondary Queues. Operands

are fixed at 8-bits, 16-bits or 32-bits, though actual data width of an operand may

only consist of a subset of the bit width. For example, if the actual data is 24 bits
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wide, a 32-bit register is used to store this data. The data occupies the lower 24

bits of the register and the upper 8 bits are set to zeros.

3.1.2.2 Vector-Immediate Mode

In Vector-Immediate mode, operations are performed element-wise between the

operands in the Primary Queue and either of the Secondary Queues. Unlike Vector-

Vector mode, data in the secondary queue is preloaded and consumed and re-

consumed in a circular fashion. Once the last operand in the secondary queue is

used, computation continues reusing the first operand in the secondary queue. In

this way, computation may continue indefinitely as long as there is data available

in the Primary Queue.

3.1.2.3 Vector-Transform Mode

In Vector-Transform mode operations are performed on each element in the Pri-

mary Queue. In this mode, outputs are a function of input from the Primary Queue

and any pre-configured parameters that are associated with the current operation

as defined by an opcode. Opcodes are discussed in detail in section 3.1.3.

3.1.3 Opcodes

To allow the SVP to be virtualized for many simultaneous computation contexts,

many sets of configurations for the wrapper and the operator can be set via the

configuration interface. To access a particular set of configurations during run-

time, an opcode is utilized. The opcode specifies the behavior of the queues, data-

path, and operator for the current operation. In addition, for operations requiring

data in both the Primary Queue and Secondary Queue, the opcode allows the

Control Unit to ensure that operands in either queue are matched and appropriate

for the given operation.

3.2 Drawbacks

While the framework architecture provided massive flexibility to a designer, how-

ever it had a few drawbacks. The first drawback of this architecture was that the
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framework supported only two-input operators. Secondly, the resource overhead

of the SVP wrapper was significant as compared to the operators themselves. The

wrapper provided flexibility to the design and a variety of functionalities such as

scaling and data-width conversion, However, not all operators took advantage of

all the functionalities provided by the wrapper. Lastly, the necessity to maintain

fixed bit-widths at the intermediate stages to make the design completely config-

urable at run-time ultimately led to an increase in resource utilization. In addition,

this also led to a loss of accuracy when data was scaled down at the intermediate

stages.

As an example, the resource utilization of a sigmoid function implemented

using the proposed framework is presented in Tables 3.1 and 3.2. The sigmoid

function was implemented on a Xilinx Virtex-6 FPGA. Table 3.1 shows the resource

utilization of the operators that were used to build a sigmoid function. Table 3.2

presents the resource utilization of the operators and their wrappers that were used

to build the sigmoid function.

Table 3.1. Resource utilization of operators of sigmoid function
Logic Utilization Used Utilization
Slice Registers 3681 0%
Slice LUTs 2863 1%
Block RAM/FIFOs 2 0%

Table 3.2. Resource utilization of operators and wrapper of sigmoid function
Logic Utilization Used Utilization
Slice Registers 9812 1%
Slice LUTs 6557 2%
Block RAM/FIFOs 26 2%

The results presented in Tables 3.1 and 3.2 show that the resource overhead of

the SVP wrapper is significant even for simple functions, e.g., sigmoid. Moreover,

since these functions do not utilize many of the capabilities provided by the wrap-

per, such a framework design is inefficient. Thus when developing a solution, the

overhead of the framework may lead to the design requiring significant resources
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that may be unavailable on an FPGA. The framework architecture was, there-

fore, revised and a new optimized architecture was developed that is presented in

Chapter 4.



Chapter 4
Optimized Framework for

Composition of Complex Systems

To overcome the drawbacks of the SVP wrapper discussed in the section 3.2, the

framework architecture was modified to reduce resource utilization while providing

the same flexibility and functionalities of the previous archtecture. In addition to

the basic operators present in the library, new operators were introduced for data

scaling and format conversion. However, unlike the previous implementation where

data-width conversion features were provided to each operator, a new format con-

verter operator is provided which abstracts data-width conversion away from each

operator. The format converter operator can be introduced in a pipeline whereever

it is required, thus reducing resource utilization. Furthermore, to efficiently com-

bine multiple operators, another component called Operator Link is introduced

which is capable of concatenating incoming data from multiple sources, broadcast-

ing incoming data to multiple destinations while providing buffering. The new

framework architecture is also capable of supporting multiple input operators, un-

like the initial architecture which only supported two-input operators. Moreover,

the optimized framework is not constrained to maintaining fixed intermediate bit-

widths (i.e., 8, 16 or 32-bits) and can operate on any bit-width. Such an approach

leads to a significant reduction in the resource utilization and also prevents loss

of accuracy as compared to the previous framework architecture. An SVP imple-

mentation of the set of operations described by equations 2.1, 2.2 and 2.3 using

the optimized framework is depicted in Figure 4.1.
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Figure 4.1. Implementation of set of equations using optimized framework

4.1 Pipeline Components

Some of the components from the previous design such as the operator library,

control unit and address decoder are modified in the new framework. The new

components in the revised framework are presented below.

4.1.1 Input/Output Port

Input and Output ports facilitate the flow of data from the input to the output of

each SVP. They provide a range of functionalities such as data-width conversion,
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synchronization and broadcast of incoming data to multiple targets and conver-

gence of data from multiple sources to a single target. These ports can be config-

ured at run-time via a configuration interface. The configuration space provided

within each port facilitates multiple configurations to be stored and selection of

a specific configuration at run-time by using an opcode. These ports are also

responsible for keeping track of the amount of data flowing in and out of the SVP.

4.1.2 Operator Link

The Operator Link facilitates connections in the intermediate stages of the pipeline

between the streaming operators. The Operator Link provides functionalities es-

sential for streaming operations such as convergence and divergence of incoming

data and synchronization of data through buffering. Links are configurable to

support different modes of operation as presented in the following sections.

4.1.2.1 Modes of Operation

Operator links can function in three modes namely multicast, pack and unpack.

4.1.2.1.1 Multicast An Operator Link can multicast an incoming datum to

many different modules connected at its output. This is useful in applications

where the output data from one operator flows to multiple connected operators.

An example of an Operator Link operating in multicast mode is shown in Figure

4.2. The Operator Link also synchronizes incoming data when it is broadcasting

to all targets.

4.1.2.1.2 Pack An Operator Link can also pack data received from multiple

sources to a single target. An example of an Operator Link operating in pack mode

is shown in Figure 4.3.

4.1.2.1.3 Unpack When the input to the operator link is a packed array of

data, the link can work in a segment mode where it unpacks the input and sends

each datum to a different target as shown in Figure 4.4.
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Figure 4.2. Multicast mode of operator link

Figure 4.3. Pack mode of operator link

4.1.2.2 Link Buffering

To enable synchronization of data between operators, the Operator Link has an

in-built buffer with a parameterizable depth. The depth of the buffer in the link

can be set at design-time or the buffer can be completely disabled if not required.

Links can also be configured to perform double-buffering as shown in Figure 4.6.

Consider a case where it is required to compute streaming statistics such as mean

or standard deviation for an image processing algorithm. The mean of an image

can be computed only when the mean operator processes the entire input image.

This introduces a latency of at least one image frame during the processing. This

latency is greatly increased in a pipelined design especially when there are many



24

Figure 4.4. Unpack mode of operator link

Figure 4.5. Operator link with single buffer

such statistics that must be computed in order to generate the required output. In

a completely streaming architecture, the computed statistics of the previous image

frame can be used for processing the current frame. Such an approach reduces

the latency in computing the mean statistics thereby making the implementation

completely streaming. However, in such cases, double buffering must be performed

by the link where the computed statistic of the last frame is enqueued in one buffer

and utilized in the current frame. At the same time, the computed statistic for

the current frame must be enqueued in a second buffer which can then be used for

processing the next image frame.
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Figure 4.6. Operator link with double buffer

4.1.3 Configurability of Links and Ports

The Input/Output Port and Operator link can be either pre-configured or con-

figured at run-time. For example, the resource utilization of a sigmoid function

implemented on a Xilinx Virtex-6 FPGA with pre-configured ports and links is

compared to that of an implementation with run-time configured ports and links

in Tables 4.1 and 4.2 respectively.

Table 4.1. Resource utilization of sigmoid function with pre-configured ports and links
Logic Utilization Used Utilization
Slice Registers 4290 0%
Slice LUTs 3705 1%
Block RAM/FIFOs 3 0%
DSP48Es 14 0%

Table 4.2. Resource utilization of sigmoid function with run-time configured ports and
links

Logic Utilization Used Utilization
Slice Registers 3397 0%
Slice LUTs 3789 1%
Block RAM/FIFOs 3 0%
DSP48Es 14 0%

When the ports and links are pre-configured, the utilization of look-up tables



26

(LUTs) on an FPGA is decreased in comparison to when they are configured at

run-time. However, the utilization of registers on an FPGA is increased. This

allows fine-grained control of the resource utilization of an FPGA along with the

ability to change the degree of configurability of a design.

The framework architecture discussed in this chapter is utilized to implement

a bio-inspired vision processing algorithm. Chapter 5 introduces the biological

principles behind the algorithm. A bio-inspired vision processing architecture is

also presented. The basic processing units of the algorithm are implemented using

the operator library and the framework and are new additions to the operator

library. The entire vision processing algorithm is implemented by recursively using

these custom operators with the framework.



Chapter 5
Case Study: Retinal and LGN

Processing of Visual System

In this chapter, the retinal and LGN processing of the visual system is discussed.

Vision processing is one of the most complex functions performed by primates. In

the human visual system, the retina, lateral geniculate nucleus (LGN), and primary

visual cortex (V1) stages perform image preprocessing for various high-level vision

tasks such as salient region extraction and object recognition [31]. A part of the

vision processing is performed in the retina, which is the tissue lining the back of the

eye. The axons of the retinal ganglion cells forms the optic nerve which transmits

the visual information through the optic chiasm to the Lateral Geniculate Nucleus

(LGN) which is located in the thalamus of the brain. The LGN not only relays

the information received from the retina to the Primary visual cortex (V1), but

also performs some vision processing on the received data [31, 32]. Finally, the

messages are sent to the brain where they get analyzed and interpreted, thereby

leading to object recognition. The visual system of primates is shown in Figure

5.1.
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Figure 5.1. Visual system of primates

5.1 Biological Principles

5.1.1 Retina

The retina of primates and humans is the tissue lining the back of the eye. It

contains two basic photoreceptor cells - rods and cones. Rods are extremely sen-

sitive and active even at low light levels and support black-and-white vision while

cones are active at higher light levels and are responsible for color vision. Cones

are further sub-divided into three classes - short, medium and long wavelength

sensitive cones. Humans achieve perception of color through the combinations of

these three sensors sets [33, 34].

When light falls on the photoreceptors, they send their response to the bipo-

lar cells, which in turn signal the retinal ganglion cells. The photoreceptors are

connected to the bipolar cells by the horizontal cells, which run parallel to the

retinal layers. Similarly, the amacrine cells connect the bipolar cells to the retinal

ganglion cells [31, 32] as illustrated in Figure 5.2.

There are about 125 times more photoreceptor cells than ganglion cells, thus

implying that each photoreceptor is not necessarily connected directly to a bipolar

cell and each bipolar cell is not directly connected to a ganglion cell [31]. The pit of

the retina, called the fovea, is the region responsible for maximum acuity of vision.

It is in this region that there is a one-to-one connection between the receptors,



29

Figure 5.2. Retinal cells

bipolars and ganglion cells. As we further outwards from the fovea towards the

periphery of the retina, more receptors converge on bipolars and more bipolars

converge on ganglion cells [31].

5.1.2 Lateral Geniculate Nucleus

The LGN is located in the thalamus of the brain and is the the primary relay

station for the visual data received from the retina of the eye [35]. There is an

LGN in both, the right and left hemispheres of the brain of primates, each having

six distinctive layers of neurons. The axons from the LGN travel to the primary

visual cortex through the optic radiation. Both the LGNs receive input from the

retinas of both eyes, however, each LGN processes information from only one half

of the visual field. The LGN also receives input back from the primary visual

cortex [31, 32].
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Figure 5.3. Receptive fields of ganglion cells

5.1.3 Receptive Fields of Retina and LGN

It is well-known that the retinal ganglion cells fire action potentials at a steady rate

even in the absence of any stimulation [36]. Around 1950, Stephen Kuffler studied

the activity of these cells under stimulation by light. Kuffler noticed that when

light falls on the receptive fields of these cells, the firing rate is either increased

or decreased depending on where the light fell [36]. This led to the discovery of

two distinct types of the retinal ganglion cells - on-center cells and off-center cells.

On-center cells have a receptive field with an on center and inhibitory surround

while off-center cells have an off center with excitatory surround as shown in Figure

5.3. Therefore, on-center cells get stimulated when the center is exposed to light

and inhibited when the surround is exposed to light, and vice-versa for off-center

cells as shown in Figures 5.4 and 5.5. When both the center and the surround of

these cells are not stimulated by light, both the on center and off center cells do

not fire as depicted in Figure 5.6. On the other hand, the response from both cells

is weak when both center and surround are exposed to light and this is shown in

Figure 5.7. During the firing of action potentials by a retinal ganglion cell, the

firing of nearby or surround ganglion cells are inhibited [36]. Such center-surround

inhibition leads to edge or contrast enhancement. The center-surround structure

of the retinal ganglion cells leads to contrast enhancement and edge detection of

objects within the visual field of the retina. The image that is spatially encoded

by the center-surround structures is then sent out the optical nerve through the

optic chiasm to the LGN [31].

The receptive fields of lateral geniculate cells have the same center-surround

organization as the retinal ganglion cells that feed into them. While the retina
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Figure 5.4. Behavior of on-center and off-center cells with only center exposed to light

Figure 5.5. Behavior of on-center and off-center cells with only surround exposed to
light

accomplishes spatial de-correlation through center surround inhibition, the LGN

accomplishes temporal de-correlation [37].

5.2 Bio-inspired Retinal-LGN Architecture

The input image is first converted from RGB color space to a biologically plausible

color space such as YIQ color space. The luminance i.e. Y and chrominance chan-

nels i.e. I and Q channels are then processed individually. The basic architecture

for the Retinal and LGN processing consists of three distinct processing stages

as shown in Figure 5.8. In the first processing stage which is the retina, within-

band image enhancement and normalization is performed by utilizing a non-linear

neural network or a shunting image operator. This produces contrast enhance-

ment, dynamic range calibration, and normalization of input images. The second

stage which is sigmoid performs a normalization on the output of retina. The

third stage which is LGN adopts the use of the same shunting image operator to

produce between-band de-correlation, information enhancement and fusion. The
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Figure 5.6. Behavior of on-center and off-center cells with both center and surround
not exposed to light

Figure 5.7. Behavior of on-center and off-center cells with both center and surround
exposed to light

shunt combinations of the third stage provides four unique sets of information rich

images.

5.2.1 Shunting Image Operator

The shunting operator basically performs Difference of Gaussians (DoG) which is

a contrast enhancement algorithm. The input image is smoothed by convolving

the original image with Gaussian kernels having differing standard deviations. The

difference of the two Gaussian smoothed images is used for contrast enhancement

and edge detection in an image. However, in neuro-physiological systems and in

the algorithm, the non-linear operator has a very narrow spatial window providing

a better-tuned de-correlation. In addition, the operator is modulated by more

globally defined statistical characteristics of the input that produce normalization,

smoothing, and between-band calibration.

There are two basic stages within the shunting image operator. The first stage

performs contrast enhancement operation by Difference of Gaussians method. The
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Figure 5.8. Biologically-based retinal-LGN architecture

second stage normalizes and re-maps the resulting contrast enhanced values to the

target range by employing a sigmoid operator with a relatively steep slope. In

effect, the combination of these two stages leads to the dynamic range compression

of the input image in conjunction with contrast enhancement.
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5.2.1.1 Implementation of Sigmoid Operator using Optimized Frame-

work

Figure 5.9 shows the implementation of a sigmoid operator using library operators

such as tanh, multiplier, adder from the dataflow library along with the connec-

tivity framework.

5.2.1.2 Implementation of Shunting Image Operator using Optimized

Framework

Figure 5.10 presents the shunting image operator which basically consists of two

processing stages. The first stage performs a Difference of Gaussians using the

convolution and multiplication operators from the dataflow library, along with

some clipping and clamping operators for thresholding. The second stage is the

sigmoid operator which was a custom operator created using the library operators

and is used for normalization of the output from the first stage to the required

range. In the case where the shunting operator is used for within-band image

enhancement, both the center and the surround inputs are derived from the same

band. In the case in which the operator is used to combine two bands, the inputs

mapped to the center and surround are derived from each of the input images.

Here, band 1 is mapped to the center and each of the pixels from band 1 are used

to drive the excitatory input of their corresponding shunting operator. Then, a

corresponding area of the image for band 2 is used as the surround input that

is fed into the same shunt operator. The result is the contrast enhancement of

information in band 1 as matched against band 2.

5.2.2 Retinal-LGN Architecture

The sigmoid operator was first created using the library operators and framework.

This new custom operator for sigmoid function was then utilized to build the

shunting image operator along with other library operators and the framework.

Finally, the retinal-LGN processor was implemented using the same framework

and the shunting image operator as well as the sigmoid operator as shown in

Figure 5.11.

The results of the implementation of the bio-inspired retinal-LGN architecture
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Figure 5.9. Implementation of sigmoid operator using optimized framework
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on an FPGA are presented in Chapter 6. To compare the performance of the

FPGA-based implementation to that on a CPU, the algorithm was also imple-

mented on a multi-core CPU. The accuracy of the fixed-point implementation on

the FPGA with respect to a double-precision implementation in Matlab is also

presented in Chapter 6.
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Figure 5.10. Implementation of shunting image operator using optimized framework
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Figure 5.11. Implementation of retinal-LGN processor using optimized framework



Chapter 6
Experimental Setup and Results

The Retinal-LGN processing architecture was implemented in Verilog HDL and

synthesized using Xilinx ISE 13.2 design tools. Simulation was carried out us-

ing Mentor Graphics ModelSim simulation suite. Software simulation, used for

accuracy comparison purposes, was implemented in Matlab.

6.1 Normalization and RGB to YIQ Conversion

The input image is normalized between 0 to 1 and changed to a biologically plau-

sible color space. A color space conversion from RGB to YIQ is performed on

the image and the individual Y, I and Q channels are extracted and input to the

Retinal-LGN processing architecture. The formulae for RGB to YIQ conversion is

given in Equation (6.1).
Y

I

Q

 =


0.299 0.587 0.114

0.595716 −0.274453 −0.321263

0.211456 −0.522591 0.311135




R

G

B

 (6.1)

6.2 Double Precision to Fixed-Point Precision

Analysis

While CPUs and GPUs can only handle 8-, 16-, 32-, and 64-bit variables, FPGAs

support arbitrary bit-widths for each variable in the design. By adjusting the bit
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widths according to the precision requirement, significant reduction in the silicon

area cost of arithmetic units and bandwidth requirement between different hard-

ware modules can be achieved. Thus, this approach improves overall throughput of

the entire system. The image input to the retinal-LGN implementation was fixed

to be 16-bit fixed-point unsigned numbers in the range from 0 to 1. Although the

range of the input image pixels was fixed, intermediate and final pixel values in the

system can have a larger range. Therefore, conversion from a floating-point for-

mat to fixed-point format was carried out using the fixed-point toolbox in Matlab.

A fixed-point analysis was performed to determine appropriate data bit-width for

sufficient computation accuracy for the algorithm. The result of such optimizations

was smaller, faster functional units and reduced data storage requirements. The

accuracy of the fixed-point implementation as compared to the double-precision

equivalent implementation was in the range of 10−05 to 10−06.

6.3 Validation on DiniGroup FPGA board

The bio-inspired algorithm studied in Chapter 5 was synthesized and implemented

on a FPGA board. The features of the selected FPGA board are described in

section 6.3.1.

6.3.1 Introduction to DNV6F6PCIe board

The DNV6F6PCIe is configured with 6 Xilinx Virtex-6, SX475Ts. Each SX475T

contains 2,016, multipliers, each 25x18, per FPGA. The DNV6F6PCIe contains

12,096 multipliers in addition to more than 21 million gates of ASIC logic, making

this FPGA board ideal for heavy DSP-based algorithmic acceleration and High Per-

formance Computing (HPC) applications. There is an on-board Marvell MV78200

CPU from the Discovery Innovation CPU family. The DNV6F6PCIe can be hosted

via PCIe, USB, or Ethernet where FPGA configuration occurs via the host under

the control of one of the Marvell CPUs. If the board is used stand-alone, the

FPGA configuration files are copied onto a USB stick and FPGA configuration

occurs at power up after the Marvell processors have booted.



41

Figure 6.1. DiniGroup 6-FPGA board

6.3.2 Resource Utilization

The resource utilization of the hardware implementations synthesized on a Virtex-6

SX475T FPGA is presented in the following sections.

6.3.2.1 Sigmoid Operator

The utilization of slice registers, LUTs, block RAMs and DSP48Es on a single

FPGA by the sigmoid implementation using the initial and optimized frameworks

are presented in Tables 6.1 and 6.2 respectively. The optimized framework utilizes

about half of the logic and block RAMs used by the initial framework and takes

advantage of in-built DSP units on the FPGA.

6.3.2.1.1 Implementation using initial framework The utilization of re-

sources by the sigmoid implementation using the initial framework is presented in

Table 6.1.

6.3.2.1.2 Implementation using optimized framework The utilization of

resources by the sigmoid implementation using the optimized framework is pre-
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Table 6.1. Resource utilization of implementation of sigmoid operator using initial
framework

Logic Utilization Used Utilization
Slice Registers 9812 1%
Slice LUTs 6557 2%
Block RAM/FIFOs 26 2%
DSP48Es 0 0%

sented in Table 6.2.

Table 6.2. Resource utilization of implementation of sigmoid operator using optimized
framework

Logic Utilization Used Utilization
Slice Registers 4290 0%
Slice LUTs 3705 1%
Block RAM/FIFOs 3 0%
DSP48Es 14 0%

6.3.2.2 Shunting Image Operator

While maintaining the same level of flexibility offered by the initial framework,

the implementation of shunting image operator using the optimized framework

requires significantly lesser FPGA resources as compared to the implementation

using the initial framework. Tables 6.3 and 6.4 show that the implementation

using the optimized framework requires less than one-fifth of the logic utilized by

the initial framework.

6.3.2.2.1 Implementation using initial framework The utilization of re-

sources by the shunting image operator implementation using the initial framework

is presented in Table 6.3.

Table 6.3. Resource utilization of implementation of shunting image operator using
initial framework

Logic Utilization Used Utilization
Slice Registers 59863 10%
Slice LUTs 56588 19%
Block RAM/FIFOs 52 4%
DSP48Es 14 0%



43

6.3.2.2.2 Implementation using optimized framework The utilization of

resources by the shunting image operator implementation using the optimized

framework is presented in Table 6.4.

Table 6.4. Resource utilization of implementation of shunting image operator using
optimized framework

Logic Utilization Used Utilization
Slice Registers 12892 2%
Slice LUTs 9221 3%
Block RAM/FIFOs 27 2%
DSP48Es 26 1%

6.3.2.3 Retinal-LGN Processor

The logic utilization of the implementation of the biologically-inspired retinal-

LGN architecture using both frameworks is presented in Tables 6.5 and 6.6. The

implementation using the initial framework requires more resources than what

are available on a single FPGA, whereas, the implementation using the optimized

framework requires less than 50% of the resources of one FPGA.

6.3.2.3.1 Implementation using initial framework The utilization of re-

sources by the retinal-LGN implementation using the initial framework is presented

in Table 6.5.

Table 6.5. Resource utilization of implementation of retinal-LGN processor using initial
framework

Logic Utilization Used Utilization
Slice Registers 480828 81%
Slice LUTs 516325 173%
Block RAM/FIFOs 598 56%
DSP48Es 140 7%

6.3.2.3.2 Implementation using optimized framework The utilization of

resources by the retinal-LGN implementation using the optimized framework is

presented in Table 6.6.
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Table 6.6. Resource utilization of implementation of retinal-LGN processor using opti-
mized framework

Logic Utilization Used Utilization
Slice Registers 116656 19%
Slice LUTs 120425 40%
Block RAM/FIFOs 434 40%
DSP48Es 390 19%

6.3.3 Performance and frame-rate

The total execution time of Retinal-LGN processor for an image size of 2048×1536

on a Xilinx Virtex-6 SX475T FPGA operating at 100 MHz was 31.45 ms, which

translates to approximately 31 frames per second.

For the input image shown in Figure 6.2, the output images from the FPGA

implementation are shown in Figures 6.3, 6.4, 6.5 and 6.6.

Figure 6.2. Input YIQ image to retinal-LGN processor

6.4 Comparison with CPU

The bio-inspired algorithm was implemented using C and OpenCV 2.3.1 on a

Intel Core 2 Quad 2.4Ghz CPU based workstation with 4GB RAM. The total
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Figure 6.3. LGN1 output of retinal-LGN processor

execution time for an image of size 2048×1536 pixels was 435 ms, which is over 10

times greater then the execution time of the same image on an FPGA. A graph

depicting the execution time of the algorithm on a CPU for different image sizes

is shown in Figure 6.7.
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Figure 6.4. LGN2 output of retinal-LGN processor

Figure 6.5. LGN3 output of retinal-LGN processor
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Figure 6.6. LGN4 output of retinal-LGN processor

Figure 6.7. Graph of CPU execution time vs image size for retinal-LGN processor



Chapter 7
Conclusion

In this thesis, a fine-grained dataflow framework for complex processing tasks on

reconfigurable streaming accelerators has been proposed. A dataflow library has

been created to provide basic arithmetic and logical operators such as adders,

subtractors and multipliers. In addition, the library also provides image processing

operators such as convolution, scaling and histogram computation. Furthermore,

the proposed framework also provides the capability to combine these operators

effectively for a solution. Such an approach has allowed recursive definitions of

custom operators using the library operators and the framework. A bio-inspired

vision processing algorithm was been implemented on an FPGA as a use-case for

the framework and experimental results have been presented. The algorithm was

also implemented on a multi-core CPU and experimental results show that the

FPGA-based implementation outperforms the CPU-based implementation by an

order of 10.

7.1 Future Work

The scope of future work based on this thesis is immense. Possible avenues are as

follows:

• A software framework that maps algorithms to the hardware library using

dataflow programming is one area for research. Such a software framework

will allow non-hardware developers to effectively utilize the hardware frame-
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work to implement complex algorithms on FPGAs.

• Another area for future research is optimizing the hardware framework to

minimize power consumption. For example, in this thesis, all computational

operators in an algorithm are constantly consuming power. However, there

exist algorithms where some operators are unused during part of the compu-

tation and can thus be shut off. Optimizing the framework architecture to

power down unused operators for a particular period of computation would

allow fine-grained control over the power consumption of the design.
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