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Abstract

Discovery of latent semantic groupings and identification of intrinsic structures in data collections is a crucial task for many data analysis needs. Various unsupervised machine learning algorithms have been devised to accomplish this task for a vast number of applications, including topic identification in text databases, clustering similar images in web search, disease identification in medical fields to name a few. Most algorithms, however, have been designed for homogeneous data where the algorithm works on a uniform set of attributes that represent the data objects. Real-world datasets, on the other hand, are richer in structure and contain multiple levels of connectivity among the data objects, such as hyperlinks in web pages, textual annotations or text contexts surrounding images on the web and citations and authorship information of scientific literature. Utilizing only a single information source provides a narrow focus of view into the real nature of the relationships between data objects. Each additional dimension of connectivity increases our understanding of the semantic characteristics of the collection and improves our ability to detect distinct groups of objects where the objects in each group exhibit similar properties.
This thesis presents three algorithms that merge multiple sources of information for clustering and topic discovery in collections of academic papers. The first algorithm combines textual content of academic papers with the information extracted from the citation relationships between the papers for finding scientific topic clusters in the data collection. The second algorithm integrates authorship information of documents into the text-based clustering process to yield improved clustering solutions. Based on the validation from these two algorithms that it is possible to improve topic discovery by utilizing additional dimensions of similarity among data objects, we provide a generative model that merges citation relationships, authorship information, user queries, user tags and the timestamps of documents for discovering scientific topics in collections of academic papers. Further, the generative process can effectively model the evolutionary characteristics of document collections and can discover the change of the popularity of scientific topics over time.
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Chapter 1

Introduction

The amount of digital information produced each year has been growing exponentially for many years. It has been estimated [1] that the digital universe was 161 billion gigabytes (161 exabytes) in the year 2006 and is projected to grow six fold to 988 exabytes by the year 2010. The same study reports that over 95% of the digital universe is unstructured data and only less than 10% of organizational information is “classified” in some way. The World Wide Web (WWW) has followed a faster growth rate in the past decade. The indexable web [2], known as "the part of the Web which is considered for indexing by the major engines", was estimated to be at least 320 million pages [3] in 1998. This estimate was brought up to more than 11 billion pages [4] in 2005 and Yahoo!1 announced that they have indexed 20 billion pages the same year. One of the many reasons why the web has been growing so fast can be attributed to the fact that the mass reach of the WWW has made it a popular medium for sharing information and many types of media content, both on commercial and personal websites. From the early stages of the web, which only contained static html pages connected through hyperlinks,

1http://www.yahoo.com
Figure 1.1. Number of Publications added to the repository of ACM Digital Library each year between 1990 and 2002

today’s web is much richer in content where audio, video and documents in various formats are increasingly becoming available online. For instance, in the domain of academic papers, the number of papers on the web has been constantly increasing. In addition to the fact that earlier publications are becoming increasingly available on the web, the number of papers published each year has been also increasing over years. Figure 1.1 shows the number of publications added each year to the digital library of Association for Computing Machinery(ACM), one of the major publishers in Computer Science and related fields. This growth rate, in turn, reflects to the number of papers available online, increasing the number of papers indexed by digital libraries that collect academic papers from the web.

It is clear that the pace of growth of the amount of digital information available in many fields has surpassed our ability to perform any kind of manual data anal-
ysis tasks with reasonable accuracy and in reasonable amount of time. Organizing the ever growing amount of digital information, therefore, requires developing algorithms that enable us to analyze, organize and retrieve information in an accurate and practical manner. In this thesis, we present new algorithms for detecting and tracking the evolution of scientific topics in repositories of scientific literature.

Many popular search engines today can be considered to be effective for retrieving relevant web pages for most user queries. However, many information needs can not be directly addressed by the general focus of search engines that often lack sufficient domain knowledge in order to accurately retrieve, rank and present the data in specific domains. For instance, search engines crawl and index academic papers as any other document type found on the web and treat the textual content of these papers as any other type of document. Thus, the structure of the papers are lost and the semantic components of the papers (i.e. title, authors, citations, etc.) are not identified. This approach is not only detrimental to the effectiveness of the search engine for academic document retrieval, but also limits the extent of data analysis tasks that can be performed, such as grouping papers based on authors, topics and institutions, or discovering scientific topics and their evolution over time.

1.1 Problem Statement

Digital libraries (or niche search engines) are specialized systems that have in-depth understanding of data characteristics in a specific domain with custom architectures that enable them to effectively find, organize and present relevant information in that domain. In the domain of scientific literature, harvesting academic papers from the web and organizing them based on the needs of the researchers helps
researchers find papers in their fields, discover relevant research through citation analysis and bibliographic coupling, and analyze research trends. In order to provide the necessary tools to the users to achieve such tasks, digital libraries need ways to identify and extract metadata and citations from papers and understand the distinct topics that the papers address. The feasibility of accomplishing such tasks manually has diminished with the vast amount of academic papers that is available on the web, especially in the field of Computer Science. Managing the growing number of scientific publications requires new tools for automatically organizing, searching and browsing large collections. A prerequisite to effectively achieve these goals involves understanding the semantics of the papers through the process of topic detection. In the absence of metadata of the papers and the citations between them, we can only rely on the textual content of the documents and apply traditional data mining algorithms to find groups of papers that are on the same subject. On the other hand, extracted metadata and citations of papers provide us many additional layers of similarity between papers, including common authorship of documents, common affiliations, co-authorship networks and bibliographic coupling, which can substantially improve the quality of the analysis of data mining solutions. However, these additional dimensions can not readily be integrated into a unified solution, since many supervised and unsupervised learning algorithms are designed with the assumption that the data objects only have homogeneous components with uniform representations. In order to account for the heterogeneous nature of the academic papers and to utilize the additional dimensions effectively, we need custom algorithms that can integrate heterogeneous components of papers into a unified topic discovery framework.

This thesis presents two clustering algorithms that address the aforementioned problem outlined above. The algorithms integrate the heterogeneous components
of academic papers into unified clustering solutions. Hence, they utilize multiple document similarity viewpoints and thus, do not suffer from the limitations of traditional clustering algorithms that only work on a single dimension of the documents.

Only after the identification of the distinct topics of papers we can gather sufficient knowledge to organize scientific collections, which presents opportunities to conduct in depth analysis in this semantic space. For instance, rich collections of research articles shed light into the evolution of human knowledge. Every novelty of today builds upon past discoveries, advances our knowledge, and eventually becomes surpassed by novelties of tomorrow. Understanding the temporal characteristics of topics of scientific publications and identifying topical trends has the potential to assist researchers to understand past topical trends to adapt to new research directions. It is therefore crucial to accurately model the temporal nature of documents that define the topical trends over time. Trend analysis in text collections has become a new research focus due to its applicability to and impact on many domains in addition to scientific literature, including news articles [60], weblogs [58] and social interaction of authors [61, 62] to name a few. A methodology that accurately models the evolution of document collections while utilizing the richness of the documents leads to a better corpus model that captures the true nature of the temporal characteristics of the documents.

This thesis describes a generative model of documents that incorporates the temporal dimension of the collection of academic papers for topic discovery and trend analysis, while integrating the heterogeneous sources of information from the papers to improve the accuracy of the generative process.
1.2 Organization of This Thesis

The rest of this thesis is organized in four parts. The next chapter (Chapter 2) presents a clustering algorithm that incorporates textual content of academic papers and the citations between the papers. Chapter 3 investigates the authorship of papers and describes a method that combines the authorship information of documents with text-based clustering. The third part (Chapter 4) presents a generative model of documents, that brings together many of the knowledge sources that we can gather in scientific corpus for topic discovery and trend analysis. Chapter 5 concludes the thesis with concluding remarks and future research directions.

- **Clustering Heterogeneous Datasets using Citation Analysis (Chapter 2)** This chapter presents a clustering method that merges citation-based and content-based semantic evidence to improve topical clustering of documents. An information theoretic approach is employed to evaluate the importance of terms in documents based on the citation graph of the collection. In particular, we consider both the existence and lack of citation between the papers to determine the topicality of the words in the corpus, and augment the text-based similarity space of documents with the topical weights of words identified from the citation relationships. The experimental results depict the effectiveness of the citation graph for detecting the topics of papers.

- **K-SVMeans Clustering of Documents (Chapter 3)** This chapter presents K-SVMeans, a hybrid clustering algorithm that simultaneously clusters documents based on their distribution over words and learns a Support Vector Machine (SVM) classifier based on the authors’ distribution over documents, without the need for a manually labeled training set. The clustering decisions
are based on both the textual content of the documents and the global view of the authorship of documents obtained from the learners of the clusters. The experimental results in two distinct text collections show the benefits of authorship analysis for topic detection in text documents.

• **A Generative Model for Scientific Literature (Chapter 4)** This chapter presents a generative model for topic detection and topical trend analysis in scientific literature. The generative model captures the dynamics of research interests of researchers and integrates citations, authors, queries and tags to improve the accuracy of the generative process. As opposed to traditional generative models of documents that ignore the temporal characteristics of document collections, the generative model presented in this chapter divides the collection into multiple time segments, and learns the topics in the collection iteratively, starting from the first time segment to the last. At the beginning of the iteration in each time segment, the results of previous time segments are propagated to the current one as prior knowledge, modeling the real-world temporal order of the documents.

• **Conclusions and Future Work (Chapter 5)** This chapter presents concluding remarks and provides further research directions for topic discovery in collections of scientific literature.
Chapter 2

Clustering Heterogeneous Datasets using Citation Analysis

2.1 Introduction

Discovery of latent semantic groupings and identification of intrinsic structures in datasets is a crucial task for many data analysis needs. Various application domains, with significantly varying characteristics of underlying data, look for effective and efficient algorithms to facilitate this task. Although the data type of interest can take many forms (e.g. text, images, gene sequences, graph, web logs, etc), the idea remains the same: Understanding the characteristics of the data and detecting its natural groupings for better utilization of the data. This process is known as Clustering although it has been named differently in different contexts, such as unsupervised learning in pattern recognition and partitioning in graph theory. Clustering is the task of dividing the data into distinct groups such that objects in the same cluster are similar and objects in different clusters are dissimilar, where the definition of similarity can take various forms and is
domain dependent. For instance, textual documents may be considered similar if they contain many overlapping words/phrases, or if they are authored by the same person. On the other hand, two images may be thought of as being similar if they bear similar low-level visual cues, or higher level semantics. Due to the differences of characteristics of data and the varying needs in different domains, it is a common practice to tailor clustering algorithms to take advantage of the specifics of the underlying datasets.

2.2 Classification of Clustering Algorithms

Clustering is a division of data into groups of similar objects. Each group, also known as a cluster, consists of objects that are similar between themselves and dissimilar to objects of other groups, where the definition of similarity is dependent on the characteristics of the data objects. A general classification of clustering algorithms is as follows.

- **Partitional / Hierarchical Clustering**: Partitional clustering algorithms [14, 15] create one set of clusters whereas hierarchical clustering algorithms [16, 17, 18] build a tree of clusters, also known as a *dendogram*. The dendogram can be obtained either in a bottom-up (agglomerative hierarchical clustering) or top-down (divisive hierarchical clustering) fashion.

- **Hard / Soft Clustering**: Hard clustering algorithms assign each data object to one and only one cluster. Soft clustering algorithms, on the other hand, may assign the data objects to many clusters by finding a probability distribution of data objects on the clusters.
• **One-way / Co-Clustering**: The main difference between one-way clustering and co-clustering is that one-way clustering only clusters the data objects where co-clustering simultaneously clusters the data objects and their attributes. In document clustering, co-clustering corresponds to clustering documents based on the words, and words based on the documents. This duality between data object clustering and attribute clustering can help improve the clustering solution.

### 2.3 Issues Related to Clustering in Scientific Literature

The rapidly growing world wide web and the increasing volume of scientific literature available in digital format on the web has stimulated supervised and unsupervised data mining research to focus on linked documents. For linked documents, in addition to the textual content similarity, which can be thought of as an implicit similarity, we also have the link graph of the documents that depicts the relatedness information conveyed by the authors of the documents. Conventional clustering algorithms use attribute information to group documents under the assumption that two documents are related to each other if they have similar attribute values. However, relational data are richer in structure, hence provide more information available to disambiguate groupings. Link structure analysis has been studied extensively and has shown to be a significant aid for both supervised and unsupervised data analysis tasks [19, 20, 21]. In this chapter, we focus on clustering in the collection of scientific literature to discover topical groupings of papers using the textual content of papers combined with the information gathered from the cita-
tion graph of the collection. In a citation graph, papers are represented as vertices of the graph and citations are represented as directed edges between citing and cited documents. The importance of citations for topical analysis of documents has been known for decades and the concepts of bibliographic coupling [22] and co-citations [23] have been studied extensively. Bibliographic coupling represents the connection between two documents through common citations. The bibliographic coupling strength is proportional to the number of overlapping citations to other documents. Co-citation is defined as the frequency with which two documents are cited together. The similarity of two documents is proportional to the number of times that they are cited from other documents. In this work, we investigate the citations in the context of direct citation linkage and we are only interested in which documents are cited from which documents. The papers and citation graph have been obtained from CiteSeer’s\(^1\) repository.

CiteSeer [24] is a scientific literature digital library that has grown to index over 760,000 academic publications in Computer Science and related fields. Citations of the papers are extracted and linked to cited papers by Autonomous Citation Indexing (ACI) [25]. The citation graph that is constructed through this process provides a network of scientific connectivity since citations in research publications represent an important knowledge source regarding the context of scientific work. The citation relationships have been shown to be a valuable resource for a number of tasks such as ranking search results, identification of related research documents, trend analysis and social network analysis. Besides topical relevance, a number of factors that influence citations have been identified, including the desire to publicize own research [26] and promote own field, author’s ability to access the document [27] and to read the language that it is written in [28]. Regardless of the

\(^1\)http://citeseer.ist.psu.edu
reason for citations, comparatively, citation relationships between scientific documents convey more valuable information than a collection of linked web documents [21]. However, the citation graph itself can have limited clustering performance in digital libraries due to the following issues:

1.) Cited Document Availability. CiteSeer collects the papers by crawling the web. Thus, the citations of a paper (i.e. target papers) may not be locally available in CiteSeer’s repository due to several reasons: a) the citations may not be available on the web, b) they may just not have been crawled, or c) they may not be related to Computer Science or a similar field and may not be added to CiteSeer’s repository. In any of these cases, the citations point to virtual metadata records that is identified by the extracted fields of the citation, including title, authors, publication venue, etc. However, the unavailability of the textual content of the cited papers prevents detailed analysis on the semantic similarity between the citing and cited papers. That is, we will not know why the paper is being cited by the citing document.

2.) Identity Uncertainty. Citations are references to unique documents, but their representations may vary. Finding the best matches for citations is a problem known as identity uncertainty [29]. The task of ACI is to uncover the identity of the paper that a citation refers to in order to group together similar citations to the same document, and to link citations to real documents – those that exist inside the ACI system and those that are yet to be crawled. Although ACI has been highly effective, it is still possible that distinct representations of the same citation may be mapped to different documents, or two citations to different papers be connected to the same target paper.
The aforementioned reasons lead us to use only the citations where both the cited and citing documents are available in the collection, which sparsifies the link graph significantly. In this section, we show that taking an information theoretic approach towards textual content analysis of pairs of documents with citation relationships provides a significant improvement in the discovery of document clusters. Further, we believe that the methodology presented here is applicable to web document collections where similar link constraints can be observed. One example is hierarchical clustering of documents where lower level taxonomies may not exhibit strong connectivity. Another application domain is search engine result clustering [30], an often employed technique to facilitate users’ quick browsing through search results. Both applications suffer from the lack of sufficient links between the documents in a given subspace of the entire collection, which can be addressed by the algorithm proposed here.

Documents on similar topics exhibit specific characteristics that separate them from documents that focus on other topics. Similar documents cite each other and they contain some level of textual similarity, measured by the amount of overlapping words/phrases. Some of those words - such as experiment, result, compute - are considered to be general words and they are not beneficial to the clustering algorithm. Other words like - image, security, database -, on the other hand, are correlated with the topics of the papers and they are very valuable for classifying the papers and identifying topical clusters in the collection. Although both textual content and link structure can be used independently for topical clustering, an algorithm that merges both sources of heterogeneous data has the potential to yield better clustering solutions than using either data source alone for clustering purposes. If the link structure of the documents is dense enough, then link based clustering, augmented by textual content, will generally yield well separated
clusters. On the other hand, in situations where link graph is sparse, access to linking and/or linked documents is limited, or there is some sort of ambiguity in the link structure itself, the link graph can not be used as the dominant source of clustering. Thus, it is crucial to find a text-based clustering solution that incorporates information from the available link structure. Our work addresses this problem and provides an algorithm that bridges the disconnect between textual content and citations of papers by discovering the topicality of words from the citation relationships and the quantitative topicality measure that is found from the citations is utilized to augment the text-based clustering solution.

2.4 Related Work

As discussed in Section 2.2, due to its wide range of applications, numerous clustering algorithms have been proposed, varying in the way that the clusters are obtained (hierarchical or partitional clustering), cluster membership of instances (hard or soft clustering) and the entities that are being clustered (one-way or co-clustering). In this work, we are interested in partitioning the set of academic papers into distinct scientific topics. Therefore, our focus is to design a partitional, one-way, hard clustering algorithm.

Document clustering algorithms for linked documents can be broadly categorized as text-based [18, 31, 32], link-based [33, 34] and hybrid [35, 36, 37, 38] approaches. In the domain of linked documents, link analysis for clustering and classification purposes has generally been studied in the context of web pages. PageRank [39] and HITS [40] are two of the most popular algorithms showing the importance of link structure for analyzing associations between documents.

In order to merge text-based and link-based information, [41] and [42] use gen-
erative probabilistic models of document content and connectivity. He et al. [36] use the hyperlink structure to cluster web pages using spectral graph partitioning. In their work, the link graph is used as the dominant source of similarity between documents, and the link-based similarity measures are augmented by textual content similarity and co-citation similarity. [38] proposes a probabilistic model of link structure based on the cluster membership. The model is optimized based on observed data where the attributes determine the group membership and group membership determines the link structure. Modha et al. [43] propose an algorithm for clustering hypertext documents by using both the document contents and link structure. The algorithm uses an extended version of the classical Euclidean K-means clustering algorithm that performs clustering based on word similarity, in-link similarity and out-link similarity. The effect of each similarity is controlled by a parameter, which needs to be explicitly set by the user.

A number of algorithms have been proposed for link prediction, which is the task of identifying the missing entity or entities of a partially observed link by using the existing observation of the data sample available in the domain. [44] uses directed graphical models (Bayesian Networks and Probabilistic Relational Models) to represent a probabilistic model of both links and data object attributes. A comparison of various machine learning approaches for link prediction/completion is given in [45]. One major drawback of model-based link prediction is the dependence on the training data. That is, the learner builds a probabilistic model on the training data, and it will lack confidence in the probabilities of the entities that have not been included in the training set.
2.5 Algorithm

We start with describing the notation used in this section. Let \( d_i \in \mathcal{R}^n \) denote the \( m \) documents in the collection where \( n \) is the number of words in the corpus and \( C \) denote the non-symmetric citation matrix where each row and column of \( C \) correspond to a document and \( C_{ij} = 1 \) if \( d_i \) cites \( d_j \), and zero otherwise. Each document is represented as a vector in the feature space. Following \( L_2 \) normalization of the document vectors so that each \( ||\vec{d}_i|| = 1 \), we generate a similarity matrix \( S \) from the cosine similarities of each document pair:

\[
S_{ij} = \cos(d_i, d_j) = \frac{\vec{d}_i \cdot \vec{d}_j}{||\vec{d}_i|| \cdot ||\vec{d}_j||}
\]  

(2.1)

We then calculate, for each citing document, the average distance of its citations using the similarity matrix \( S \) and the citation graph as follows:

\[
D_i = \frac{\sum_{j=1}^{n} S_{ij} \cdot C_{ij}}{k_i}
\]

(2.2)

where \( D_i \) represents the Average Citation Distance(ACD) of document \( d_i \), and \( k_i \) is the total number of citations of document \( d_i \) that is present in the collection.

In this definition, only the citations in the collection can contribute to the ACDs, since, for missing citations, we do not have the text of the document and hence, \( S_{ij} \) will be zero. We are interested in evaluating the significance of the words by comparing each word’s popularity in document pairs connected with citations against document pairs that do not have citation relationships. To achieve this goal, the ACDs enable us to view the document space from these two perspectives by populating the following two sets: The first set, \( G^A \) is the Actual Citation Graph and is populated with the citing papers and their citations. This set is
Figure 2.1. Schematical view of the algorithm. The ACDs are used to find the virtual citations and the given link structure is split into Actual Citation Graph $G^A$ and Virtual Citation Graph $G^V$ (Steps 1 & 2). The set of words appearing in both in citing and cited documents in $G^A$ are inserted in the Citation Text Corpus $T$ (Step 3). For each word in $T$, we use the link and word co-occurrence information from $G^A$ and $G^V$ to calculate the expected entropy loss scores (Step 4).

the collection of documents that form the citation graph. The second set, $G^V$, is the Virtual Citation Graph and it is populated using the $D_i$’s in the following fashion. For each document $d_i$ having $k_i$ citations (i.e. the citing documents in $G^A$), we select $k_i$ documents that are not cited by $d_i$ and is separated from $d_i$ by a distance closest to a radius $D_i$. That is, for each citing document $d_i$, we find $k_i$ documents such that their content-wise similarity to $d_i$ suggests that $d_i$ should also be citing these documents, but no such citation exists in the graph for $d_i$. This set of documents form the Virtual Citation Graph; the citations in the Virtual Citation Graph are not actual citations but they are inferred citations based on the textual similarity between the citing and virtually cited documents.
Algorithm Non-uniform Feature Weighting

1. Populate $G^A$ with the documents in the citation graph
2. Initialize $G^V \leftarrow \emptyset$, $T \leftarrow \forall t_{ij}$ for $C_{ij} = 1$
3. **for** each citing document $d_i$ in $G^A$ with $k_i$ citations **do**
4. 
5. **end**
6. **for** each $t_p \in T$ **do**
7. 
8. 
9. **end**

After populating $G^V$ with the citing documents in $G^A$ and their respective *virtual citations*, the sets $G^A$ and $G^V$ have exactly the same number of edges, since we restrict $G^V$ to contain the same linking vertices as $G^A$ and insert exactly the same number of (virtual) citations to it. This way, we enable each vertex (i.e. citing document) to be equally represented both in $G^A$ and $G^V$. We then collect the common words between citing and cited documents in $G^A$ and denote the set of the words as $T$. We do not consider the shared terms in the document pairs that are in $G^V$, since our aim is to identify the importance of the terms that appear in actual citation relationships.

We use expected entropy loss measure [46] to calculate the amount of information that each term in $T$ conveys about citations. Our intuition is to find a numerical representation of the importance of each feature that is shared by the documents that are linked together. This also enables us to estimate what makes document $A$ cite document $B$ and not cite $C$, although $B$ and $C$ may also be
Figure 2.2. A sample set of documents and words from each document. Words that are common to cited and citing documents, and not common in not-cited documents are topically important.

If a word occurs frequently between citing and cited documents in $G^A$, but not in the virtual citations in $G^V$, this word is regarded as a good candidate for being a topical word and is emphasized in the clustering algorithm. Figure 2.2 depicts this case for the topic "databases". The topical terms "database", "transaction" and "query" appear more frequently in the documents with citation relationships than the rest of the documents. The non-topical words, such as "experiment" and "result" appear in both cited and not-cited documents. The citations enable us to detect the relative topical importance of each word in the corpus. This approach serves as a means of eliminating one shortcoming of clustering algorithms; that is, each feature is weighted based on some corpus statistics and almost all clustering algorithms treat the attributes of data objects uniformly. We break this uniformity by reflecting the information obtained from the citation graph by scoring the shared terms of the citations using expected entropy loss.
2.5.1 Expected Entropy Loss

Given a text corpus with $n$ distinct features and $k$ categories, expected entropy loss measures amount of categorical discriminative power of each feature in the dataset. For instance, for two categories "Computer Vision" and "Computer Security", the set of terms \{image, segmentation, visual\} are discriminative for Computer Vision and \{attack, rsa, secure\} are discriminative for Computer Security, whereas terms like algorithm or data are less descriptive of either category, hence have lower expected entropy loss scores. Expected entropy loss enables us to detect this distinction among the words in the corpus.

In formal definition, let $C^A$ and $C^V$ be the events of a sample being a member of the specified class, where the superscripts $A$ and $V$ refer to the actual and virtual citation graphs, respectively. A sample in our case is a shared term between citing and cited documents. The prior entropy of the class distribution is

$$e = -P(C^A)\log P(C^A) - P(C^V)\log P(C^V)$$

(2.3)

The posterior entropy of the class distribution when feature $f$ is present in the citation text corpus is

$$e_f = -P(C^A|f)\log P(C^A|f) - P(C^V|f)\log P(C^V|f)$$

(2.4)

The posterior entropy of the class distribution when feature $f$ is absent in the corpus is denoted as $e_{\overline{f}}$ and can be found in a similar manner.

$$e_{\overline{f}} = -P(C^A|\overline{f})\log P(C^A|\overline{f}) - P(C^E|\overline{f})\log P(C^E|\overline{f})$$

(2.5)
Thus, the posterior expected entropy is $e_f P(f) + e_f P(\overline{f})$ and expected entropy loss of feature $f$ is defined as

$$
\text{Ent.Loss}(f) = e - (e_f P(f) + e_f P(\overline{f})) \quad (2.6)
$$

which is guaranteed to be positive for every feature $f$.

### 2.5.2 Feature Weight Adjustment

The citation text corpus $T$ contains the shared words between citing and cited documents in $G^A$ (which is a subset of the original feature space) and we use this subset to realign the document vectors. Expected entropy loss based ranking of the most and least informative words in the corpus $T$ is given in Table 2.1. It can be noted that more meaningful and topic bearing terms rank higher than less informative terms and the expected entropy loss scores act as a metric of topicality of the words. Hence, by integrating the entropy loss information into the document vector representations, it is possible to achieve better separation of the distinct clusters. For each word in $T$, we update each document vector containing that feature as follows:

$$
\bar{w}(d_i, f_j) \leftarrow (1 - \lambda) \cdot w(d_i, f_j) + \lambda \cdot \text{Ent.Loss}(f_j) \quad (2.7)
$$

for $i = [1 \cdots n], \forall f_j \in \tilde{d}_i$. $w(d_i, f_j)$ represents the original Term Frequency-Inverse Document Frequency (TF-IDF) weight of feature $f_j$ in document $d_i$. This weight is a statistical measure used to evaluate how important a word is to a document in a collection or corpus. The term frequency (TF) of a word in the given document is the number of times a given word appears in that document, normalized by
Table 2.1. Features ranked by decreasing expected entropy loss.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>automata</td>
</tr>
<tr>
<td>2.</td>
<td>radio</td>
</tr>
<tr>
<td>3.</td>
<td>collapse</td>
</tr>
<tr>
<td>4.</td>
<td>realtime</td>
</tr>
<tr>
<td>5.</td>
<td>switchboard</td>
</tr>
<tr>
<td>6.</td>
<td>tcp</td>
</tr>
<tr>
<td>7.</td>
<td>molecular</td>
</tr>
<tr>
<td>8.</td>
<td>fluctuate</td>
</tr>
<tr>
<td>9.</td>
<td>grayscale</td>
</tr>
<tr>
<td>10.</td>
<td>dendogram</td>
</tr>
<tr>
<td>5547.</td>
<td>statement</td>
</tr>
<tr>
<td>5548.</td>
<td>quinlan</td>
</tr>
<tr>
<td>5549.</td>
<td>roth</td>
</tr>
</tbody>
</table>

the total number of terms in the document, given as $TF_i = \frac{n_i}{\sum_{k} n_k}$. The inverse document frequency (IDF) is a measure of the general importance of the word in the whole collection, defined as $IDF_i = \log \frac{N}{n}$ where $N$ is the total number of documents in the collection and $n$ is the number of documents that contain the word $i$ at least once. TF-IDF weight is the product of TF and IDF scores of the word.

In equation 2.7, $\lambda$ is a parameter that adjusts the effect of the information gain of the feature on the final weight, which can also be thought of as relative bias of that term in the document. $\lambda = 0$ refers to the original weighting scheme with no topical boosting of the words and $\lambda = 1$ corresponds to purely entropy score based weighting. Hence, $\lambda$ has the effect of proportionally reducing the significance of the features that don’t exist in the citation corpus.

Following the weight updates of the features of all documents, the document
vectors are re-normalized to unit length. We then perform clustering on the updated document vectors. A visual representation of the effects of the weight readjustment is shown in Figure 2.3 for categories 1 and 4 of our dataset, which are the two most difficult clusters to separate. Please note that since the orientation of the document vectors are changed after feature reweighting, the factorization of the term-document matrix obtained from Singular Value Decomposition yields a different mapping of the document vectors onto the 3D space. The representations of the document space before and after the weight readjustment are given from the viewpoint that maximally separates the two clusters and shows the change of the separation of the clusters after augmenting the documents with the expected entropy loss scores of the words in $T$.

Computationally, given a dataset with $N$ documents, $C$ citations and a text corpus of $T$, the complexity of generating the similarity matrix and formation of the virtual citation graph is $O(TN^2)$ and the calculation of the expected entropy losses is bounded by $O(CT)$. So the overall complexity of the algorithm is $O(T(N^2+C))$.

\section{Experiments}

We used a selection of 7227 papers from CiteSeer’s repository as our dataset. We selected the first 1000 words of each paper, resulting in a text corpus of 9601 distinct features after preprocessing the text by stemming, stop word and infrequent word removal. The clustering is performed both using the original TF-IDF scores of words and the scores augmented by the entropies of the words. A total of 4404 citation relationships exist between the papers in the dataset. The text corpus $T$ of the citation relationships consists of distinct 5549 words. We used the Cluto \cite{47} clustering toolkit in our experiments. Cluto implements some of the most widely
Figure 2.3. Effect of integrating entropy scores of citation corpus with $\lambda = 0.1$. Documents are mapped to 3D space by Singular Value Decomposition (SVD). The SVD transformation reorients the document vectors in the 3D space in Figure 2.3(b). Both viewpoints are selected to show the maximal separation of the clusters.

used clustering algorithms in the literature, including agglomerative, divisive and graph-based techniques and hence, provides good baseline comparisons.
Table 2.2. Dataset Venue Distribution in the CiteSeer Collection. Each Cluster represents a separate topical category.

<table>
<thead>
<tr>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Venue</td>
<td>Samples</td>
<td>Venue</td>
</tr>
<tr>
<td>AAAI</td>
<td>662</td>
<td>POPL</td>
</tr>
<tr>
<td>IJCAI</td>
<td>599</td>
<td>PLDI</td>
</tr>
<tr>
<td>ICTAI</td>
<td>232</td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>1493</td>
<td>total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster 4</th>
<th>Cluster 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Venue</td>
<td>Samples</td>
</tr>
<tr>
<td>ICML</td>
<td>990</td>
</tr>
<tr>
<td>ECML</td>
<td>211</td>
</tr>
<tr>
<td>ML</td>
<td>80</td>
</tr>
<tr>
<td>KDD</td>
<td>629</td>
</tr>
<tr>
<td>total</td>
<td>1910</td>
</tr>
</tbody>
</table>

2.6.1 Evaluation Metrics

The clustering performance is evaluated by comparing the predicted cluster of each document with the categorical labels (venues) from the document corpus. Since it is not feasible for us to manually label the topic(s) of each paper, the publication venues of the papers are utilized to infer the topics. The papers are split into 5 topical groups based on their publication venues where the venue-group assignments are based on the focus similarity of research topics of the venues. The categorical distribution of the publication venues is shown in Table 2.2. The categories used in our experiments are Artificial Intelligence, Programming Languages, Computer Vision, Machine Learning and Very Large Databases. To assess the clustering performance of the algorithm, we used the standard $F_1$ and entropy measures as our evaluation criteria.
2.6.1.1 \textit{F}_1 \text{ Measure}

\( F_1 \) measure combines precision \((p)\) and recall \((r)\) with equal weight in the formulation given as

\[
F_1(p, r) = \frac{2.p.r}{p + r}
\]  

(2.8)

We report results both on Macro-averaged \( F_1 \) and Micro-averaged \( F_1 \) scores. The key difference between those two \( F_1 \) measures is that macro-averaging gives equal weight to each cluster, whereas micro-averaging equally weights each document.

2.6.1.2 \textit{Cluster Entropy}

The cluster entropy measure shows the distribution of various classes of documents within each cluster. For each cluster \( C_i \) of size \( n_i \), the entropy of this cluster is defined as

\[
E(C_i) = -\frac{1}{\log k} \sum_{j=1}^{k} \frac{n_i^j \log n_i^j}{n_i}
\]  

(2.9)

where \( k \) is the number of classes in the dataset and \( n_i^j \) is the number of documents of the \( i^{th} \) class that were assigned to the \( j^{th} \) cluster. The entropy of the entire clustering solution is the average of the cluster entropies adjusted by their respective sizes, given by

\[
\sum_{i=1}^{k} \frac{n_i}{n} E(C_i)
\]  

(2.10)

A smaller entropy score indicates better clustering solution over the entire dataset.
Table 2.3. Results on four different clustering criterion functions. For each clustering, the left column corresponds to the original similarity space $S$ and the right column represent the citation augmented space $S^*$

<table>
<thead>
<tr>
<th></th>
<th>Internal Similarity</th>
<th>External Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I_{sim}(S)$</td>
<td>$E_{sim}(S)$</td>
</tr>
<tr>
<td>$F_1$(Micro)</td>
<td>80.7%</td>
<td>80.8%</td>
</tr>
<tr>
<td>$F_1$(Macro)</td>
<td>81.5%</td>
<td>81.4%</td>
</tr>
<tr>
<td>Entropy</td>
<td>36.7%</td>
<td>37.5%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Hybrid</th>
<th>Graph-based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H_{sim}(S)$</td>
<td>$G_{sim}(S)$</td>
</tr>
<tr>
<td>$F_1$(Micro)</td>
<td>76.1%</td>
<td>81.5%</td>
</tr>
<tr>
<td>$F_1$(Macro)</td>
<td>76.8%</td>
<td>81.8%</td>
</tr>
<tr>
<td>Entropy</td>
<td>41.8%</td>
<td>36.3%</td>
</tr>
</tbody>
</table>

2.7 Results on Four Criterion Functions

We evaluated our algorithm using the following four different similarity criterion functions. Each criterion function represents the objective that we try to optimize for discovering clusters. The first criterion, $I_{sim}$, is an internal similarity metric that tries to maximize the similarity between each document and the centroid of its assigned cluster. The second criterion function, $E_{sim}$, is an external approach that tries to separate the documents of each cluster from the entire collection. The hybrid approach, $H_{sim}$, tries to find a clustering solution by optimizing the inter-cluster ($I_{sim}$) and intra-cluster ($E_{sim}$) similarity metrics simultaneously. The final criterion, $G_{sim}$, uses the similarity graph of the documents and tries to find the optimum cuts of the graph using MinMaxCut algorithm.

\[
\text{maximize } I_{sim}(S) = \sum_{r=1}^{k} \sum_{d_i \in S_r} \cos(d_i, C_r) \tag{2.11}
\]
Table 2.4. Confusion matrix of the clustering solution without citation augmentation of text corpus

<table>
<thead>
<tr>
<th></th>
<th>AI</th>
<th>PL</th>
<th>CV</th>
<th>ML</th>
<th>DB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>1434</td>
<td>0</td>
<td>26</td>
<td>84</td>
<td>8</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>1</td>
<td>1197</td>
<td>13</td>
<td>26</td>
<td>7</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>65</td>
<td>3</td>
<td>1004</td>
<td>190</td>
<td>146</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>11</td>
<td>34</td>
<td>579</td>
<td>1146</td>
<td>163</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>1</td>
<td>29</td>
<td>288</td>
<td>47</td>
<td>725</td>
</tr>
</tbody>
</table>

Table 2.5. Confusion matrix of the clustering solution after citation augmentation of text corpus for $\lambda = 0.15$

<table>
<thead>
<tr>
<th></th>
<th>AI</th>
<th>PL</th>
<th>CV</th>
<th>ML</th>
<th>DB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>1492</td>
<td>1</td>
<td>139</td>
<td>95</td>
<td>1</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>1</td>
<td>1233</td>
<td>4</td>
<td>23</td>
<td>9</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>9</td>
<td>1</td>
<td>1188</td>
<td>276</td>
<td>31</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>3</td>
<td>26</td>
<td>326</td>
<td>1050</td>
<td>4</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>7</td>
<td>2</td>
<td>253</td>
<td>49</td>
<td>1004</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
\text{minimize } E_{\text{sim}}(S) &= \sum_{i=1}^{k} n_i \sum_{v \in S, u \in S} \cos(v, u) \\
& \quad \sqrt{\sum_{v, u \in S} \cos(v, u)} \\
& \quad \sum_{i,j} \cos(d_i, d_j) \\
\text{maximize } H_{\text{sim}}(S) &= \frac{I_{\text{sim}}}{E_{\text{sim}}} \\
\text{minimize } G_{\text{sim}}(S) &= \sum_{m=1}^{k} n_m^2 \frac{cut(S_m, S - S_m)}{\sum_{d_i, d_j \in S_m} \cos(d_i, d_j)}
\end{align*}
\]

The results of the clustering solutions using the four criterion functions are given in Table 2.3 for $\lambda = 0$ and $\lambda = 0.15$. $S$ and $S^*$ refer to the original and updated document similarities, respectively.

In all four criterions, we were able to achieve better clustering solutions using the entropy-based weight adjustments of the features. The most benefit can be
Figure 2.4. $F_1$ Micro score variation based on $\lambda$

observed for $I_{sim}$ and $H_{sim}$ similarity metrics, indicating that similar documents are grouped into more compact clusters. This behavior is expected since the citations we used were mostly to the papers that are in the same category, hence we boosted the weights of the terms that collectively define their respective categories, hence maximizing the internal similarity of the documents of the same cluster. In Figures 2.4 and 2.5, we show the effect of varying $\lambda$ on $F_1$ and entropy scores of the clustering solution for all criterion functions. Even for the $\lambda = 0.05$ case which indicates only a slight support from the entropies on the feature values, all four criterion functions achieve significant accuracy improvement. Further increasing $\lambda$ over a certain point either has no, or negative effect on the clustering solution. Since the entropy values are needed for the bias effect on feature weights, increasing $\lambda$ beyond a certain point starts to cause a dominating effect on the document vectors. In that case, the documents containing just a couple of common topical words (i.e.
Figure 2.5. Entropy score variation based on $\lambda$

"network", "tcp", "learning") tend to group together, causing an adverse effect. It is therefore desirable to keep $\lambda$ at values that is sufficient enough to boost the importance of the topical words without dominating the content of the papers.

2.8 Concluding Remarks

Most clustering algorithms assume that the components of data objects are independent and identically distributed. This assumption has led to the design of numerous supervised and unsupervised learning algorithms to work on such "flat" data, where each data instance is represented as a fixed length vector of attribute values. For data sets where the data set has richer structure, such as hyperlinks in web documents and citations in scientific literature, an efficient and effective solution to incorporate the connectivity information in the clustering solution yields
better clustering performance. In this section, we presented an algorithm that incorporates the citation graph of a collection of scientific literature to the clustering solution to better identify distinct groups of documents. The existence and non-existence of citation relationships of papers are used to identify the most important topic-bearing words in the papers, based on expected entropy loss measure. We have shown that a feature weighting scheme incorporating the citation-based extraction of topically significant words and applying partial bias for those terms can effectively discover clusters of similar papers.
Chapter 3

Clustering Heterogeneous Datasets using Authorship Information

3.1 Introduction

The task of discovering latent semantic groupings and identification of intrinsic structures in datasets falls in the field of unsupervised learning, also known as clustering, where the goal is to find distinct groups of instances within a data collection. In broad terms, clustering is an optimization problem that tries to find a partition of the data collection such that the items that belong to the same cluster are as similar as possible (cluster compactness) and the discovered clusters are as separate as possible (cluster distinctness) based on a specified (dis)similarity metric within the high dimensional space that the data objects exist. Research in the field of clustering predates the creation and the vast popularity of the world wide web. Due to the size and the characteristics of web-based data, it is desirable to tailor traditional clustering algorithms so that we can process web-based data efficiently and effectively.
Traditional clustering algorithms work on "flat" data, making the assumption that the data instances to be clustered can only be represented by a set of homogeneous and uniform features, like words in text documents or visual features in image collections. If the data objects have multiple attributes in heterogeneous dimensions, a naïve solution would try to cluster the data objects in each dimension separately and combine the individual clusterings of objects. However, this approach would discard the inherent relationships among the distinct data types and, as we have shown in the previous section, a unified framework that incorporates the heterogeneous types into a single clustering solution has the potential to discover distinct clusters more effectively.

Most real-world data, especially data available on the web, possess rich structural relationships. One of the most pronounced characteristics of web based data is that the data contains heterogeneous components; that is, they have multiple types of information that describe the entities that we are interested in clustering, such as authorship and citation graph of scientific documents [35], hyperlinks in web connectivity graph [36] and surrounding text around images in web pages [48]. Discarding the additional sources of information or not utilizing the interplay between multiple aspects of the data can potentially decrease our understanding of the data collection. For example, scientific papers, email messages, blog and newsgroup posts can be directly clustered based on the textual content of the documents using traditional clustering algorithms. One problem with this approach is that it discards the global view of the authorship of the documents. Figure 3.1 depicts the document and authorship spaces of a sample document collection. In addition to the textual content of the documents, authors can be represented by the collection of words of the documents they have authored. Since documents authored by the same person tend to be topically similar, we can use this informa-
tion as an additional dimension of similarity in the clustering process. Combining these two dimensions has the potential to yield better clustering solutions than investigating a single source of similarity in isolation.

Figure 3.1. Author space and Document space. In addition to the textual representation of documents, each author can be represented as the collection of the words of the documents they have (co)authored.

In this chapter, we present K-SVMeans, a clustering algorithm that integrates the well known K-Means clustering with the highly popular Support Vector Machines (SVM), a machine learning algorithm that has been shown to be highly effective, especially for text classification tasks. K-SVMeans simultaneously clusters documents along one dimension of the data while learning a classifier in another dimension, which, in turn effects the intermediate cluster assignment decisions in the original dimension. The hybrid property of K-SVMeans comes from the fact that it merges and unsupervised learner with a supervised learning algorithm, while eliminating the need for labeled training instances for SVM training. The fundamental
difference between unsupervised learning and supervised learning in data mining is that unsupervised learners try to discover latent groups of objects without any prior information whereas supervised learners attempt to find a model that can best represent the class assignments of known observations so that the classes of unseen observations can be predicted accurately. Thus, in supervised learning, the supervision is referred to as the process of obtaining user provided true labels for a set of observations for the training phase. Our clustering framework eliminates the need for labeled training instances for SVM learning. The cluster assignments of K-Means are used to train an Online SVM in a separate data type, and the SVM effects the clustering decisions of K-Means in the primary clustering space. This ping-pong style clustering of heterogeneous datasets effectively increases the clustering performance compared to clustering using a single homogeneous data source.

3.2 Related Work

Although clustering is a decades old problem, research in multivariate data clustering where the data can be represented by multiple interrelated components has gained momentum only in the past couple of years due to its applicability in many domains. The initial directions towards multivariate clustering started with the simultaneous clustering of both rows and columns of contingency tables, also known as coclustering, biclustering, or block clustering. A spectral graph bipartitioning algorithm is proposed in [49] that clusters documents based on words, and words based on documents by finding the normalized cut of the bipartite graph. The same problem has been addressed in [50] by taking an information-theoretic approach. The proposed solution attempts to minimize the loss in mutual infor-
mation between the original and the clustered contingency tables. [51] computes a partial singular value decomposition of the edge-weight matrix of the bipartite graph to cocluster words and documents. Although these works have laid the foundations of multivariate data clustering, these algorithms can not handle multi-type interrelated data objects.

A multi-type extension of the bipartite spectral graph partitioning has been proposed in [52] for textual datasets and then for images and surrounding texts in web environment [48]. The data objects form a tripartite graph, and the tripartite graph is treated as two separate bipartite graphs. The spectral partitioning of the bipartite graphs is obtained by minimizing the cuts of both bipartite graphs using semidefinite programming in $m + n + t$ dimensional space where each dimension represents the dimension of a separate data type. The high-dimensionality of the problem space is prohibitive and prevents its applicability to real-world datasets of big sizes. [53] provides a multi-way clustering framework that maximizes the mutual information between the clusters of multiple data types based on representation of the interaction between each pair of data types as a contingency table of co-occurrence counts. The generation of clusters is performed by a combination of agglomerative (bottom-up) and partitional (top-down) clusterings of different data types. The decision as to which types will be clustered agglomeratively or partitional, and the order of their clusterings is determined by a clustering schedule determined beforehand of the clustering process, and the clustering schedule needs to be provided by the user.
A representation of Support Vector Machines. The solid line is the hyperplane which separates two classes with maximum margin. The circled instances are the support vectors, which define the hyperplane.

3.3 Background on Support Vector Learning

A key feature of K-SVMeans is the integration of Support Vector Machines with K-Means clustering. This subsection provides background on SVMs and Online Support Vector Learning, which is a key component in clustering decisions made by K-SVMeans.

SVM is a supervised machine learning algorithm that is well known for its generalization performance and ability to handle high dimensional data which is a common case in document classification problems. Considering the binary classification case, let \((x_1, y_1) \cdots (x_n, y_n)\) be the training dataset where \(x_i\) are the feature vectors representing the observations and \(y_i \in (-1, +1)\) be the labels of each observation. For example, in spam e-mail filtering applications, spam and regular e-mails may be labeled as +1 and −1, respectively. From these observations, SVM builds an optimum hyperplane – a linear discriminant in the kernel
transformed higher dimensional feature space – that maximally separates the two classes by the widest margin by minimizing the following objective function

$$\min_{w, b, \xi} \frac{1}{2} w \cdot w^T + C \sum_{i=1}^{N} \xi_i \quad \text{subject to} \begin{cases} \forall i \; y_i (w^T x_i - b) \geq 1 - \xi_i \\ \forall i \; \xi_i \geq 0 \end{cases}$$ (3.1)

where $w$ is the norm of hyperplane, $b$ is offset, $y(x_i)$ are the labels and $\xi_i$ are the slack variables that permit the non-separable case by allowing misclassification of training instances. In practice, the SVM solution is obtained by solving the dual of the convex optimization problem in equation 3.1 by defining the following dual objective function

$$W(\alpha) = \sum_{i} \alpha_i y_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j K(x_i, x_j)$$ (3.2)

and solving the SVM Quadratic Programming (QP) problem:

$$\max_{\alpha} W(\alpha) \quad \text{with} \begin{cases} \sum_i \alpha_i = 0 \\ A_i \leq \alpha_i \leq B_i \\ A_i = \min(0, C y_i) \\ B_i = \max(0, C y_i) \end{cases}$$ (3.3)

where $\alpha_i$ are the Lagrange multipliers and $K(\cdot)$ is the Kernel function, which can be an inner product, polynomial, RBF, or any other function that obeys Mercer’s condition [54, 55]. The convex quadratic programming (QP) problem in equation 3.3 can be solved by Sequential Minimal Optimization (SMO) [56]. SMO works by optimizing two $\alpha_i$’s at a time while holding the remaining $\alpha_i$’s fixed, solving the optimization problem analytically. The most significant benefits of being able to solve the QP problem analytically is increased efficiency of SVMs, the ability to
handle massive datasets and thus make it practical for real-world applications, and make way to online learning methods.

LASVM [57] is an online SVM algorithm that does not require that all the labeled training instances be presented to the learner before the SVM training phase, hence it can incrementally build a learner as opposed to batch learning. Based on the SMO optimization of Eq. 3.3, LASVM updates its model whenever new observations are available to the learner. Once a training instance is presented to LASVM, the learner searches its set of existing support vectors that maximizes the dual function, and adjusts both $\alpha$’s by the maximal step size of the optimization, while maintaining the constraint $\sum_{i=1}^{N} \alpha_i = 0$.

### 3.4 K-SVMeans for Document Clustering

The ability to use SVM in an online setting enables us to integrate it into unsupervised learning algorithms, and as will be shown later, this approach eliminates the need to use labeled training data for SVM although that is a requirement for supervised learning algorithms, hence the term supervision. In this section, we present K-SVMeans, a K-Means-based clustering algorithm that clusters documents based on their textual content where cluster assignment decisions are based on documents’ distances to the clusters as well as the classification of the documents’ authors to the SVM learner of each cluster.

#### 3.4.1 K-Means Clustering

The original formulation of K-Means algorithm first initializes $k$ clusters with $N$ documents and then assigns each document $d_i$, $1 \leq i \leq N$ to a cluster $c_i$, $1 \leq i \leq k$ where $d_i$’s distance to the representative of its assigned cluster $c_i$ is minimum. Vari-
The K-Means algorithm differs in the initialization of clusters (e.g., random or maximum cluster distance initialization), the definition of similarity (e.g., Euclidean or Kullback-Leibler Divergence), or the definition of cluster representativeness (e.g., mean, median or weighted centroid vector). K-SVMMeans algorithm is independent of any of those variations, but for brevity, we describe the algorithm for Spherical K-Means with random initialization that represents each cluster by its centroid vector. Given \( n \) documents \( \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n \forall \mathbf{x}_i \in \mathbb{R}^w \) where \( w \) is the size of the text corpus and each \( \mathbf{x}_i \) is normalized such that \( ||\mathbf{x}_i|| = 1 \). K-Means partitions the document \( \mathbf{x}_i \) into \( k \) disjoint clusters \( \pi_1, \pi_2, \ldots, \pi_k \) so that

\[
\bigcup_{i=1}^{k} \pi_i = \{ \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n \} \quad \text{where} \quad \pi_i \cap \pi_j = \emptyset, \ i \neq j
\]

where the centroid \( c_i \) of each cluster \( \pi_i \) is defined as

\[
c_i = \frac{\sum_{\mathbf{x}_k \in \pi_i} \mathbf{x}_j}{||\sum_{\mathbf{x}_j \in \pi_i} \mathbf{x}_j||}
\] (3.4)

The goal of the clusterer is to maximize the similarity between the data objects and their assigned clusters, hence, the objective function becomes

\[
\max Q = \sum_{j=1}^{k} \sum_{\mathbf{x}_i \in \pi_j} \mathbf{x}_i^T \cdot \mathbf{c}_j \quad \forall \pi_i \quad 1 \leq i \leq k
\] (3.5)

K-Means optimizes the objective function iteratively by following two steps: A cluster assignment step, where each document is assigned to a cluster with the closest centroid, followed by a cluster centroid update step.
### Original K-Means Algorithm

**input:** \( X=(x_1, x_2, \ldots, x_n) \)  
Documents  

\[ N : \text{Number of Clusters} \]

**output:** \( C=\{c_1, c_2, \ldots, c_k\} \)  
Cluster Centroids

\[ m: X \rightarrow C \quad \text{Cluster Assignments} \]

#### Procedure K-Means

1. Randomly assign documents to clusters and initialize cluster centroids.
2. Initialize iteration count \( t = 0 \)
3. Do
4. \( t \leftarrow t + 1 \)
5. For each \( x_i \in X \)
6. \[ m(x_i) = \arg \max_{j = [1..k]} c_j^{(t)} \cdot x_i \]
7. End
8. For each cluster \( \pi_i \) with centroid \( c_i^{(t)} \)
9. \[ c_i^{(t)} = \frac{\sum_{x_j \in \pi_i} x_j}{\| \sum_{x_j \in \pi_i} x_j \|} \quad \text{// Update centroids} \]
10. End
11. While Obj. func. change > threshold

The algorithm terminates when the change in the objective function value between two successive iterations is below a given threshold. Upon the termination of the algorithm, each document belongs to one of the \( k \) clusters. This partitioning, however, is done on a single dimension, that is, the documents are clustered based on the textual content of the documents. In K-SVMMeans, we integrate the support vector learning into the iterations where intermediate cluster assignments are decided by both the documents’ distances to the cluster centroids and the SVM learners’ belief that the document authors are part of that cluster as well.
3.4.2 K-SVMeans Clustering

Consider that the instances in the set $X = (x_1, x_2, \cdots, x_n)$, which we want to obtain a clustering solution, are related to another set $U = (u_1, u_2, \cdots, u_m)$ in some way. Each $x_i$ can be related to one or multiple $u_j$’s in a $X \rightarrow U$ mapping where objects in $U$ denote a unique property of $x_i$. The reverse map $U \rightarrow X$ lets us represent each $u$ as a mixture of the $x_i$’s that are connected to it. This definition can be visualized in Figure 3.1 where the documents are represented as the objects in $X$ and the authors are represented as the objects in $U$.

During the clustering process, the intermediate cluster assignments in K-SVMeans are determined by two conditions. First, a data object $x_i$ is assigned to a cluster when both its similarity to the cluster centroid and the SVM learners (of the cluster $x_i$ belongs to and the new candidate cluster) agree on that cluster assignment. Secondly, in case the candidate cluster’s SVM learner decides that the objects in $U$ that are connected to $x_i$ do not belong to that cluster (i.e. the decision values of the $u$’s are negative), then we apply a penalty term ($\lambda > 1$) on the distance function of K-Means so that the similarity between $x_i$ and the candidate cluster centroid must be strong enough to warrant a cluster assignment change of $x_i$. The penalty term also ensures us that the SVM classifiers are not adversely effected by incorrect clustering decisions of K-Means that result in mislabeling of the $u_j$.

Only highly similar $x_i$ are allowed a cluster change in case the SVM classification decision is not trusted.

A representation of the clustering in K-SVMeans is given in Figure 3.3. Each cluster has an associated SVM learner that is trained during the clustering process. In the graphical example, the object $x$ is closer to Cluster 2, and its mapping $u$ is misclassified in the SVM of Cluster 1, and correctly classified in the SVM of Cluster
Figure 3.3. Cluster assignment and SVM update in K-SVMMeans for three clusters.

2. The algorithm, therefore, assigns $x$ to Cluster 2, updates the learners of all learners to reflect the cluster change of $x$. Depending on the model characteristics
of each cluster’s SVM learner, the change of status of \( u \) (moving from one cluster to another) may or may not effect the learners. Note that the label change of \( u \) can only potentially effect either the old class of \( u \) (where it’s label changed from +1 to -1), or it’s new class (where the label changed from -1 to +1). The learners of rest of the clusters are not effected by this cluster reassignment.

K-SVMeans can be run in multiple iterations where the SVM learner initialization is performed by using the clustering solution generated in the previous run. In the first iteration, we run standard K-Means algorithm to yield a clustering based on the primary space \( X \). This iteration has two purposes. First, we use the clustering result from this step as a baseline for comparison. Second, and more importantly, it generates the labeled initialization set for the SVM learners of K-SVMeans. In the beginning of an iteration \( t + 1 \), we look at each cluster \( \pi_i^t \) generated in the previous run and select \( m \) objects closest to the centroid of \( \pi_i^t \) and use their associated \( u_i \) for SVM initialization. We use one-against-rest classification in the SVMs, so the \( u \)'s become positive observations for their respective clusters, and negative observations for the rest of the clusters. Although it is possible that the previous iteration may have assigned some of the \( x_i \)'s to incorrect clusters, the \( x_i \)'s that are closest to the centroids are more likely to be correctly assigned to their correct clusters whereas the incorrect assignments tend to appear towards the boundaries of the clusters. One thing to note about K-SVMeans is that the optimization of the objective function of K-Means retains its non-increasing characteristics, and the algorithm is guaranteed to converge to a local minima.
K-SVMeans Cluster Assignment

Definitions:

- $x_i$: Objects to be clustered
- $d_{ij}$: distance of object $x_i$ to cluster $\pi_j$
- $m(i)$: assigned cluster of $x_i$
- $l(\pi_i)$: SVM learner of cluster $\pi_i$
- $\hat{y}(u, \pi) = \sum_{z=1}^{n} \alpha_z^\pi K^\pi(u, u_z^\pi) + b^\pi$ SVM decision value for $u$ for cluster $\pi$
- $\lambda$: Penalty term

1. For each $x_i \in X$
2. $d = x_i \cdot c_m(i)$, $\pi_i \leftarrow m(i)$
3. $s = \sum_{\forall u_k, T_{ik} = 1} \hat{y}(u_k, \pi_i)$
4. For each cluster $\pi_j$, $i \neq j$
5. $\hat{d} = x_i \cdot c_j$
6. $\hat{s} = \sum_{\forall u_k, T_{ik} = 1} \hat{y}(u_k, \pi_j)$
7. If $(\hat{d} < d \text{ and } s < 0 \text{ and } \hat{s} > 0)$ or $(\hat{d} \cdot \lambda < d \text{ and } \hat{s} < 0)$
8. Remove u’s related with $x_i$ from $l(\pi_i)$
9. Insert u’s related with $x_i$ to $l(\pi_j)$ as +1
10. Insert u’s related with $x_i$ to $l(\pi_p)$ as -1, $j \neq p$
11. $m(x_i) \leftarrow \pi_j$
12. End
13. End
14. End
3.5 Datasets and Evaluation Metric

We conducted experiments on a subset of CiteSeer’s paper collection and on the 20 Newsgroup dataset - a collection of approximately 20,000 newsgroup documents, partitioned across 20 different newsgroups - to evaluate the clustering performance of K-SVMeans by comparing the predicted cluster of each document with the categorical labels from the document corpus. The labels are inferred from the publication venues for the CiteSeer collection, and from the newsgroup directories of the postings for the 20 Newsgroup dataset. In both datasets, we are interested in the effect of the authorship of documents for the topical clustering of documents. We use the standard micro-averaged $F_1$ measure as our evaluation criteria, which gives equal weight to each document, regardless of the cluster sizes. The characteristics of the datasets and the results are presented in the following subsections. We selected the RBF kernel for the online SVM and ran experiments with the SVM parameters $C = 100$ and $\gamma = 0.001$ after 10-fold cross-validation. For the K-Means clustering section of K-SVMeans algorithm, we used the Gmeans clustering toolkit [49], which we integrated with the LASVM package [57].

3.5.1 CiteSeer Dataset

The first dataset we used is a collection of scientific papers obtained from CiteSeer’s repository. The categorical distribution of the subset of papers from CiteSeer’s collection we used in our experiments is given in Table 3.1. From each paper, we extracted the title, abstract and keyword sections, and removed the stop words. We also removed the words that appear less than three times in the whole collection. In the corpus that we used, there are a total of 7623 papers that have been authored by 5623 distinct authors. Each author is represented as a collection of the words...
in the documents that he/she has (co)authored. Since there is a one to many relationship between the documents and the authors, we integrated the effect of order of authorship in the representation of authors in vector form. The weight of feature \( f_i \) of author vector \( \vec{a}_i \) is

\[
\vec{a}_i^{f_j} = \sum_{a_i \in d_k} \frac{1}{\text{Rank}(a_i, d_k)} \cdot w(f_j, d_k)
\]  

(3.6)

where \( \text{Rank}(a_i, d_k) \) is the rank of authorship of author \( a_i \) in document \( d_k \) and \( w(f_j, d_k) \) is the TF-IDF score of feature \( f_j \) in \( d_k \). The author vectors are \( L_2 \) normalized to eliminate the effects of different document lengths and different number of authored documents.
### 20 NEWSGROUP DATASET

<table>
<thead>
<tr>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Religion</strong></td>
<td><strong>Hardware</strong></td>
<td><strong>Politics</strong></td>
</tr>
<tr>
<td>talk.religion.misc</td>
<td>sci.electronics</td>
<td>talk.politics.guns</td>
</tr>
<tr>
<td>soc.religion.christian</td>
<td>comp.sys.mac.hardware</td>
<td>talk.politics.mideast</td>
</tr>
<tr>
<td>alt.atheism</td>
<td>comp.sys.ibm.pc.hardware</td>
<td>talk.politics.misc</td>
</tr>
<tr>
<td>2424 posts</td>
<td>2924 posts</td>
<td>2625 posts</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster 4</th>
<th>Cluster 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Software</strong></td>
<td><strong>Sports</strong></td>
</tr>
<tr>
<td>comp.os.ms-windows.misc</td>
<td>rec.sport.hockey</td>
</tr>
<tr>
<td>comp.graphics</td>
<td>rec.sport.baseball</td>
</tr>
<tr>
<td>comp.windows.x</td>
<td></td>
</tr>
<tr>
<td>2938 posts</td>
<td>1993 posts</td>
</tr>
</tbody>
</table>

Table 3.2. 20 Newsgroup Topic Distribution among five topical clusters that are used in our experiments

### 3.5.2 20 Newsgroup Dataset

The second collection we used is the 20 Newsgroup dataset. Each message is authored by one author and is about a single topic. We used the reduced version of the dataset\(^1\) where the cross-posts in the collection are removed, and the messages only contain the *From* and *Subject* fields in addition to the message body. We combined 14 of the newsgroups in 5 categories for a total of 12,904 messages submitted by 5,992 people. The list of newsgroup topics we used and their categorical groupings are given in Table 3.2. Each unique person is identified from the email address found in the *From* fields of the messages. Since each message has only one sender, each author has a straightforward representation of the cumulative collection of words found in all of that person’s messages. Each message is cleaned from stop words, infrequent words less than three occurrences are removed,

and vectors normalized to unit length. The author vectors are constructed from their corresponding document vectors, and the lengths of author vectors are also normalized to one to account for different number of postings of authors.

### 3.6 Experimental Results

We report results on each dataset for two clustering criterion functions for K-Means, averaged over ten runs. The first clustering algorithm is the Euclidean K-Means that makes the cluster assignment decisions based on the Euclidean distances between the document vectors. The second algorithm we used is the Spherical K-Means that uses the cosine distances between documents as the similarity metric.

For both clusterings, we experimented with two separate initialization schemes. In the first scheme, each document is assigned a random cluster ID to initialize the clusters. The second scheme chooses one of the cluster centroids as the farthest point from the center of the whole data set, and all cluster centroids are well separated.

In each experiment, following the completion of K-Means, K-SVMMeans initializes each cluster’s SVM learner with the authors of 50 documents that are closest to the cluster centroids in the first run. In each successive iteration, we increase our confidence in the clustering achieved in the previous K-SVMMeans run, and we increase the number of authors that are used for SVM initialization by %50 of the previous run. The penalty term that accounts for SVM misclassification of authors for the clustering distance function of the documents is empirically set to 1.5.

From Table 3.3, it can be seen that we were able to outperform K-Means clustering results, regardless of the clustering criterion function, or the initialization
Table 3.3. Experimental Results based on the $F_1$ scores of the clusterings. Clustering results for K-Means are used for baseline comparison as well as generating the labeled initial author seeding set for K-SVMeans(x1). The two initialization schemes, random and well separated centroids, are used for K-Means initialization and each successive iteration uses the same initial clusters for documents.

scheme of K-Means. K-SVMeans(x2) and K-SVMeans(x3) are the second and third iterations of K-SVMeans clustering, respectively. The inclusion of more and more authors to the SVM initialization set in each successive iteration enables the learners to build accurate models earlier in the clustering solution, and thus, increases the clustering accuracies. It can be observed that we have obtained higher improvement in clustering accuracies for CiteSeer dataset than the Newsgroup collection. In scientific publications, researchers generally target the publication venues that lie within their research interests. Therefore, it is easier for the SVM learner to predict the category that a particular author is interested in. On the other hand, since the newsgroup messages are comparably more random, and are based on personal interests which may span multiple topics, a person’s messages may be more distributed across topics, making it difficult for the classifier to make
as accurate predictions as the case for scientific domain. Even in that case, the SVM classification of newsgroup authors was able to assist the clustering decisions made by the K-Means and improve the clustering accuracies. In Tables 3.4 and 3.5, we show the confusion matrices of CiteSeer and Newsgroup datasets where K-SVMMeans has outperformed K-Means by a wide margin. In the CiteSeer dataset, as can be seen in the confusion matrices, clusters Artificial Intelligence and Data Mining contain many documents that have been incorrectly assigned to each other. The same problem can be observed with the Hardware and Software categories of the Newsgroup dataset. The problem stems from the narrow focus of K-Means which only looks at each document in isolation. The presence of common terms between those categories misleads the K-Means clusterer to make incorrect clustering decisions. A global view that considers the main interests of an author by

<table>
<thead>
<tr>
<th>K-Means</th>
<th>AI</th>
<th>COMM</th>
<th>CRYPT</th>
<th>PL</th>
<th>DM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>681</td>
<td>15</td>
<td>11</td>
<td>23</td>
<td>667</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>13</td>
<td>1697</td>
<td>3</td>
<td>200</td>
<td>23</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>428</td>
<td>20</td>
<td>762</td>
<td>263</td>
<td>33</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>86</td>
<td>23</td>
<td>0</td>
<td>1103</td>
<td>43</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>566</td>
<td>34</td>
<td>13</td>
<td>126</td>
<td>790</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>K-SVMMeans(x3)</th>
<th>AI</th>
<th>COMM</th>
<th>CRYPT</th>
<th>PL</th>
<th>DM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>1271</td>
<td>8</td>
<td>10</td>
<td>70</td>
<td>69</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>17</td>
<td>1658</td>
<td>1</td>
<td>113</td>
<td>22</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>25</td>
<td>56</td>
<td>770</td>
<td>42</td>
<td>8</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>132</td>
<td>23</td>
<td>1</td>
<td>1444</td>
<td>43</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>329</td>
<td>44</td>
<td>7</td>
<td>46</td>
<td>1414</td>
</tr>
</tbody>
</table>

Table 3.4. CiteSeer confusion matrix of clustering for standard K-Means and K-SVMMeans(x3) for a sample run. The topical clusters are AI: Artificial Intelligence, COMM: Communications, CRYPT: Cryptography, PL: Programming Languages, DM: Data Mining
<table>
<thead>
<tr>
<th>K-Means</th>
<th>REL</th>
<th>HW</th>
<th>POL</th>
<th>SW</th>
<th>SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>2121</td>
<td>10</td>
<td>153</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>33</td>
<td>2165</td>
<td>114</td>
<td>2041</td>
<td>36</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>175</td>
<td>691</td>
<td>1132</td>
<td>165</td>
<td>20</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>93</td>
<td>41</td>
<td>1206</td>
<td>711</td>
<td>1</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>2</td>
<td>17</td>
<td>20</td>
<td>10</td>
<td>1927</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>K-SVMeans(x3)</th>
<th>REL</th>
<th>HW</th>
<th>POL</th>
<th>SW</th>
<th>SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>2144</td>
<td>10</td>
<td>205</td>
<td>21</td>
<td>10</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>29</td>
<td>2478</td>
<td>39</td>
<td>314</td>
<td>23</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>228</td>
<td>50</td>
<td>2367</td>
<td>27</td>
<td>4</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>17</td>
<td>371</td>
<td>5</td>
<td>2572</td>
<td>28</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>6</td>
<td>15</td>
<td>9</td>
<td>4</td>
<td>1928</td>
</tr>
</tbody>
</table>

Table 3.5. Newsgroup confusion matrix of the clustering for standard K-Means and K-SVMeans(x3) for a sample run. The topical clusters are REL: Religion, HW: Hardware, POL: Politics, SW: Software, SP: Sports

looking at all of the content generated by that person helps us correctly model his/her interests and enables us to gain better understanding of the nature of the information produced by that author.

### 3.7 Concluding Remarks

Traditional clustering algorithms do not handle rich structured data well by either focusing on a single homogeneous type or by not considering the interrelationships between the multiple aspects of the data. Therefore, those algorithms are not sufficient to deal with the existing (and emerging) data that is heterogeneous in nature, where relationships between objects can be represented through multiple layers of connectivity and similarity. In this chapter, we presented a novel clustering algorithm, K-SVMeans, which is designed to perform clustering on rich
structured multivariate datasets. We have shown that the applicability of Support Vector Machines are not limited to classification problems and SVM classification can greatly effect the performance of clustering algorithms for multivariate datasets. Even in the absence of labeled training instances for SVM, generating labels on-the-fly effectively increases clustering performance. Our experimental results on the integration of authorship analysis with topical clustering of documents show substantial improvements over traditional K-Means and confirms that there is great benefit in incorporating additional dimensions of similarity into a unified clustering solution.
Chapter 4

Generative Model for Topic Discovery in Scientific Literature

In the previous chapters, we presented clustering algorithms for document collections with multi-type interrelated components and showed the effectiveness of integrating multiple sources of information for unified clustering solutions. In this chapter, we present a generative model of documents that utilizes the heterogeneous components for topic discovery in scientific literature, with a special emphasis on the temporal ordering of the documents.

Automatic identification of semantic content of documents has become increasingly important due to its effectiveness in many tasks, including information retrieval, information filtering and organization of documents collections in digital libraries. Identifying the topics that a document addresses increases our understanding of that document, the characteristics of the collection as a whole and the interplay between distinct topics. In domains where the temporal ordering of documents is not of importance, studying a snapshot of the collection at any given time is sufficient to deduct as much information as possible about the various
topics of interest in the collection. However, many document collections exhibit temporal relationships and analysis of the temporal dimension of the collections has become an important field of study in many applications, including weblog topic mining [58], evolution of author and paper networks [59], news event analysis [60] and social interaction of researchers [61, 62]. Scientific literature is one of the fields that exhibits strong temporal relationship between the documents and the popularity of the topics that are addressed in the papers change over time. Figure 4.1 shows the number of times that three Computer Science terms have been mentioned in the abstracts of the articles published by ACM from 1990 until 2004. Among those terms, the popularity of expert systems has been on a steady decline, whereas number of papers that mention Hidden Markov Model and Support Vector Machine has been constantly increasing, where Support Vector Machine is virtually non-existent in the collection until 1997, according to ACM repository. It is clear that popularity of topics vary over time, new topics emerge while some cease to exist. Thus, simulating such dynamics through the integration of the temporal order of documents into the topic discovery process can potentially yield more accurate topics.

Latent Dirichlet Allocation (LDA) [63] has been shown to be a highly effective unsupervised learning methodology for finding distinct topics in document collections. LDA is a generative process that models each document as a mixture of topics where each topic corresponds to a multinomial distribution over words. The learned document-topic and topic-word distributions are then used to identify the best topics for the documents and the most descriptive words for each topic. However, the original formulation of LDA focuses on analyzing the snapshot of collections and treat the collection as being generated at a single point in time. This approach makes the simplifying assumption of the exchangeability of documents,
meaning that the documents do not exhibit any particular order. The discovered document-topic and topic-word distributions are obtained as a result of the generative process on the whole corpus at once and the temporal ordering of the documents are ignored in the model. Finding the evolutionary characteristics of topics then involves going back to the probability distributions of documents over topics obtained from the generative process and mapping out topic probabilities over time based on the timestamps of documents. This approach can potentially suffer from topic dilution, where all topics are discovered based on our current observations. Clearly, following the observation from Figure 4.1, it would be easier for the generative process to discover expert systems as a topic, or at least a strong component of a more general topic, in the year 1990 alone, than finding it in the whole collection of articles published over 15 years.

In this chapter, we present a generative model of documents, namely Segmented Author-Topic Model (S-ATM), that utilizes the temporal ordering of documents to assist the process of topic discovery. S-ATM is based on the Author-Topic Model
and extends it to integrate the temporal characteristics of the document collection into the generative process. Although S-ATM is equally applicable to the standard Topic-Model [63], as we have shown in Chapter 3, authorship of documents is an effective ingredient for topic discovery in document collections [66], since the authorship layer of the collection adds another layer of similarity between documents and acts as a glue that connects different documents with similar topics. S-ATM first segments the document collection into desired time intervals and iteratively builds a model starting from the earliest date to the latest time segment. Once the topics for a time segment are discovered, the generative process for the next time segment starts with the initialization of the parameters that depend on the characteristics of the topics discovered in the previous time segments.

Most of the algorithms that are concerned with document topic analysis consider only the textual content of documents. In our work, we augment the text corpus of the articles with user queries from CiteSeer and user assigned tags to the papers from CiteULike\(^1\). Further, we utilize the citation relationship between papers to discover the topicality of words and boost the weight of those words to improve the quality of the discovered topics.

### 4.1 Related Work

Numerous statistical approaches for modeling text documents have been proposed for modeling text documents. Probabilistic latent semantic analysis (pLSA) [67] models the generation of each document through activating multiple topics where each topic is a multinomial distribution over words. This model improves upon

\(^1\)http://www.citeulike.org
the singular value decomposition based latent semantic analysis (LSA) [68] which can not handle polysemy. pLSA, on the other hand, uses a distribution indexed by the training documents, leading to the fact that the number of parameters to be estimated grows linearly with the number of training documents in the collection. Thus, practical applications with large training documents are susceptible to overfitting with this model.

Latent Dirichlet Allocation (LDA) [63] is another generative model that has become popular in recent years that overcomes the overfitting problem of pLSA by using a Dirichlet distribution for modeling the distribution of topics for each document. The generative process of LDA is shown in Figure 4.2(a) in plate notation [69] where boxes represent replicates, the light-colored circles are latent variables and the shaded circles are the observed variables. Given a collection of text documents $D = \{d_1, \cdots, d_D\}$ with words from a corpus $W = \{w_1, \cdots, w_N\}$ and $T$ topics, the generation of a document follows a three step process: First, for each document $d_i$, LDA samples a Dirichlet distribution of over topics for that document. Second, for each word $w_j$ in $d_i$, a topic is chosen from the topic distribution $\theta$, and finally, a word is sampled from the multinomial distribution $\phi$ of topics over words in $W$. Such a generative model has been shown [70] to be effective in terms of discovering topics in scientific literature.

The author-word model [71] takes an author-focused approach for modeling each document. Given a set of authors $a_d$ as the authors of document $d$, to generate each word in $d$, an author is randomly sampled from $a_d$ and a word is chosen from an author-specific distribution over words for that author. Subsequent works [64, 65] provide an author-topic model which combines the author-word model with topic-word model. The author-topic model states that a generated document is a product of the mixture of the topics of its authors, where each word is generated
by the activation of one of the topics of an author of that document. To generate a word $w_{ij}$ in document $d_i$, an author $x$ is drawn uniformly from $a_d$ and a topic $z$ is generated from the multinomial distribution $\theta_x$ of this author. Finally, a word is generated from $z$’s distribution over words. The author-topic model subsumes the author-word and topic-word models as special cases, where the author-word model represents the condition of each author having a unique topic and the topic-word model represents the case where each document has a single author. Erosheva et al. [72] define a mixed-membership model that merges paper abstracts with bibliographic citations to discover categories of publications. All these aforementioned models only consider a snapshot of the document collection generated at the time of the modeling process. The topic dynamics through the temporal characteristics, therefore, is not accounted in the model, which leads to discovering synthetic topic evolution by looking at the timestamps of the documents after the topical modeling stage.

Recent work by Blei and Lafferty [73] capture topic dynamics through defining an iterative process that learns the mixture parameters of topics for each time slice in the collection, and propagates the topic distributions to the next iteration by evolving the distributions with Gaussian noise. An approximate inference on the parameters is difficult using Gibbs sampling, hence the parameters are estimated either by variational Kalman filtering or variational wavelet regression. Each stage in the training process is dependent on the set of parameters estimated in the prior stage and the model assumes that topics follow a natural evolution themselves. Topics over Time (TOT) [74] is another LDA-based generative process that models time jointly with word co-occurrence patterns. The non-Markov continuous time approach enables the algorithm to not discretize time, which also results in the generation of a timestamp for each word in the document, leading to
multiple distinct timestamps for each document. These models do not consider the
authorship information of the documents and focus on the evolution of the topics
in isolation. In this paper, we take an author-specific approach for modeling topic
evolutions in scientific literature and model the state transitions as a mixture of
the parameters estimated in prior iterations.
4.2 Segmented Author-Topic Model for Document Collections

The Segmented Author-Topic Model (S-ATM) eliminates the exchangeability assumption of the traditional Author-Topic Model (ATM) by sequential modeling of the documents. The model segments the document collection into time slices $t_k = t_0 + k\Delta t$ where $t_0$ denotes the earliest timestamp, $\Delta t$ is the size of time slice and $k = [0 \cdots n]$ is a particular time segment.

In S-ATM, the generation of a document starts with a group of authors $a_d$ deciding on writing a document $d$. Each topic has a multinomial distribution over words and each author has a multinomial distribution over topics. A document with multiple authors has a distribution over topics that is a mixture of the topic distributions of authors. For each word $w$ in document $d$, an author of $d$ is chosen uniformly from the set of authors $a_d$ of the document, and a word is generated through sampling a topic from the multinomial distribution of the chosen author over all topics. In the model, author-topic distributions $\theta$ have a symmetric Dirichlet prior with a hyperparameter $\alpha$ and word distributions of topics $\phi$ have a symmetric Dirichlet prior with a hyperparameter $\beta$. The generative process in S-ATM is conceptually similar to ATM in which we extend ATM to maintain a "memory" of learned distributions from past observations and utilize $\theta$ and $\phi$ distributions from earlier iterations as prior knowledge for subsequent iterations. The next section provides details on Gibbs sampling for S-ATM and the propagation of the model parameters.
4.2.1 Gibbs Sampling for Estimation of the Model Parameters

Gibbs sampling is an algorithm to approximate the joint distribution of multiple variables by drawing a sequence of samples. As a special case of the Metropolis-Hastings [75] algorithm, Gibbs sampling is a Markov chain Monte Carlo algorithm and is usually applied when the conditional probability distribution of each variable can be evaluated. Rather than explicitly parametrizing the distributions for variables, Gibbs sampling integrates out the parameters and estimates the corresponding posterior probability.

In Gibbs sampling, a Markov chain is formed, the transition between successive states of which is simulated by repeatedly drawing a topic for each observed word from its conditional probability on all other variables. In S-ATM, the algorithm goes over all documents word by word. For each word $w_i$, the topic $z_i$ and the author $x_i$ responsible for this word are assigned based on the posterior probability conditioned on all other variables: $P(z_i, x_i|w_i, z_{-i}, x_{-i}, w_{-i}, a_d)$. $z_i$ and $x_i$ denote the topic and author assigned to $w_i$, while $z_{-i}$ and $x_{-i}$ are all other assignments of topic and author, excluding current instance. $w_{-i}$ represents other observed words in the document set and $a_d$ is the observed author set for the document.

A key issue in using Gibbs sampling for distribution approximation is the evaluation of conditional posterior probability. Given $T$ topics and $V$ words, $P(z_i, x_i|w_i, z_{-i}, x_{-i}, w_{-i}, a_d)$ is estimated by:

$$P(z_i = j, x_i = k|w_i = m, z_{-i}, x_{-i}, w_{-i}, a_d) \propto$$ \hspace{1cm} (4.1)

$$P(w_i = m|x_i = k)P(x_i = k|z_i = j) \propto$$ \hspace{1cm} (4.2)
\[
\frac{C_{mj}^{WT} + \beta}{\sum_{m'} C_{m'j}^{WT}} + V \beta \frac{C_{kj}^{AT} + \alpha}{\sum_{j'} C_{kj'}^{AT}} + T \alpha
\]  \hspace{1cm} (4.3)

where \( m' \neq m \) and \( j' \neq j \), \( \alpha \) and \( \beta \) are prior parameters for topic and word Dirichlets, \( C_{mj}^{WT} \) represents the number of times that word \( w_i = m \) is assigned to topic \( z_i = j \), \( C_{kj}^{AT} \) represents the number of times that author \( x_i = k \) is assigned to topic \( j \).

The transformation from Eq. 4.1 to Eq. 4.2 drops the variables, \( z_{-i} \), \( x_{-i} \), \( w_{-i} \), \( a_d \), because each instance of \( w_i \) is assumed independent of the other words in a document.

For any sample from this Markov chain, we can then estimate \( P(w_i = m | z_i = r) \) and \( P(z_i = r | x_i = q) \) from the topic-word distribution \( \phi \) and author-topic distribution \( \theta \), respectively:

\[
P(w_i = m | z_i = r) \propto \frac{C_{mr}^{WT} + \beta}{\sum_{m'} C_{m'r}^{WT}}
\]  \hspace{1cm} (4.4)

\[
P(z_i = r | x_i = q) \propto \frac{C_{rq}^{AT} + \alpha}{\sum_{r'} C_{r'q}^{AT}}
\]  \hspace{1cm} (4.5)

The iteration at time \( t_0 \) starts with random initialization of author-topic assignments \( C^{AT} \) and topic-word assignments \( C^{WT} \), which at the end of the training, yields us the author-topic distributions \( \theta^{b_0} \) and topic-word distributions \( \phi^{b_0} \). Each subsequent iteration then utilizes the distributions obtained in the previous iterations to initialize the assignments for the current time segment. That is, initialization of the author-topic assignments for a time segment \( t_k, k > 0 \) becomes

\[
C_{rq,t_k}^{AT} = \lambda \mathcal{R}(C^{AT}) + (1 - \lambda) \sum_{i=0}^{k-1} \left( \frac{1}{2} \right)^{k-i} \theta_{rq}^{i}
\]  \hspace{1cm} (4.6)
and the initialization of the topic-word assignments becomes

$$C_{mr, tk}^{WT} = \lambda \mathcal{R}(C^{WT}) + (1 - \lambda) \sum_{i=0}^{k-1} \left( \frac{1}{2}\right)^{k-i} \phi_{mr}^i$$

(4.7)

where $\mathcal{R}(\cdot)$ adds random noise to the initialization by assigning topics to authors in Eq. 4.6 and words to topics in Eq. 4.7 independent of the prior knowledge obtained from $(\theta^0, \theta^1, \cdots, \theta^{k-1})$. The initialization places higher emphasis to recent distributions than earlier ones through a decay component. This enables S-ATM to integrate all prior knowledge the learner has gathered so far with varying levels of confidence based on the influence that they may have, based on the temporal distance of the distribution to the current time segment. Since we train the model on each time segment while propagating knowledge from previous segments, the distributions $\theta^k$ and $\phi^k$ only contain the topic-probabilities of authors and topic probabilities of words seen so far. Hence, at the start of the initialization of a new segment $t_{k+1}$, the model may find a new author $a'$, or a new word $w'$, in which case the distributions $\theta_{a'm}^i$ and $\phi_{mw'}^i$, $i = [0, \cdots, k]$ $m = [1, \cdots, T]$ will be zero denoting that we don’t have prior knowledge for that observation.

The parameter $\lambda$ determines the amount of prior knowledge that we want to propagate to subsequent segments. $\lambda = 1$ corresponds to treating each time segment with no prior knowledge and obtaining $\theta$ and $\phi$ distributions solely based on the documents that belong to that particular time segment, which won’t be able to capture trends over time. The other extreme case of $\lambda = 0$ corresponds to full propagation of prior knowledge with no randomness involved, which may bias the learner towards already discovered topics and preventing the discovery of new topics. In our experimental settings, we do not estimate the hyperparameters $\alpha$ and $\beta$ and empirically set fixed smoothing parameters at $50/T$ and 0.01, respectively,
where $T$ is the number of topics we would like to discover.

### 4.3 Evaluation Metrics

Perplexity is a standard measure for estimating the generalization performance of a probabilistic model. Given a set of test words $(w_d|a_d), d \in D^{test}$ where $D^{test}$ is the set of test documents, perplexity is defined as the exponential of the negative normalized predictive likelihood under the probabilistic model of the collection, which is formulated as

$$
\text{perplexity}(w_d|a_d) = \exp\left[-\frac{\log(w_d|a_d)}{N_d}\right]
$$

The perplexity analysis on the CiteSeer dataset is performed on randomly sampled %10 of the documents in the entire collection. In addition to the perplexity analysis, we were also interested in the accuracy of the model on a dataset with ground truth labels of the documents. For the purpose of quantitative analysis in terms of prediction accuracy, we created a synthetic dataset that simulates a set of documents sampled from a predefined set of topics and authors of those topics. The characteristics of the synthetic dataset and the experimental evaluation of S-ATM is given in the next section.

### 4.4 Experiments

#### 4.4.1 Synthetic Dataset

We generated a synthetic dataset to assess the author-topic model’s ability to capture the topics of authors and the accuracy of representing the topic shifts of
Figure 4.3. Topic distributions of a sample author from the synthetic dataset. The distributions are over three time segments, where the author’s main topic changes from Topic 5 to Topic 7 and time segment 2 is the transition stage in the community.

authors.

4.4.1.1 Data Generation

The synthetic dataset consists of five communities with each having a unique distribution over ten topics. In the collection, each topic is modeled as a distribution over 200 words. For each author, we randomly sampled a community and the author generates words that follow the topic distribution of that community. In order to model topic dynamics, each community is modeled over three consecutive time segments, where the community’s topic distributions vary over those segments. At each time segment, each author generates words that follow the topic weights of his/her community for that particular time segment. The dataset consists of 1000 authors that we have observations over those three time segments. The topic distribution of a sample author over three time segments is given in Figure 4.3.
4.4.1.2 Results on the synthetic dataset

We ran the author-topic model on each time segment to achieve a baseline comparison for S-ATM. ATM randomly initializes the author-topic and topic-word distributions at the beginning of each time segment where the S-ATM partially integrates the prior knowledge, softened through random noise. In order to reduce the effect of random start at the first time segment, the results of both algorithms are averaged over 100 runs with 1000 iterations of Gibbs Sampling and with $\lambda = 0.5$. We compare precision-at-1 accuracies to assess whether the authors have been correctly classified to their respective topics. The comparative results for both algorithms are given in Figure 4.4. S-ATM is theoretically the same as ATM for the first time segment since there is no prior knowledge that it can utilize. Hence, both algorithms are initialized randomly and yield similar results. In time segments 2 and 3 where the communities transition from one topic to another, ATM tends to lose its accuracy as it starts to predict incorrect topics for authors, since they do not have distinctly pronounced topic memberships as time segment...
1. S-ATM, on the other hand, utilizes the knowledge about the past memberships of authors to communities and hence, classifies authors to their respective communities with higher accuracy.

4.4.2 Experiments on the CiteSeer Collection

We conducted experiments on the scientific papers obtained from the CiteSeer repository. In addition to the textual content of the papers, we utilized many additional sources of information to improve the accuracy of the topic discovery process. Namely, in addition to the abstracts of the papers, we used the query logs from CiteSeer, user tags from CiteULike and term boosting from the citation graph of the documents in the collection. The following subsections describe the characteristics of the dataset that we used in our experiments.

4.4.2.1 Data Preparation

Our collection of CiteSeer documents consists of a set of scientific articles published over 15 years, between 1990 and 2004. In total, there are 41,540 documents published by 35,314 authors. We used the title, abstract and keywords fields from the documents and preprocessed the text by removing all punctuation and stop words, yielding a vocabulary size of 25,101 distinct words. The yearly breakdown of number of documents, authors and distinct words given in Table 4.1.

In the collection, it is possible that different authors may have common names, or an author may be represented by variations of the same name (such as D. Johnson or David Johnson or David B. Johnson), a problem known as "name disambiguation". We cross-referenced the documents in our collection with the metadata obtained from the ACM repository through exact paper title match of
Table 4.1. Dataset characteristics with the number of documents and distinct number of authors and words for each year.

<table>
<thead>
<tr>
<th>Year</th>
<th># Docs</th>
<th># Authors</th>
<th># Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>782</td>
<td>1231</td>
<td>7131</td>
</tr>
<tr>
<td>1991</td>
<td>718</td>
<td>1337</td>
<td>6716</td>
</tr>
<tr>
<td>1992</td>
<td>1143</td>
<td>1968</td>
<td>8716</td>
</tr>
<tr>
<td>1993</td>
<td>1228</td>
<td>2134</td>
<td>9335</td>
</tr>
<tr>
<td>1994</td>
<td>1918</td>
<td>3178</td>
<td>11298</td>
</tr>
<tr>
<td>1995</td>
<td>2191</td>
<td>3837</td>
<td>12100</td>
</tr>
<tr>
<td>1996</td>
<td>2482</td>
<td>4304</td>
<td>13117</td>
</tr>
<tr>
<td>1997</td>
<td>3010</td>
<td>5267</td>
<td>14364</td>
</tr>
<tr>
<td>1998</td>
<td>3099</td>
<td>5459</td>
<td>14714</td>
</tr>
<tr>
<td>1999</td>
<td>3490</td>
<td>6228</td>
<td>15226</td>
</tr>
<tr>
<td>2000</td>
<td>3660</td>
<td>6854</td>
<td>15578</td>
</tr>
<tr>
<td>2001</td>
<td>3999</td>
<td>7479</td>
<td>15581</td>
</tr>
<tr>
<td>2002</td>
<td>5037</td>
<td>9056</td>
<td>16273</td>
</tr>
<tr>
<td>2003</td>
<td>4989</td>
<td>9205</td>
<td>15699</td>
</tr>
<tr>
<td>2004</td>
<td>3794</td>
<td>7708</td>
<td>14139</td>
</tr>
</tbody>
</table>

the documents in both collections. The ACM metadata contains a unique identifier for each author. We used the ACM author identifiers for the papers and obtained the publication year of papers from the ACM metadata.

4.4.2.2 Augmenting the Text Corpus

Once a scientific paper is published, it becomes an immutable document in the sense that the content of the document does not change over time. However, the environments that the documents reside in, such as search engines and digital libraries, continue to gather additional semantic information for the document in terms of queries and tags. As can be seen in Table 4.2 for sample articles, queries and tags can be effectively used for topic discovery since the keywords often times are concise descriptions of the paper and highlight the key terms in the document.

The generative process of the author topic model in Figure 4.2(b) can also be
viewed from the search engine users’ (or researchers’) point of view. A researcher $r$ has a distribution $\theta$ over scientific topics. When formulating a query, to generate each term, the researcher samples a topic $z$ from $\theta_r$ and each term is generated from $z$’s distribution over words. In this process, the set of topics in $\theta$ and the query terms are assumed to be same as the corresponding author topic model. The words in query terms need to be in the text corpus of the documents in order to retrieve a set of documents that result in a user click, and the user’s topics should be similar to the topics in the collection so that the user interacts with the search system. Further, the queries concisely define the topics of the documents. An investigation of the CiteULike tags for Blei’s paper on Latent Dirichlet Allocation [63] has most popular tags of bayesian, clustering, dirichlet, machine learning, and topic detection where similar queries have been submitted to CiteSeer. Therefore, due to the similar generative processes of documents and queries (and tags as well), we integrate the queries and tags with document contents that leads to a boosting effect of topical terms.

4.4.2.3 User Queries

Search engines heavily utilize query-click pairs of users logs for improving ranking of search results[76, 77] and recommending/rewriting queries [78, 79]. The action of a user click - and staying at the target page longer than a predefined timespan-as a result of a query is a good indicator that the terms in the query are descriptive of the topic(s) of the target page. Many additional signals, such as user’s query history, session length, number of result clicks and their positions can offer valuable insight into the context of query-click pair observations, but many data analysis tasks can be effectively performed by solely investigating collections of queries. For instance, we have developed [80] a probabilistic hierarchical model
Table 4.2. Sample CiteSeer queries and CiteULike tags of five papers in the dataset for our experiments.

<table>
<thead>
<tr>
<th>Paper Title</th>
<th>CiteSeer Queries</th>
<th>CiteULike Tags</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partitioning-Based Clustering for Web Document Categorization</td>
<td>[document categorization]</td>
<td>[clustering] [partitioning] [web]</td>
</tr>
<tr>
<td></td>
<td>[soft clustering of web pages]</td>
<td></td>
</tr>
<tr>
<td>A Call-By-Need Lambda Calculus</td>
<td>[online lambda reduction]</td>
<td>[algorithm] [lisp]</td>
</tr>
<tr>
<td></td>
<td>[lambda syntax]</td>
<td></td>
</tr>
<tr>
<td>Item-based Collaborative Filtering Recommendation Algorithms</td>
<td>[item recommendation]</td>
<td>[collaborative filtering] [recommen-</td>
</tr>
<tr>
<td></td>
<td>[recommender algorithms]</td>
<td>dier systems]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[social networks]</td>
</tr>
<tr>
<td>Using Web Structure for Classifying and Describing Web Pages</td>
<td>[view web structure]</td>
<td>[automatic classification]</td>
</tr>
<tr>
<td></td>
<td>[classifying web pages]</td>
<td>[information organization]</td>
</tr>
<tr>
<td>A Min-max Cut Algorithm for Graph Partitioning and Data Clustering</td>
<td>[min max clustering]</td>
<td>[clustering] [spectral] [mincut]</td>
</tr>
<tr>
<td></td>
<td>[data clustering bisection]</td>
<td></td>
</tr>
</tbody>
</table>

that, for a given query, predicts the search result the user is most likely to click on through query segmentation. The two extreme cases of the segmentation for model learning are 1) Segment the queries in the logs to the word level, treat each word as an independent observation, learn a Bayesian model on the words, and 2) No segmentation - Each query in the logs is treated as a single unit and learn a Bayesian model based on query-click observations. In the former case, when a new query is submitted, the likelihood of a document click is estimated based on the words the query contains, whereas in the latter case, the model tries to predict a document-click action based on its previous observation on the same exact query. The word level segmentation suffers from prediction accuracy, since isolation of each individual term loses the meaning inherent in the query and decreases the accuracy of the model performance. No segmentation, on the other hand, suffers
from predictability, meaning that due to the low probability of observing the same exact queries in the logs, the model can not predict clicks for a significant number of queries. Our model compromises between predictability and prediction accuracy by building a conditional probability hierarchy that starts with individual words in the queries and hierarchically combines conditional probabilities of words to estimate the meaningful and most likely phrases. Our findings from the experimental evaluation of the conditional probability hierarchy model not only show that we can outperform both extreme cases, but the strong tie between documents and queries potentially can assist topic discovery as well.

From the access logs of CiteSeer from January to March 2007, we selected the user queries to the documents in our collection and kept the queries with less than 50 characters. Our observations from the analysis of logs indicate that longer queries are navigational in nature and tend to look for exact title match of the papers. The shorter queries, on the other hand, are informational queries with only a couple of concise key terms that can highlight the topical nature of the clicked documents. After the preprocessing of the user logs, we identified 246,902 queries for the documents in our sample collection.

4.4.2.4 User Tags

A Tag can be defined as a simple form of metadata consisting of one or more freely chosen keywords that is assigned to digital objects by web users. As a matter of fact, the concept of tagging is not new and has been used for many years and the HTML 2.0 specification supports META keywords for the content authors to provide descriptive terms for web pages. The concept of sharing tags, however, has stimulated interest in collaborative tagging systems.

Until recently, queries were the only way of implicit description of document
content by users of search engines and digital libraries. The popularity of tagging systems, which has also coined the term *Folksonomies* (short for Folk Taxonomies), provide an *explicit* medium to specify labels for web objects by users. Based on the observation that both queries and tags serve inherently similar purpose of locating web objects, we don’t make a distinction between queries with document clicks and tags.

The CiteULike tag dataset contains 6527 unique tags for all of the documents in CiteSeer’s repository. In the sample dataset for our experiments, we identified 2919 tags with 1012 unique words which we integrated into the corpus.

### 4.4.2.5 Boosting the topical terms using citation relationships

Citations in research publications represent an important knowledge source regarding the context of scientific work. They have been used to facilitate information search and retrieval in scientific digital libraries and they have been shown to be valuable for tasks such as ranking search results, identification of related research document, trend analysis, topic analysis and social network analysis. The presence of a citation between two papers indicates a level of topical similarity between those papers, which can influence the topic discovery process. We adopt the citation-based topical term identification from Chapter 2 and rank the most important topic-bearing terms based on the existence and absence of citations between papers using Expected Entropy Loss measure [46].

Table 4.3 shows the top ten words ranked by the expected entropy loss measure based on the citation graph. It is evident that these terms are highly valuable for topic discovery and placing higher emphasis on the words with high expected entropy loss scores will yield in the reduction of the noise caused by common words with less topical quality. From the ranked list of terms, we selected the top %10 of
Table 4.3. Top ten topical words identified from the citation relationships, ranked by expected entropy loss.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>queries</td>
</tr>
<tr>
<td>2</td>
<td>authentication</td>
</tr>
<tr>
<td>3</td>
<td>programming</td>
</tr>
<tr>
<td>4</td>
<td>database</td>
</tr>
<tr>
<td>5</td>
<td>classifier</td>
</tr>
<tr>
<td>6</td>
<td>disk</td>
</tr>
<tr>
<td>7</td>
<td>image</td>
</tr>
<tr>
<td>8</td>
<td>matrix</td>
</tr>
<tr>
<td>9</td>
<td>robot</td>
</tr>
<tr>
<td>10</td>
<td>tree</td>
</tr>
</tbody>
</table>

the vocabulary as the cut-off for the boost effect. Overall, we assigned twice the weight to queries, tags and top %10 topical words than words in the rest of the document contents.

4.4.3 Experimental Results for CiteSeer

The application of S-ATM to CiteSeer dataset provides insight into the distinct topics in the collection, most influential authors for the topics and the popularity trends of the topics over time. The collection contains papers from CiteSeer repository published between 1990 and 2004 in ACM conferences. Our quantitative analysis on the CiteSeer dataset yields %8.2 decrease in the perplexity of S-ATM (with perplexity 11,876) compared to ATM (with perplexity 12,937). Table 4.4 shows examples of 4 topics that are learned by S-ATM for the CiteSeer dataset. The topics are extracted from a single sample at the 1000th iteration of the Gibbs sampler with a model distribution propagation parameter $\lambda = 0.5$. For each topic, we provide the top 5 topical words most likely to be generated conditioned on the topic, and the top 5 most likely authors to have generated a word conditioned on
the topic, for three distinct time segments. Clearly, the evolution of the topics in the fields of memory systems, network architectures, information retrieval and image processing is captured by S-ATM where the top authors who tend to produce the most words for topics also change over time.

We show the popularity trends of sample topics discovered by S-ATM in Figure 4.5. The popularity of topics are calculated by the fraction of words assigned to each topic for a year for all topics and for each year from 1990 to 2004. It can be seen that the popularity of machine learning has been steadily increasing over those years, due to widespread interest of its applications in many research areas. This can also be evidenced from the evolution of Topic 92 in Table 4.4. The supervised learning term classifiers emerges as one of the top words for the image processing topic. We observe the stabilization of the popularity of Digital Library and Processor Architectures topics. On the other hand, the topics Programming Languages and Operating Systems have been declining in popularity in our dataset, which also agrees with the analysis provided in [64], where our results show a more smooth decline for the popularity of these topics. One of the reasons might be attributed to the fact that the knowledge propagation in S-ATM causes the model to be less sensitive to the minor fluctuations in the topic popularities at each year and presents a smoothed topic trend analysis. Obviously it is possible to control the amount of smoothing that we desire using the $\lambda$ parameter, which compromises between sensitivity and amount of prior knowledge that we utilize for learning the model parameters in each time segment.
### Table 4.4. Evolution of Four Sample Topics for S-ATM

<table>
<thead>
<tr>
<th>Topic 8</th>
<th>1990</th>
<th>1994</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>memory</td>
<td>0.11255</td>
<td>memory</td>
<td>0.11907</td>
</tr>
<tr>
<td>random</td>
<td>0.07198</td>
<td>dynamic</td>
<td>0.07533</td>
</tr>
<tr>
<td>disk</td>
<td>0.06544</td>
<td>storage</td>
<td>0.05643</td>
</tr>
<tr>
<td>access</td>
<td>0.06369</td>
<td>access</td>
<td>0.04582</td>
</tr>
<tr>
<td>consistency</td>
<td>0.05017</td>
<td>shared</td>
<td>0.04079</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Author</th>
<th>Prob.</th>
<th>Author</th>
<th>Prob.</th>
<th>Author</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patterson</td>
<td>0.40936</td>
<td>Larus</td>
<td>0.53709</td>
<td>Kandemir</td>
<td>0.02275</td>
</tr>
<tr>
<td>Chen</td>
<td>0.3814</td>
<td>Gruwald</td>
<td>0.36383</td>
<td>Dubois</td>
<td>0.01885</td>
</tr>
<tr>
<td>Soffa</td>
<td>0.2478</td>
<td>Ball</td>
<td>0.2689</td>
<td>Jouppi</td>
<td>0.01817</td>
</tr>
<tr>
<td>Gibson</td>
<td>0.2359</td>
<td>Davidson</td>
<td>0.2453</td>
<td>Pande</td>
<td>0.01705</td>
</tr>
<tr>
<td>Reed</td>
<td>0.2155</td>
<td>Calder</td>
<td>0.2323</td>
<td>Zhuang</td>
<td>0.01341</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic 23</th>
<th>1990</th>
<th>1994</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>graph</td>
<td>0.14944</td>
<td>graph</td>
<td>0.16844</td>
</tr>
<tr>
<td>process</td>
<td>0.09876</td>
<td>routing</td>
<td>0.08812</td>
</tr>
<tr>
<td>routing</td>
<td>0.06919</td>
<td>process</td>
<td>0.07256</td>
</tr>
<tr>
<td>architecture</td>
<td>0.06688</td>
<td>architecture</td>
<td>0.06580</td>
</tr>
<tr>
<td>computation</td>
<td>0.04859</td>
<td>networks</td>
<td>0.06108</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Author</th>
<th>Prob.</th>
<th>Author</th>
<th>Prob.</th>
<th>Author</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaiser</td>
<td>0.03190</td>
<td>Ranka</td>
<td>0.07624</td>
<td>Wang</td>
<td>0.04217</td>
</tr>
<tr>
<td>Perry</td>
<td>0.02717</td>
<td>Mehtora</td>
<td>0.06770</td>
<td>Sen</td>
<td>0.04186</td>
</tr>
<tr>
<td>Gupta</td>
<td>0.01883</td>
<td>Lilja</td>
<td>0.05937</td>
<td>Morris</td>
<td>0.02637</td>
</tr>
<tr>
<td>Gupta</td>
<td>0.01675</td>
<td>Reif</td>
<td>0.03605</td>
<td>Estrin</td>
<td>0.01985</td>
</tr>
<tr>
<td>Rothberg</td>
<td>0.01619</td>
<td>Blum</td>
<td>0.03524</td>
<td>Liu</td>
<td>0.01922</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>databases</td>
<td>0.25395</td>
<td>retrieval</td>
<td>0.39651</td>
</tr>
<tr>
<td>transactions</td>
<td>0.15872</td>
<td>databases</td>
<td>0.24174</td>
</tr>
<tr>
<td>dbms</td>
<td>0.06802</td>
<td>users</td>
<td>0.08319</td>
</tr>
<tr>
<td>heterogeneous</td>
<td>0.03174</td>
<td>transactions</td>
<td>0.03115</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Author</th>
<th>Prob.</th>
<th>Author</th>
<th>Prob.</th>
<th>Author</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>¨Ozsu</td>
<td>0.09058</td>
<td>Fuhr</td>
<td>0.09886</td>
<td>Sanderson</td>
<td>0.06653</td>
</tr>
<tr>
<td>Chung</td>
<td>0.04166</td>
<td>Croft</td>
<td>0.06040</td>
<td>Younas</td>
<td>0.05426</td>
</tr>
<tr>
<td>Perry</td>
<td>0.04081</td>
<td>Li</td>
<td>0.05036</td>
<td>Allan</td>
<td>0.05129</td>
</tr>
<tr>
<td>Tsu</td>
<td>0.03174</td>
<td>Delis</td>
<td>0.04964</td>
<td>Pei</td>
<td>0.02330</td>
</tr>
<tr>
<td>Zaniolo</td>
<td>0.02914</td>
<td>Krovetz</td>
<td>0.03916</td>
<td>Li</td>
<td>0.01765</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic 92</th>
<th>1990</th>
<th>1994</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>voronoi</td>
<td>0.19580</td>
<td>segmentation</td>
<td>0.14452</td>
</tr>
<tr>
<td>segmentation</td>
<td>0.11918</td>
<td>diffuse</td>
<td>0.08563</td>
</tr>
<tr>
<td>texture</td>
<td>0.11918</td>
<td>relaxation</td>
<td>0.04478</td>
</tr>
<tr>
<td>lighting</td>
<td>0.05107</td>
<td>voronoi</td>
<td>0.04170</td>
</tr>
<tr>
<td>textures</td>
<td>0.04256</td>
<td>interior</td>
<td>0.03342</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Author</th>
<th>Prob.</th>
<th>Author</th>
<th>Prob.</th>
<th>Author</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shields</td>
<td>0.06129</td>
<td>Max</td>
<td>0.03917</td>
<td>Antonacopoulos</td>
<td>0.01654</td>
</tr>
<tr>
<td>Hanrahan</td>
<td>0.01900</td>
<td>Nayar</td>
<td>0.03006</td>
<td>Silva</td>
<td>0.00865</td>
</tr>
<tr>
<td>Ware</td>
<td>0.01702</td>
<td>Oren</td>
<td>0.02931</td>
<td>Soatto</td>
<td>0.00711</td>
</tr>
<tr>
<td>McKinley</td>
<td>0.01373</td>
<td>Salesin</td>
<td>0.01695</td>
<td>Ma</td>
<td>0.00668</td>
</tr>
<tr>
<td>Liu</td>
<td>0.01180</td>
<td>Jiang</td>
<td>0.01332</td>
<td>Zaki</td>
<td>0.00207</td>
</tr>
</tbody>
</table>
Many real-world text collections exhibit temporal relationships where the temporal aspects of these collections present valuable insight into the topical structure of the collections. Temporal topic discovery requires an understanding of the characteristics of the data based on the temporal evolution of the topics in the collection. In this chapter, we present S-ATM, a generative model of documents that iteratively learns author-topic and topic-word distributions for scientific publications while integrating the temporal order of the documents into the generative process. The model parameters are estimated using Gibbs sampling and the distributions learned for each year are used as priors for the probabilities in the subsequent years. In addition to the textual content of the papers, we utilize user queries, tags and employ citation-based topic boosting to improve the topic discovery process. Our quantitative evaluation on a synthetic dataset as well as the application of S-ATM
to a sample dataset from CiteSeer repository indicates that we can effectively discover scientific topics and most influential authors for the topics, as well as the evolution of topics over time.
Chapter 5

Conclusions and Future Work

The amount of academic documents on the World Wide Web has been steadily growing for many years. General purpose search engines treat those documents as any other flat file that is indexed based on the textual content and retrieved based on textual relevance to user queries. Search engines, therefore, under-utilize the information contained in academic documents since they ignore the structure of the documents and mix text segments that belong to different sections of the documents, such as title, authors, affiliation and citations. Digital libraries such as CiteSeer, on the other hand, utilize algorithms that parse the metadata and citations of academic documents and create a repository of academic documents that can be linked through many levels, including citations, authors, institutions, publication venues and publication years.

Mining scientific topics from academic papers is a crucial step for the identification of the content of documents. The discovered topics can be used to organize the collection and enable users to browse the collection based on the topics of the documents, recommend similar papers and improve the ranking of documents. Traditional homogeneous clustering algorithms try to group topically
similar documents by relying only on textual features. This approach significantly under-utilizes the information that is extracted from the documents. This thesis proposes a topic identification framework for scientific literature that combines all the heterogeneous sources of information that are available in a scientific paper repository and search engine environment. The heterogeneous sources can be classified as static information (e.g. paper metadata and citations) from the papers and dynamic information (e.g. user queries and tags) from the search engine environment. Chapters 2 and 3 introduce novel clustering algorithms for clustering using the static heterogeneous information and the experimental evaluation of the algorithms validate our claim that the heterogeneous information sources can and should be utilized to achieve better clustering solutions. Chapter 4 describes a generative model that utilizes both static and dynamic information for topic discovery process.

In Chapter 2, we presented a methodology to utilize the citation graph to separate informative terms from uninformative ones. Traditional clustering algorithms treat textual content of documents uniform. That is, each word in a document is equally important from the perspective of the clustering algorithm. Ideally the similarity of documents needs to be assessed based on the amount of common ”topical terms” between papers. Finding the topical terms in document collections, on the other hand, requires domain knowledge and has to be updated constantly to account for emerging concepts. Many clustering solutions only filter out ”stop-words” - words that occur frequently in documents that are insignificant, such as function words ”the”, ”he” and ”if”. However, many common non-topical words (in academic papers), such as ”experiment” or ”result” will still be present in the corpus and adversely effect the clustering performance. This chapter presented an information theoretic approach that quantifies the topical weight of the words in
the corpus based on the citation relationships between the papers. Since the presence of a citation between two academic papers is an indicator of relevance, the terms that are common to both citing and cited papers are likely to be on the same topic. However, it is likely that many non-topical words will appear in both documents and filtering out those words becomes a challenge. Our proposed solution both considers the presence and lack of citations. In addition to the "actual" citation graph, we define a "virtual" citation graph - virtual citations between papers based on the textual similarity. These two classes of citation graphs are then used to quantify the **topicality** of each word based on expected entropy loss. Terms with higher expected entropy loss scores have more topical characteristics, since they are more closely tied to the actual citation graph than the virtual citation graph.

We then augment the TF-IDF based term weights with the expected entropy loss scores in order to break the uniformity of the words in the corpus. The similarity between two documents, therefore, becomes more dependent on the shared topical words than common ones. This non-uniform weighting of the words based on the topicality substantially improves the accuracy of the clustering algorithm.

Chapter 3 investigates the effect of authorship of documents for identification of the scientific topics of papers. Authors’ research interests can be characterized by the topics that are addressed in their published articles. The task of topic analysis, without the authorship information, has a narrow focus when each document is treated as a separate observation. In reality, however, the authorship of scientific articles often times offers valuable insight into the topics of the articles. We propose a hybrid clustering algorithm, K-SVMeans, that merges the heterogeneous data sources of document text and authorship of papers to improve the clustering accuracy. The novelty of K-SVMeans can be attributed to the fact that it integrates the well known unsupervised clustering algorithm, K-Means with the highly
popular supervised learning algorithm, namely support vector machines. A ping-pong style clustering is performed on the collection that simultaneously clusters the documents based on text of the documents and learns a classifier for the authors of each cluster, where each author is represented as a mixture of the documents that he/she has (co)authored. We use an efficient online SVM implementation that makes this approach practical and our algorithm eliminates the need for a separate manually labeled training set for the SVM, which is a requirement for batch SVM learners. In K-SVMeans, the class labels for authors are dynamically generated during the clustering process. At any stage in K-SVMeans clustering, each cluster contains a set of documents that are assigned to that cluster, and an associated SVM learner for that cluster. The authors of the documents in a cluster belong to the positive class, and the authors of the documents assigned to the rest of the clusters belong to the negative class. During the clustering process, a document is assigned to another cluster under the following conditions: 1) The document’s textual similarity to the candidate cluster is higher than the original cluster and the authors of the documents are classified to the candidate cluster, or 2) The authors of the document are incorrectly classified to the candidate cluster but the textual similarity of the document to the candidate cluster is higher than a specified threshold. Once the cluster assignment of a document is updated, the authors of the document are inserted into the svm training set of the new cluster as positive observations, and the svm’s of the remaining clusters as negative observations. We show on two separate datasets that the authorship of documents is indeed an important resource which can not be neglected for topic analysis of documents. A clustering algorithm, working at the document level, loses focus on the global view of the document collection, whereas the authorship of documents provides a wider perspective, achieving better clustering solutions.
Chapters 2 and 3 shed light into the richness of the content of scientific publications and how topic analysis based on textual content can be augmented by the additional dimensions of similarity between the documents. Chapter 4 describes a generative model of documents that discovers distinct topics in a scientific corpus by harnessing the static information of Chapters 2 and 3 with user queries and tags, which can be thought of as dynamic content generated by users. In addition to integrating the heterogeneous sources of information into the topic discovery process, we also integrate the temporal dimension of the repository. Both the LDA topic model and the Author-Topic Model (ATM) make the simplifying assumption of the exchangeability of the documents, meaning that the documents in the collection can be sampled interchangeably without considering the temporal order of the publications. The generative model we propose - Segmented Author-Topic Model (S-ATM) - on the other hand, learns probabilistic author-topic and topic-word distributions for each time segment defined in the generative process. The distributions learned for one time segment is then used as the prior knowledge for estimating the distributions in the subsequent time segments, with an exponential decay factor. Our experiments on a synthetic dataset shows that S-ATM outperforms ATM, and the experiments on the CiteSeer dataset shows the scientific topics in the repository and the evolution of the topics over time.

The future work involves determining the number of topics to be discovered in each time segment. Due to the dynamic nature of topics, it is likely that the number of topics in the collection varies over time, because of the advances in science and the increase in the number of documents added to the collection each year. Figure 5.1 depicts a set of the topics discovered for the CiteSeer dataset for our experiments in Chapter 4. Figure 5.1(a) is the distribution of a set of topics discovered for the year 1990, and Figure 5.1(b) represents the distributions of the
same topics in the year 2000. We observe that some of the topics found for the
papers published in 1990 tend to merge and collapse into a single topic in 2000.
Forcing the number of topics to be discovered each year is not only unrealistic, but
may be detrimental to the performance of the generative process as well.

(a) Clustering of topics discovered for the year
1990

(b) Clustering of topics discovered for the year
2000

Figure 5.1. Two Clusterings of the discovered topics

Perplexity is one of the most widely used measures for determining the optimum
number of topics in generative models of documents. However, determining the
number of topics by performing perplexity analysis each separate year would be computationally expensive and this approach would not guarantee the level of distinctness of the discovered topics. Some of the discovered topics may be very similar, where some topics may be too general that they may not correspond to any real-world topics. To address this problem, we might be interested in the post-processing of the results of the generative process that splits/merges the discovered topics in the model. The topics can be represented as a vector of authors where each author’s weight is the probability of the topic for that author. We can then perform clustering on the matrix $M = [t_1 t_2 \cdots t_k]$ where the columns are the topics and the rows are the authors. A second approach would be to investigate the top topics of each author and generate a graph that captures the co-occurrences of the topics in authors’ topic distributions. In the graph representation, the vertices represent the topics and the edges represent the association strengths of the topics, given as the co-occurrence of the topics in the authors’ topic probabilities. Defining $I_a(t_i, t_j)$ as the indicator function that takes the value 1 if author $a$’s top topics contain $t_1$ and $t_2$ and the value 0 otherwise, the association strength of topics $i$ and $j$ would then be found as

$$e_{ij} = \frac{\sum_{\forall a \in A} I_a(t_i, t_j)}{\sum_{\forall a \in A} I_a(t_i) + \sum_{\forall a \in A} I_a(t_j)} \tag{5.1}$$

This resulting graph can then be partitioned to identify similar topics in the set of topics discovered by the LDA. Whether we cluster the topic vectors of authors, or the similarity graph of topics, it is possible to estimate the optimal number of clusters using various cluster validity indices [81] for each year, yielding a more accurate estimate of the number of topics and a model that follows the real-world characteristics of the evolution of topics.
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