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Abstract

Increased use of hand held electronic devices have fueled the need for smaller and
more flexible lithium ion batteries. The mechanical flexibility of currently used
batteries is reduced because of the use of liquid electrolytes, which require a rigid
casing. Therefore, scientists are turning to replacing the liquid electrolyte with
a solid polymer electrolyte (SPE), thereby eliminating the need for the casing.
SPEs contain a polymer host such as polyethylene oxide (PEO) and a lithium salt,
which provides the cation. Ionic conductivity in SPEs is coupled to the polymer
mobility. The cation is solvated by ether oxygen atoms (EO) and the lithium
moves by hopping from one EO-rich site to another. This movement is aided by
the segmental mobility of the polymer. However, high anion mobility contributes to
conductivity and results in reverse electrode polarization which degrades battery
life. We therefore use single ion conductors (ionomers) where only the cation
conducts. In this case a sulfonate anion is covalently bonded to a PEO backbone
through an isophthalate comonomer unit. We use the nomenclature PEOx-Y%M
for these ionomers (e.g. PEO400-50%Li). These samples allow us to vary the
degree of sulfonation (Y, the percentage of sulfonated isophthalate groups), the
spacer length (x, molecular weight of PEO between isophthalate groups) and the
cation identity (M, which could be Li+, Na+ and Cs+).

We use quasi-elastic neutron scattering (QENS) to study the PEO backbone
dynamics of these ionomers as a function of ion content and ion identity. The ion
content, defined as the molar ratio of cations to EO atoms, can be changed in two
ways - by varying the degree of sulfonation (Y ∈ [0,100%]), and by changing the
MW of the spacer (x = 400, 600, or 1100). When we compare the dynamics of
nonionic polymers (i.e. no acid groups - PEO600-0%) to that of pure PEO, we
observe that the isophthalate group reduces the mobility of its neighboring atoms.
Therefore, the overall dynamics is composed of two fractions - a fast fraction in
the mid-region of the spacer away from the effect of the isophthalate group (bridge
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atoms), and a slow fraction which neighbors the isophthalate group (anchor atoms).
When we introduce ions by increasing the degree of sulfonation (PEO600-Y%Na),
no new relaxations are observed, but the two fractions are affected differently. The
bridge atoms appear to saturate at a low ion content of 0.01. In contrast, the anchor
atoms have considerably reduced mobility when the ion content is above 0.01 due
to crosslinking between ionic groups at the isophthalate units. Correspondingly,
the anchor atom relaxation determines the glass transition temperature of the
ionomer. We also compare the results to the PEO/LiClO4 system, by comparing
both polymer dynamics and conductivity as a function of ion content. The optimal
ion content for ionomers is half that of the salt system, which we explain based
on the differing behavior of polymer dynamics in the two systems. We further
investigate the effects of changing ion content on the component dynamics by
changing the spacer length (at 100% sulfonation). The trend in bridge and anchor
atom dynamics depends mainly on the absolute ion content, and not on the way
it is varied. On comparing the dynamics and conductivities of two samples which
have similar ion content, we conclude that it is better to achieve a particular ion
content by varying the spacer length (at 100% sulfonation) rather than having
partial sulfonation.

Using QENS to calculate the ionic composition of bridge and anchor atoms,
we incorporate the findings of small angle X-ray scattering (SAXS) and present
a visual schematic of the dynamic patterning of bridge and anchor atoms. SAXS
measurements also show that formation of ionic aggregates is characteristic of these
ionomers and in some cases microphase separation occurs.

We also study the effect of different cations (Li+, Na+ and Cs+) on the bridge
and anchor atom dynamics of PEOx-100%M ionomers. The ion content of these
systems is above 0.01, therefore, the bridge atom relaxation times are similar,
and ion identity primarily affects the anchor atom relaxations. By correlating
QENS data with SAXS measurements, we study the effect of aggregate size and
extent of microphase separation on anchor atom dynamics. Li based samples have
high extent of microphase separation, whereas Na and Cs based samples display a
distribution of aggregate sizes. These morphological differences affect the nature
of interaction between the cation and the anchor atoms. Based on the binding
energies and atomic radii of these cations, we identify the factors which govern
the anchor atom dynamics at different temperatures. We conclude that when the
reduced temperature [T - Tg] is less than 60◦C, the anchor atom dynamics are
controlled by the cation coordination number (number of EO atoms that solvate
a cation in a PEO environment). Comparatively, when [T - Tg] is greater than 60
◦C, the dynamics are controlled by the cation-EO binding energies. Using QENS
data, we further investigate the effect of spacer length on the degree of microphase
separation in these samples.
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We conclude by identifying conditions that are favorable for conductivity in
single ion conductors. Molecular dynamics (MD) simulations on PEO600-100%Na
show the existence of string like aggregates which assist in charge transfer. We
recognize that to improve the conductivity of single ion conductors and solid poly-
mer electrolytes in general, we need to focus on both favorable cation coordination
states (like string like aggregates) as well as high polymer host mobility. While
the presence of favorable cation coordination states help in charge transport, amor-
phous polymer domains are necessary for ion transport from one coordination state
to another. We finally propose a sample design that allows this partial decoupling
of ion transport and conductivity. This design can help us create string like aggre-
gates as a function of several variables (such as length, concentration, chain length
etc.). By studying the effect of such factors on dynamics and conductivity, we can
build better single ion conductors.
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Å−1 (blue), and 1.51 Å−1(magenta) . . . . . . . . . . . . . . . . . . 136

D.2 S(Q,t) curves for PEO600-0% (magenta), PEO600-17%Na (blue),
PEO600-49%Na (red), and PEO600-100%Na (green) at [A] 298 K,
[B] 323 K, and [C] 348 K for Q = 1.2 Å−1 . . . . . . . . . . . . . . 137

D.3 S(Q,t) curves for [A] PEO400-100%Na, [B] PEO600-100%Na, [C]
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Chapter 1
Single Ion Conductors as Solid

Polymer Electrolytes

1.1 Solid polymer electrolytes

Lithium-ion batteries are one of the most popular types of batteries for portable

electronics because of their high energy densities and the fact that they can be

designed to be rechargeable. They also have a low self-discharge rate, and do not

have a memory effect (loss of battery life due to incomplete charge-discharge cycles)

that is prevalent in rechargeable Ni-Cd batteries. Beyond consumer electronics,

lithium ion batteries are also growing in popularity for electric vehicles. Research

is yielding a stream of improvements to traditional lithium battery technology,

focusing on energy density, durability, cost, and intrinsic safety.

A typical lithium ion battery (see Figure 1.1) contains an electrolyte, which

is a mixture of ethylene carbonate or diethyl carbonate and varying lithium com-

plexes such as LiPF6, LiAsF6, LiClO4, LiBF4, and LiCF3SO3. The electrodes are

intercalation compounds (e.g. LixCoO2 and graphite intercalation compounds)

that allow the lithium ions to reside in the structure during charge and discharge

cycles. Originally, lithium metal was used as the electrode; however, the growth of

lithium metal dendrites from the anode to the cathode led to short circuiting and

explosions.15 This led to the use of intercalation compounds, where lithium was

present in its ionic rather than metallic state.
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Figure 1.1. Schematic of a lithium ion battery

One of the primary practical disadvantages of lithium ion batteries (and other

batteries in general) is the presence of the liquid electrolyte that is not only toxic

but also requires a hard casing to house it. The rigid casing adds bulkiness to

the size, shape and weight of electronic gadgets. Scientists are therefore turning

to the use of solid polymer electrolytes (SPEs) which are non-toxic and do not

require a casing. It was first shown in 1975 that polyethylene oxide (PEO) can

act as a host for sodium and potassium salts, thus producing a solid polymer/salt

complex.16 Later in 1979, these complexes were proposed as SPEs by using them

with appropriate electrodes.17 Experiments and detailed mechanistic studies in

1983 established that the ionic motion in salt-polymer complexes is not due to

transfer of charges (like metals), but is a continuous motion of the cation in the

amorphous region of the polymeric material.18,19

The major challenge facing the use of solid polymer electrolytes for lithium

batteries is the low conductivity. An ionic conductivity of more than 10−4 S/cm

is necessary for batteries to generate a current density of 0.5-5 mA/cm2 at room
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temperatures,20 which is attainable by electrolytes with solvent containing gels.21

Currently, at room temperature and below, the conductivity of solid polymer elec-

trolytes ranges from 10−9 to 10−7 S/cm and climbs up to practically useful values

only at elevated temperatures of 80-100 ◦C. Many new polymer electrolytes have

been synthesized in an effort to minimize the crystallinity and to achieve even

lower Tg values, thus enhancing chain dynamics and hence increasing the level of

ionic conductivity. However, these attempts have been mostly unsuccessful. PEO

serves as a good host in this situation because the ether oxygen atoms solvate the

cation, and the low glass transition temperature makes it amorphous at room tem-

perature. However, from a practical viewpoint, PEO is not an ideal electrolyte; it

has several shortcomings. Since it crystallizes easily, modifications are required to

prevent it from happening and to retain/extend the amorphous domain to enable

ion transport. Crosslinked polymer networks and comb polymers have been used

to prevent crystallization,22–24 and small-molecule plasticizers have been added

to improve polymer mobility,25–28 but with varied success. The use of ceramic

nanoparticles is promising, because they succeed in raising the level of conductiv-

ity by several orders of magnitude to 10−5-10−4 S/cm at room temperature.2,29,30

Ideally, a solid polymer electrolyte would have the conducting properties of a liq-

uid and the mechanical properties of a solid. Such a material would serve both as

electrolyte and separator, and be mechanically flexible.

1.2 Single ion conductors

One of the major disadvantages of amorphous polymer/salt systems is that the

fraction of conductivity from the cation (transference number) can be as low as

20-30%,31 implying a larger contribution from the anion. This can pose a practi-

cal problem for lithium ion batteries, because anion accumulation at the electrode

can cause reverse polarization within the battery, greatly increasing cell resistance

and degrading peformance.29,32 To remove this problem, the mobility of the an-

ion should be reduced or eliminated, eventually obtaining “single ion conduction”

state.3,5, 8, 33–48 Three general methods have been identified to achieve single ion

conduction in polymers20 - (1) a blend of polyelectrolyte and ion conductive poly-

mer host;49,50 (2) the copolymerization of ion conductive monomer host and carrier
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(cation) source monomer;3,8, 40,42,46,47,51 and (3) the polymerization of an ion con-

ductive monomer which is also a cation source.42

Our focus in this study lies on the second category of ionomers, where the

anion is covalently bonded to the polymer backbone through a comonomer unit,

and then polymerized. We refer to single ion conductors as “ionomers” in this

work, as a moniker for “ion containing polymers.” Ionomers are characterized

by the formation of ionic moieties that interact with the polymer backbone in

varying degrees. Some studies postulate that the ions are distributed throughout

the sample in a very low state of aggregation, i.e. in ion pairs or quadrupoles

(ion quartets), whereas other studies postulate the existence of sizable aggregates

∼ 100Å.52–54 It has been shown that the nature of ionic moieties depends on

the dielectric constant of the medium. In media of low dielectric constant, ion

associations such as pairs, triplets, quartets etc. are expected to exist, and the

charges are as close to each other as physically possible.53

Since the anion is covalently bonded to the polymer backbone, the mobility

of the polymer immediately surrounding the aggregates is reduced relative to the

bulk material. This is called the region of reduced mobility, the dynamics of which

depends on several factors - size of the aggregates, mobility of the backbone, length

of the polymer chain, binding energies of the cations to the polymer and to the

anion, temperature etc. Several ionomers show the presence of thermally stable

ionic aggregates, where the extent of microphase separation increases as the tem-

perature increases.6,7, 55–59 Because of the difference in properties of the bulk and

reduced mobility regions, microphase separated ionic aggregates in ionomers have

been shown to be analogous to microphase separated block copolymers. Stud-

ies have shown that longer segments in block copolymers with immiscible blocks

tend to facilitate phase separation.60–62 Smaller cations with stronger binding en-

ergies have also shown to increase the extent of microphase separation in single

ion conductors.63,64 Thus we see that though single ion conductors serve a practi-

cal purpose of eliminating anion mobility, these systems are more complicated to

study compared to PEO/Li-salt systems. The crosslinking of the polymer through

the aggregates presents an additional dimension to the investigation of the cation-

polymer interaction.
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1.3 Ion transport mechanisms in polymers

Lithium migration from one site to another can take place (without the need for

significant polymer displacement) if the physical separation between cation favored

sites is small, and the energy barriers between the sites are low.21 There are two

broad categories of ion conduction mechanisms. In the first, the cation requires the

mobility of host as a medium of transport and is therefore coupled to the polymer

mobility. Comparatively, in a decoupled mechanism, the cation migration occurs

from one site to another without assistance from the host mobility. In SPEs, both

coupled and decoupled modes of ion transport can take place, and the tendency

for an SPE to allow either is denoted by the decoupling index (R), given by the

ratio of mechanical relaxation time and the conductivity relaxation time.11–14,65

For systems that have decoupled ion conduction, R ∼ 1012. Comparatively, glass

forming systems such as PEO/LiClO4 has R ∼ 104 at Tg; and they have coupled

conduction.

Ionic conductivity in amorphous solid polymer electrolytes is strongly coupled

to polymer mobility. For PEO/Li-salt systems, lithium ions are solvated by 5-7

ether oxygen (EO) atoms on the PEO chains (see Figure 1.2a) and hop from one

site to another in the presence of an electric field.66–69 This hopping is facilitated

by the segmental motion of the polymer. A simplified depiction is shown in Fig-

ure 1.2b. As the ion content increases, the coordination of the cations with EO

atoms increases, resulting in lower polymer host mobility,66,67,70,71 which in turn

reduces conductivity. Thus most studies on SPEs strive to increase the ion mobility

to a practical value by boosting the polymer mobility.

Figure 1.2. (A) Lithium cation coordinating with several ether oxygen atoms; (B)
Motion of lithium ion by hopping along oxygen rich sites

The lithium ion can exist in several coordination states, of which the “single”

state (Li coordinating with EO atoms alone, as shown in Figure 1.2a) is believed
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to contribute the most to conductivity. Comparatively, lithium in clusters or pairs

(neutral) contribute little. Charged clusters (e.g. triple ions: positive or negative)

have the potential to contribute to conductivity either by transport or by charge

transfer. For PEO based SPEs, the single ion content ranges from 20-60% (for

ion contents near maximum conductivity) depending on the temperature and an-

ion.57,58,68,72 The fraction of single ions also depends on the size of the cation.

Larger cations have smaller surface charge densities and therefore interact weakly

with both anions and ether oxygen atoms.20,40,41,73–78 Accordingly, larger cations

can move faster in polymer solids through the fast exchange between sites owing

to easy dissociation from anions and ether oxygen atoms. These systems therefore

have higher conductivity. Note that larger organic cations such as tetraalkyl ammo-

nium do not show high ionic conductivity (as expected from the above discussion)

because the surface charge density of the ammonium cation is not completely

delocalized through the alkyl groups. Quasi-elastic neutron scattering (QENS)

has been used extensively to study the motion of the polymer in polymer/Li-salt

systems. The polymer mobility of SPEs above their melting temperature has

been measured using QENS for PEO/LiI,70 PEO/LiClO4,
2,79 PEO/LiTFSI80 and

PEO/LiN(SO2C2F5)2.
67,81 For all SPEs, as discussed before, the segmental mobil-

ity of PEO decreases with the addition of lithium salt because the lithium cations

coordinate with multiple ether oxygen atoms. In most cases, it is important for

the polymer host not to crystallize. This is because most crystalline phases of

the polymer are pure, and do not incorporate the ion, thereby forcing the ion to

stay in the amorphous phase. this leads to a higher ion content in the amorphous

phase which in turn reduces the mobility and conductivity. For those systems in

which the most stable crystal phase is PEO6 with 6 PEO ether oxygens for each Li

ion [PEO/LiTFSI,80 PEO/LiClO4
82 and PEO/LiN(SO2C2F5)2

83] a process addi-

tional to segmental relaxation was observed.2,66,67,81,84,85 Some authors attribute

this to the formation and breaking of “crosslinks” between Li+ and ether oxygen

atoms.67,85 These serve as transient states, with a life time estimated at 13-40 ns

from computer simulations.72,86 As discussed before, amorphous polymers have

low conductivity for practical use because the ion motion is limited to depending

on the segmental dynamics of the host polymer.

Comparatively, systems which support decoupled ion conduction mechanisms
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report higher conductivity values than the coupled counterparts. While the com-

mon theme in decoupled systems is the availability of conduction pathways, most

studies report the existence of crystal structures that involve the cation.80,87–89

This is based on the idea that ionic conductivity is expected to be especially fa-

vored in a static environment where permanent pathways for ion transport are

present.90 In contrast to amorphous systems, if the sites to which an ion migrates

are already present (like in a favored crystal structure), cation migration will oc-

cur if the vibrating ion gains sufficient energy to hop. By implication, designing

more organized or ordered polymer electrolytes should enhance conductivity.73,90–93

Crystalline materials have advantages over amorphous materials in this regard, as

crystalline ionic conductors can be designed with identical pathways of appropriate

size for ionic transport. On the other hand, the disordered nature of an amorphous

material has an unpredictable number of ion transport sites. One such favorable

structure which gives high conductivity even at room temperatures (by 2-4 orders

of magnitude) is the PEO6 crystal structure, which has two helical chains of PEO

around a center of Li ions.90,94,95 The Li ions use the PEO channels for conduction,

while the anions lie between two PEO6:Li structures. The conduction mechanism

in crystalline systems is similar to ceramic ionic conductors. While certain kinds

of deliberate impurities and imperfections can boost the conductivity of ceramic

ionic conductors in more than one dimension, unwanted impurities and imperfec-

tions can severely restrict ion motion. These can arise from accidental mechanical

stress among other factors; therefore one needs to be cautious about using them

in practical situations.

A study of the PEO/LiClO4 system shows that even above Tm, fragments of

the PEO6 crystalline phase discussed above can remain.79 This has also been

observed for PEO/LiTFSI80 and in PEO/LiI.89 The remnants of these crystalline

phases rotate, and serve as conduction pathways for cations, resulting in higher

conductivity.2 This shows that even a partially decoupled ion transport mechanism

can assist in achieving higher conductivity in amorphous polymers. We therefore

need to explore this possibility as a viable solution for elevating ion conductivity

in SPEs.

For single ion conductors, the conductivity values are generally low (about 2

orders of magnitude less than the polymer/salt counterparts20). This partly arises
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from the ion content of ionomers, which is generally low because of limitations

posed by the chemical structure. The alternative is to increase the frequency of

the anion (and cation) occurring on the polymer backbone, but the aggregation

of ions results in very high Tgs and therefore low conductivity. The stability of

the aggregate also affects the overall conductivity of the ionomer, because the ion

transference number and mobility does not depend solely on the amorphous region

any more. The single ion fraction for ionomers is quite low because cations that

are part of stable aggregates do not leave the aggregates, and rarely participate

in conduction.74 However, one cannot rule out one possible advantage of aggre-

gates, some of which can potentially allow charge transfer (as opposed to actual

cation motion) across the aggregate. There is also a possibility of small charged

aggregates that are mobile and can contribute to conduction.48,96–98 A good single

ion conductor should consist of all three requirements - flexible structure, favor-

able ion conductive mechanism and the source of the carrier ion in one repeating

unit,20 and this study involves the investigation of one such PEO based single ion

conductor.

1.4 Samples investigated in this study

We study systems where sulfonate groups (SO−
3 anion) are covalently bonded to a

PEO chain by means of isophthalate groups (comonomer), as shown in Figure 1.3.

We refer to these systems as PEOx-Y%M and they allow us to change three vari-

ables: (a) the ratio of isophthalate groups ionized with SO−
3 to the overall number

of isophthalate groups, called the degree of sulfonation (Y%); (b) the length of the

polymer between isophthalate groups, or the spacer unit (x); and (c) the identity

of the cation. The degree of sulfonation and length of the spacer unit control

the ion content of the sample. Variation of ion identity allows us to explore the

effect of ion association energies on the cation-polymer interaction strength. The

value x (400,600,1100) refers to the molecular weight in g/mol of the PEO spacer

corresponding to N (9,13,25).

This study is a part of a collaboration investigating ionic transport in PEO-

based single ion conductors. By combining results obtained from quasi-elastic

neutron scattering (QENS), dielectric relaxation spectroscopy (DRS),3,5, 8 NMR,99
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Figure 1.3. Chemical structure of PEOx-Y%M where x = 400/600/1100 and M =
Li/Na/Cs

FTIR,100 X-ray scattering,5–7 ab initio calculations6 and molecular dynamics sim-

ulations,9,101,102 we address cation-polymer interactions through the interplay of

dynamics, morphology, and ionic conductivity. The objective of this inves-

tigation is to study ionomer dynamics as a function of ion content

and cation identity, and investigate the interplay of the PEO back-

bone mobility, conductivity, and morphology. We expect that the presence

of ions will lower the mobility of the polymer like in PEO/Li-salt systems, but

with some additional considerations. The presence of a comonomer every N re-

peat units means that a significant fraction of the PEO spacer could be influenced

by the comonomer, should its dynamics vary considerably from PEO. When ions

are present, they may not solvate all parts of the PEO spacer equally (for ex-

ample, they may prefer locations near the anions), leading to interesting changes

in dynamics with ion content and ion identity. These samples show little or no

crystallinity, so we can expect that the polymer dynamics is tied to conductivity.

These ionomers offer an additional advantage due to its chemical structure:

by varying the spacer length and ion content, we can potentially examine both,

coupled and decoupled forms of ion conduction. The ions in these ionomers tend

to segregate and eventually microphase separate into ion-rich domains that are

thermally stable as shown by SAXS measurements.6,7 The extent of aggregate for-

mation and microphase separation determines the nature of interaction between

the cation and the polymer, which in turn affects conductivity. The single ion

content of these ionomers has been estimated to be less than 1% using DRS mea-

surements,47 and FTIR detects no single ions.100 As discussed previously, ionic ag-

gregation in these samples greatly complicates the investigation of polymer behav-

ior because ions crosslink the polymer chain through the isophthalate comonomer

units. The study of the region of reduced mobility (created due to crosslinking) can
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greatly enhance our understanding of conductivity mechanisms in these ionomers,

because the majority of the cations directly interact with the polymer in this re-

gion. The region of reduced mobility can potentially have a Tg that is higher than

the bulk, but there are two aspects which prevent the detection of a distinct Tg for

this region - (1) the domain size may not be large enough to register a Tg, and (2)

the boundary between this region and the bulk is not sharp, leading to a detection

of a large range in Tg rather than two individual Tg values.

This disadvantage can be overcome by dielectric relaxation spectroscopy (DRS),

but with some limitations. DRS measurements on PEO600-100%Li3,103 and poly

(ethylene oxide)-based polyurethane ionomers47 show that segmental dynamics are

slowed down by increasing ion content, reflected by the increase of the glass tran-

sition temperature.3,103 For the PEO600-Y%Li system, four dielectric relaxations

were observed. The segmental α process slows down with increasing ion content

above a critical concentration. Two slower processes are present, the ion mode α2,

assigned to rotation of separated ion pairs, and a weak low-frequency α3 process.

The local β relaxation, due to local twisting of PEO segments, is not significantly

affected by complexation of ether oxygens with Li cations. The origin of the α3

process is not clear, but is attributed to the formation of local ion-rich structures

pertaining to these ionomers.

Small-angle X-ray scattering (SAXS) suggests that the ions in this system oc-

cupy a wide range of local environments that depend on the ion content, ion

identity and spacer length, and include microphase separated ionic aggregates,

small clusters, ion pairs, and ions solvated by the PEO spacer.6,7 The presence

of ions affects the α2 process, which in some cases dominates the DRS signal to

the extent that the segmental relaxation is no longer visible. Since QENS primar-

ily measures hydrogen atom motion and is not affected by the presence of ionic

moieties in this system, it serves as an excellent technique to isolate the dyanmics

of the polymer backbone. 95% of the hydrogen atoms are located on the poly-

mer chains and we observe segmental motion of the PEO spacer. QENS has been

applied to understanding the polymer dynamics of pure PEO and PEO/Li-salt

systems, as discussed in the previous section. However, no QENS measurements

have been made for studying the backbone dynamics of ionomers. Studies on

ionomers using QENS have focused on the dynamics of the cation. Available stud-
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ies include water dynamics and its influence on cation hopping and ion aggregation

in NAFION ionomers,104–107 and the dynamics of hydrogen-rich cations in PTFE

based ionomers. In the latter case, the onset of cation mobility has been linked

with the alpha relaxation of the polymer.108 In the following section, we present an

overview of the QENS measurements used to investigate the backbone dynamics

in these PEO based single ion conductors.

1.5 Overview of investigation

In this study we investigate the polymer backbone dynamics of the PEOx-Y%Na

ionomers by varying three features in the chemical structure - (a) degree of sul-

fonation, (b) spacer length, and (c) ion identity. We use quasi-elastic neutron

scattering (QENS) to study the dynamics at three temperatures - 298 K, 323 K

and 348 K. The measurement technique, instrument details and corresponding data

treatment are discussed in Chapter 2 and Chapter 3. In Chapter 4 we identify the

constituent dynamics of the polymer backbone. We first compare the dynamics

of the non-ionic polymer (PEO600-0%) to pure PEO, and observe that the isoph-

thalate group introduces a slower segmental relaxation in addition to that seen

by pure PEO. The spacer segments far from the effect of the isophthalate group

undergo a faster relaxation, and are similar to pure PEO dynamics. We refer to

the slow fraction as anchor atoms, and the fast fraction as bridge atoms. We then

increase the degree of sulfonation to study how the presence of ions affects the two

processes for the PEO600-Y%Na system (where Y ∈ [0,100]). We initially choose

this system because it does not microphase separate in the temperature range of

our study, in contrast to the Li ionomers, which show evidence of ion segregation

at all temperatures of measurement.3,6, 8, 47

We further establish a comparison of this observation to the PEO/LiClO4 sys-

tem based on previous work in our group.2 The ion content of PEO salt systems

is defined by the ether oxygen (EO) to Li ratio and falls in the range of 4:1 to

50:1, although 8:1 - 14:1 are the most frequent targets because conductivity is

maximized in this range. To connect the degree of sulfonation to this ratio, we

consider the ion content, defined as the molar ratio of cations to EO atoms. This is

the inverse of the ratio that is normally quoted, so that the nonionic polymer has
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a well-defined ion content of 0. In Chapter 5 we study the dynamics by changing

the ion content in a different way - by varying the spacer length, while keeping

the sulfonation at 100% (PEOx-100%Na where x = 400/600/1100). The respec-

tive trends of relaxation time vs. ion content for bridge and anchor atoms remain

the same regardless of how we change the ion content. We further evaluate the

ion content of the bridge and anchor atoms and collaborate this data with SAXS

measurements to obtain the spatial organization of bridge and anchor atoms. This

dynamic patterning is presented as a visual array varying with temperature and

spacer length for PEOx-100%Na.

We then discuss the impact of ion identity on the dynamics of these samples

(PEOx-100%M where x = 400/600/1100 and M = Li/Na/Cs) in Chapter 6. We

investigate a hypothesis that governs the ionomer dynamics at different temper-

atures. It is expected that small cations such as Li conduct poorly because of

their strong binding energy and vice versa for Cs, as discussed earlier in this chap-

ter. However, deviations from the expected behavior show that the conductivity

and ion transport not only depend on the amorphous region, but also on different

cation coordination states that arise from aggregation. By comparing the dynam-

ics to conductivity at different temperatures, we identify scenarios that facilitate

conduction in single ion conductors. Based on these observations we present a

conduction mechanism that partially decouples charge transport and polymer mo-

bility. In conclusion, we present a sample design that can potentially utilize the

conduction mechanism mentioned above. The samples studied in this thesis are

listed in Table 1.1, along with their ion content values, glass transition temperature

(Tg) and molecular weight (MW). The key results of this study and some thoughts

about the future direction of this research are outlined in Chapter 7.
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Table 1.1. Properties of PEOx-Y%M samples (where x = 400/600/1100, Y ∈ [0,100]
and M = Li/Na/Cs) and PEO/LiClO4

2

Sample
Cation:EO

ratio
Ion

content
Tg (K)

Molecular Weight
(g/mol)

PEO600-0%Na 0 0 229 5800

PEO600-6%Na 1:217 0.005 230 5800

PEO600-11%Na 1:118 0.008 232 5800

PEO600-17%Na 1:76 0.013 233 8700

PEO600-49%Na 1:26 0.038 245 4700

PEO600-100%Na 1:13 0.077 267 6300

PEO400-100%Li 1:09 0.111 285 3300

PEO600-100%Li 1:13 0.077 258 4600

PEO1100-100%Li 1:25 0.04 236 4500

PEO400-100%Na 1:09 0.111 295 3300

PEO600-100%Na 1:13 0.077 267 4600

PEO1100-100%Na 1:25 0.04 236 4500

PEO400-100%Cs 1:09 0.111 294 3300

PEO600-100%Cs 1:13 0.077 270 4600

PEO1100-100%Cs 1:25 0.04 238 4500

PEO/LiClO4 1:30 0.033 251 500000

PEO/LiClO4 1:14 0.071 257 500000

PEO/LiClO4 1:10 0.01 246 500000

PEO/LiClO4 1:8 0.125 256 500000

PEO/LiClO4 1:4 0.25 264 500000



Chapter 2
Experimental Techniques

The purpose of this chapter is to briefly discuss the techniques used for this study.

We will also briefly discuss the details of neutron scattering instruments used at

National Institute of Standards and Technology (NIST) at Gaithersburg, MD and

Oak Ridge National Labs (ORNL) in Oak Ridge, TN.

2.1 Quasi Elastic Neutron Scattering Fundamen-

tals

Quasi Elastic Neutron Scattering serves as a useful tool to study the dynamics

of polymers, proteins and several other soft materials. Since polymer dynamics

occurs on the length scale of angstroms (Å) and time scales of picoseconds (ps),

neutrons serve as a good probe because they have the wavelength of interatomic

distances and energy of interatomic interactions. The combination of these proper-

ties helps to quantify polymer dynamics (with a characteristic time) as a function

of spatial scale. Neutrons have the most penetration compared to other waves used

to study materials.1 Electron waves are deflected by the electron cloud around an

atom, and therefore penetrate the least. X-rays penetrate more, but are affected

by electromagnetic fields around the atom. Since a neutron has no charge and

negligible electric dipole, it is unaffected by these fields. Since nuclear forces are

short range forces, a nucleus is detected by a neutron only when it passes within

10−15 m of the nucleus. Most of the atom is empty space; the distance between
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nuclei is 100,000 times the size of the neutron, resulting in high penetration by

neutrons. For example, the signal attenuation per mm of aluminum for X-rays is

99%, whereas for neutrons is only 1%. Neutrons, like electrons and X-rays, respond

differently to elements of different atomic numbers. However, unlike eletrons and

X-rays, neutrons have a random dependence of penetration depth with different

atomic numbers, as shown in Figure 2.1.

Figure 2.1. Dependence of penetration depth on atomic number for electrons, X-rays
and neutrons, till the beam’s intensity is reduced by a factor of 1/e, that is, to about
37% of its original intensity.1

Some atoms that scatter X-rays weakly, such as hydrogen, can scatter neutrons

strongly. The extent of scattering is also dependent on the isotope of the element.

For example, hydrogen scatters more strongly than deuterium. The extent of

interaction between a neutron and the nucleus of an atom is determined by the

effective area presented by the nucleus to the passing neutron. The scattering cross

section, σ, is determined by

σ = 4πb2 (2.1)

where b is the scattering length of an atom. The total scattering signal is further
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subdivided into coherent and incoherent contributions. The coherent scattering

signal arises when the incident neutrons interact with all the nuclei in a coordinated

fashion. The scattered waves have definite relative phases and can interfere with

each other. Comparatively, the incoherent scattering contribution comes from the

incident neutrons interacting with the nuclei independently of the other. The cor-

responding scattered waves have random, indeterminate relative phases and don’t

interfere with one another. Simply put, the coherent scattered signal contains in-

formation of the position of one atom relative to another, whereas the incoherent

scattered signal contains information about one atom alone. The coherent and

incoherent scattering lengths and cross sections for elements and their isotopes

are available on the website of the NIST Center for Neutron Research (NCNR).109

Neutrons can scatter elastically (no loss of energy) or inelastically (some loss/gain

of energy) depending on whether it encounters immobile or mobile atoms in the

sample. Structure can be measured with an instrument that detects the angle of

the scattered neutrons, but does not detect an energy change between the neu-

tron and the nucleus of the atom. In this case, the elastic scattering signal and

coherent contribution provides information on the structure of the sample while

the incoherent contribution adds a structureless background. Conversely, mobility

can be measured if an energy change is detected by the instrument (either the

neutron gains energy from or loses energy to the atom), and this type of scattering

is inelastic. If the atoms in the sample scatter mostly incoherently, then the “self”

motion is measured, whereas collective motion is measured if the atoms scatter

mostly coherently. Figure 2.2 summarizes the different types of scattering, and

the controlling variables. The instruments used in this study measure self motion

(incoherent, inelastic).

For elastic scattering, the final enery of the scattered neutrons equals the initial

energy; a plot of scattered neutron intensity vs. the difference of energy (δE =

0) gives a delta peak at 0, as shown in Figure 2.3a. For inelastic scattering, the

initial and final energies are not equal, leading to peaks at non-zero values of

δE. The location of peaks depends on the nature of motion by the molecule. The

schematic shown in Figure 2.3b represents inelastic features arising from rotation of

a small molecule such as CH3I about the C-I axis. Quasi Elastic Neutron Scattering

[QENS] is a special type of inelastic scattering where neutrons that would otherwise
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Figure 2.2. Types of neutron scattering measurements

scatter elastically undergo a small change in energy due to molecular rotations

or diffusive motions. This causes a broadening of the elastic peak as shown in

Figure 2.3c, implying that the deviation from an elastic feature quantifies molecular

motion.

Figure 2.3. Examples of elastic, inelastic and quasi elastic neutron scattering

2.2 Neutron Scattering Instruments

In this section we discuss three instruments, two of which (Disc Chopper Spectrom-

eter and High Flux Backscattering Spectrometer) are at the NIST, Gaithersburg,

MD and one instrument (Backscattering Spectrometer) is at ORNL, Oak Ridge,

TN.
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2.2.1 Disk Chopper Time-of-flight Spectrometer [DCS]

The DCS (see Figure 2.4) is one of the two instruments used for this work at the

NIST Center for Neutron Research (NCNR) at the National Institute of Stan-

dards and Technology (NIST), Gaithersburg, MD.110 Pulses of neutrons with well

Figure 2.4. The DCS instrument at NCNR, NIST

defined incident energy (Ei) are scattered by the sample. Of the scattered neu-

trons, some do not exchange energy with the sample and are scattered elastically,

whereas others exchange energy and are scattered inelastically. The energies that

the neutrons gain or lose during the scattering are determined by the time they

taken to arrive at an array of detectors, and hence these instruments are referred

to as having time-of-flight geometries. This time can be calculated based on the

arrival time at the sample (tS) and at the detector (tD). The scattered neutron

velocity is calculated using the time-of-flight and the distance between the sample

and detector. This velocity, along with the incident energy is used to calculate the

final energy, Ef . The final energy is subtracted from the initial energy to give the

energy transfer, ~ω, where ~ is Planck’s constant and ω is the frequency. Based

on the value of the scattering angle, we can calculate the energy exchange as a

function of the momentum transfer, Q. A schematic of time-of-flight geometry is
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illustrated in Figure 2.5.

Figure 2.5. Schematic of time-of-flight geometry

We use an incident wavelength λ of 4.8 Å for our experiments, which corre-

sponds to an energy resolution (medium) Eres of 57 µeV.110 This gives an upper

bound on the time range tmax at 72 ps, which is calculated using Planck’s constant

h (4.135 x 10−15 eV.s).

tmax =
1

ν
=

h

Eres

=
4.135× 10−15

57× 10−6

= 7.254× 10−11s ∼ 72 ps

Though 72 ps is the limit established by the above calculation, the measurement

error of the instrument is unacceptable at this value. We therefore set the limit to

about 50 ps. The lower bound on the time range, arises from the interplay of the

scattering vector and energy. This is depicted using the Kinematically Allowed

Region (KAR) in Figure 2.6. The red line at 1.55 meV represents the maximum

energy loss measured by the system in this configuration. The accessible Q range

is established by the limits of the region (blue lines) when the energy loss is zero

(elastic peak). To calculate the lower time limit, we draw a horizontal line depicting

fixed Q (e.g. Q = 1.04 Å−1). The point ’x’ which corresponds to an energy gain

(∆E) of 7.5 meV for this Q value. We calculate the lower time limit using the
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following equations.

tmin =
1

ν
=

h

∆E

=
4.135× 10−15

7.8× 10−3

= 5.3× 10−13s ∼ 0.53 ps

For Q values higher than 1.3 Å−1, we use the limit -10.55 meV. The tmin values

differ for every Q from 0.4 to 1 ps, and we report the accessible time range of DCS

as 1 - 50 ps. In this configuration, the DCS instrument accesses a spatial scale

ranging from from 3 to 11 Å.

Figure 2.6. The kinematically allowed region for DCS at λ = 4.8 Å, medium resolution

2.2.2 High Flux Backscattering Spectrometer [HFBS]

To extend the energy window of our measurements, we compliment the DCS mea-

surements with data from HFBS. The HFBS is an instrument with backscattering

geometry, and is also located at the NCNR, NIST (see Figure 2.7).111 The work-

ing schematic of the instrument is illustrated in Figure 2.8. The incident neutron

beam encounters a phase space transformation [PST] chopper that Doppler-shifts

the incident neutron wavelength distribution to the one desired for backscattering.
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This shifting helps to maintain a high flux by correcting the velocity of neutrons

that are too fast or too slow. After the PST, the neutrons are backscattered from a

monochromator driven by a Doppler drive which alters the distribution of neutron

energies (±17 in our case). The neutrons then strike the sample and backscatter

from the analyzer before they finally reach the detectors. This way, the neutrons

pass through the sample twice. The analyzers only backscatter neutrons of a spe-

cific wavelength; therefore, only neutrons with this wavelength are detected. Since

the initial range of energies is known (Ei), and the final energy is constant (Ef ), we

can calculate the energy transfer as a function of scattering angle. We choose the

dynamic range of the instrument (∆E) to be ±17 µeV, with an energy resolution

of 1 µeV.111 As with the DCS, the upper time limit is set by the resolution of the

instrument, and the lower time limit is set by the accessible energy window.

tmax =
1

ν
=

h

Eres

=
4.135× 10−15

1× 10−6

= 4.135× 10−9s ∼ 4135 ps

tmin =
1

ν
=

h

∆E

=
4.135× 10−15

17× 10−6

= 2.43× 10−10s ∼ 243 ps

Since the measurement error close to instrument resolution is very high, we set

the upper limit at 2500 ps. Therefore, the time range accessible by HFBS is 250 -

2500 ps. The accessible spatial range is set by 16 detectors, and is similar to that

of DCS: 3 - 11 Å.

2.2.3 Backscattering Spectrometer [BASIS]

We also conducted QENS experiments in BASIS at the Spallation Neutron Source

(SNS), Oak Ridge National Labs (ORNL) (see Figure 2.9).112 BASIS is a near-

backscattering, crystal-analyzer spectrometer. The schematic of the instrument is
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Figure 2.7. HFBS at NCNR, NIST

Figure 2.8. Schematic for HFBS
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shown in Figure 2.10. Neutrons are focused onto the sample scattering through

a supermirror funnel towards the analyzer crystals. These are strained perfect Si

(111) crystals that reflect the neutrons with a very narrow distribution of energies

centered around 2.08 meV onto the detectors. The final energy Ef is known from

the Bragg reflection from the analyzer crystals. The energy change is evaluated

by calculating the time taken to traverse the distance from the sample to analyzer

to detector. The accessible dynamic range is ±110 µeV (∆E) and the energy

resolution is 3.4 µeV. Using these values we evaluate the time limits accessible by

the instrument. As with the DCS and HFBS, the error near the resolution is high,

and we report 40 - 800 ps as the time range accessible by BASIS.

tmax =
1

ν
=

h

Eres

=
4.135× 10−15

3.4× 10−6

= 1.216× 10−9s ∼ 1216 ps

tmin =
1

ν
=

h

∆E

=
4.135× 10−15

110× 10−6

= 3.75× 10−11s ∼ 37 ps

2.2.4 Choosing Q values

To combine data from all three instruments, we treat the accessible Q range of the

instrument differently. For the HFBS, 16 Q values are accessible by the detectors

are therefore fixed. The DCS and BASIS instruments have banks of detectors

which can be grouped to match the HFBS values closely. The software DAVE

handles the grouping for DCS by specifying the limits (0 to 2.4 Å−1) and step size

(0.155 Å−1). For BASIS, the Q values of each set is calculated using the formula

Qi = Qmin +
Qmax −Qmin

N
× 2i− 1

2
(2.2)



24

Figure 2.9. Schematic for BASIS

Figure 2.10. Schematic for BASIS
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where Qmin and Qmax are 0.2 and 2.0 Å−1 respectively, N is the number of detector

sets, and Qi is the Q value for the ith detector. Based on comparisons for 8, 9,

or 10 detectors for BASIS (corresponding to step sizes of 0.225, 0.2, or 0.18 Å−1

respectively), we concluded that binning to 10 detectors gives Q values that match

the best with DCS/HFBS. The grouping of detectors is summarized in Table 2.1.

The highlighted cells are Q values that match across the three instruments.

Table 2.1. Grouping of detectors in DCS and BASIS to match HFBS Q values

HFBS DCS BASIS

Detector # Q (Å−1) Detector # Q (Å−1) Detector # Q (Å−1)

1 0.25 1 0.16 1 0.29

2 0.36 2 0.29 2 0.47

3 0.47 3 0.42 3 0.65

4 0.56 4 0.58 4 0.83

5 0.62 5 0.73 5 1.01

6 0.75 6 0.89 6 1.19

7 0.87 7 1.04 7 1.37

8 0.99 8 1.19 8 1.55

9 1.11 9 1.35 9 1.73

10 1.22 10 1.51 10 1.91

11 1.32 11 1.67

12 1.42 12 1.82

13 1.51 13 1.98

14 1.60 14 2.13

15 1.68 15 2.28

16 1.75 16 2.38

2.2.5 Changes in the DCS instrument

Changes made in the DCS instrument (2008) increased the error in Detector #4

(Q = 0.57 Å−1); we therefore stopped using this Q value after 2008. The changes

also resulted in a slight modification of the curves in Figure 2.6 because of which
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the lower limit of the time scale for each Q got modified. The details of this finding

and its impact on our data treatment is discussed in Appendix A.



Chapter 3
Experimental Details

3.1 Sample Synthesis

The ionomers were synthesized using poly-(ethylene glycol) (PEG) oligomer diols

and dimethyl 5-sulfoisophthalate sodium (DM5SIS) salt in a two-step melt trans-

esterification process. The details of the preparation are established in previous

publications.3,8 We use 1H NMR to verify the molecular weight of the PEO spacers

(400, 600 and 1100 g/mol in this study). The ionomers are purified by exhaustive

diafiltration in deionized water to remove monomers, polymerization catalyst, and

any ionic impurities. The concentrated ionomer solution is then freeze-dried and

then vacuum-dried at 120 ◦C to constant mass. To control the degree of sulfona-

tion, we vary the ratio of sulfonated and neutral isophthalates. The placement of

the sulfonated and non-sulfonated isophthalate groups is random. The cation is ex-

changed from sodium to lithium or cesium by aqueous diafiltration with an excess

of LiCl or CsCl salts, then exhaustively dialyzed to remove salt impurities.3,8

3.2 Sample Preparation for QENS

We load our polymer based samples as a film in annular geometry. The sample

is pressed uniformly between two aluminum foils (which are practically invisible

to neutrons) with a thickness that is calculated to allow 10% of the neutrons to

be scattered. This gives good signal intensity with low probability of multiple
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scattering.

3.2.1 Sample thickness calculation

The scattering strength of a sample is directly proportional to the mass of the

sample, and is the sum of the individual contributions of the component elements.

By controlling the thickness of the film, we limit the scattering to 10%. Each

element has a “subscript” which is a representation of the element mass in the

sample. For example, the subscript of the element H in a 70-30% by weight mixture

of CH3CH2OH (ethanol) and H2O (water) is given by

H-subscript = 6

[
70

MWEthanol

]
+ 2

[
30

MWWater

]
(3.1)

After evaluating the subscripts of each element, we evaluate the number density of

each element using the following formulas. For this we need to know the density

of the sample.

atom fraction =
subscript

total subscript of all elements

mass = atomic weight× subscript

mass fraction =
mass

total mass of all elements

number density =
density×mass fraction×NAV

atomic weight
(3.2)

Using coherent, incoherent and absorption cross section values from the NIST

website,109 we evaluate the effective cross section σ which depends on the wave-

length used for the instrument (6 Åfor our measurements).

total sigma = coherent + incoherent +

[
absorption× λ

1.798

]
(3.3)

We use the number density calculated above to calculate the absorption and

attenuation factors, and then use the annulus thickness to evaluate transmittance,
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absorbance and % scattering.

absorption factor = number density×
[
absorption× λ

1.798

]

attenuation factor = number density× (total sigma)

transmittance = exp

[
−π.

(
attenuation

factor

)
.

(
annulus

thickness

)]

absorbance = 1− exp

[
−π.

(
absorption

factor

)
.

(
annulus

thickness

)]

% scatterer = 100− (transmittance× 100) (3.4)

We vary (by iteration) annulus thickness to obtain 10% scattering from the

sample. Depending on the hydrogen content of our samples, we obtain thicknesses

ranging from 60 µ to 90 µ.

3.3 QENS data

3.3.1 Signal components

Among the elements present in our samples - C, H, O, S, Li, Na, and Cs, the

scattering is dominated by the incoherent scattering from hydrogen atoms, as

shown in Table 3.1. Since the majority of hydrogen atoms are located on the PEO

spacer, most of the signal is obtained from incoherent scattering of the H atoms of

the spacer (see Table 3.2 for PEO600-100%Na); the QENS measurements reflect

the motion of this part of the ionomer. The incoherent scattering contribution

from the PEO spacers for PEOx-100%M is shown in Table 3.3.

3.3.2 Data treatment

As discussed in the previous chapter, we conduct QENS measurements on the

DCS/HFBS instruments at the NIST Center for Neutron Research (NCNR), NIST



30

Table 3.1. Scattering cross sections for the different elements in this study in barns (1
barn = 10−24 cm2)

Element Coherent XS Incoherent XS Absorption XS

C 5.56 0 0.00353

H 1.76 80.3 0.333

O 4.23 0 0.0001

S 0.988 0 0.54

Na 1.66 1.62 0.53

Li 0.619 0.78 0.0454

Cs 3.69 0.21 29

Table 3.2. Relative scattering strength (%)of ionomer components for PEO600-100%Na

isophthalate + ions PEO spacer total

coherent 1.56 6.14 7.7

incoherent 5.07 87.23 92.3

total 6.63 93.37 100.0

Table 3.3. Incoherent scattering contribution from spacer for PEOx-100%M

Sample Li Na Cs

PEO400-100%M 84.75 84.71 84.69

PEO600-100%M 87.26 87.23 87.22

PEO1100-100%M 90.14 90.12 90.12

and on the BASIS instrument at the Spallation Neutron Source (SNS), ORNL. The

time scales accessed by DCS, BASIS and HFBS instruments are 1-50 ps, 40-800 ps,

and 250-2500 ps respectively over a spatial scale of 3 - 11 Å. All sample data are

measured against a resolution function obtained from a vanadium standard that is

immobile at the conditions of the measurement. The intensity of scattered neutrons

is a function of momentum transfer (Q) and frequency (ω). We reduce the raw

data from the DCS and HFBS using DAVE (Data Acquisition and Visualization

Software), an in-house software developed at NCNR.113 The data for BASIS is

reduced using BSS Reduction, an in-house software developed at SNS. To give
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reduced data [I(Q,ω)], these softwares use detector efficiencies obtained from the

resolution data [R(Q,ω)]and subtracts the background and the sample holder from

the raw data. The frequency domain data for DCS, BASIS and HFBS are shown

in Figure 3.1 for PEO400-100%Na, PEO600-100%Na and PEO1100-100%Na. The

more the data deviates from elastic resolution, higher is its mobility. Based on

these deviations, we observe the mobility of the ionomers decreases in the order

PEO1100-100%Na > PEO600-100%Na > PEO400-100%Na, consistent with the

idea that the presence of ions slows down the polymer.

In order to effectively merge the data from the three instruments and allow

for the possibility of using analytical fits with a stretched exponential, we inverse

Fourier transform the data to the time domain. The total intensity I(Q,ω) is

a convolution integral of the resolution function R(Q,ω) and sample dynamics

S(Q,ω).

I(Q,ω) = S(Q,ω)⊗R(Q,ω) (3.5)

In the time domain, I(Q, t) is a product of the self-intermediate scattering function

of the sample S(Q, t) and resolution R(Q, t).

I(Q, t) = S(Q, t) ·R(Q, t) (3.6)

The self-intermediate scattering function, S(Q, t), plotted in the time domain for

both instruments in Figure 3.2 represents the correlation of atom positions at time

t relative to their positions at t = 0. Note that the data points plotted do not

exceed the time corresponding to instrumental resolution. (For a comprehensive

discussion on how QENS data was inverse Fourier transformed, see Appendix A.

The relevant FORTRAN code for BASIS data transformation is also included.)

The locations of the decay curves along the Y-axis are discussed in the following

sections.

We fit the decays in Figure 3.2 to obtain a characteristic relaxation time. For

this purpose we recognize that the dynamics of polymers and other soft materials

often exhibit a distribution of relaxation times, rather than Debye or single relax-

ation. Thus, we choose the stretched exponential or Kohlrausch-William-Watts
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Figure 3.1. Frequency domain data from (A) DCS, (B) BASIS and (C) HFBS for
PEO400-100%Na, PEO600-100%Na and PEO1100-100%Na at Q = 1 Å−1 and T = 348
K.
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Figure 3.2. Inverse Fourier transformed data from DCS, BASIS and HFBS for PEO600-
100%Na at Q = 1 Å−1, T = 348 K.

(KWW) expression114

S(Q, t) = exp

[
−
(

t

τ(Q)

)β(Q)
]

(3.7)

where τ is the characteristic time, and the stretching exponential β represents the

width of the distribution.

We conduct measurements on DCS/HFBS for the sample sets PEO600-Y%Na

(Y ∈ [0,100]) and PEOx-100%Na [x = 400/600/1100], to study the effect of chang-

ing ion content. Due to a scheduled shutdown at the NCNR, we performed the next

set of measurements at BASIS in SNS, ORNL for PEOx-100%M [x = 400/600/1100

and M = Li/Na/Cs], to study the effect of ion identity. The time scales accessed

by DCS/HFBS (1-50 ps and 250-2500 ps respectively) revealed the existence of

two fractions of the ionomer that undergo slow and fast relaxations. In Chapters

4 and 5 we study how the dynamics of the two fractions contribute differently to

overall mobility and conductivity. In contrast to the large time range accessed

by DCS/HFBS, BASIS accesses a time scale of 40-800 ps. This short time range

indicates the presence of two relaxations, but does not allow us to fully resolve the

dynamics to the constituent processes. We therefore develop a technique for resolv-

ing BASIS data to the two processes by comparing the data for samples measured
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on both BASIS and DCS/HFBS. We then make logical assumptions about the two

fractions and obtain the individual relaxation times. In the following sections we

first discuss the QENS data from DCS/HFBS, and then discuss the treatment of

BASIS data to obtain the constituent dynamics.

3.3.2.1 Fitting DCS and HFBS data

As with other polymers, amorphous PEO has a fast exponential decay that occurs

on times scales of less than 2 ps, attributed to local cage vibrations and torsional

librations.115,116 The simplest possible description of polymer motion over QENS

timescales, and the one appropriate for pure PEO, is the fast exponential decay

Kvib, combined with the segmental relaxation Kseg:

S(Q, t) = KvibKseg (3.8)

where

Kvib = E0 (Q) + (1− E0 (Q)) exp

[
−
(

t

τvib (Q)

)]
(3.9)

and

Kseg = exp

[
−
(

t

τ (Q)

)β(Q)
]

(3.10)

E0 is the elastic incoherent structure factor (EISF) for the vibration and rep-

resents the fraction of the decay allocated to segmental motion. Fast vibrations

fall outside the HFBS window and thus motion on this instrument reflects only

Kseg. In Figure 3.3a we have shown how a single process Kseg fits the data. This

approach is successful for some cases, but not for some others (see Figure 3.3b),

where a slower second process is required to describe the data from both instru-

ments simultaneously. We cannot fit the data with a combined decay

Kseg = KFASTKSLOW (3.11)

suggesting that all H-atoms do not undergo both processes. Instead, a weighted

sum

Kseg = XFASTKFAST + (1−XFAST )KSLOW (3.12)
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is required, indicating that some H-atoms belong to a “fast” subset (undergoing

KFAST ) of the total H atoms and the rest belong to a “slower” subset (undergoing

KSLOW ). In all the cases where two processes are observed, KFAST has decayed to

0.2 or less before the HFBS window such that HFBS is only sensitive to KSLOW .

Figure 3.3. (A) Data for PEO600-0%Na at Q = 1.04 Å−1, T = 298 K is fit to a single
process Kseg (B) Data for PEO600-17%Na at Q = 1.04 Å−1, T = 298 K is fit to a
weighted sum of two processes, KFAST and KSLOW

To represent the data on a single plot, we shift the HFBS data such that Kvib

and KFAST are included in the decay. This is done by algebraic comparison of the

full fit line [weighted sum in Figure 3.3] with only KSLOW to determine the amount

by which the data must be shifted. The resulting decay curve shows the data as if

it was measured on a single instrument and does not affect the fitting algorithm,

as shown in Figure 3.4. This data indicates that mobility of the PEO spacer

reduces as we increase the ion content in the samples, consistent with PEO-based
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SPEs in the amorphous phase.2,66,79 (in Appendix D we have shown the combined

DCS/HFBS S(Q,t) curves for several samples with varying Q, temperature and

ion content)

Figure 3.4. DCS data, shifted HFBS data and the corresponding fitting lines for
PEO400-100%Na, PEO600-100%Na, and PEO1100-100%Na at T = 298 K, Q = 1.04
Å−1

There are two limiting cases where a single process is observed: high tempera-

ture and low ion content, in which only KFAST is observed (XFAST → 1), and low

temperature and high ion content, in which only KSLOW is observed (XFAST → 0).

Scenarios that lie in between these extremes require two processes to describe the

data. This is presented pictorially in Figure 3.5 where the different shades show

the identities and number of processes that constitute the dynamics.

Figure 3.5. Occurrence of slow and fast processes as a function of ion content, Q and
temperature. The boundaries are approximate and are meant for visualization only.
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The fitting is performed simultaneously on all data sets imposing the restric-

tions that relaxation times cannot increase with increasing temperature and Q;

and τFAST should not exceed τSLOW . Due to the small time window of each instru-

ment and the stretched nature of the relaxation, a range of fitting parameters can

describe the data. We represent this range in the form of an error bar outside of

which the parameter cannot represent the data, regardless of the values of the other

parameters. To obtain the error bars, we generate 500 S(Q, t) datasets within the

instrument error. Each dataset is fit using Levenberg-Marquardt non-linear least

squares fitting program. To probe the entire parameter space, initial guesses for

τFAST and τSLOW were randomized between 1 ps and 100000 ps. We allowed βFAST

and βSLOW to vary between the limits of 0 and 1. XFAST was held at the best fit

value while calculating the range of fitting parameters. In the figures presented in

this paper, we report mean ± [one standard deviation] for the relaxation times.

The outline of the algorithm and the corresponding FORTRAN and BASH scripts

used to obtain the error bars on fitting parameters is discussed in Appendix C.

A note on the origins of the two relaxations: In Chapter 4 we identify

the physical origins of the two processes and name them bridge atoms (fast frac-

tion) and anchor atoms (slow fraction). In the following section we will be referring

to the fast and slow fractions by these names.

3.3.2.2 Fitting BASIS data

The S(Q,t) data for PEO600-100%Na from all three instruments are shown in

Figure 3.6a. Kvib is observed in DCS but not BASIS and HFBS. The fitting

parameters τ and β for bridge and anchor relaxations are the same for all three

instruments. The original positions of the S(Q,t) data on the y-axis for the three

instruments (filled data points) do not fall in a fit line because they access different

energy windows. The instruments observe different fractions of the fast and slow

processes, which results in the fraction of bridge atoms (XBRIDGE) to follow the

order DCS > BASIS > HFBS. The fraction of bridge atoms observed in HFBS

is negligible, as shown in the previous section. Based on the fitting parameters

obtained, we can shift the original data to lie on a single curve as if it were measured

on a single instrument accessing the entire energy window, as shown by the solid
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line in Figure 3.6a. The shifted data (unfilled symbols) is for visualization purposes

only, and does affect the fitting parameters.

Figure 3.6. (a) S(Q,t) data from DCS, BASIS and HFBS for PEO600-100%Na at T =
348 K and Q = 1 Å−1; (b) S(Q,t) data from BASIS only, showing multiple fit lines and
the area under the S(Q,t) curve

For the samples where we have only BASIS data, we can use the KWW equation

to fit the S(Q,t) data with an EISF (ε), which corresponds to the fraction that is

immobile in the window of the instrument, given by
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Kseg = ε (Q) + (1− ε (Q)) exp

[
−
(

t

τ (Q)

)β(Q)
]

(3.13)

Using this equation BASIS data can be fit with different sets of [τ, β, ε] param-

eters as shown by the dotted fit lines in Figure 3.6b. We will represent the loci of

fitting parameters in a graph of relaxation times (τ) as a function of EISF (ε) as

shown in Figure 3.7 for PEOx-100%Na where x = [400, 600, 1100]. The further a

locus lies away from (0,0), the slower the dynamics. This is consistent with our ob-

servations in Figure 3.4, where the mobility reduces in the order PEO1100-100%Na

> PEO600-100%Na > PEO400-100%Na due to increasing ion content.

Figure 3.7. τ − ε loci for PEOx-100%Na at T = 348 K, Q = 1.37 Å−1 where x = [400,
600, 1100]

While the τ − ε curve in Figure 3.7is a good visual representation of the over-

all dynamics, it fails to provide information about the constituent bridge and

anchor relaxation processes. To obtain this information, we need to make reason-

able assumptions based on observations made in our previous work. Consider the

PEO600-100%Na τ − ε curve shown in Figure 3.7. In the limit where ε → 0, we

consider the mobility of the entire ionomer, including the immobile portion (i.e.

so slow that it lies outside the BASIS energy window). In this case we obtain

very low β (< 0.35), implying a very large distribution of relaxation times. This

is consistent with the fact that there are two relaxations (bridge and anchor) and
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BASIS accesses the decay time scales between these relaxation processes. Since β

for the two segmental relaxations is approximately 0.6,80,82,117 a lower value sug-

gests a very large distribution of relaxation times, consistent with the existence

of two processes with different relaxation times. The value of the relaxation time

when ε → 0 is referred to as τ0. In this limit, Eq 3.13 reduces to

Kseg = exp

[
−
(

t

τ0 (Q)

)β(Q)
]

(3.14)

Since the BASIS data can be fit by both Eq 3.14 and Eq 3.12, the areas under

the S(Q,t) (curve shown in Figure 3.6b) obtained from both the equations will be

the same. This leads to a relation between τ0 and the combination of τBRIDGE and

τANCHOR, obtained by equating the area under the curve obtained from the two

equations:

τ0 = [τBRIDGE]XBRIDGE [τANCHOR]1−XBRIDGE (3.15)

A comprehensive derivation of Eq (3.15) is discussed in Appendix B. The above

eqation has three unknowns, τBRIDGE, τANCHOR and XBRIDGE of which we can

make logical estimates of τBRIDGE and XBRIDGE. We will first estimate XBRIDGE

with the help of εmax, which is the maximum value of ε that can fit the data (see

Figure 3.7). Physically it represents the highest fraction of the sample that is seen

as immobile in the window of the instrument, and therefore can be used to make

a good approximation of the fraction of anchor atoms. On comparing samples

which we measured on DCS/HFBS and BASIS, we observed that for εmax > 0.75,

XANCHOR = 1. Since XBRIDGE = 1−XANCHOR, we estimate XBRIDGE as

XBRIDGE =

1− εmax if εmax < 0.75

0 if εmax ≥ 0.75
(3.16)

The values of XBRIDGE are lower than that obtained from DCS, and above

those from HFBS (XBRIDGE = 0), as expected (see Figure 3.8). We can estimate

τBRIDGE from τmin, which we define as the smallest value of τ that can fit the

BASIS data (see Figure 3.7). This parameter is of importance at high Q (1.91

Å−1), where the faster bridge region dynamics are more prominently detected.

Therefore it is a reasonable assumption to make that τmin is approximately equal
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to τBRIDGE at high Q. For the PEOx-100%Na samples that have been measured

previously on DCS/HFBS, the Q dependence of bridge relaxation times varies as

τ ∼ Q−n, where n ranges from 1.3 to 2 depending on the temperature. Using the

τmin value obtained at high Q and the range of n, we can estimate the values of

τBRIDGE at all Q values. Based on these estimates of XBRIDGE and τBRIDGE we

can calculate the range of τANCHOR values from the τ0 values that fit Eq 3.14.

Figure 3.8. Q dependence of bridge atom fraction XBRIDGE for PEOx-100%Na at 348
K. Open symbols - parameters obtained from DCS. Connected filled symbols - parameters
obtained from BASIS.

We compared the estimates of τBRIDGE and τANCHOR (from BASIS) to those

obtained from DCS/HFBS for samples measured on all three instruments. A

summary of these estimates is shown in Figure 3.9 for PEOx-100%Na [x = 400,

600, 1100] at 348 K; the above approximations for τBRIDGE and τANCHOR provide

very good estimates for varying spacer lengths. Additional details of this technique

and graphs comparing the fitting parameters obtained from DCS/HFBS with those

from BASIS (for more temperatures and for PEO600-100%Li) are discussed in

Appendix B. Due to the strong agreement between these fitting parameters, we

extend the same assumptions for τBRIDGE and τANCHOR to the remaining samples

of the PEOx-100%M series.
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Figure 3.9. Comparing Q-dependence of relaxation times of (a) bridge atoms and (b)
anchor atoms for PEOx-100%Na (T = 348 K). Open symbols - parameters obtained
from DCS/HFBS. Connected filled symbols - parameters obtained from BASIS.



Chapter 4
Identities of component dynamics in

the PEO sulfonate ionomers

In this chapter we identify the physical origins of the two fractions that compose

the overall dynamics of the ionomers. Using QENS, we measure polymer mobility

as a function of ion content while varying the degree of sulfonation (Y%). We

further establish a comparison to PEO/LiClO4 systems based on previous work in

our group.2 To compare the samples on the same basis, we use the ion content,

defined as the molar ratio of cations to ether oxygen atoms, as shown in Table 4.1.

Ionomers with a PEO spacer of 600 g/mol MW are limited to an ion content of

0.077 (Na:EO = 1:13) or less, which is smaller than the range of ion contents

normally studied in PEO/salt systems. The maximum conductivity of PEO600

ionomers occurs at an ion content of 0.013 (Na:EO = 1:76). This is both within

the range we investigate and far lower than that of PEO/Li-salt systems which

occurs at an ion content between 0.071 (Li:EO = 1:14) and 0.125 (Li:EO = 1:8).

We consider the origin of this difference in this chapter.

4.1 Dynamics in the nonionic polymer

We first compare QENS data to other available probes of segmental motion for

the nonionic polymer, in this case broadband dielectric relaxation spectroscopy

(DRS). In Figure 4.1 we compare the two processes obtained from QENS with

DRS3 data. The DRS experiment measures the reorientation of local dipoles, and
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Table 4.1. Properties of PEO600-Y%Na (where Y ∈ [0,100]) and PEO/LiClO4
2 samples

Sample
Cation:EO

ratio
Ion

content
Tg (K)

Molecular Weight
(g/mol)

PEO600-0%Na 0 0 229 5800

PEO600-6%Na 1:217 0.005 230 5800

PEO600-11%Na 1:118 0.008 232 5800

PEO600-17%Na 1:76 0.013 233 8700

PEO600-49%Na 1:26 0.038 245 4700

PEO600-100%Na 1:13 0.077 267 6300

PEO/LiClO4 1:30 0.033 251 500000

PEO/LiClO4 1:14 0.071 257 500000

PEO/LiClO4 1:10 0.01 246 500000

PEO/LiClO4 1:8 0.125 256 500000

PEO/LiClO4 1:4 0.25 264 500000

is not spatially resolved. The lowest Q values in QENS data typically provide the

best comparison. For pure PEO, it has been noted that Q = 1.02 Å−1 or higher is

more segmental in nature than Q= 0.57 Å−1.118 For this comparison, we chose Q

= 0.57 Å−1 for the slow process, and Q= 0.89 Å−1 for the fast process because this

process is not present at Q = 0.57 Å−1. Note that the difference between the fast

and slow processes is larger than differences due to spatial scale. The DRS data

includes the α relaxation corresponding to segmental motion, and a β relaxation

attributed to local chain twisting in the PEO spacers.3 As with other studies,

the QENS data represents the merged relaxation evident at temperatures greater

than 1.3 Tg.
119 Our slow process data is consistent with DRS measurements on

the nonionic polymer. The fast process more closely resembles the merged α/β

process of pure PEO, also shown in Figure 4.1. Although the β relaxations in

pure PEO and the nonionic polymer (the difference being the presence of the

isophthalate co-monomer) are nearly coincident, the β relaxation can change slope

after merging with the α relaxation.120 It is not known if this occurs in pure PEO,

however, QENS data on pure PEO is consistent with the times obtained for the fast

process. The fast process does not appear to coincide with the α relaxation of the

ionomer. We conclude that the QENS data is consistent with reported measures

of segmental mobility in the nonionic polymer, with the slow process resembling
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the ionomer and the fast process resembling pure PEO.

Figure 4.1. Temperature dependence of relaxation times obtained from QENS for
PEO600-0%Na (circles), and for amorphous pure PEO (open grey triangle),2 and DRS
for PEO600-0%Na (squares),3 and for pure PEO (black triangles).4 For the DRS data,
open symbols denote α relaxation, and filled symbols denote β relaxation. Error bars, if
smaller than the data markers, are not shown.

We determine the influence of the isophthalate monomer on PEO dynamics by

comparing the nonionic polymer to pure PEO. Pure PEO is amorphous at 348 K

and undergoes one segmental relaxation.2,117,121 Segmental relaxation in polymers

depends on Q via τ ∼ Q−n where n varies from -2 to -2/β117,121,122 As shown

in Figure 4.2, both KFAST and KSLOW are segmental processes with the same

slope as pure PEO. At 348 K, only the faster relaxation (KFAST ) is present in

the nonionic polymer; it is slowed slightly compared to pure PEO. This slowing

reflects the influence of the isophthalate group on segmental relaxation of the PEO

spacer. At lower temperatures (298 K and 323 K), we observe the slower, second

process (KSLOW ) that is also a segmental relaxation.

One possible explanation for two classes of segmental motion is the proximity

of the atoms to the co-monomer: H-atoms near the isophthalate group may be

slower than those in the mid-segment. In a previous study of disordered diblock

copolymers of PEO and PMMA,123 we determined that mobility of the fast PEO

block (Tg = 221 K) is significantly slowed by covalent bonding to the slow PMMA

block (Tg = 391 K) for 5-6 backbone atoms adjacent to the bond. This is not

observed experimentally in the case of high molecular weight diblocks, because the
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Figure 4.2. Relaxation times from KFAST (filled symbols) and KSLOW (open symbols)
for the nonionic polymer. Data for pure PEO is at 343 K. The units of Q are in Å−1.

number of atoms influenced by the bond is a small fraction of the total. This is

not the case for the PEO 600 ionomer, in which the spacer has 13 repeat units

with 39 backbone atoms. If this system behaves as the PEO/PMMA simulation,

a reasonable fraction [∼ 30%] of the backbone atoms in the PEO spacer would be

slowed by direct connection to the isophthalate group. This depends on the isoph-

thalate group being “slow” compared to PEO, a reasonable assumption since PEO

has a Tg of 220K and polymers with repeat units similar to isophthalate have high

Tg (e.g. the Tg of polyethylene terephthalate is 343 K). Thus the mobility of the

PEO spacer might be influenced by the isophthalate group in a significant enough

fraction that it is observed in our experiments. Preliminary results from molecular

dynamics simulations on PEO600-100%Na show this behavior: displacements of

hydrogen atoms over time intervals of 2-10 ns are smallest near the isophthalate

group and reach a maximum at the chain midpoint.9 From these observations, we

suggest that the ’fast’ motion (KFAST ) corresponds to the mid-region hydrogen

atoms, and the ’slow’ motion (KSLOW ) represents hydrogen atoms close to the

isophthalate co-monomer. This is illustrated in Figure 4.3, where we introduce the

terms ”bridge atoms” and ”anchor atoms” to describe the fast and slow fractions.

This terminology is used throughout the remainder of the paper. We remind the

reader that although the presence of two dynamic processes is an experimental

observation, the classification as bridge and anchor atoms is our interpretation of
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this observation.

Figure 4.3. Illustration of the spatial location of fast and slow portions of the nonionic
polymer.

The interpretation presented above divides mobility of the PEO H-atoms into

two classes: bridge atoms (segmental and similar to pure PEO), and anchor atoms

(significantly slower but still segmental). The fraction XBRIDGE denotes the frac-

tion of bridge atoms, and is given in Figure 4.4 for all samples. It may appear

counterintuitive that the fraction of bridge atoms depends on spatial scale. To

understand this observation, we must consider the physical meaning of the spa-

tial scale of the measurements. To a first approximation, the spatial scale Q sets

the radius of a sphere centered at each atom, and ask about movement within

this sphere: when the atom leaves the sphere, its S(Q,t) falls to zero. At low Q

values that correspond to large radii of observation (∼ 11 Å), all atoms appear

to be influenced by the isophthalate group (XBRIDGE = 0). This is because the

observation volume encompasses the entire PEO spacer (Rg ∼ 9 Å for 13 repeat

units124) and motion on this scale is controlled by the slowest anchor atoms. As we

decrease the size of observation radius, the contribution of bridge atoms becomes

more prominent and XBRIDGE increases.

Only a single process is observed at T = 348 K, consistent with bridge atoms.

Dynamics of the slower anchor atoms only become distinct when the temperature

is lowered. For two processes to be observed, the average relaxation times of anchor

atoms must be significantly greater than bridge atoms, and the variation must be

sharply divided; otherwise a single relaxation with low β would fit the data. The

emergence of two processes as temperature is lowered occurs because the PEO
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Figure 4.4. Fraction of bridge atoms in the nonionic polymer as a function of Q.

spacer and the more rigid isophthalate group likely have different temperature de-

pendencies. At high temperature, the difference in dynamics between bridge and

anchor atoms is not sufficient to resolve into two processes, but as temperature is

lowered, anchor atoms slow more than their faster bridge counterparts. This leads

to increasing differences between bridge and end segments and the eventual emer-

gence of two processes. In Figure 4.5, we show the increasing difference between

bridge and anchor atom relaxation times as temperature decreases.

Figure 4.5. Comparison of the temperature dependencies of bridge and anchor atoms
in the nonionic polymer.
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4.2 Effect of ion content on ionomer dynamics

In the previous section we identified two segmental relaxation processes associated

with the PEO hydrogen atoms in the nonionic polymer: bridge atoms in the spacer

mid region, and anchor atoms neighboring the isophthalate group. In this section

we discuss the effects of ion content on both relaxations.

Figure 4.6. Temperature dependence of relaxation times obtained from QENS for
PEO600-100%Na (circles), and for amorphous pure PEO (open grey triangle),2 and
DRS for PEO600-100%Na (squares),3 and for pure PEO (black triangles).4 For the
DRS data, open symbols denote α relaxation, and filled symbols denote β relaxation.
The dashed line corresponds to the α relaxation of the nonionic polymer as seen from
DRS (Figure 4.1). Error bars, if smaller than the data marker, have not been shown.

In Figure 4.6, we compare relaxation times obtained via QENS with dielectric

times for the PEO600-100%Na sample. Spatial scales are selected as described

for Figure 4.1. Two processes are evident in the DRS data: the β-relaxation at

low temperature, and a slower relaxation, the origin of which is discussed below.

Unlike the nonionic polymer, the end atom QENS data do not appear to represent

the merger of the two DRS relaxations, but rather the continuation of the β-

relaxation. In DRS measurements of the Li analog of this sample, PEO600-100%Li,

the local β-relaxation, the segmental α-relaxation and a new process [termed α2]

are evident.3 The α2-relaxation process follows the temperature dependence of the

segmental relaxation, is two orders of magnitude slower, and is interpreted as the

reorientation of dipoles formed by ion pairs. When the ion is changed to sodium,

only one process is clearly resolvable,5 and its timescale more closely follows the
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α2 relaxation. This behavior is consistent with the aggregation behavior of the

system as observed via SAXS: in PEO600-100%Li, ionic aggregation is observed

at all temperatures, whereas for PEO600-100%Na, well-defined ionic aggregates

form upon increasing temperatures from 298K to 393K. This emerges to a lesser

extent and only at temperatures above our measurements.6,7 Apparently, the

better dispersion of ions in PEO600-100%Na causes the contribution from ion

pairs to overshadow the PEO segmental process to the extent that it is no longer

clearly resolvable using DRS. QENS, which does not observe ion or dipole motion,

is still able to resolve the segmental relaxation in this sample. As illustrated in

Figure 4.7, the presence of ions does not give rise to any new processes, nor does it

change the physical origins of the two processes observed in the nonionic polymer.

Both processes remain segmental in nature with ion addition, as shown by the Q

dependence of relaxation times. It is clear from Figure 4.7 that increasing the ion

content has different effects on the dynamics of the two processes.

In Figure 4.8a we plot relaxation times at Q = 1.35 Å−1 as a function of

ion content. While the relaxation times of bridge atoms increase by a small

amount (τBRIDGE,100%/τBRIDGE,0% ∼ 3), those of anchor atoms increase signif-

icantly (τANCHOR,100%/τANCHOR,0% ∼ 50). An ion content of 0.01 divides two

regimes with different behavior. In the first regime [ion contents < 0.01], bridge

relaxation times vary whereas anchor relaxation times are relatively constant. DRS

relaxation times for the PEO600-Li series are insensitive to ion content up to the

same value.3 This suggests that the segmental process, when observable with

DRS, better corresponds to anchor atoms, as opposed to bridge atoms. In the

second regime [ion contents > 0.01], the trend reverses: relaxation times of bridge

atoms are relatively constant, whereas those of anchor atoms increase substan-

tially. Based on these observations and the idea that relaxation times slow when

ion content increases, we suggest the following scenario. Ions initially populate the

bridge segments. As concentration increases past 0.01 (100 EO per cation), ions

populate the end segments. In the extreme case that no further ions populated

bridge regions, there would be 1 cation for 100 total EO in the PEO600-100%Na

sample. We consider the fraction of bridge atoms as 25% (a representative value

at 298 K). Since the entire PEO spacer is 13 EO, there are 3.25 bridge EOs per

spacer, meaning that bridge atoms from (100/3.25 ∼) 30 PEO spacers share 1
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Figure 4.7. Q dependence of the relaxation times for the ionomers at 298 K for (A)
bridge atoms, and (B) anchor atoms. The single relaxation for pure PEO is shown in
both parts of the figure. The solid line through pure PEO data represents τ ∼ Qn where
n = -1.8. The units of Q are in Å−1.

cation. The anchor atoms from these 30 spacers (30 x 9.75 ∼ 300 EO atoms) share

the remaining 29 cations. This yields an anchor atom ion content of 10 EO per

cation. This rough estimate implies that one out of every 30 cations is ”‘single”’

[no association with its anion] whereas the other 29 participate in shared ion pairs,

separated ion pairs or larger aggregates. The behavior of the PEO salt system

PEO/LiClO4 with ion content is presented in Figure 4.8 for comparison. In this

system, the presence of ions slows down the segmental relaxation process by elec-

trostatic coordination between the cation and the ether-oxygen atoms of the PEO

chain. The influence of ion content on segmental relaxation times is similar to that

of the bridge atoms in the ionomer: between 0.025 and 0.12, the relaxation time
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increases by a factor of three. However, the variation is continuous, rather than

divided into two regimes. In contrast, the slower processes have distinctly different

trends, confirming that the origins of these processes are different. Indeed, the

slower process in PEO/LiClO4 is rotational in nature and unrelated to the slower

process in the ionomer. PEO/Li-salt systems crystallize into pure PEO and ion-

containing structures with EO:Li ratios of 3:1 or 6:1, depending on the electrolyte

concentration.82,83,125 It is the rotation of these structures that defines the slower

process. These structures do not exist in the ionomers, as WAXS studies on the

PEO600 based ionomers do not show the formation of crystalline structures in the

temperature range of measurement.6,8 Although it is possible that small helical

structures exist locally, our results are not consistent with a rotation, for which

relaxation times are Q independent.2

The increase in relaxation times of anchor atoms exceeds that which is expected

from electrostatic coordination of the cation with the PEO spacer. Although the

maximum ion content of the ionomers is 0.08, we estimate that for the anchor

atoms, the concentration may be as high as 10 EO per cation (0.1). The re-

laxation times of anchor atoms increase by a factor of 50 over this range, whereas

relaxation times of PEO/LiClO4 vary by a factor of nine. This suggests that some-

thing other than electrostatic coordination via cations and ether oxygens influences

dynamics in the anchor atom region. In PEO/Li salt system, ion pairs or larger

aggregates do not involve the polymer chain. This is not the case for the ionomer.

Interaction between at least two anions and a cation can form physical cross-links

via ionic clusters, which do not occur in PEO/Li salt systems. We know that these

clusters are not well defined, large, or of consistent size, because ionic aggregation

is not evident in the SAXS data for PEO600-100%Na below 353K.6,7 However,

it is reasonable to assume small, polydisperse clusters with weak boundaries are

present in PEO600-100%Na, based on the excess scattering intensity in the SAXS

data between the interchain packing peak (amorphous halo) and the ionomer peak

evident in the PEO600-100% Li ionomer. This provides a mechanism for slowing

in excess of the PEO/Li salt case: ionic cross-linking preferentially slows the chain

near the anions, leaving the bridge region unaffected. We also note that XANCHOR

increases with ion content (see Figure 4.9). This could occur if more ether oxygens

associate with small ionic clusters.
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Figure 4.8. (A) Relaxation times for PEO600-Y%Na ionomers [298 K, Q = 1.35 Å−1]
and Tg vs ion content (B) Relaxation times for PEO/LiClO4 [348 K, Q = 1.35 Å−1] and
Tg vs ion content2

The glass transition temperature increases with ion content from 229 K for the

nonionic polymer to 271 K for PEO600-100%Na. This is compared to the ion con-

tent dependence of bridge and anchor relaxation times in Figure 4.8. It is clear that

the anchor atoms control Tg, rather than the bridge atoms. The reason for this is

similar to the reason only the slow process is observed at the largest length scales

of our experiments. In the concept of the cooperatively rearranging region, the

length scale associated with Tg is ∼ 100 Å.126 A region of this size would include

multiple PEO spacers and their associated ions, and thus we expect it to encom-

pass multiple dynamic processes. The dynamics of the region will be controlled

by the slowest of those processes. In PEO/salt systems, it is established that the

segmental motion of the polymer facilitates ion motion. Conductivity depends on
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Figure 4.9. Fractions of fast H-atoms, XANCHOR, as a function of Q for all samples at
T = 323 K. The legend entries ’Y%’ correspond to PEO600-Y%Na. Darker data points
have higher ion content than lighter data points. The units of Q are in Å−1.

both the mobility of the host polymer and the ion content. Since increasing ion

content both provides more ions for conduction and slows polymer mobility, a peak

is observed in conductivity. As shown in Figure 4.10, a peak also occurs in the

ionomers. The maximum conductivity occurs at lower ion content in the ionomers

than in PEO/LiClO4. This is directly related to the positioning of the anion on the

polymer backbone and its influence on polymer mobility. In the ionomers, cations

slow the polymer in two ways: coordination with ether oxygen atoms in bridge re-

gions, and ionic cross-linking in end regions. The latter is absent in PEO/LiClO4,

as the anion is not bonded to the PEO chain, and thus salt clusters do not crosslink

the polymer. As a result, only interaction with PEO ether oxygen atoms (compa-

rable to the bridge region) slows polymer mobility in PEO/salt systems. Because

of this difference, higher ion content may be tolerated in PEO/salt systems before

sluggish polymer dynamics decreases conductivity. The rapid rise of conductivity

for the ionomers and the positioning of optimal conductivity at low ion content

may be important in designing low ion content electrolytes. We note however,

that the conductivities of these two samples should not be directly compared. The

ionomers are essentially single ion conductors, whereas in PEO/LiClO4 both the

anions and the cations contribute to conductivity. The identity of the anion is also

different, which has been demonstrated to influence conductivity.127,128
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Figure 4.10. Conductivity vs. ion content for the PEO600-Y%Na ionomers5 and
PEO/LiClO4

2 at T = 348 K. The curves through these data points serve as visual aids
to identify the conductivity peaks.

We conclude this chapter by discussing several structures that may be im-

portant, and their importance in our data and other measurements on PEO600-

100%Na. Figure 4.11 proposes four such structures, the single cation, the separated

contact pair, the shared contact pair, and a small ionic aggregate. We emphasize

that our measurements do not directly reveal these structures, and their connection

with our data is our interpretation. Single cations (also sometimes called “free”

ions) are solvated by PEO ether oxygens and have limited interaction with anions.

The ions interacting with bridge ether oxygens are most likely single cations. Al-

though we estimate no more than 7% single ions, an FTIR study indicates that all

of the SO3 groups are associated with a cation (direct contact pairs or aggregates),

with no detectable single cations.100 In molecular simulations, close to 30% of Na

are found as single cations, and 20% are in direct contact pairs.9 The separated

contact pair, in which a PEO segment lies between the anion and cation, occurs

regularly in PEO/Li salt systems; this can be classified as free or as a pair, de-

pending on technique. This structure is found in simulation,9 and there is some

evidence it may be present based on DRS.3 The current data does not require or

exclude such structures. Indeed, the techniques used to date (SAXS,6,7 molecular

simulation,9 DRS,3,5 and QENS) suggest that at the temperatures of our mea-

surements, a variety of structures are present in PEO600-100%Na. One structure
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that appears consistent with all techniques used to date and is also consistent with

previous observations on ion containing polymers33,53,54,129 is the small ionic ag-

gregate. The current measurements suggest that small ionic clusters lead to ionic

crosslinks, slowing polymer dynamics in excess of what is expected based on PEO

salt systems. Ionic aggregates are not evident in SAXS in PEO600-100%Na at

room temperature,7 indicating that the clusters are small and inconsistent in size.

Ionic aggregates become evident via SAXS in PEO600-100%Na above 353 K. In

molecular simulations, 50% of Na ions cluster in ionic aggregates of three to twelve

ions.9 Aggregates are also seen in DRS, with their fraction increasing with tem-

perature.7 It appears that these aggregates are characteristic of PEO-based single

ion conductors, and their size and regularity depends on ion identity and temper-

ature.7 The influence of ion identity on polymer structures has been reported6,7

and the corresponding influence on polymer dynamics using QENS is the subject

of Chapter 6.

4.3 Concluding remarks

In this chapter we studied how QENS was used to measure dynamics in PEO based

single ion conductors of the form PEO600-Y%Na where Y ∈ [0,100]. The pres-

ence of the isophthalate group in the nonionic polymers slows segmental relaxation

additional to that seen in pure PEO, and introduces an additional segmental relax-

ation that is slower. Our interpretation associates these relaxations with segments

in the mid-region of the repeating unit (bridge atoms) and segments neighboring

the isophthalate group (anchor atoms). Ionomers with non-zero ion content also

show two segmental relaxations. The presence of ions does not change the origins

of the two processes, but does slow them down. The anchor atoms slow signifi-

cantly more than the bridge atoms as ion content increases. We suggest this is due

to the presence of small ionic clusters, which crosslink the polymer chains. These

crosslinks are either more stable or more extensive than those formed between

bridge ether oxygens and cations, as the influence of ion content on anchor atom

dynamics is stronger than in PEO salt systems.
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Figure 4.11. Cation coordination states (A) single cation, (B) separated contact pair,
(C) shared contact pair, and (D) small ionic aggregate



Chapter 5
Effect of ion content and dynamic

patterning in PEO based single ion

conductors

5.1 Introduction

In the previous chapter, we used QENS to identify the dynamic processes that

govern ionomer mobility and their role in ionic conductivity. We observed that the

non-ionic polymer (PEO600-0%Na) has two segmental relaxations, arising from

two different fractions of the ionomer (see Figure 5.1a). The slower H-atoms (an-

chor atoms) belong to the PEO spacer neighboring the isophthalate group and the

faster H-atoms (bridge atoms) belong to the mid-spacer section, away from the

effect of the isophthalate group.

The addition of ions to the system (by increasing the degree of sulfonation) does

not introduce any new processes, but the two fractions are affected differently. The

bridge atom relaxation times are independent of ion content above the ion content

of 0.01. Comparatively, the anchor atoms slow down significantly with the addition

of ions. For example, the bridge relaxation time for PEO600-100%Na is about 3

times that of PEO600-0%Na, whereas the anchor relaxation time for PEO600-

100%Na is about 100 times that of PEO600-0%Na (values reported at 298 K, Q

= 1.35 Å−1). Based on these observations, we identified that the bridge atoms
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Figure 5.1. (A) Fractions of bridge atoms and anchor atoms in the spacer for PEO600-
Y%Na ionomer; (B) “Single (free) cation” coordination with EO atoms that slows down
the bridge atoms; and (C) ionic aggregate that cross-links the anchor atoms of the spacer

are slowed down by the coordination with free cations (Figure 5.1b), whereas the

anchor atoms are slowed by the crosslinking of isophthalate groups by cations

(Figure 5.1c). This behavior is consistent with studies on ionomers which show

regions of restricted mobility around ionic clusters.53,54,129 In this chapter we study

the effect of changing ion content by varying the spacer length (400, 600, 1100),

while keeping the degree of sulfonation constant at 100% (see Table 5.1). We will

investigate the effect on dynamics and conductivity, and conclude that it is better

to achieve a particular ion content by changing the spacer length, as opposed to

changing the sulfonation level. We will further combine dynamics information

obtained from QENS with ion aggregation information from SAXS6,7 and propose

an overall schematic summarizing the dynamic patterning of bridge and anchor

atoms in these samples.
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Table 5.1. Properties of PEO600-Y%Na samples (where Y ∈ [0,100]) and PEOx-
100%Na samples (where x = 400/600/1100)

Sample
Cation:EO

ratio
Ion

content
Tg (K)

Mol. Wt.
(g/mol)

Ions per
chain

PEO600-0%Na 0 0 229 5800 0

PEO600-6%Na 1:217 0.005 230 5800 0.6

PEO600-11%Na 1:118 0.008 232 5800 1.1

PEO600-17%Na 1:76 0.013 233 8700 2.5

PEO600-49%Na 1:26 0.038 245 4700 3.8

PEO600-100%Na 1:13 0.077 267 6300 10.5

PEO400-100%Na 1:09 0.111 295 3300 8.5

PEO600-100%Na 1:13 0.077 267 4600 7.7

PEO1100-100%Na 1:25 0.04 236 4500 4.1

5.2 Effect of ion content on dynamics

As in the previous chapter, both bridge and anchor relaxations are segmental

processes. This is illustrated in Figure 5.2, where the Q dependence of bridge and

anchor relaxation times follow the same slope as those for pure amorphous PEO at

(348 K).2,117,121 Also evident from Figure 5.2 is the different dependencies of the

two processes on ion content; the anchor atom relaxation is more ion dependent

than the bridge atom relaxation. For example, at Q = 1.35 Å−1, τ400/τ1100 ∼ 2 for

the bridge atoms, whereas τ400/τ1100 ∼ 100 for the anchor atoms.

As the glass transition temperature varies with ion content, it is reasonable to

ask which process is associated with Tg. This question is addressed in Figure 5.3,

where we include the samples from the current study (PEOx-100%Na) and those

from the previos chapter (PEO600-Y%Na). When the glass transition temperature

is low [below Tg ∼ 230 K], the increase in bridge relaxation tracks Tg, shown by the

solid black line. For samples with higher Tg (and higher ion content), the bridge

atom relaxation does not change much, but the anchor relaxation tracks Tg with

the same slope as the bridge atoms below Tg ∼ 230 K. This Tg corresponds to an

ion content of approximately 0.01. The two parts of Figure 5.3 represent different

temperatures and Q values; the absence of anchor relaxations for low Tg samples

at Q = 1.35 Å−1 and T = 348 K (Figure 5.3a) implies that the difference be-
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Figure 5.2. Q dependence of relaxation times of (A) bridge atoms, and (B) anchor
atoms for PEOx-100%Na at T = 348 K. Data for pure amorphous PEO is at 348 K. The
units of Q are in Å−1.

tween bridge and anchor atoms is not sufficient to resolve into two processes. This

variation in number of processes observed (one or two) depends on temperature,

ion content and the observation length scale set by Q, and is discussed in detail

in Chapter 3. In Table 5.1, we list the number of ions per chain, which depends

on ion content and molecular weight. At ion contents of 0.01 or less, the number

of ions per chain is less than 3, consistent with limited ability to slow dynamics

via cross-linking. We refer to 0.01 as the cross-over ion content, below which the

bridge relaxation governs Tg and above which the anchor relaxation governs Tg.

We now investigate how the ionomer dynamics and conductivity depend on

the method of achieving a particular ion content - by changing spacer length or by

changing degree of sulfonation. In Figure 5.4a we plot the bridge and anchor relax-
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Figure 5.3. Correlation of bridge and anchor atom relaxation times with Tg
5 of the

ionomers PEO600-Y%Na and PEOx-100%Na for (A) T = 348 K, Q = 1.35 Å−1; and
(B) T = 323 K, Q = 1.04 Å−1.The solid lines in each part have the same slope.

ation times against ion content for PEO600-Y%Na and PEOx-100%Na. Changing

the ion content in different ways does not affect trends in bridge and anchor relax-

ation times, suggesting that the dynamics depend on the total ion content, not on

the way it was achieved. In Figure 5.4b we show the XBRIDGE values for all three

temperatures at Q = 1.35 Å−1. At this Q value, the anchor atom relaxation is

not observed below the cross-over ion content, except at low temperature (298 K).

The dependence of conductivity on ion content is shown in Figure 5.4c for all three

temperatures. Based on the fact that bridge relaxation times increase more rapidly

below the cross-over ion content than above it, we hypothesize that below the ion

content of 0.01, cations primarily add to the PEO spacers. Above this ion content,

3 or more ions are present per chain and cations begin preferentially populating the

anchor regions, thus initiating cross linking, which increases relaxation times and
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decreases conductivity. Our study includes two samples with the same ion content

achieved in different ways: PEO600-49%Na and PEO1100-100%Na. If we examine

these samples (marked with an arrow in the Figure), we see that the bridge and

anchor atoms are slightly faster and the fraction XBRIDGE higher for PEO1100-

100%Na compared to PEO600-49%Na. This difference most likely arises because

of the presence of unsulfonated isophthalate groups in PEO600-49%Na, which we

know from data on the non-ionic polymer, lowers the mobility. This has a larger

influence on conductivity than on relaxation times: at 298 K, the conductivity of

PEO1100-100%Na is nearly an order of magnitude higher than PEO600-49%Na,

with negligible differences in both bridge and anchor relaxation times.

These observations suggest that when given a choice, we should control ion

content by varying the spacer length, rather than the degree of sulfonation. In

Figure 5.4c, if we extrapolate the conductivity on the PEOx-100%Na series towards

the crossover ion content (dotted line), we see that the predicted values of the

conductivities (based on the trend) would be between 10−5 − 10−4 S/cm, which

is 1-2 orders of magnitude higher than the maximum obtained by PEO600-Y%

series. This is close to the ionic conductivity of 10−4 S/cm necessary for batteries to

generate current densities of practical benefit.20 The PEO salt system PEO/LiClO4

with the same ion content (1:100) has conductivity of 10−4 S/cm near 348 K.2 This

similar value is misleading, because for the salt system it includes contributions

from both anions and cations. For a fully sulfonated ionomer with the ion content of

0.01, we need a spacer length of 4400, which corresponds to 100 PEO repeat units.

The disadvantage of increasing spacer length as opposed to reducing sulfonation is

that crystallization is observed for spacers longer than 1100.6 At realistic molecular

weights, crystallization negatively impacts conductivity, the main reason that the

conductivity of the PEO salt is low at 298K.

It is likely that differences in dynamics between PEO600-49%Na and PEO1100-

100%Na are not the only cause for the difference in conductivity, as ionic aggrega-

tion of the two samples may not be the same. This observation highlights the need

for understanding the structure of aggregates, their influence on dynamics of the

polymer chain, and their impact on conductivity mechanism. It is possible that

specific small aggregates increase conductivity and are more prevalent when all

the isophthalate groups are sulfonated. Molecular dynamics simulations at 343 K9



64

Figure 5.4. (A) Relaxation times, (B) XBRIDGE and (C) conductivity5 vs ion content
for PEO600-Y%Na and PEOx-100%Na at 298 K, 323 K and 348 K. The dotted line in all
the graphs denotes the crossover ion content of (0.01). Relaxation times and XBRIDGE

have been reported at Q = 1.35 Å−1.

suggest that aggregates shaped like ion chains occur and facilitate charge transfer;

one cation approaching the chain from one end causes another to leave from the

other end, thus transferring charge over a larger distance than atom movement.

While SAXS data for the degree of sulfonation series (PEO600-Y%Na) on which

we previously reported are not available, SAXS data is available on the fully sul-

fonated ionomers (PEOx-100%Na) described in this paper.6,7 These data show

that ion states are varied and non-uniform, depend on spacer length and temper-

ature, and are inconsistent with spherical aggregates. The aggregation state is

important to conductivity: “free” ions are solvated by the polymer rather than

their anion and proposed to be the main contributors to conductivity,72 small
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ion chains may influence conductivity as described above, whereas ion-pairing is

considered detrimental to conductivity.57,58,68,86,130

5.3 Dynamic patterning of bridge and anchor re-

gions

Because both polymer dynamics and ion aggregation states are important to con-

ductivity, we now formulate a picture of the spatial organization of dynamically

fast and slow regions of the polymer [bridge and anchor atoms] and cation aggre-

gation, which is consistent with both QENS and SAXS data. The regions included

are dynamically fast [bridge], dynamically slow [anchor atoms with ions; anchor

atoms without ions], and primarily ionic [no polymer]. The reason for the two

types of anchor atoms stem from SAXS observations of primarily ionic aggrega-

tions that form at high temperature.6,7 In order for these to present a uniform

feature in SAXS data, the boundary between ionic and non-ionic should be rela-

tively sharp,6,7 meaning that the ion content of the anchor regions of the spacer

will decrease when sharp ionic boundaries are present. We cannot confirm this

observation dynamically: although a decrease in ion content should lead to faster

dynamics, the aggregation appears as the temperature is raised, which also leads

to faster dynamics. However, we are able to estimate the ion content in the an-

chor region as a function of temperature. This estimate includes both ions that

associate with the anchor regions, and ions in a purely ionic core. We make the

distinction in our schematic based on the presence or absence of an ionomer peak in

SAXS. To compile a schematic with spatial organization consistent with our data,

we use the fraction of bridge atoms from QENS; the estimate of bridge and anchor

atoms ion content [see below] from QENS; the total ion content of the sample; the

existence, size and boundary definition of ionic aggregates from SAXS; and the

distance between ionic aggregates from SAXS. We also use information from MD

simulation that aggregates, regardless of size, tend to form string-like clusters.9

The fraction of bridge atoms is obtained directly as a fit parameter from QENS

data. Because motion over larger length scales involves the entire spacer and the

largest spatial scales probed by QENS are comparable to the spacer radius of
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gyration, the fraction of bridge atoms is Q dependent, as illustrated in Figure 5.5.

At spatial scales on the order of intermolecular chain spacing [Q ∼ 1.3 Å−1 or

higher] the fraction of bridge atoms becomes Q independent, and we use this value

for the bridge fraction of each sample.

Figure 5.5. Q-dependence of XBRIDGE for PEOx-100%Na at 298 K, 323 K and 348
K. The dotted lines are the values of the asymptotes at high Q.

To determine the ion concentration in bridge and anchor regions, we use the

observation that bridge relaxation times are fairly insensitive to increasing ion

content above 0.01. Because increasing ion content should cause a significant

increase in relaxation times, which occurs only in the anchor region, we interpret

these observations as the bridge region maintaining an ion content close to 0.01

while the ion content rises preferentially in the anchor region. This interpretation

may be used to estimate the ion content in the anchor region. Consider the sample

PEO1100-100%Na that has 25 EO atoms in each spacer, and a bridge fraction of

0.65. This means that there are approximately 16 bridge EO atoms and 9 anchor

EO atoms for every cation. If the bridge ion content is 100:1, the 100 bridge EOs

for each cation are provided by 100/16 ∼ 6 ionomer repeat units. It follows that

from every 6 repeat units of PEO1100-100%Na (150 total EO atoms), 100 bridge

EO atoms share 1 cation, and 50 anchor EO atoms share the remaining 5 cations.

Therefore the ion content of the anchor atoms is 1:10, and the number of cations
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in the anchor region is 10 times that of the bridge region. The calculations for

the other two PEOx-100%Na samples are reported in Table 5.2. As expected,

the ion content of the anchor atoms increases as the spacer length decreases. It

also increases as temperature increases, consistent with increased aggregation as

temperature is raised observed using SAXS.6,7 It is interesting that the maximum

conductivity occurs for an anchor region ion content of ∼ 1:10 [PEO1100-100%Na

sample], as shown in Figure 5.6. This is different than the overall ion content of

1:25, but close to the ion content of maximum conductivity for PEO/salt systems

[between 1:8 and 1:14].

Table 5.2. Distribution of cations in anchor atom region at T = 298 K, 323 K and
348 K (calculated values are approximate). Sample x-Na stands for PEOx-100%Na; N
stands for the number of PEO spacer repeat units; Br and An stand for Bridge and
Anchor respectively, XBr stands for XBRIDGE

Sample
(N)

Ion
content

Temp
(K)

XBr

Br | An
EO atoms
per spacer

Cation:EO
ratio

Ratio of
cations in

anchor:bridgeBridge Anchor

600-Na (13) 0.08
298 K

0.3 4 | 9 1:100 1:9 11

1100-Na (25) 0.04 0.4 10 | 15 1:100 1:17 6

400-Na (9) 0.11

323 K

0.25 2 | 7 1:100 1:7 14

600-Na (13) 0.08 0.4 5 | 8 1:100 1:8 12

1100-Na (25) 0.04 0.55 14 | 11 1:100 1:13 8

400-Na (9) 0.11

348 K

0.36 3 | 6 1:100 1:6 16

600-Na (13) 0.08 0.5 6.5 | 6.5 1:100 1:7 14

1100-Na (25) 0.04 0.65 16 | 9 1:100 1:10 10

As discussed above, it is likely that bridge and anchor regions are spatially seg-

regated and have different ion contents, in addition to different dynamic properties.

We now consider SAXS data for this system.6,7 These data shows the presence of

multiplets, which scatter in the mid Q region, and ionic clusters, which scatter in

the low Q region: see Figure 5.7 for the locations of these regions, and schematics

of a multiplets and ionic clusters. We define a multiplet as a small aggregate, which

could be a triple ion [charged], a quadrupole [neutral] or slightly larger charged

or uncharged aggregates. Multiplets are distinct from pairs, which have their own

scattering signature,6,7 and are not uniform in spacing, number or size, because

no distinct feature is observed in this region. Ionic clusters are larger and more
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Figure 5.6. Conductivity (T = 348 K) vs. ion content for PEO/LiClO4 system2 (open,
green circles) and conductivity5 vs anchor ion content for PEOx-100%Na system (filled,
blue squares)

regular in size, shape and definition than multiplets, giving rise to a well-formed

peak. From this peak, we can determine the average distance between centers of

ionic clusters: these distances (21 Å for PEO400, 24 Å for PEO 600 and 31 Å for

PEO1100) are incorporated in our schematic at temperatures where the ionic peak

is present. Also noticeable in Figure 5.7 is the chain-packing peak at high Q. This

shows little to no variation between samples and is not discussed further.

Using the ideas discussed above, we present a schematic of the spatial organi-

zation of the bridge, anchor and ionic regions in Figure 5.8. This figure takes into

account all of the data outlined above, drawing the fractions of each region to scale

and depicting ionic clusters or aggregates as suggested by SAXS. Each of the nine

combinations of spacer length and temperature is represented by an image. Dif-

ferences in the same sample on increasing temperature are read from left to right,

whereas differences from increasing spacer length at the same temperature are read

from top to bottom. For example, the top row represents PEO400-100%Na as the

temperature varies from 298K to 348K. At the end of the row, SAXS data for

this sample at the three temperatures are plotted together. This data suggests the

presence of multiplets at 298 K. As the temperature increases (to 323 K), the ions

and anchor PEO atoms reorganize, bringing the multiplets closer. As we further

increase the temperature to 348 K, large ionic aggregates separated by 21 Å are
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Figure 5.7. (A) SAXS data for PEO400-100%Na at 298 K illustrating the three Q
regions, (B) multiplets and (C) large ionic aggregate

formed. Beginning with this sample, and reading down, the main differences are

the decrease in overall ion content, which serves to increase the distance between

ion aggregates and reduce their number compared to the samples with shorter

spacer lengths. All three of these samples have ion aggregates, as illustrated by

the ionomer peaks in the SAXS data shown at the bottom of the row.
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Figure 5.8. Dynamic patterning of bridge and anchor atoms for (A) PEO400-100%Na,
(B) PEO600-100%Na, and (C) PEO1100-100%Na at 298 K, 323 K and 348 K, with
corresponding SAXS data (298 K, 318 K and 353 K)6,7

5.4 Concluding remarks

Some interesting observations follow from these schematics. The samples are not

homogeneous and it is not clear that ion transport occurs only through singly sol-

vated [“free”] cations. The amounts of free cations in these ionomers are estimated

at around 2% for the PEO600-100%Na sample, here we estimate around 12% for

this sample [bridge cations], 22% for the 1100 spacer, and 8% for the 400 spacer,

with little temperature dependence. The change in conductivity among this series

[Figure 6.1] is larger than would be expected based on this increase in free ion
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content. We speculate that the morphology of the samples, including the size and

shape of ionic aggregates, and the extent of bridge and anchor regions contributes

to conductivity. The sample with the highest conductivity at all three tempera-

tures is the 1100 spacer, a sample that exhibits ion aggregation at all temperatures.

The increasing ion aggregation as temperature increases does not negatively im-

pact conductivity; although one expects some increase, conductivity increases by

two orders of magnitude over 50 K [note that no crystallization occurs for these

samples]. We also note that the spacer length dependence of conductivity at 348 K

is much weaker than it is at 298 K or 323 K, the difference being the presence of ion

aggregates at all spacer lengths at 348 K, whereas the 400 and 600 spacer lengths

only show organized aggregation at 348 K. We thus suggest that ion aggregates

play an as yet unknown role in ion conduction for single ion conductors.



Chapter 6
Favorable scenarios for conductivity

in single ion conductors

6.1 Introduction

The previous two chapters on the PEOx-Y%Na samples were based on observing

dynamics as a function of ion content. We chose sodium (Na+) as the cation

because the Na-based ionomers are amorphous, single phase materials and have a

smaller extent of microphase separation (than Li-based ionomers) in the temper-

ature range of our study.5–7 We varied the ion content in two ways - by changing

the degree of sulfonation and by changing the spacer length. In PEO600-0%Na,

i.e. the non-ionic polymer, we observed that the presence of the isophthalate group

introduced a slower segmental relaxation in addition to the segmental relaxation

typically observed in pure PEO. The faster fraction is composed of “bridge atoms”

and the slower fraction is composed of “anchor atoms,” as shown in Figure 6.1a.

The relaxation times of the anchor atoms, unlike the bridge atoms, increase sig-

nificantly (1-2 orders of magnitude) with increasing ion content (see Figure 6.1b).

Regardless of how the ion content is changed, the trends for bridge and anchor atom

relaxation times are the same. Above the ion content of 0.01 (vertical dashed line),

the bridge relaxation times are almost constant, and the anchor atom relaxation

time starts increasing rapidly. Below the crossover ion content, the glass tran-

sition temperatures (Tg) of the samples depend on the bridge relaxation times,
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and above the crossover ion content they depend on the anchor atom relaxation

times. The maximum conductivity of these ionomers is also observed at the ion

content of 0.01. Below this value, there aren’t enough ions to contribute to con-

ductivity and above this value, the slow anchor atoms reduce the overall mobility

drastically. SAXS results show the existence of ionic aggregates of several cations

and anions that is characteristic of these ionomers.5–7 These aggregates crosslink

the isophthalate groups and thereby reduce the mobility of the adjoining anchor

atoms. By comparing dynamics and conductivity of samples with similar ion con-

tent (PEO600-49%Na and PEO1100-100%Na), we learned that to achieve higher

conductivity it is better to have a completely sulfonated sample with a long spacer,

rather than an unsulfonated sample with a short spacer. The unsulfonated isoph-

thalates appear to prevent the formation of certain string like aggregates which

assist in ion conduction, as seen by MD simulations9 on PEO600-100%Na. With

the help of QENS we also quantified the ion content in the anchor and bridge

regions. The high ion content of anchor atoms is detected in the form of ionic

aggregates and multiplets in SAXS. Combining the observations from QENS and

temperature dependence of morphology from SAXS, we proposed the spatial or-

ganization of bridge and anchor atoms as a function with the help of SAXS data

(see Figure 6.1c).

In this chapter we investigate the effect of ion identity on the dynamics of

PEOx-100%M ionomers where x = 400/600/1100 and M = Li/Na/Cs (see Ta-

ble 6.1). Studies show that a larger cation has smaller surface charge density and

therefore interacts weakly with both the anion and polymer host, resulting in low

dissociation energy, faster dynamics and higher conductivity.20,41,73–77 The radii

of the cations in this study increases in the order Li+ < Na+ < Cs+, causing the

binding energies (to the anion and EO atoms) to decrease in the order Li+ >

Na+ > Cs+. Although we expect the ionomer Tg to follow the trend established

by binding energies of the cations, we observe deviations which imply that the

dynamics are not a function of binding energies alone. While ab initio calcula-

tions can help identify these factors,6 a lack of knowledge of the exact environment

(number of surrounding ions, ether oxygen atoms, PEO segments etc.) poses a

challenge for accurate calculation. QENS offers the advantage of studying how

variations in binding energy and cation size affect the anchor atom dynamics. An
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Figure 6.1. (A) Schematic illustrating the location of bridge and anchor atoms along
the PEO spacer, (B) Relaxation times vs ion content for bridge (filled symbols connected
by solid line) and anchor (open symbols connected by dashed line) for PEO600-Y%Na
(red) and PEOx-100%Na (blue) [x = 400, 600, 1100]. The dotted line at ion content
0.01 represents the crossover ion content. (C) Spatial organization of bridge and anchor
atoms (arrows denote the distance between aggregates as detected by SAXS6,7)

MD simulation study of the effect of cation-anion binding energies in PEO600-

100%Na observes a variety of cation coordination states9 that affect the anchor

atoms differently. Morphological features observed in SAXS6,7 are dependent on

the cation identity and affect the nature of interaction between cations and the

polymer. In this chapter we identify the parameters that govern dynamics at dif-

ferent temperatures. The temperature dependence of conductivity8,131 and anchor

atom dynamics for PEOx-100%M throw light on how cation coordination with

the anchor atoms plays a critical role in determining ion transport. We thereby
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identify favorable conditions that can contribute to high ionic conductivity in sin-

gle ion conductors. We conclude that while amorphous regions of high mobility

are required from the ionomer for high conductivity, we need to focus on creating

beneficial cation coordination states, which assist in charge transfer and/or ion

transport. We finally propose a model system which has the potential to achieve

high conductivity in single ion conductors by partially decoupling ion transport

and polymer mobility.

Table 6.1. Properties of PEOx-100%M samples (where x = 400/600/1100, Y ∈ [0,100]
and M = Li/Na/Cs)

Sample
Cation:EO

ratio
Ion

content
Tg (K)

Molecular Weight
(g/mol)

PEO400-100%Li 1:09 0.111 285 3300

PEO400-100%Na 1:09 0.111 295 3300

PEO400-100%Cs 1:09 0.111 294 3300

PEO600-100%Li 1:13 0.077 258 4600

PEO600-100%Na 1:13 0.077 267 4600

PEO600-100%Cs 1:13 0.077 270 4600

PEO1100-100%Li 1:25 0.04 236 4500

PEO1100-100%Na 1:25 0.04 236 4500

PEO1100-100%Cs 1:25 0.04 238 4500

6.2 Effect of ion identity on ionomer dynamics

As seen in the previous chapters, for ion content values over 0.01, the bridge atoms

are saturated and report similar relaxation times, whereas the anchor atoms have

a strong dependence on ion content. In Figure 6.2 we report the relaxation times

of the (a) bridge and (b) anchor atoms for PEO600-100%M where M = Li+, Na+,

Cs+. For the sake of brevity, we refer to these samples as 600-Li, 600-Na and 600-Cs

respectively. As expected, the bridge atom relaxation times are similar in value,

but the anchor atom relaxation times show deviation from expected behavior.

Since the binding energies of the cations follow the order Li+ > Na+ > Cs+, we

expect the anchor atom dynamics for 600-Li to be the slowest, 600-Cs to be the

fastest. Since the anchor atom dynamics directly affect Tg at this ion content, we
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expect the Tg for 600-Li to be the highest, and 600-Cs to be the lowest. However,

the glass transition temperatures follow the trend Tg,Li < Tg,Na < Tg,Cs. This

is reflected in the anchor atom dynamics at 298 K and 323 K, where the anchor

atom relaxation times (τANCHOR) follow the order τ600−Li < τ600−Na < τ600−Cs.

We further observe that the difference between τANCHOR for 600-Na and 600-Cs

reduces as the temperature increases, and at 348 K, 600-Cs has faster anchor atom

dynamics than 600-Na.

Figure 6.2. (A) Bridge atom relaxation times; (B) Anchor atom relaxation times; and
(C) Anchor atom fractions for PEO600-100%M where M = Li (black), Na (green), Cs
(red) for 298 K, 323 K and 348 K, Q = 1.55 Å−1.

Since the ion content of all these samples is the same, we attribute the variation

in behavior of τANCHOR to the nature of interaction between the cation and anchor

EO atoms. This interaction depends on the formation of ionic aggregates which is

observed in several ionomers52–56,59,132 and in the ionomers in this study.6,7 The
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high ion content of the anchor atoms in the PEOx-100%M ionomers makes it pos-

sible for SAXS to detect different ionic moieties, as shown in the previous chapter.

SAXS measurements show the existence of different aggregates and ionic moieties

which depend on ion identity as well as temperature.6,7 SAXS data for 600-M (M

= Li, Na, Cs) is shown in Figure 6.3.7 The temperatures of SAXS measurement are

at 298 K, 318 K and 353 K (in contrast to 298 K, 323 K and 348 K for QENS), but

we do not expect significant effects due to the difference in measurement tempera-

tures. There are two features observed in the SAXS measurements that can affect

the anchor atom mobility - (i) a low Q ”ionomer peak” between 0.2 and 0.3 Å−1,

and (ii) mid-Q features between 0.5 and 1.1 Å−1. The ionomer peak corresponds

to the spacing between ionic aggregates, which is uniform because of the monodis-

perse PEO spacers that separate ions along the polymer molecule. The mid-Q

intensity corresponds to shorter distances between ionic moieties suggesting the

presence of smaller aggregates like ion pairs, triple ions, quadrupoles etc., which

we refer to as multiplets. As the temperature increases, the ions and polymer seg-

ments in multiplets undergo a rearrangement such that the anchor atoms surround

an ionic core. This corresponds to a gradual reduction in mid-Q intensity and a

rise in low-Q with increasing temperature. The aggregates are thermally stable at

higher temperatures (measured up to 393 K).6,7 The “amorphous halo” at high Q

(1.5 Å−1) corresponds to the interchain packing distance of PEO and is observed

for all samples in this study.

Figure 6.3. SAXS data for PEO600-100%M at 298 K, 318 K and 353 K, where M =
Li (black), Na (green), Cs (red)7

The high intensity of the ionomer peak and lack of mid-Q features for 600-

Li suggest the presence of large ionic aggregates that are microphase separated.

A graphical depiction of the same is shown in Figure 6.4a where an ion core is
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surrounded by anchor atom segments. Comparatively, 600-Na and 600-Cs have

a distribution of coordination states (multiplets) which reports shorter ion-ion

distances, as shown in Figure 6.4b. 600-Li has the fastest anchor atom dynamics

despite having the largest aggregates. This suggests that aggregates affect the

anchor atoms differently from multiplets. The multiplet formation in 600-Na and

600-Cs offer a greater surface area of ions interacting with the anchor atoms as

compared to Li based samples, which are more microphase separated. Additionally,

the partial charges on Li+ ions are shared mostly by the SO−
3 groups and the

periphery is formed by the anchor atoms, thereby resulting in reduced interaction

between the Li+ ions and anchor EO atoms. Therefore, for the same number of

ions, the anchor atoms associated with aggregates are faster than those associated

with multiplets. This results in 600-Li anchor atoms having the fastest dynamics,

despite having the largest aggregates.

Figure 6.4. Cation coordination states that reduce anchor atom mobility (A) Large
aggregate (B) Multiplets

We now address the anchor atom relaxation times for 600-Na and 600-Cs. 600-

Cs has mostly ion pairs at 298 K and 318 K, but still has slower anchor atoms

compared to 600-Na. The anchor atom relaxation for 600-Cs is 400% higher than

that of 600-Na at 298 K, and is 50% higher at 323 K. This is surprising because we

expect that pairs cannot slow the anchor atoms as much as multiplets do, because

an ion pair does not crosslink one part of the chain to another. Furthermore,
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the comparison shows that the difference between τANCHOR of 600-Na and 600-Cs

decreases when we increase the temperature. When the temperature approaches

348 K, the order is reversed and the anchor atoms of 600-Na are about 15% slower

than those of 600-Cs. By comparing the anchor atom relaxation times at reduced

temperature [T - Tg (see Figure 6.5), we see that the realxation times crossover at

[T - Tg] ∼ 60◦C (shown by the dashed line).

Figure 6.5. Anchor atom relaxation times vs. reduced temperature [T - Tg] for 600-Na
and 600-Cs at Q = 1.55 Å−1

To explain this behavior we identify two aspects that control the mobility of

anchor atoms. The first aspect is the strength of coordination between the anchor

EO atoms and the cation, which depends on the size of the cation; Cs+ has a

larger radius and weaker binding energy compared to Na+. A larger cation also

has a higher coordination number with the EO atoms (e.g. the cation coordina-

tion numbers of PEO for LiSCN, NaSCN, KSCN and CsSCN are 3, 4, 5 and 9,

respectively20). The second aspect that controls the anchor atom dynamics is the

temperature, which determines the segmental mobility (thermal energy) of the an-

chor atoms. Based on the observation in Figure 6.5, it is reasonable to assume that

the dominating factor that govern anchor atom dynamics (coordination number

vs. binding energy) is affected by the thermal energy of the polymer backbone, and

is different on either side of the [T - Tg] = 60◦C. We thereby propose a hypothesis

- when [T - Tg] < 60◦C, the thermal energy of the anchor atoms is low, and the

dynamics are controlled by the number of EO atoms coordinating with the cation
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(i.e. coordination number); when [T - Tg] > 60◦C, the polymer has sufficient ther-

mal energy to move and the dominating factor of the anchor atom dynamics is the

cation-EO binding energy. For the remainder of this study, we refer to the reduced

temperature [T - Tg] = 60◦C as the ∆Tc (crossover temperature).

With regards to 600-M, it follows that at 298 K and 323 K (T - Tg < 60◦C), 600-

Cs has slower anchor atom dynamics than 600-Na due to the higher coordination

number of Cs. At 348 K (T - Tg > 60◦C), 600-Na has slower anchor atom

dynamics than 600-Cs due to the higher binding energy of Na. Note that in

the first case (T - Tg < ∆Tc), the reduction in anchor atom mobility is due

to coordination of EO atoms with the cation in ion pairs, as opposed to being

crosslinked by multiplets/aggregates in the second case (T - Tg < ∆Tc). Note that

this hypothesis applies to systems where the cation-EO interaction is substantial.

It does not apply to 600-Li because microphase separation of its aggregates at all

temperatures of measurement results in little or no interaction between the cations

and the anchor EO atoms.

In the above discussion, we studied the 600-M series which has a Tg range of 258

- 270 K. Since all our measurements have been made at 298 K, 323 K and 348 K,

we now study samples with Tgs that are lower, and higher than the 600-M series.

We start with samples with longer spacer length (PEO1100-100%M), which have

Tgs (236 - 238 K) that are lower than PEO600-100%M (see Table 6.1). The low

ion content of these samples results in a smaller number of aggregates/multiplets

and a lower fraction of anchor atoms, which in turn lowers the Tg. As before, we

refer to the samples as 1100-Li, 1100-Na and 1100-Cs for brevity. The bridge and

anchor atom dynamics are for 1100-M are shown in Figure 6.6.

Since the ion content of all these samples is greater than 0.01, we expect the

bridge atom relaxations to be similar, as shown in Figure 6.6a. Based on our

previous observation that anchor atom relaxations determine Tg, we expect that

the relaxation times of the anchor atoms should be similar. In contrast to 600-M,

the anchor atom relaxation of 1100-Na is slower than 1100-Cs at all temperatures

of measurement, as shown in Figure 6.6b. At 298 K, the value of [T - Tg] is ∼ 60 ◦C,

which is very close to ∆Tc defined above. At this temperature, we observe that the

anchor atom relaxation of 1100-Cs is only 5% faster than 1100-Na. The difference

increases to 100 % at 348 K [T - Tg ∼ 110 ◦C]. Since Na+ binds more strongly to the
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Figure 6.6. (A) Bridge atom relaxation times; (B) Anchor atom relaxation times for
PEO1100-100%M where M = Li (black), Na (green), Cs (red) for 298 K, 323 K and 348
K, Q = 1.55 Å−1.

anchor EO atoms than Cs+, this observation supports our hypothesis that when

[T - Tg] is greater than ∆Tc, the cation-EO binding energy dominates the anchor

atom dynamics. This is summarized in a graph of 1100-M anchor atom relaxation

time vs. reduced temperature (see Figure 6.7). The dotted line represents ∆Tc =

60◦C.

We also observe that 1100-Li has the fastest anchor atom relaxation (com-

pared to 1100-Na/1100-Cs) at 298 K and 323 K but the slowest at 348 K. This

is in contrast to 600-Li, which is faster than 600-Na/600-Cs at all temperatures.

This behavior suggests two things - firstly, the differences in extent of aggregation

and microphase separation in 1100-Li compared to 1100-Na and 1100-Cs results
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Figure 6.7. Anchor atom relaxation times vs. reduced temperature [T - Tg] for 1100-Na
and 1100-Cs at Q = 1.55 Å−1

in a different temperature dependence. Secondly, this effect is prominent in 1100-

Li but not in 600-Li. The difference in temperature behavior between 1100-Li

and 1100-Na/1100-Cs is attributed to the morphology of the three samples; SAXS

measurements of PEO1100-100%M are shown in Figure 6.8. The strong ionomer

peak for 1100-Li at all temperatures of measurement shows a high extent of mi-

crophase separation, as shown in Figure 6.4a. Comparatively, the weak ionomer

peak for 1100-Na and the presence of mid-Q features for 1100-Cs suggests the

existence of fuzzy boundaries between the ion cores and the polymer, as shown

in Figure 6.4b. As discussed before, for microphase separated aggregates, there is

less cation-EO interaction, and the anchor atoms have reduced mobility because of

being crosslinked by the aggregates. Comparatively, for multiplets, there is a sub-

stantial cation-EO interaction in addition to the anchor atoms being crosslinked.

This difference in interaction can potentially result in different temperature be-

havior for anchor atoms of 1100-Li compared to 1100-Na/1100-Cs.

This observation raises a question - why is different temperature behavior com-

pared to the Na and Cs counterparts observed in 1100-Li but not 600-Li? The

difference between 1100-Li and 600-Li requires an understanding of the effect of

spacer length. The presence of aggregates is prominent in both the samples at all

temperatures, but it is possible that the extent of microphase separation is higher

for 1100-Li, which results in reduced interaction between the anchor EO atoms
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Figure 6.8. SAXS data for PEO1100-100%M at 298 K, 318 K and 353 K where M =
Li (black), Na (green), Cs (red)7

and the cations. This possibility the question - does the extent of microphase

separation increase when the spacer length increases? Microphase separated ionic

aggregates in ionomers have been shown to be analogous to microphase separated

block copolymers.60 Studies have shown that longer segments in block copoly-

mers with immiscible blocks tend to facilitate phase separation.60–62 Long PEO

molecules tend to crystallize readily, implying that a long spacer has a natural ten-

dency to establish long range order as is seen with PEO3300-100%Na.6 This idea

is also supported by SAXS measurements on the 1100-Na sample (see Figure 6.8).

In contrast to the 600-Na sample in Figure 6.3, 1100-Na has an ionomer peak at all

three temperatures of measurement. 600-Na develops an ionomer peak only at 353

K, suggesting that the long spacer of 1100-Na allows microphase separation more

easily than 600-Na. Similarly, at 353 K, 1100-Cs shows a clear difference between

the mid-Q ion pair peak and the low Q ionomer peak. This implies that there is a

coexistence of segregated ionic aggregates and ion pairs for 1100-Cs. In contrast,

600-Cs has a distribution of cation coordination states spanning both the mid-Q

and low-Q regions, implying that the sample with a longer spacer allows easier

segregation between ionic aggregates and the polymer. QENS measurements show

that when compared to a long spacer, a short spacer is more restricted in mobility

because a greater fraction of the spacer coordinates with cations in aggregates.

This is shown in Figure 6.9 where the anchor atom relaxation time (τANCHOR)

and the anchor atom fraction (XANCHOR), both increase as we decrease the spacer

length. A schematic showing this difference is illustrated in Figure 6.10. Most of

the short spacer is forced to interact with the cations (see Figure 6.10a), whereas a

long spacer has greater freedom to rearrange and allow the system to microphase
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separate and creates a sharp boundary between the polymer and the cations (see

Figure 6.10b). The anchor atoms in longer spacers are therefore faster than those

in short spacers.

Figure 6.9. Q dependence of [A] relaxation times and [B] fraction of anchor atoms for
PEOx-100%Na at T = 348 K, Q = 1.35 Å−1.

We therefore recognize that a long spacer assists aggregate formation and mi-

crophase separation in our system. Yet, there is no clear explanation as to why

at 348 K, the dynamics of 1100-Li are slower than 1100-Na/Cs. It is possible

that at 348 K, the extent of microphase separation is so high that the anchor

atom segments are expelled from the ion core and forced to lie on the periphery.

One possible theory is that this results in local pockets of highly entangled PEO

segments (anchor atoms) which have lower mobility.

We now investigate the dynamics of the PEO400-100%M samples, which have



85

Figure 6.10. Polymer rearrangement and aggregate formation for [A] short spacer, and
[B] long spacer

higher ion content and higher Tg than the PEO600-100%M samples (see Table 6.1).

As before, we refer to the samples as 400-Li, 400-Na and 400-Cs. The bridge and

anchor atom dynamics for 400-Na and 400-Cs are shown in Figure 6.11. We do not

have QENS data for 400-Li. The bridge atom relaxations are almost the same (see

Figure 6.11a), which is expected because the ion content is more than 0.01. Since

the temperatures of measurement are close to Tgs (294 - 295 K) of the 400-M system

([T - Tg] < 60◦C), we expect that the sample with a higher cation coordination

number (400-Cs) will have slower anchor atom dynamics. However, we do not see

a significant difference in the anchor atom relaxations (see Figure 6.11b).

Due to the short length of the spacer, we expect that most of it coordinates

with the cations. Correspondingly, the anchor atoms have high ion content (about

16 times higher than the bridge atoms at 348 K, as seen for PEO400-100%Na in

Table 5.2). SAXS observes high intensity low-Q and mid-Q features corresponding

to multiplets and aggregates, as shown in Figure 6.12. As is the case with 600-Li

and 1100-Li, high extent of microphase separation is observed for 400-Li. At 353

K, there is a marked difference between 400-Cs and 400-Na. Note that Cs has more

electrons than Na, which is why features in 400-Cs will be more pronounced than

400-Na. Regardless, the relative intensities of the mid-Q and low-Q features in 400-

Cs is different from 400-Na. While the low-Q and mid-Q intensities are similar for

400-Na, the low-Q intensity for 400-Cs is much higher than its mid-Q intensity.

This suggests that 400-Cs has high aggregate formation (as opposed to multiplets)

compared to 400-Na. The reason for this behavior is not well understood, but
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Figure 6.11. Relaxation times of (a) bridge and (b) anchor atoms for PEO400-100%M
where M = Na, Cs at 323 K and 348 K, Q = 1.55 Å−1.

it could arise from the large radius of Cs+, combined with low mobility of the

spacer (due to high Tg). Since the spacer is short, a ’loopback’ of the spacer is

possible that results in consecutive isophthalate groups being part of the same

aggregate. This could lead to the formation of large ionic aggregates especially

for large cations (like Cs), resulting in high intensity of the low-Q peak. Though

the aggregates in 400-Cs (at 353 K) are large, we do not expect sharp boundaries

between the ions and the anchor EO atoms due to the short spacer.

To summarize, we learned that when the reduced temperature [T - Tg] is less

than 60◦C (defined as the crossover reduced temperature ∆Tc), the cation coordi-

nation number dominates the anchor atom dynamics. When the reduced tempera-
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Figure 6.12. SAXS data for PEO400-100%Na at 298 K, 318 K and 353 K. Li (black),
Na (green), Cs (red)7

ture is above ∆Tc, cation-EO binding energy dominates the anchor atom dynamics.

It is interesting to observe that both these factors depend on the cation radius,

but the factor that controls the dynamics depends on the temperature. We further

compare a short spacer vs. a long spacer; the latter rearranges more easily to

enable microphase separation compared to the former.

6.3 Ionomer dynamics and conductivity - Favor-

able scenarios

To identify the species with the best conductivity for a given relaxation time, we

plot the conductivity of PEO600-Y%Na and PEOx-100%M against the anchor

atom relaxation times in Figure 6.13. We choose the anchor atom relaxation

because it determines the overall dynamics of the ionomer samples. We observe

that for all temperatures, at a given relaxation time, the conductivity for the Cs

series is the highest. This highlights the importance of weak binding energies (to

the anion and EO atoms) that is required for high conductivity.

The temperature dependence of conductivity of PEOx-100%M systems is shown

in Figure 6.14 for x = 400, 600 and 1100.8 In each case, there is a crossover of

conductivity curves that occurs between 298 K and 348 K. At high temperatures,

the trend of conductivity follows the trend σCs > σNa > σLi, which is expected

based on the cation binding energies. At low temperatures, though insufficient

for practical application, Li based samples have the highest conductivity. The

exception is PEO1100-100%Li, which had crystallized.8 If this sample had not
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Figure 6.13. Conductivity5,8 vs anchor atom relaxation time (Q = 1 Å−1) for PEO600-
Y%Na, PEOx-100%Li (black), PEOx-100%Na (green) and PEOx-100%Cs (red) where
x = 400, 600, 1100 at (a) 298 K, (b) 323 K and (c) 348 K. The format Li-323K stands
for PEOx-100%Na at 323 K.

crystallized, we expect that the conductivity curve would have been the highest

at low temperatures. Note that the PEOx-100%Li systems show the formation

of large aggregates even at low temperatures, as discussed earlier in this chap-

ter. This suggests that the presence of certain ionic aggregates might assist in

charge transfer, which Na and Cs based systems cannot offer. SAXS data can

shed light on the shapes of these aggregates; however, we are unable to fit the data
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Figure 6.14. Temperature dependence of conductivity for (a) PEO400-100%M, (b)
PEO600-100%M, and (c) PEO1100-100%M where M = Li, Na, Cs. The format 1100-Li
stands for PEO1100-100%Li. The data points for these graphs were not available in the
raw form; so they were extracted from a previous publication8 using a graph-reading
software.
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to models which have spherical aggregates. MD simulations on PEO600-100%Na

at 343 K reveal the existence of string like aggregates,9 as shown in Figure 6.15.

These structures allow charge transfer across the aggregate, thereby serving as a

favorable cation coordination state. Here a cation attaches itself to one end of the

chain, causing a cation from the other end to leave the aggregate, resulting in a net

charge transfer (see arrows in Figure 6.15). This presents a decoupled mechanism,

where the charge transport does not require the polymer mobility. This simulation

also registered a higher conductivity than experimental values at 343 K, suggesting

that the real PEO600-100%Na system may not contain as many string like aggre-

gates as generated by the MD simulation. Therefore, with careful experimental

manipulation, we may be able to achieve systems that have several of the string

like aggregates. Note that though the actual transport of charge is decoupled from

polymer motion, it is important to have high mobility in the peripheral anchor

atoms that can allow cation motion from one aggregate to another.

Figure 6.15. Chain like ionic aggregate that helps in charge transfer, based on MD
simulations.9 The larger cations (orange) represent the entering and exiting cations.

Using the ideas discussed in this chapter, we identify favorable scenarios for

high conductivity in ionomers. We recognize that ion transport in solid polymer

electrolytes is limited by the segmental mobility of host polymers. As discussed in

Chapter 1, ionic conductivity is decoupled from polymer mobility in certain specific

crystalline structures of PEO/Li-salt systems and have reported high values of

conductivity.73,80,87–93 Here, helical structures of PEO are surrounded by anions;

the Li+ cation uses these as pathways for conduction. However, these crystalline

structures occur under very specific conditions and are cumbersome to maintain in

practical situations. A recent study on conductivity and dynamics of PEO/LiClO4

revealed that at temperatures above Tm of PEO, the amorphous host contained

remnants of the helical crystalline structure that helped achieve high conductivity.2
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This implies that the presence of certain local structures can serve to be useful in

boosting conductivity. We therefore need to make a departure from solely relying

on segmental relaxation, and focus on favorable cation coordination states which

can assist in improving conductivity.

In this study we have identified the following requirements for high conductiv-

ity - (a) the presence of cation coordination states (such as string like aggregates)

that are favorable for conductivity, (b) the presence of a low binding cation, which

allows easy dissociation, and (c) a highly mobile polymer backbone. Consider a

system that is populated enough with string like aggregates, where we can create

a percolated network of aggregates. A weakly binding cation combined with such

conducting pathways can potentially give rise to high conductivity. With regards

to the ionomers in this study, we can conceivably create percolated string like ag-

gregates by using short spacer lengths and large cations (such as Cs) (e.g. 400-Cs

shows high aggregation in SAXS measurements). Proton conduction in NAFION

occurs through such percolated networks.104–107 This mechanism of conductiv-

ity decouples ion transport and polymer mobility because the ion motion/charge

transport takes place through the percolating channels of ion aggregates, and not

with the help of segmental motion of the polymer host. To create such a perco-

lated network with a short spacer, the ion content increases significantly, thereby

reducing Tg. This can serve to be a disadvantage for building flexible electrolytes

at room temperature.

We should therefore try to achieve a healthy ratio of cation coordination states

that increase conductivity and amorphous regions that allow cation transport from

one coordination state to another. This poses an important question - what should

the concentration of string like aggregates be in the system that allows both, a low

Tg, and high number of favorable cation coordination states? To answer this ques-

tion, we utilize the idea we should have control over the number, shape etc. of

string like aggregates in the system. As shown in Figure 6.16 string like shape

of aggregates can be achieved by using a number of comonomer anion “contain-

ers” adjacent to each other. This potentially allows a partial decoupling of ion

transport and cation mobility, wherein charge transfer takes place through the

string like aggregate (decoupled), and the cation motion from one aggregate to

another depends on the polymer mobility (coupled). It is important to lower the
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binding energy of the cation to the anion. This can be done by choosing a large

cation which can also move faster in the amorphous regions through fast exchange

between sites. Alkali metal ions (e.g. Cs+) are preferred over organic cations

(e.g. tetraalkyl ammonium) because the surface charge density of the latter is not

fully delocalized. The binding energy can also be reduced by altering the anion

group. By choosing a long spacer, we can maintain high mobility of the peripheral

anchor atoms and lower the Tg of the ionomer. Since long spacers run the risk

of getting crystallized at low temperatures (like PEO1100-100%Li), introducing

random irregularities (like −CH2O− instead of −CH2CH2O−) in the spacer can

prevent this from happening. One big advantage of this design over those inves-

tigated in this work (PEOx-Y%M) is that the spacer length and ions per spacer

can be changed independently. This means that we can compare systems of dif-

ferent spacer lengths but the same ion content, and not worry about unsulfonated

isophthalate groups (which reduce mobility). This sample can potentially answer

several questions about the practical feasibility of ionomers with such string like

aggregates. In the next chapter (section 7.5), we discuss some of these aspects as

the future direction that can be taken by this study.
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Figure 6.16. Proposed ionomer design featuring adjacent anion “containers” to favor
string like aggregate formation



Chapter 7
Summary and Future Direction

In this study, we investigate the dynamics of the polymer backbone in PEO based

single ion conductors. The anion in single ion conductors is chemically bonded to

the polymer backbone so that only the cation is the conducting element. The sam-

ples we study have a sulfonate (SO−
3 ) anion covalently bonded to a PEO backbone

(of fixed length) through an isophthalate comonomer unit as shown in Figure 7.1.

We use the nomenclature PEOx-Y%M (e.g. PEO600-50%Na). We vary three fea-

tures in this sample - (1) the degree of sulfonation (Y%), which is the percentage

of sulfonated isophthalate groups in the entire molecule; (2) the spacer length x,

which is the MW weight of the spacer (400/600/1100 g/mol) corresponding to

the number of repeat units N (9/13/25); and (3) the identity of the cation M

(Li/Na/Cs).

Figure 7.1. Chemical structure of PEOx-Y%Na

Ion conduction in amorphous polymers is strongly coupled to the segmental

mobility of the polymer. The cation is solvated by ether oxygen (EO) atoms in the

PEO matrix by weak electrostatic coordination. The cation migrates by hopping

to these EO rich sites, and the hopping is facilitated by the segmental motion of the

polymer. In this study we investigate the backbone dynamics of the ionomer using
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quasi-elastic neutron scattering (QENS), which allows us to isolate the hydrogen

atom motion. We first identify the impact of the isophthalate group, and then

understand the effect of adding ions to the system. We define the ion content of

these samples by the molar ratio of cations to ether oxygen (EO) atoms. We study

the effect of ions on the dynamics by changing the ion content in two ways - by

varying the degree of sulfonation, and by changing the spacer length. We further

compare the dynamics of the ionomers with PEO/LiClO4 samples2 and identify

the differences in ion-polymer interaction between them. We also change the ion

identity to understand the interplay between cation binding energies and polymer

dynamics. The properties of the samples studied in this dissertation are listed in

Table 7.1.

We conduct QENS experiments on the Disk Chopper Spectrometer and High

Flux Backscattering Spectrometer (NIST) and on the Backscattering Spectrome-

ter (ORNL). Data obtained in the energy domain is inverse Fourier transformed

to the time domain to give the self intermediate scattering function, S(Q,t) (see

Figure 7.2), which is a function of Q (representative of the spatial scale). A higher

the deviation of S(Q,t) from 1 represents a more mobile polymer. The data is fit

to combinations of the KWW equation

S(Q, t) = exp

[
−
(

t

τ(Q)

)β(Q)
]

(7.1)

which gives us the characteristic relaxation time (τ) of the constituent relaxation

processes. The details of the data treatment for the three instruments is discussed

in Chapter 3.

7.1 Identifying component dynamics in ionomers

We first identify the impact of the isophthalate group on the backbone dynamics

without the presence of ions, by comparing PEO600-0% to pure PEO. We ob-

serve that while pure PEO has only one segmental relaxation, the ionomer has

two fractions undergoing two different segmental relaxations. We identify that the

isophthalate group in the non-ionic polymer introduces the slower segmental re-

laxation. This is based on similar behavior that is seen in block-copolymers where
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Table 7.1. Properties of PEOx-Y%M samples (where x = 400/600/1100, Y ∈ [0,100]
and M = Li/Na/Cs) and PEO/LiClO4

Sample
Cation:EO

ratio
Ion

content
Tg (K)

Molecular Weight
(g/mol)

PEO600-0%Na 0 0 229 5800

PEO600-6%Na 1:217 0.005 230 5800

PEO600-11%Na 1:118 0.008 232 5800

PEO600-17%Na 1:76 0.013 233 8700

PEO600-49%Na 1:26 0.038 245 4700

PEO600-100%Na 1:13 0.077 267 6300

PEO400-100%Li 1:09 0.111 285 3300

PEO600-100%Li 1:13 0.077 258 4600

PEO1100-100%Li 1:25 0.04 236 4500

PEO400-100%Na 1:09 0.111 295 3300

PEO600-100%Na 1:13 0.077 267 4600

PEO1100-100%Na 1:25 0.04 236 4500

PEO400-100%Cs 1:09 0.111 294 3300

PEO600-100%Cs 1:13 0.077 270 4600

PEO1100-100%Cs 1:25 0.04 238 4500

PEO/LiClO4 1:30 0.033 251 500000

PEO/LiClO4 1:14 0.071 257 500000

PEO/LiClO4 1:10 0.01 246 500000

PEO/LiClO4 1:8 0.125 256 500000

PEO/LiClO4 1:4 0.25 264 500000

the polymer block with higher Tg (slower block) reduces the mobility of the neigh-

boring atoms of the faster block, as shown in Figure 7.3a. We thereby identify the

physical location of the slow fraction as the atoms neighboring the isophthalate

group. We refer to these atoms as anchor atoms, and the fast fraction as bridge

atoms.

We then study the dynamics in the presence of ions by increasing the degree of

sulfonation (Y%) in PEO600-Y%Na. We choose Na+ as the cation because SAXS

measurements on the samples shows that the Na-based samples do not undergo

microphase separation of ion rich phases. As seen with PEO/Li-salt systems,
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Figure 7.2. DCS data, shifted HFBS data and the corresponding fitting lines for
PEO400-100%Na, PEO600-100%Na, and PEO1100-100%Na at T = 298 K, Q = 1.04
Å−1

Figure 7.3. [A] Location of the slow fraction of atoms (anchor atoms) for the non-ionic
polymer; [B] Bridge and anchor atoms in the presence of ions
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ionomer samples with greater ion content are less mobile than those with low ion

content. No new processes arise on the addition of ions, but we observed that

the presence of ions affects the two fractions differently. The bridge atoms appear

to saturate at the ion content of 0.01, whereas the relaxation times of anchor

atoms increase drastically as the ion content increases (see Figure 7.4). The glass

transition temperature (Tg) of samples follows the trend of anchor atom relaxation

times, as shown by the triangles in Figure 7.4a.

Figure 7.4. [A] Relaxation times of bridge and anchor atoms for PEO600-Y%Na T =
298 K, Q = 1.35 Å−1 and Tg vs ion content; [B] Single cation coordinating with bridge
atoms; [C] Group of cations and anions crosslinking anchor atoms

Bridge atoms are slowed by the coordination of single (or free) cations with

the ether oxygen atoms, as shown in Figure 7.4b, as seen in PEO/Li-salt sys-

tems. Comparatively, the Q dependence of relaxation times of the slower process
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is very different from that of PEO/LiClO4, which observes rotational motion of

helical crystalline remnants. Since the PEO600-Y%Na samples do not crystallize,

we cannot expect the origin of the slower relaxation to be the same. However,

interaction between two aions and a cation can form physical crosslinks via ionic

clusters (See Figure 7.4c). We know that these clusters are not well-defined, large

or of consistent size because ionic aggregation is not evident in the SAXS data

for PEO600-100%Na below 353 K. However, it is reasonable to assume that small,

polydisperse clusters with weak boundaries are present, which greatly reduce the

anchor atom mobility because the anion is chemically bonded to the polymer back-

bone. On comparing the conductivities of PEO600-Y%Na with PEO/LiClO4 in the

same ion content range, we observe that the maximum conductivity of PEO600-

Y%Na occurs at lower ion content than PEO/LiClO4. This is attributed to the

fact that clustering of ions in PEO/Li-salt systems do not involve the polymer,

whereas in ionomers, the clustering automatically reduces the polymer mobility

because the anion is bonded to the polymer backbone. The details of these find-

ings are discussed in Chapter 4.

7.2 Dynamic patterning of bridge and anchor re-

gions

We then study the effects of changing ion content by varying the spacer length

(x = 400/600/1100) at 100% sulfonation, in contrast to our previous study where

we changed the ion content by varying the degree of sulfonation. We observe

that changing the ion content in either way does not change the overall trends of

anchor and bridge relaxation times with ion content, as shown in Figure 7.5a. We

identify a crossover ion content (0.01), above which the Tg is no longer controlled

by the bridge relaxation, but by the anchor relaxation. Above the crossover ion

content, the bridge relaxation times are almost constant, whereas the anchor atom

relaxation times increase drastically. The slope of relaxation times vs. ion content

for anchor atom relaxation above 0.01 is the same as that for the bridge atom

relaxation below 0.01, as shown by the solid line in Figure 7.5b.

When we compare two samples with similar ion content (PEO600-49%Na and
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Figure 7.5. Bridge and anchor atom relaxation times vs (A) ion content; and (B) Tg for
PEO600-Y%Na and PEOx-100%Na. The dotted line denotes the crossover ion content
of (0.01). Relaxation times and XBRIDGE have been reported at Q = 1.35 Å−1 and T
= 323 K.

PEO1100-100%Na), the fully sulfonated sample has faster dynamics than the par-

tially sulfonated sample. PEO1100-100%Na also has higher conductivity, but the

difference in dynamics are not sufficient to explain an order of magnitude difference

in the conductivity. MD simulations show the existence of certain string like aggre-

gates that assist in charge transfer, suggesting that that the unsulfonated isophtha-

late groups prevent the formation such favorable cation coordination states. We

conclude that for higher conductivity, it is better to have a completely sulfonated

ionomer rather than a partially sulfonated one.

Using the fractions of bridge and anchor atoms obtained from QENS, and the

observation that bridge atoms saturate at an ion content ∼0.01, we can evaluate
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the ion contents of the two fractions. This is as summarized in Table 7.2. Based

on these calculations and our knowledge of two different relaxations, we propose

that the anchor and bridge atoms are spatially segregated. Such a situation would

be visible using small angle scattering, if the difference in cation:EO ratio provides

sufficient contrast. We thus examine SAXS data for PEOx-100%Na samples, using

this as a guide to propose the spatial segregation of bridge and anchor atoms.

Table 7.2. Distribution of cations in anchor atom region at T = 348 K (calculated values
are approximate). Sample x-Na stands for PEOx-100%Na; XBr stands for XBRIDGE

Sample
Spacer
repeat
units

XBr

Number of
bridge | anchor

atoms per spacer

Cation:EO
ratio

Ratio of
cations in

anchor:bridgeBridge Anchor

400-Na 9 0.36 3 | 6 1:100 1:6 16

600-Na 13 0.5 6.5 | 6.5 1:100 1:7 14

1100-Na 25 0.65 9 | 9 1:100 1:10 10

The dynamic patterning for PEOx-100%Na is shown in Figure 7.6 for 348 K.

The distance between ion cores (red) correspond to SAXS measurements of the

inter-aggregate distance (black arrows), which increases with spacer length (shown

by shifting of ionomer peak to lower Q values). The relative fraction of anchor

atom (white) to bridge atoms (blue) corresponds to QENS calculations. The de-

tails of the QENS calculations, SAXS measurements, along with a comprehensive

depiction of the spatial arrangement for all temperatures of measurement are in

Chapter 5.

7.3 Effect of ion identity

The final part of this work (Chapter 6) is to understand the effect of cation iden-

tity on the backbone dynamics of PEOx-100%M where we vary both, the spacer

length x (400/600/1100) and M (Li/Na/Cs). We discuss the interplay of polymer

dynamics with conductivity, binding energy, cation radius and the corresponding

morphology. Large cations have low binding energies because of which they in-

teract weakly with anions and EO atoms, resulting in faster polymer dynamics.

Since the ionic size of the cations in this study follow the order Li < Na < Cs, we

expect Li based samples to have the slowest dynamics, and Cs based samples to
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Figure 7.6. Spatial arrangement of bridge and anchor regions in PEOx-100%Na (x =
400/600/1100) at 348 K; and SAXS data at 353 K6

have the fastest dynamics. However, the strong interdependence of dynamics and

morphology shows deviations from this expected trend. In general, since the ion

content values of these samples is greater than 0.01, the bridge atom relaxation

times for these samples are similar, as expected. However, differences are observed

in the anchor atom relaxation times.

We begin our investigation with PEO600-100%M samples, where we observe

that Li based samples have the fastest anchor atom dynamics at all temperatures.

This is despite the fact that Li has the strongest binding energy and SAXS observes

the highest extent of aggregation in PEO600-100%Li compared to the Na and Cs

couterparts. We attribute this reason to the nature of aggregate formation, as de-

tected by SAXS measurements. The high aggregate formation of PEO600-100%Li

corresponds to a sharp boundary between the ion-rich core and peripheral anchor

atoms; the corresponding fast anchor atom dynamics suggest that the cations in

large aggregates interact less with the EO atoms and more with the anions, as

shown in Figure 7.7a. Comparatively, smaller aggregates (called multiplets) of Na

and Cs based samples have more interaction between the cation and EO atoms, as
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depicted in Figure 7.7b. This difference in structures results in PEO600-100%Li

having faster dynamics.

Figure 7.7. Cation coordination states that reduce anchor atom mobility (A) Large
aggregate (B) Multiplets

We further observe that PEO600-100%Na has faster anchor atom dynamics

than PEO600-100%Cs at 298 K and 323 K, though the former has a distribution

of multiplets and the latter has mostly ion pairs (according to SAXS measure-

ments). This is surprising because ion pairs do not crosslink the polymer chain

and are not expected to reduce the mobility drastically. The difference between

relaxation times is the largest at 298 K and gradually diminishes till they reverse

at 348 K. To explain this behavior we propose a hypothesis that defines the fac-

tors determining anchor atom dynamics based on the proximity to Tg: when the

reduced temperature [T - Tg] is less than 60 ◦C, the cation coordination number

is the dominating factor affecting anchor atom dynamics. When the reduced tem-

perature exceeds 60 ◦C, the anchor atom dynamics depend on the binding energy

of the cation. With regards to the PEO600-100%M samples, when [T - Tg] < 60
◦C a larger cation (like Cs+) which interacts with a greater number of EO atoms

will reduce the polymer mobility more than a smaller cation (like Na+). When

[T - Tg] > 60 ◦C, the cation with higher binding energy (Na+) will reduce the

polymer mobility more than a cation with lower binding energy (Cs+). We verify

this hypothesis with PEO1100-100%M (low Tg) and PEO400-100%M (high Tg).
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For PEO1100-100%M samples, the temperature dependence of relaxation times

for the Li based sample is different from Cs and Na. This is not seen for PEO600-

100%M, which has a shorter spacer. Based on several observations in literature, we

infer the possibility that the long spacer allows for a greater extent of microphase

separation compared to short spacers, thereby reducing the cation-EO interaction

in the former case (see Figure 7.8).

Figure 7.8. Polymer rearrangement and aggregate formation for [A] short spacer, and
[B] long spacer

7.4 Favorable conditions for conductivity

We compare the conductivity vs. anchor atom relaxation times for all samples in

this study as shown in Figure 7.9a and observe that Cs based samples have the

highest conductivity for a given relaxation time. This highlights the importance

of having a weakly binding cation for high conduction. At low temperatures, Li

based samples have higher conductivity than Na and Cs based samples, as shown

in the conductivity vs. temperature plot shown in Figure 7.9b. The Li based

samples show aggregation even at lower temperatures, suggesting that some of the

aggregates might be serving as favorable cation coordination states for ion/charge

transport. MD simulations on PEO600-100%Na at 343 K report the existence

of string like aggregates (see Figure 7.10) which assist in charge transfer. The

conductivity obtained from MD simulation is also higher than that measured ex-

perimentally; it is possible that the number of these helpful local structures are

not present in high number in reality. With careful experimental manipulation we

can design samples which allow the formation of string like aggregates.
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Figure 7.9. [A] Conductivity vs. anchor atom relaxation times (Q = 1.35 Å−1)
for PEO600-Y%Na (blue), PEOx-100%Li (black), PEOx-100%Na (green) and PEOx-
100%Cs (red) at 323 K; [B] Conductivty vs. temperature for PEO600-100%M where M
= Li, Na, Cs. The dotted line represents temperatures from 298 K to 348 K.

Figure 7.10. String like aggregates that help in charge transfer
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One such proposed design is shown in Figure 7.11. Based on our identification

of three features that assist in conduction in ionomers - a low binding energy

cation which dissociates easily from the anion or EO atoms, the presence of favored

coordination states that allows easy charge transport to take place, a highly mobile

polymer host that allows cation migration from one coordination state to another.

The consecutive anion “containers” allow for string like aggregates to form, which

can allow charge migration from one end to the other. A low binding energy cation

can facilitate this. Additionally, the structure is such that the cations are forced

to interact more with the anions, thereby resulting in a highly mobile periphery

of anchor atoms that have low Tg, and allow cation hopping from one site to

another. Long spacers between the anion groups assists in microphase separation

(and therefore higher polymer mobility) but run the risk of getting crystallized.

This can be prevented by introducing random “errors” in the PEO backbone (like

a methoxy group). This sample allows us to partially decouple ion transport

and polymer dynamics. By using a healthy ratio of string like aggregates and

amorphous polymer, we can potentially achieve high conductivity.

7.5 Recommendations for future direction

One of the shortcomings of this study was that we made QENS measurements at

only three temperatures. This was not sufficient to draw concrete conclusions about

the temperature behavior of bridge and anchor relaxation times. In the future, I

recommend that QENS experiments made on such ionomers should include a larger

range of temperatures. If need be, instruments with better resolution and energy

windows from around the world should be included in our studies.

The variation of dynamics and conductivity with chain length has not been

studied for the PEOx-Y%M systems. The chain length, as well as the number of

ions per chain can potentially play a role in determining the extent of entanglement,

aggregation, and the corresponding conductivity of single ion conductors. The

critical molecular weight for entanglement in PEO is about 4000; the MWs used

for our systems range between 3000-6000 (see Table 7.1). The presence of ionic

aggregates greatly impacts the entanglement of the spacer units, and by varying

the ionomer MW to values that are higher and lower than 4000, we can study the
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Figure 7.11. Proposed ionomer design featuring adjacent anion “containers” to favor
formation of string like aggregates

differences in dynamics and conductivity.

It will be of immense scientific interest to study how the PEO based ionomers

compare with PEO/benzenesulfonate-M salts (M = Li, Na, Cs). MD simulations

on the latter show the formation of aggregates.101 It will be immensely useful

to complement these observations with QENS measurements of these PEO/salt

systems, and study the measurements as a function of temperature, MW of PEO,

cation, anion etc.

The room temperature conductivity in single ion conductors (and polymers

in general) cannot reach practical values if we rely on segmental dynamics alone.

While the alternative is to have systems with decoupled conductivity mechanism,

they have their own set of disadvantages pertaining to preparation and main-

tenance of structure. The dependence of conductivity on reduced temperature

(defined as T/Tg)is shown in Figure 7.12 for coupled and decoupled systems of

conductivity. The two dashed lines correspond to conduction mechanisms that
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are coupled and decoupled with polymer mobility (approximately, based on prior

studies.10–14) Sample design should aim to achieve conductivity that lies in be-

tween the two dashed lines, corresponding to partial decoupling. MD simulations

of PEO600-100%Na show higher conductivity than experimentally measured val-

ues, which lie on the conductivity curve of coupled mechanisms. We suspect that

the MD simulations have a higher number of string like aggregates, which result

in higher conductivity due to the partially decoupled mode of conduction. Several

questions arise with regards to the role played by string like aggregates, which

pave the path for future studies on these single ion conductors. As discussed in

Chapter 6, a high number of such aggregates can potentially create a percolated

network; however, this kind of system can have high Tg which prevents it from

being flexible. If we were to build a system with a non-percolating network (par-

tially decoupled), there arises an important question. While string like aggregates

can be useful for conductivity, is there a limit on the number we can have for

high conductivity? Additionally, how does the number, shape etc. of such aggre-

gates depend on the total chain length of the ionomer? This will help us answer

the question if it is better to have one long chain or several short ones. We can

further evaluate the optimized number of string like aggregates which allow high

conductivity while the ionomer has low Tg. By manipulating the sample design

in Figure 7.11, we can not only achieve partial decoupling of ion transport and

polymer mobility, but we can also answer several of the questions discussed above.

For example, the number of anion containers adjacent to each other determines

the length of the string like aggregate. By varying the length of the spacer units,

we can control both, the number of aggregates as well as the Tg. Another big ad-

vantage of this sample over those investigated in this work (PEOx-Y%M) is that

the spacer length and ions per spacer can be changed independently. This means

that we can compare systems of different spacer lengths but the same ion content.

We can also investigate the effect of the chain MW on the number of aggregates

being formed and the corresponding polymer dynamics and conductivity.
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Figure 7.12. Conductivity vs. Tg/T curves10–14 (approximate) showing limits for con-
ductivity mechanisms that are coupled and decoupled with polymer mobility. The data
points correspond to conductivity values of PEO600-100%Na obtained experimentally5

(red) and via MD simulation9 (blue).



Appendix A
Inverse Fourier Transformation

A.1 General algorithm for Inverse Fourier Trans-

formation (IFT)

The basic concept of the Inverse Fourier transformation is to transform the inten-

sity in energy/frequency domain I(Q,ω) to the self-intermediate scattering func-

tion S(Q, t). For the sake of brevity, we will refer to these variables as I(ω) and

S(t). The generic IFT equation for transforming a function X(ω) to X(t) is given

by

X(t) =
1

2π

∫ π

−π
X(ω) eiωt dω (A.1)

In the case of QENS data, we first evaluate

I(t) =
1

2π

∫
I(ω) eiωt dω

=
1

2π

∫
I(ω) [cosωt+ i sinωt] dω (A.2)

Converting the integral to a summation over all frequencies ω,

I(t) =
1

2π

N−1∑
n=0

[I(ωn) [cosωnt+ i sinωnt] [ωn+1 − ωn]] (A.3)
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The magnitude of the above expression for I(t) is

I(t) =
1

2π

(N−1∑
n=0

[I(ωn). cosωnt. (ωn+1 − ωn)]

)2

+

(
N−1∑
n=0

[I(ωn). sinωnt. (ωn+1 − ωn)]

)2
 1

2

(A.4)

We normalize this equation by dividing by the value of I(t) at t = 0.

Inorm(t) =
I(t)

I(0)
(A.5)

We perform the above calculations for sample (IS) data as well as resolution (IR)

data, and define the self-intermediate scattering function S(t) as

S(t) =
InormS (t)

InormR (t)

=
[IS(t)/IS(0)]

[IR(t)/IR(0)]
(A.6)

The I(ω) from the instrument has error for both, sample and resolution data. This

error gets propagated through the IFT algorithm. Since the error bar calculation

is not trivial, we adopt a bootstrap algorithm to evaluate the error. We generate

500 datasets of I(ω) within the error bar for each data point. For each of the

data sets, we generate Inorm(t) using Eq (A.5) for both, sample and resolution. By

comparing the data sets, we obtain InormS,max(t), I
norm
S,min(t), InormR,max(t), I

norm
R,min(t). The

maximum value of S(t) is given by

Smax(t) =
InormS,max(t)

InormR,min(t)
(A.7)

whereas, the minimum value of S(t) is given by

Smin(t) =
InormS,min(t)

InormR,max(t)
(A.8)
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Finally, we report S(t) with a (+,-) error bar given by ([Smax(t) − S(t)], [S(t) −
Smin(t)])

A.2 Updated DCS energy window

Prior to 2008, we have used FORTRAN code written by Victoria Garcia Sakai

(Vicky) to perform inverse Fourier transformation of DCS and HFBS frequency

domain data. Over time, changes were made to the DCS instrument which al-

tered the behavior of the instrument slightly. Some of these changes propagated

into the data, and because of the way Vicky’s code is written, it was not handled

appropriately. In Figure A.1, we see the S(Q,t) outputs from the inverse Fourier

transformation codes for PEO600-100%Na at 298 K from February 2008 and De-

cember 2009, if Vicky’s code was used for both. Clearly, there is a difference in

Figure A.1. S(Q, t) for PEO600-100%Na at 298 K, inverse Fourier transformed using
Vicky’s code. (A) Sample measured in 2008 (using resolution from February 2008) and
(B) sample measured in 2009 (using resolution from December 2009)

the data treatment which is causing this issue. Numerous tests in the time domain

do not reveal the origin of this problem. So we consider the data in the energy

domain, and compare two files of the same sample (PEO600-100%Na): one from

2008 and the other from 2009 for a low Q value, where the issue was more severe.

We realized that the error in the energy window corresponding to this Q was higher

in 2009 compared to 2008, as shown by the shaded region in Figure A.2
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Figure A.2. I vs. E data for PEO600-100%Na, T = 348 K, Q = 0.89 Å−1 from (A)
2008 and (B) 2009

This shows that the quality of data in the energy window (from 2008 to 2009)

has degraded. To get a better idea of this change, we compare the percentage

error in intensity for different Q values for data from 2008 and 2009. We perform

this comparison for vanadium resolution to remove any effects of the sample, as

shown in Figure A.3. Here we see that the error in the shaded region in the 2009

data is significantly higher than that for 2008. This chance in instrumental error

contributes to an erroneous intensity in the calculation of the area under the curve

required for inverse Fourier transformation. We therefore update Vicky’s code to

neglect the data points corresponding to the erroneous intensity. Vicky’s code is

designed to reject data points up to the number obtained from the kinematically

allowed region (see Figure 2.6). The updated code removes the erroneous data

points as well, and is summarized in Table A.1. Prior to 2008, we used the data set

corresponding to Q = 0.57 Å−1; however, after this analysis, we believe it should

not be included as a good data set any more (in post-2008 analyses). Similar

calculations are made for the higher Q values, which have excessive error on the

energy loss side.
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Figure A.3. Comparison of percentage error in intensity vs energy for the vanadium
resolution data (Q = 0.57, 1.04 and 1.35 Å−1) for (A) 2008 and (B) 2009.
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Table A.1. Updated number of data points to consider for each Q value in DCS. The
theoretical and current values of ∆Emin are obtained from the kinematically allowed
region (see Figure 2.6). The total number of energy values for each Q is 678. DNU
stands for “Do Not Use”

Value of ∆Emin (meV) Exclude up to Exclude after

Q Theoretical 2008 2009 2008 2009 2008 2009

0.16 DNU DNU DNU DNU DNU DNU DNU

0.29 DNU DNU DNU DNU DNU DNU DNU

0.42 DNU DNU DNU DNU DNU DNU DNU

0.57 -3.7 -3.56 DNU 168 DNU - DNU

0.75 -4.9 -4.7 -2 125 244 - -

0.89 -6.3 -6.2 -3.3 83 178 - -

1.04 -7.7 -7.7 -4.7 49 127 - -

1.2 -9.38 -9.38 -6.2 19 84 - -

1.35 -10.66 -10.66 -7.8 0 49 - -

1.51 -10.66 -10.66 -9.5 0 18 - -

1.67 -10.66 -10.66 -10.66 0 0 - -

1.82 -10.66 -10.66 -10.66 0 0 - -

1.98 -10.66 -10.66 -10.66 0 0 678 622

2.13 -10.66 -10.66 -10.66 0 0 DNU 474

2.28 -10.66 -10.66 -10.66 0 0 DNU 438

2.38 -10.66 -10.66 -10.66 0 0 DNU 432
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A.3 FORTRAN Code for IFT - BASIS

Unlike the DCS and HFBS inverse Fourier transform codes (programmed by Vicky),

the BASIS code has been written with a single subroutine that performs the data

transformation. The subroutine is then called multiple times for sample, resolution

and error bar calculations.

PROGRAM basis

IMPLICIT NONE

!-----------------

!1. MUST CHECK THE FOLLOWING VALUES BEFORE REDUCTION

!2. MUST MATCH THEM IN THE SUBROUTINE AS WELL

integer, parameter :: DATAPTS=550 !Number of datapoints per Q group

integer, parameter :: FTM=41 !Number of fourier transform times

integer, parameter :: IT=500 !Number of iterations for error calculation

integer, parameter :: DET=10 !Number of detectors

!-----------------

character*256 filein, vanfile, fileout

character*256 filenormvan, filenormsample

character*256 iftinter, viftinter, iftforerror, viftforerror

real*8 q(DET), tm(FTM), Sqtr(DET,FTM), Sqte(IT,DET,FTM)

real*8 vSqtr(DET,FTM), vSqte(IT,DET,FTM)

real*8 Sqtnorm(IT,DET,FTM), vSqtnorm(IT,DET,FTM)

real*8 Sqtmax(DET,FTM), vSqtmax(DET,FTM)

real*8 Sqtmin(DET,FTM), vSqtmin(DET,FTM)

real*8 Sqt(DET,FTM), plus(DET,FTM), minus(DET,FTM), time(FTM)

integer d,ft,i,iter

filein="ReducedData_10Q/ROIgt500/Samples/PEG400-50Na323K"

vanfile="ReducedData_10Q/ROIgt500/Vanadium.yNTI.txt"

fileout="IFTfiles_10Q/ROIgt500/PEG400-50Na323K.xls"

!Ignore these unless you know what you are doing

filenormsample="ignore.txt"

filenormvan="ignore.txt"

!Intermediate files that help with error calculation

iftinter="tempfiles/iftintermediate.txt"

viftinter="tempfiles/viftintermediate.txt"
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iftforerror="tempfiles/iftiter.txt"

viftforerror="tempfiles/viftiter.txt"

!Q values

do d=1,DET

q(d)=0.2+(1.8/DET)*(2*d-1)/2

end do

!Perform sample IFT

print*, ’Working on sample data...’

call doift(filein, iftinter, filenormsample, 0)

open(21,FILE=iftinter)

do d=1,DET

read(21,*)

do ft=1,FTM

read(21,*) tm(ft), Sqtr(d,ft)

end do

read(21,*)

end do

close(21)

!Perform sample error calculation

!Use an error flag (0 or 1) to notify the subroutine whether this

!is part of the main IFT or for evaluating error bars. The difference

!is that for the latter, where there is an additional index

!called ’iter’. This will be used later for max and min values

print*, ’Working on sample error calculation...’

do iter=1,IT

call doift(filein, iftforerror, filenormsample, 1)

open(22,FILE=iftforerror)

do d=1,DET

read(22,*)

do ft=1,FTM

read(22,*) tm(ft), Sqte(iter,d,ft)

end do

read(22,*)

end do

close(22)

end do
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!Perform Vanadium IFT

print*, ’Working on Vanadium file...’

call doift(vanfile, viftinter, filenormvan, 0)

open(23,FILE=viftinter)

do d=1,DET

read(23,*)

do ft=1,FTM

read(23,*) tm(ft), vSqtr(d,ft)

end do

read(23,*)

end do

close(23)

!Perform Vanadium error calculation

print*, ’Working on error from Vanadium data...’

do iter=1,IT

call doift(vanfile, viftforerror, filenormvan, 1)

open(24,FILE=viftforerror)

do d=1,DET

read(24,*)

do ft=1,FTM

read(24,*) tm(ft), vSqte(iter,d,ft)

end do

read(24,*)

end do

close(24)

end do

print*, ’Processing data and normalizing...’

!Evaluating max and min of computed values

do d=1,DET

do ft=1,FTM

vSqtmax(d,ft) = maxval(vSqte(1:IT,d,ft))

vSqtmin(d,ft) = minval(vSqte(1:IT,d,ft))

Sqtmax(d,ft) = maxval(Sqte(1:IT,d,ft))

Sqtmin(d,ft) = minval(Sqte(1:IT,d,ft))

end do

end do
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!Final calculations and normalizations

do d=1,DET

do ft=1,FTM

Sqt(d,ft) = Sqtr(d,ft)/vSqtr(d,ft)

plus(d,ft) = Sqtmax(d,ft)/vSqtmin(d,ft) - Sqt(d,ft)

minus(d,ft) = Sqt(d,ft) - Sqtmin(d,ft)/vSqtmax(d,ft)

end do

end do

print*, ’Writing to output file...’, fileout

time(1) = 1.0387d0

do ft=1,FTM

time(ft+1) = time(ft)*(10.d0**0.10d0)

end do

open(25,FILE=fileout)

write(25,300) fileout

do d=1,DET

write(25,*) "q=",q(d)," ","Det=",d

write(25,*) "time(ps) S(q,t) Error+ Error-"

do ft=1,FTM

write(25,200) time(ft),Sqt(d,ft),plus(d,ft),minus(d,ft)

end do

end do

print*, ’Done!’

200 format(F8.2,1X,F12.10,1X,F12.10,1X,F12.10)

300 format(A60)

END PROGRAM

!--------------------

SUBROUTINE doift(inputfile,outputfile,normfile,ErrorFlag)

IMPLICIT NONE

integer, parameter :: DATAPTS=550 !TOtal number of datapoints per Q

group

integer, parameter :: FTM=41 !Number of fourier transform times

integer, parameter :: IT=500 !NUmber of iterations for error calculation

integer, parameter :: DET=10 !Number of detectors

character*256 inputfile, outputfile, normfile

integer ErrorFlag

real*8 energy(DATAPTS), q(DET), rndm(DATAPTS), omega(DATAPTS)
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real*8 Iqw(DET,DATAPTS), Iqw_u(DET,DATAPTS), Iqw_l(DET,DATAPTS)

real*8 error(DET,DATAPTS), ErrorSize(DET,DATAPTS), tzero

real*8 h*16, t(FTM), Iqtzero(DET), Iqtraw(DET,FTM), Iqt(DET,FTM)

integer i,d,ft

real*8 fxcos, fxsin, sumvalsin, sumvalcos, dw, valcos, valsin

open(11,FILE=inputfile)

!Reading the file and assigning variables

do i=1,5

read(11,*)

end do

do i=1,DATAPTS

read(11,*) energy(i)

end do

read (11,*)

do d=1,DET

read(11,*) q(d)

end do

do d=1,DET

read(11,*)

do i=1,DATAPTS

read(11,*) Iqw(d,i), error(d,i)

Iqw_u(d,i) = Iqw(d,i) + error(d,i)

Iqw_l(d,i) = Iqw(d,i) - error(d,i)

ErrorSize(d,i) = Iqw_u(d,i) - Iqw_l(d,i)

end do

end do

close(11)

!Checking ERRORFLAG to see if this is part of error calculation

!If yes, then calculate Iqw(d,i) between error bars

if (ErrorFlag .EQ. 1) then

do d=1,DET

do i=1,DATAPTS

call random_number(rndm(i))

Iqw(d,i) = Iqw_l(d,i) + rndm(i)*ErrorSize(d,i)

end do

end do

end if

!Calculating omega from energy values

do d=1,DET
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do i=1,DATAPTS

h=6.582D-10 !Technically, this is h_bar, in ueV.s

omega(i)=energy(i)/(h*1.d12) !Converted to 1/ps

end do

end do

!Performing Inverse Fourier Transform

open(17,FILE=normfile) !For writing I(q,0) values

do d=1,DET

t(1)=1.0387d0

do ft=1,FTM

t(ft+1)=t(ft)*(10.d0**0.1d0)

sumvalsin = 0.0D0

sumvalcos = 0.0D0

do i=1,DATAPTS-1

fxcos = Iqw(d,i)*cos(omega(i)*t(ft))

fxsin = Iqw(d,i)*sin(omega(i)*t(ft))

dw = omega(i+1) - omega(i)

valcos = fxcos*dw

valsin = fxsin*dw

sumvalsin = sumvalsin + valsin

sumvalcos = sumvalcos + valcos

end do

Iqtraw(d,ft)=SQRT(sumvalsin**2 + sumvalcos**2)

tzero = 0.0D0

Iqtzero(d) = 0.0D0

sumvalsin = 0.0D0

sumvalcos = 0.0D0

do i=1,DATAPTS-1

fxcos = Iqw(d,i)*cos(omega(i)*tzero)

fxsin = Iqw(d,i)*sin(omega(i)*tzero)

dw = omega(i+1) - omega(i)

valcos = fxcos*dw

valsin = fxsin*dw

sumvalsin = sumvalsin + valsin

sumvalcos = sumvalcos + valcos

end do

Iqtzero(d) = SQRT(sumvalsin**2 + sumvalcos**2)

Iqt(d,ft) = Iqtraw(d,ft)/Iqtzero(d)

end do
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write(17,*) "Detector",d,Iqtzero(d)

end do

close(17)

!Writing to outputfile

open(12,FILE=outputfile)

do d=1,DET

write(12,*) "Detector",d

do ft=1,FTM

write(12,100) t(ft), Iqt(d,ft)

end do

write(12,*)

end do

close(12)

100 format(F8.2,1x,F12.10)

END SUBROUTINE

A.3.1 Verification of BASIS IFT code

To verify the correctness of the BASIS inverse Fourier transforming code, I com-

pared it to Vicky’s HFBS code. Both the instruments have different ASCII output

formats, but essentially contain intensity vs. energy data. We modified the HFBS

version of I(Q,ω) vs E (frequency) data of PEO600-100%Na (298 K) to look like

an output from BASIS. The two formats are shown in Figure A.4. We adjusted

the BASIS code to handle the time scale of HFBS. The resulting S(Q, t) curves

when superimposed, were within error bars of each other, as shown in Figure A.5.
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Figure A.4. Formats for HFBS and BASIS intensity vs. energy files, as obtained
from the instruments after data reduction. Each block represents a set of data points
pertaining to the text inside the block.

Figure A.5. Superimposition of S(Q,t) for PEO600-100%Na (298 K) obtained by using
Vicky’s code (open symbols) and my BASIS code (filled symbols) for three Q values -
0.56 Å−1, 0.87 Å−1, and 1.22 Å−1. The data points lie on top of each other.



Appendix B
BASIS Data Treatment

B.1 Resolving BASIS data to two processes

As discussed in Chapter 3, it is challenging to resolve the BASIS data to the two

constituent bridge and anchor atom relaxations because the time range accessible

by BASIS is small. We identify that a range of relaxation time (τ) and EISF (ε)

values can fit the S(Q,t) data (see Figure 3.7). We extract a parameter τ0 from

the loci, which helps us connect the parent processes (τANCHOR and τANCHOR) to

τ and ε. In this section, we discuss the derivation of Eq (3.15) (reproduced below)

in Chapter 3 for BASIS data treatment.

τ0 = [τBRIDGE]XBRIDGE [τANCHOR]1−XBRIDGE (B.1)

The above expression is derived by comparing the area under the S(Q,t) curve

obtained from two equations (Eq 3.14 and Eq 3.12). Since KWW expressions

involve stretched exponentials, it is not possible to obtain an analytical expression

for the integral (which provides the area under the curve). We therefore performed

a numerical analysis for the same. To fully understand the impact of τANCHOR and

τANCHOR on the range of τ and ε that fit this data, we studied the parameters for

generated data sets. We generated S(t) data sets of two fractions undergoing a
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slow and fast relaxation

S (t) = x exp

[
−
(
t

τ1

)β1]
+ (1− x) exp

[
−
(
t

τ2

)β2]
(B.2)

where τ1 = (50, 75, 100, 125, 150, 175, 200 ps), with β1 = 0.6, and τ2 = (500,

750, 1000, 2000 and so on), with β2 = 0.45. We varied the fraction of fast process

x from 0 to 1. Understandably, the subscripts 1 and 2 correspond to bridge and

anchor atoms respectively. We choose these values of β because they are similar

to the values obtained from bridge and anchor atom relaxations (measured in

DCS/HFBS). The values of τ1 are consistent with bridge atom relaxations which

range between 30 and 250 ps. The only constraint on the values of τ2 values are

that they are greater than τ1. To emulate the BASIS instrument, we spliced data

points from time = 40 to 800 ps, as shown by the unshaded region in Figure B.1.

We then fit the spliced data to a single stretched relaxation, thereby obtaining a

range of [τ, ε] that fit the dataset.

S (t) = ε+ (1− ε) exp

[
−
(
t

τ

)β]
(B.3)

Figure B.1. Splicing generated datasets to lie within limits of BASIS instrument. The
figure on the right is the portion of the generated data that is fit to Eq (B.1). These curves
were generated using τ1 = 150 ps, τ2 = 50000 ps, and the fast fraction x corresponding
to the values in the legend.
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In order to examine the relationship between τ and ε, we plot relaxation time

(τ) vs. EISF (ε) as shown in Figure B.2. We observe that an exponential relation

Figure B.2. Relaxation time vs. EISF for generated data, with the corresponding
fitting equations for τ1 = 150 ps, τ2 = 500 ps and x ranging from 0 to 1.

of the form

τ = τ0 exp [−Bε] (B.4)

can fit the data, where τ0 is the value of τ when ε → 0. We observe that τ0 = τ2

when x = 0 (i.e. slow process only) and τ0 = τ1 when x = 1 (i.e. fast process

only). This suggests that the value of τ0 is affected by τ1, τ2 and the fraction x.

To understand the relationship better, we plot τ0 vs τ2 (see Figure B.3a) while

τ1 and x are constant and observe that there is a linear dependence between the

logarithmic values of τ0 and τ2.

Therefore,

log τ0 = m2 log τ2 + constant

or τ0 ∝ τm2
2 when τ1 and x are constant (B.5)

The value τ0 is symmetric for τ1 and τ2, i.e it varies with τ2 the same way as it

varies with τ2. This is because [τ1, β1] and [τ2, β2] can be interchanged in Eq B.3.
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Figure B.3. (A) Parameter τ0 vs τ2, for different x (see legend); (B) Parameter τ0 vs
x for different τ2 (see legend). The value of τ1 for both these graphs is 150.

Therefore, if follows that

log τ0 = m1 log τ1 + constant

or τ0 ∝ τm1
1 when τ2 and x are constant (B.6)

The dependence of the logarithm of τ0 with x (at constant τ1 and τ2) is also

linear, as shown in Figure B.3b. Therefore,

log τ0 = m3 x+ constant when τ1 and τ2 are constant (B.7)

with the constraints (as seen in Figure B.2)

τ0 =

τ1 if x = 1

τ2 if x = 0

Combining Eq B.7 with the constraints above, we obtain

log τ0 = x log
τ2
τ1

+ log τ2

or τ0 = τ2

[
τ1
τ2

]x
which simplifies to

τ0 = τx1 τ
(1−x)
2 (B.8)
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This equation is similar to Eq (B.2) (i.e. Eq (3.15)), where τ1 is τBRIDGE, τ2 is

τANCHOR, and x is XBRIDGE. Eq (B.8) satisfies the requirement of symmetry with

τ1 and τ2. To test this equation, we varied τ1 and τ2 over a large range (150 to

80000 ps) and plotted the estimated value of τ0 (from Eq (B.8)) with that obtained

by fitting the generated data to Eq (B.3) (for ε → 0) by plotting them against

each other, as shown in Figure B.4. The red line has a slope of 1, denoting equality

of the X and Y axes.

Figure B.4. Predicted τ0 (τx1 τ
(1−x)
2 ) vs τ0 obtained from fitting. The red line has a

slope of 1 (denoting equality between predicted and actual τ0)

B.2 Comparison of fitting parameters - BASIS

and DCS/HFBS

The above technique proved to be successful in providing the bridge and anchor

relaxation times obtained from DCS/HFBS for samples that were measured on all

three instruments. The comparison of τBRIDGE, τANCHOR and XBRIDGE obtained

from BASIS and DCS/HFBS for PEOx-100%Na (x = 400,600,1100) and PEO600-

100%Li are shown in Figure B.5 and Figure B.6.
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Figure B.5. Q dependence of XBRIDGE , τBRIDGE and τANCHOR for PEOx-100%Na (x
= 400, 600, 1100) at [A] 298 K, [B] 323 K, [C] 348 K. Open symbols - Fitting parameters
obtained from DCS/HFBS; Filled connected symbols - Fitting parameters obtained from
BASIS
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Figure B.6. Q dependence of [A] τBRIDGE , [B] τANCHOR, and [C] XBRIDGE for
PEO600-100%Li for 298 K, 323 K and 348 K. Open symbols - Fitting parameters ob-
tained from DCS/HFBS; Filled connected symbols - Fitting parameters obtained from
BASIS



Appendix C
Range of fitting parameters

This appendix discusses how different programs are used to obtain the error bars

(ranges) on fitting parameters from DCS, HFBS and BASIS. The curve fitting is

done using the software XMgrace (available on LionXO, LionXH etc.). There are

several steps involved for obtaining the range of fitting parameters, and differs for

DCS/HFBS and BASIS.

C.1 Using XMgrace

XMgrace (also known as grace) stands for “GRaphing, Advanced Computation

and Exploration of data” and uses the X Window System and Motif for its GUI.

It is a very powerful tool for non-linear curve fitting. It uses the Levenberg-

Marquardt non-linear least squares fitting program. XMgrace has a command

line interface which offers the advantage that it be executed from shell scripts or

from a command prompt. It requires a data file [data.txt] which has two columns

in the form (x,y) as shown below

41.35 0.8700640660

52.06 0.8566128715

65.54 0.8296022583

82.51 0.8264609317

103.87 0.7999248536

130.76 0.7864872068

164.62 0.7735087996

207.25 0.7520059854
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and uses a batch file [gracefit.bat] for reading the equation, initial guesses and

tolerance, as shown below.

fit formula "y = Exp(-1*(x/a0)^a1)"

fit with 2 parameters

fit prec 0.001

a0 = 506.30

a0 constraints on

a0min = 1

a0max = 10000000

a1 = 0.9802

a1 constraints on

a1min = 0

a1max = 1

nonlfit (s0,500)

To run XMgrace and print the output to output.txt, we execute the command

gracebat data.txt -batch gracefit.bat > output.txt

and the output is of the form

Fitting with formula: y = Exp(-1*(x/a2)^a3)

Initial guesses:

a0 = 506.3

a1 = 0.9802

Tolerance = 0.0001

Relative error in the sum of squares is at most tol.

Computed values:

a0 = 3854.58

a1 = 0.425733

Chi-square: 0.000202182

Correlation coefficient: 0.991385

RMS per cent error: 0.0061155

Theil U coefficent: 0.00618551

We parse the fitting parameters and use the “Chi-square” (ξ2-error) and “RMS

per cent error” [which in reality is (RMS percent error)/100] as criteria for selecting

good fits. The outline of obtaining the error bars on the fitting parameters is

summarized in the form of flowcharts in the next two sections.
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C.2 Finding error bars for fitting - DCS/HFBS

Figure C.1. Overview of fitting DCS/HFBS data
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C.3 Finding error bars for fitting - BASIS

Figure C.2. Overview of fitting BASIS data
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C.4 Summary of programs/scripts

The FORTRAN programs and BASH scripts written for the above processes follow

a simple structure as shown in Figure C.3, and exist for DCS, HFBS and BASIS

separately.

Figure C.3. Overview of programs written for finding error bars (ranges) on fitting
parameters



Appendix D
S(Q,t) curves from DCS/HFBS

In this chapter we compare the S(Q,t) curves of several samples based on the fitting

algorithm for DCS/HFBS discussed in Chapter 3, section 3.3.2.1. These curves

are a depiction of how the S(Q,t) data would look like if a single instrument were

capable of measuring the entire energy window of DCS and HFBS.

Figure D.1. S(Q,t) curves for [A] PEO600-0%, [B] PEO600-49%Na, [C] PEO600-
100%Na at 298 K for Q = 0.57 Å−1 (green), 0.89 Å−1 (red), 1.21 Å−1 (blue), and 1.51
Å−1(magenta)
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Figure D.2. S(Q,t) curves for PEO600-0% (magenta), PEO600-17%Na (blue),
PEO600-49%Na (red), and PEO600-100%Na (green) at [A] 298 K, [B] 323 K, and [C]
348 K for Q = 1.2 Å−1

Figure D.3. S(Q,t) curves for [A] PEO400-100%Na, [B] PEO600-100%Na, [C]
PEO1100-100%Na at Q = 1.21 Å−1 for different temperatures

Figure D.4. S(Q,t) curves comparing PEO400-100%Na (blue), PEO600-100%Na (red)
and PEO1100-100%Na (green) for [A] 298 K, [B] 323 K, and [C] 348 K at Q = 1.21 Å−1
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