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ABSTRACT 

A flooding-based search mechanism is commonly used in unstructured 

peer-to-peer systems, such as Gnutella. However, due to its flooding nature, this 

mechanism is vulnerable to query-flooding based distributed denial-of-service (DDoS) 

attacks. Most existing defense techniques only protect networks from network layer 

DDoS attacks or are unsuitable for peer-to-peer systems. Hence, this thesis proposes a 

DDoS defense technique aiming at the distributed and dynamic nature of peer-to-peer 

systems. Each peer in the system can decide to drop or forward a query according to 

information of the query issuer’s past behavior sent along with a received query. This 

information includes whether or not the query issuer has downloaded a reasonable 

amount of files during each of the past observation intervals. Verification of the proposed 

scheme uses real Internet topologies generated from BRITE to simulate query-flooding 

based DDoS attacks. The simulation results show the effectiveness of the proposed 

scheme. Moreover, the result shows that the scheme can mitigate query-flooding based 

DDoS attacks while malicious peers cooperate with each other to cheat defense 

approaches. 
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Chapter 1 
 

Introduction 

Flooding based Distributed Denial of Service (DDoS) has been a serious problem 

in the Internet for many years. As file-sharing applications become more and more 

popular and important today, peer-to-peer systems encounter the same threat. In contrast 

to the network layer DDoS attacks, peer-to-peer systems may suffer in the application 

layer from query-flooding based DDoS attacks, which may cause serious damage and 

prevent legitimate queries from receiving service. Therefore, developing defense 

mechanisms in peer-to-peer applications is critical. 

1.1 Background 

Flooding based Distributed Denial of Service (DDoS) attacks cause an 

overwhelming quantity of traffic from multiple hijacked machines to the targeted victims. 

The high quantity of traffic that arrives at victims would quickly exhaust some key 

resources, such as bandwidth, CPU capability, etc. Consequently, the victims do not have 

enough resources to serve or respond to regular users. While peer-to-peer systems 

become more and more popular, a similar issue arises in unstructured peer-to-peer 

systems, which perform flooding based search. 

Noted in [9] and [22] is that unstructured peer-to-peer systems are vulnerable to 

flooding-based DDoS attacks. Unstructured peer-to-peer systems are convenient and very 

commonly used for searching share-files in today’s Internet. By using the flooding-based 
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search mechanism, a query is broadcast and rebroadcast until certain criteria are satisfied 

to terminate the flooding process. However, the flooding-based search mechanism makes 

it very vulnerable to the threat of query-flooding based DDoS attack. Other than DDoS 

attacks people used to discuss in the network layer, query-flooding based DDoS attacks 

occur in the application layer. It is performed by multiple compromised peers, who 

generate as many bogus queries as they can toward the victims. Those bogus queries will 

be rebroadcast neighbor by neighbor. Bogus queries from malicious peers can 

exponentially increase throughout the system with the ultimate result of exhausting the 

system’s resources. 

Much research work [2][3][5][6][7][9][10][11][13][14][15][21][23][24][29][30] 

[32][33][35] has been done for defending against DDoS attacks. Unfortunately, those 

approaches focus on the network layer defense and do not work effectively for defending 

against query-flooding based DDoS attacks in the application layer.  

In addition, query-flooding based DDoS attacks do not need to generate specific 

malicious query content or header field values since their ability to do damage to the 

system simply lies in the vast amount of traffic. This creates difficulty for finding criteria 

to identify malicious peers or filter attack queries. DD-POLICE [22] is the most recent 

effort which focuses on defending query-flooding based DDoS attacks in unstructured 

peer-to-peer systems. It uses the amount of queries issued by a peer as the criteria to 

identify malicious peers. Peers exchange messages to identify the peers issuing a large 

number of queries, and then enforce disconnects. However, legitimate heavy users are 

adversely affected. Moreover, retrieving information from other peers while they leave 

the system is difficult. Besides, commanding other peers to perform disconnection 
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operations may be beyond the authority of a peer. Cooperation between malicious peers 

would also probably cause inefficiency of the mechanism. Hence, a more appropriate 

solution to deal with query-flooding based DDoS attacks in unstructured peer-to-peer 

systems remains necessary. 

1.2 Basic Ideas 

This study borrows an idea from D-WARD [24], a network layer source-end 

defense technique, to develop the proposed application layer DDoS defense solution. 

D-WARD monitors the behavior of incoming and outgoing packets at the source end 

routers and prevents attack packets entering the Internet. 

Similarly, the outgoing queries and the size of downloaded data become criteria in 

the proposed scheme to decide whether a peer’s behavior is reasonable or not. 

Accordingly, a query is forwarded or dropped according to a rate-limiting strategy based 

on the information of outgoing queries and extent of downloaded data. A framework is 

proposed to support the defense scheme such that each file provider should provide a 

certified message periodically to indicate the occurrence of file downloading and 

resource consumption. A peer should attach those certificates to queries it generates for 

other peers to examine. This is practical because implementation is in peer-to-peer 

applications and peers must install specific software to join the system.  

By adopting the proposed mechanism, a peer does not need to request information 

from other peers while processing queries. Moreover, a peer filters queries locally instead 

of commanding other peers to complete a disconnection. The mechanism provides a 
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solution to defend against query-flooding based DDoS attacks for peer-to-peer systems 

which are dynamic and distributed in nature. 

1.3 Contributions 

 This thesis proposes a self-determining forwarding scheme to defend against 

query-flooding based DDoS attacks in unstructured peer-to-peer systems. Due to the lack 

of criteria for detecting bogus queries, a new criterion for a peer’s behavior is defined to 

determine if it is harmful to the peer-to-peer system. The proposed mechanism allows 

each peer to examine a query issuer’s behavior through the information sent along with a 

query. Based on that, each peer can decide whether to forward or drop a query without 

communicating with other peers. The proposed mechanism is designed for peer-to-peer 

systems which have a dynamic and distributed nature. This study develops simulation to 

evaluate the proposed schemes, and the simulation shows significant performance for 

defending against query-flooding based DDoS attacks. Meanwhile, since malicious peers 

may cooperate with each other to cheat defense techniques, the proposed schemes 

effectively mitigate query-flooding based DDoS attacks despite cooperative behavior 

exists between malicious peers. The new scheme provides a possible solution while 

existing techniques may not work effectively under the scenario. 
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1.4 Synopsis 

 The rest of the thesis is organized as follows. Chapter 2 describes related work 

and Chapter 3 presents the proposed model and forwarding schemes. Chapter 4 details 

the performance of the proposed scheme via simulations and Chapter 5 makes a 

conclusion of the thesis. 

 

 

 

 

 

 

 

 

 

 

 



Chapter 2 
 

Related Work 

Much work has been done to defend against DDoS attacks. Most efforts involve 

network layer approaches including IP traceback, filtering, and source-end defense 

schemes. This chapter reviews some of those network layer techniques, and then 

introduces two approaches which focus on handling the query flood issue in peer-to-peer 

systems. 

2.1 Network Layer Approaches for Defending against DDoS Attacks 

IP spoofing is the most challenging issue for defending against DDoS attacks, and 

hence, most proposed approaches concentrate of this issue. Forged source IP addresses 

creates difficulty for identifying attackers and distinguishing legitimate packets from 

malicious packets. Defense techniques, including IP traceback schemes 

[3][5][6][7][9][10][13][29][30][32], filtering techniques [11][33][35], and source-end 

defense systems [21][23][24], have different characteristics and varying degrees of 

success are described as follows. 

2.1.1 Traceback and Authenticated Marking 

 IP traceback techniques focus on cooperation in the core networks. A router 

would periodically send out ICMP packets with packets going through it or leave 
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information on the packets going through it. A victim can reconstruct attack paths 

through the additional information to trace back to attackers. 

 A series of marking algorithms, including node append, node sampling and edge 

sampling are proposed in [29] and [30]. The node append algorithm appends each 

router’s address to the end of the packet as it travels from attacker to victim. In the node 

sampling algorithm, each router has probability, p, to write its address to a packet. Edge 

sampling, instead of marking each node’s IP address, writes two adjacent nodes’ IP 

addresses to the IP header to represent an edge. The compressed technique is also 

proposed to reduce the storage requirement. It makes use of the exclusive-or (XOR) of 

two adjacent node’s IP addresses to represent an edge, and subdivide each IP address to 

several fragments. The full attack path can be reconstructed by the victim after enough 

marked packets are received. 

However, the marks left by routers may be forged by attackers or malicious 

routers. Hence, the authenticated marking scheme is proposed in [32]. The authenticated 

marking scheme assumes victims can have shared secret keys with each router so that 

techniques of HMAC can be adopted. Moreover, time-released key chains are also 

proposed as another practical option for authentication. 

2.1.2 Detection and Filtering 

In addition to discovery of attackers, a common way of responding to DDoS 

attacks and protecting victims is to filter attack packets once detection indicates the 

occurrence of attacks. Ingress filter [11] prevents the appearance of IP spoofing. A router 
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with an ingress filter can drop packets with illegal source IP addresses in its subnet. 

Widespread deployment is necessary for ingress filters to prevent packets with forged IP 

address from entering the Internet. However, this requirement is hard to fulfill in 

peer-to-peer systems. 

Traceback-based packet filtering [33] is proposed to filter attack packets based on 

the adoption of traceback algorithms. After victims reconstruct the attack paths, edges of 

the attack paths could be used as the criteria to filter attack packets. Packets marked with 

the information of edges in the attack paths are identified as suspicious and filtered. 

However, since this scheme needs to work with traceback algorithms, use in peer-to-peer 

systems is difficult. 

Instead of using traceback algorithms, [35] proposes a path identification 

mechanism to distinguish the packets coming from different sources. Each router writes 

one or two bits in the identification field of the IP header. TTL is used to index which slot 

in the identification field should be currently marked. The markings of identified attack 

packets are recorded, and then, a packet filter decides whether to drop a packet according 

to the information. However, TTL can be easily modified by malicious peers. 

Furthermore, since no specific destination of queries exists, forwarding in the system is 

different from packets’ routes in the Internet, and difficulty arises for adopting the 

mechanism in peer-to-peer systems. 
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2.1.3 Source-end Defense Systems 

While most defense approaches focus on victim or core networks, D-WARD 

[21][23][24] is proposed to deploy at source-end routers and prevent attack packets from 

entering the Internet. D-WARD uses observation component to analyze the behavior 

between incoming and outgoing packets to detect whether or not any anomaly exists in 

the traffic. Once attack or suspicious traffic is detected, a rate-limiting component would 

limit the sending rate of those packets. 

However, in peer-to-peer systems, attack traffic and normal traffic may come 

from the same logical link because of flooding searches. Thus, D-WARD is not effective 

in peer-to-peer systems. However, the idea of observing traffic behavior to control attack 

traffic inspired development of this study’s new DDoS defense scheme for peer-to-peer 

systems. Moreover, peer-to-peer systems are suitable for a source-end defense approach 

since implementation of the mechanism would be in peer-to-peer applications and peers 

are required to install specific software before joining the system. 

2.2 Defending against Query-Flooding Attacks in Unstructured Peer-to-Peer 
Systems 

Query flooding is an inherent issue with unstructured peer-to-peer systems. Some 

research such as [17] and [36] work on improving the performance of peer-to-peer 

systems deteriorated due to flooding issues. However, they do not focus on defending 

against malicious query-flooding attacks. The work most related to our study are [8] and 
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[22]. These are based on different assumptions and hence develop different approaches to 

defend against query-flooding attacks. 

2.2.1 Query-Flooding Based DDoS Attacks and Load Balancing Strategies 

Query-flooding based DDoS attacks are first discussed in [8], which suggests that 

a Gnutella peer-to-peer system is very vulnerable to query-flooding attacks, and its 

popularity makes addressing issue important. It [8] assumes difficulty distinguishing a 

high-load of legitimate queries from attack queries. Based on the assumption, several 

load balancing strategies to mitigate the damage of the threat are proposed. The service 

guarantee is also defined and used as the evaluation matrix in this work. 

Those strategies include incoming allocation strategy and drop strategy. Incoming 

allocation strategy assigns different query bandwidth for different incoming links. Drop 

strategy drops excess queries of specific links according to different TTL values. In brief, 

it [8] does not distinguish attack queries from normal queries but maintains a fair load 

distribution in peer-to-peer systems. The approach focuses on DoS attack and hence 

would be less effective while the number of malicious peers increases within DDoS 

attacks. 

2.2.2 Defending P2Ps from Overlay Flooding-Based DDoS Attacks 

In [22], Liu et al. express concern for the severity of query-flooding based DDoS 

attacks in unstructured peer-to-peer systems. It can cause heavy damage in that a small 
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numbers of propagated messages consume a large amount of bandwidth and computing 

resources. In contrast to the work introduced in the previous section, a distributed 

approach, DD-POLICE, is proposed to identify the attackers and disconnect them. 

Identifying a bad peer is according to the amount of queries it issued. 

DD-POLICE has three steps: 1) neighbor list exchange, 2) neighbor traffic 

monitoring, and 3) bad peer reorganization. Each peer maintains a neighbor list including 

all its logical neighbors. Two neighboring peers exchange their neighbor lists periodically. 

Once a peer receives queries from one of its neighbors more than a preset threshold, the 

neighboring peer is marked as a suspicious peer. According to the neighbor list, this peer 

can communicate with the neighboring peers of the suspicious peer to check how many 

queries are from them. Consequently, the number of queries originally issued from the 

suspicious peer can be discerned. If the number is over the preset threshold, then the 

suspicious peer would be disconnected by all its neighboring peers. 

However, frequent neighbor list exchanges and traffic inquiries may result in 

heavy overhead in the system. Additional messages may also be used by attackers to 

consume system resources. The authority to command other peers to perform 

disconnection may possibly be used by attackers. Besides, simply using the volume of 

queries as the criteria to identify attackers ignores the needs of legitimate heavy users. 

Moreover, the mechanism may not be efficient to defend against cooperation between 

malicious peers. 
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2.3 Summary 

Many different approaches have been proposed for defending against DDoS 

attacks. Unfortunately, most of them defend against attacks at the network layer, and thus 

do not meet the needs of peer-to-peer systems. Some effort has focused on defending 

against query-flooding based DDoS attacks, and DD-POLICE makes some initial 

contributions. However, the assumptions and models of these existing techniques may 

not be appropriate for peer-to-peer systems. The concepts of D-WARD including 

source-end defense, observation and rate-limiting model contribute to develop a new 

approach. The authenticated marking scheme provides the idea for preparing the 

framework to support the mechanism proposed in this study. 

 

 

 

 

 

 

 

 

 

 

 



Chapter 3 

Design of Self-Determining Forwarding Scheme 

This chapter describes the design of the proposed self-determining forwarding 

scheme for defending against query-flooding based DDoS attacks in unstructured 

peer-to-peer systems. The observations of attack behavior are described first, and then, 

the framework is introduced. These are followed by detailed explanations of each 

component. 

3.1 Observation of Attack Behavior 

To defend against query-flooding attack, the key is to prevent bogus queries from 

being forwarded in peer-to-peer systems. Hence, an essential element is to distinguish 

bogus queries from legitimate ones. Unfortunately, bogus queries do not contain specific 

malicious query content or header field values, and hence identifying them is difficult. 

Observing the number of queries from a peer may be a possible solution. In [22], number 

of queries issued by a peer is used as the criteria to decide whether or not it is an attacker, 

ignores the possibility of legitimate heavy users. 

In flooding attacks, attackers would overwhelm victims’ CPU, memory, and 

network resources by sending large numbers of spurious requests [25]. The resource 

consumption between the attacker end and the victim end is quite different for a service 

request, and for that reason an attacker can efficiently overwhelm the victim [2][15][25]. 
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In other words, an attacker may only expend a small amount of resources to send a packet 

or a request while the victim needs to allocate much more resources to respond to the 

request, even though the attacker never plans to spend its own resource to receive 

responses. For example, an attacker may send out many TCP connection requests to a 

victim machine. Each request causes the targeted machine to instantiate data structures 

from limited resources to remain a self-open TCP connection. Once the targeted 

machine’s resources are exhausted, no more TCP connections can be established and thus 

regular services to other users is not possible. Moreover, the source IP address is spoofed, 

so the attacker would not receive any reply from the victim. It does not consume the 

attacker’s resources beyond sending the request, while the victim is forced to consume 

more computation power, bandwidth, and resources to serve the request. 

Another well-known example is smurf attack, ICMP echo floods, which floods a 

targeted system via spoofed broadcast ping messages. In the attack, an attacker would 

send a large number of ICMP echo requests to IP broadcast address, but containing the 

spoofed source address of the victim. All the hosts in the Internet receiving the ICMP 

echo request would reply to the victim and hence flood it. Obviously the cost of resources 

consumed in attackers and victims are highly unbalanced. While attackers can expend all 

their resources on sending attacks, the damage to the victims is multiplied. Regarding to 

unbalanced resource consumption, D-WARD [24] observes incoming and outgoing 

traffic at source end to detect attacks. 

While the query-flooding based DDoS attacks in unstructured peer-to-peer 

systems are discussed, similar situation remains. The attackers try to flood the targeted 

victims with relatively little resource costs to the attackers to generate attack queries, but 
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the attack consumes much more of the system’s resources since these attack queries 

broadcast between peers and exponentially increases through the system. Since attackers 

never plan to respond to query-hit and download files, all their resources could be used to 

generate bogus queries and cause great damage. 

 
According to the discussion above, a relationship between outgoing and incoming 

traffic should exists. In other words, the ratio between outgoing queries and incoming 

traffic from downloading files could be used as the criteria to decide whether a peer’s 

behavior is reasonable or not. A similar idea is also mentioned in [18], which suggests 

that query should send no more data than data retrieved. Different scenarios of query 

Table 1: Peer behavior and impact 

Scenario Cause Impact 
Few queries + No/little 
file downloading 

1. The peer searches and downloads files 
infrequently. 

2. The Peer searches files infrequently and 
does not find files. 

Harmless

Few queries + Heavy 
file downloading 

1. The peer searches files infrequently but 
downloads files with large size. 

Harmless

Many queries + No/little 
file downloading 

1. The peer searches many files but does not 
find them or does not want to download 
them. Although it does not hurt the system 
intentionally, generating too many queries 
in a time of period would cause congestion 
in the system. 

2. This is a malicious peer who sends large 
volumes of bogus queries. 

Harmful 

Many queries + Heavy 
file downloading 

1. The peer searches many files and 
downloads them. 

2. This is a malicious peer who tries to 
download large volumes of files to make 
behavior looks reasonable. However, the 
ability to generate bogus queries is limited 
by its bandwidth consumption. 

Harmless
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issuing and downloading are described in Table 1. If a peer generates queries infrequently, 

no matter how many files it downloads, it is not considered harmful to the system. 

However, if the peer generates queries frequently but downloads no or only few files, 

harm may accrue to the system even though this may not be its intention. The most 

interesting scenario occurs whenever a peer generates queries frequently while 

downloading large volumes of files. This could be considered reasonable behavior, even 

though this is a malicious peer, the ability to attack the system is limited because the file 

downloading already consumes its bandwidth. 

3.2 Framework 

 The discussion in the previous section provides a criterion for deciding whether or 

not to forward a query. If a query’s generator does not have reasonable behavior, then a 

peer can choose to drop the query while receiving it. However, the characteristics of 

unstructured peer-to-peer systems make it a major challenge for a peer to know if the 

query generator has reasonable incoming traffic for file downloading. First, the 

distributed nature in which there is no central server makes it difficult for cooperation. 

Second, peer-to-peer systems are highly dynamic since peers join and leave dynamically. 

Collecting information from certain peers while they leave the system would be very 

difficult. 

 Therefore, a framework is proposed as illustrated in Figure 1. A file provider should 

send a receipt message periodically to the peer who is downloading files from it. The 

receipt message contains the information of the volume downloaded during an 
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observation interval. The receipt could be evidence to show a peer’s activity and attach to 

queries issued in the future. A peer could decide whether or not to forward a query 

according to the attached receipts. By this way, a peer does not need to retrieve 

information from other peers who may not currently be in the system, when receiving a 

query. 

A fundamental shortcoming of the framework is that the receipt may be forged and 

provide incorrect information. Hence, a mechanism to authenticate receipts is needed. 

Message Authenticated Codes (MAC) could be used to authenticate receipts. HMAC [16] 

are commonly used for two-party message authentication through a shared secret key. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 1: Framework of the self-determining forwarding scheme 

D

A

B

C

Download
       +
  Receipt

{Query,receipt}
{Query,receipt}

?
?



18 

When party A sends a message M to party B, A appends the message with the MAC of M 

using key K. When B receives the message, it can check the validity of the MAC. This 

technique is the one adopted in the Authenticated Marking Scheme in [32] to authenticate 

the mark left by routers in the networks. Different approaches for key agreement and 

distribution are proposed and some of them are designed for peer-to-peer systems such as 

[20]. Hence, the assumption is that each peer shares a unique secret key with different 

peers. 

3.3 Receipt Format 

The receipt format appears in Figure 2. The first four bytes are used to record the IP 

address of the file downloader, and it attaches the receipt upon issuance of a query. 

Including the field can prevent the receipt from being stolen and replayed. The second 

four bytes are used to record the IP address of the file provider. The third four bytes 

indicate the size of data has been transmitted during the observation interval. The 

following four bytes are a time stamp indicating the time of the receipt generation. It can 

provide the effective time of this receipt and prevent it from being replayed. The last 

eight bytes are used for HMAC following the design in [32]. 

 

Figure 2: Content and format of a receipt 
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3.4 Rate-limiting Strategy 

 To successfully flood peer-to-peer systems requires a large volume of queries 

remaining in the system to occupy the resources such as computation capacity and 

bandwidth. Consequently, malicious peers would send out a large number of bogus 

queries in each time interval. Therefore, given abovementioned framework, designing a 

rate-limiting strategy to drop malicious queries could mitigate the query-flooding based 

DDoS attacks. Rate-limiting techniques are commonly used in defending DDoS attacks, 

and different variations occur in different schemes. It is used in [24] to prevent attack or 

suspicious packets from entering the Internet. Another technique [8] also adopts a similar 

idea of dropping queries in order to balance loads in peer-to-peer systems. 

If peers make bad decisions, they may process bogus queries generated by other 

malicious peers and broadcast to neighboring peers. If all those neighboring peers do the 

same, bogus queries increase exponentially in the system. If peers make good decisions, 

they can at the very beginning prevent bogus queries from increasing and being broadcast, 

and minimize the effect of query flooding. If most bogus queries are dropped at the 

source end, neighboring peers of a malicious peer, damage would be controlled most 

effectively. 

 The strategy of rate limit is shown in Figure 3. A pre-determined value allows a 

small number of queries from different peers to be forwarded without receipts in each 

time interval. This occurs because some peers do not issue queries frequently, or they 

initialize a search just during the time interval and have not begun to download files. 

Otherwise, if queries generated by a peer exceed the assigned value, those queries should 
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be forwarded according to a query issuer’s behavior. If a peer downloads more data 

during the observation interval, that peer would be given more weight for its queries to be 

forwarded. A balance factor, e, is assigned to decide the ratio between outgoing query 

traffic and incoming traffic of data downloaded in a peer. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3: Rate-limiting strategy 

Limited value  : a pre-determined value to allow a small number of a  

   certain peer’s queries without receipt to be forwarded in an  

   observation interval 

Asource   : total size of query from a certain query originator in an     

   observation interval 

Adownload  : total size of data downloaded by the query originator in an  

   observation interval 

e (balance factor)  : positive fraction representing the reasonable ratio between  

           incoming data traffic and outgoing query traffic 
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3.5 Forwarding Scheme I 

 Based on the proposed framework and rate-limiting strategy, a forwarding scheme is 

shown in Figure 4. In the forwarding scheme, each peer should prepare a source table to 

record the source IP address of a query, the number of queries from a source peer coming 

in during the observation interval, and the total size of queries from a source peer coming 

in during the observation interval. The table would be cleaned periodically. Through the 

table, the rate-limiting strategy proposed in previous section can have enough information 

to decide whether forward a query or not. 

If the number of queries from a source peer forwarded during the observation 

interval is not over the limited value, queries from this source peer can be directly 

forwarded and the amount would accumulate (line 1-5). Otherwise, the query with valid 

receipts should be forwarded according to the rate-limiting strategy proposed in previous 

 
 

 

 

 

 

 

 

 

 

 

Figure 4: Forwarding Scheme 

1 for each query q 
2  update source_table 
3   forwarded_number = number of queries from a peer, p,have  

been forwarded in the observation interval 
4     if (forwarded_number < limited value) 
5    forward q 
6    forwarded_number++ 
7  else 
8   if (receipt.MAC is valid) 
9    calculate the forwarding probability for q 
10   if (q is forwarded) 
11    forwarded_number++ 
12  else drop q 
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section. If MAC of the query’s receipt is not valid, the query would be dropped directly 

(line 6-11). 

3.6 Forwarding Scheme II 

Through the abovementioned scheme, unreasonable query generation can be 

prevented from being forwarded in the system. However, scheme I may suffer from 

variations of sybil attack. In sybil attack, a malicious peer cooperating with other 

malicious peers, holds multiple identities to cheat the system. A malicious peer that 

owning multiple identities could forge receipts which would damage the proposed 

scheme. 

A current common solution against sybil attack is resource testing [19][26]. These 

tests include checks for computing capability, bandwidth, and so on. Hence, cheating can 

be detected if a malicious peer claims to be downloading a large volume of files by using 

other malicious peers’ identities to forge receipts. However, the solution if used here 

could cause vulnerability, since each malicious peer can pretend to be different 

cooperative peers to generate a reasonable amount of queries with forged receipts. 

Thus, we modify the forwarding scheme I described in the previous section. 

Instead of using each query’s originator to index the source table, clustering querys’ 

originators and receipts’ originators to index another table, cluster_table. During an 

observation interval, all related peers are clustered into the same entry. Since a malicious 

peer intends to generate large volumes of bogus queries in an observation interval, those 
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high-volume incoming bogus queries with limited receipt originators would be more 

easily clustered in the same category than those of legitimate peers. 

In the clustering algorithm shown in Figure 5, while a query is being clustered, all 

the existing entries containing an identity the same as the query’s originator or the 

receipts’ originators should be combined into one category. The query’s information is 

also added to that category. 

3.7 Summary 

The observations of peer behavior and characteristics of peer-to-peer systems 

determine the criteria to mitigate the flood of bogus queries. Thus, proposed framework, 

rate-limiting strategy and forwarding schemes defend against query-flooding DDoS 

attacks in unstructured peer-to-peer systems. 

 
 
 
 
 
 
 
 
 

Figure 5: Clustering algorithm 

1   for each query q 
2    add q’s originator and all receipts’ issuers as members m1,..,mn into  
    an entry c in the cluster_table 
3   for each entry in the cluster_table 
4    if it contains any member of entry c 
5     combine the entry to entry c 
6     accumulate recorded query size 



Chapter 4 
 

Performance Evaluation 

The experiments adopt a simulation model similar to [22]. This chapter describes 

the simulation setup and experiment design, followed by a discussion of the results. 

4.1 Simulation Setup 

BRITE is used to generate the network topology with 5,000 peers and to set the 

bandwidths. BRITE collects data from GT-ITM, Inet, NLANR AS, and CAIDA’s Skitter 

map to generate real-network topologies.  

In the simulation, each legitimate peer sends 0.3 queries per minute. To observe the 

service received, 10,000 queries are issued. The average query size is 105.6 bytes [1]. 

Each malicious peer generates as many bogus queries as it is capable [8][22]. Hence, the 

number of attack queries sent by a compromised peer per minute, Qb, is given by 

Qb = min{20,000, the capacity of the link} 

Evaluation of whether or not the proposed schemes mitigate the query-flooding 

based DDoS attacks uses a metric, service rate, defined in [8]. This metric measures the 

ratio of queries that can be serviced in the system. In a peer-to-peer environment, using 

Qn denotes the total number of forward services for all legitimate queries while no DDoS 

attacks occur, and Qa denotes the total number of forward services for all legitimate 

queries while DDoS attacks occur, then the service rate S is given by 
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Four experiments are designed to evaluate the performance of the proposed scheme 

for defending against query-flooding based DDoS attacks. They are described as follows. 

 

Experiment I: 

 This experiment evaluates the average service rate in the system with k random 

peers, where k ranges from 1 to 100, are malicious peers. All peers except malicious ones 

are downloading files within assigned bandwidths. Three different balance factors are 

used to observe their impact. 

Experiment II: 

This experiment evaluates the average service rate while legitimate heavy users 

exist in the system. 10 peers, 0.2% of the system, are randomly selected as legitimate 

heavy users and they issue high volumes of queries (100 queries per minute) while 

downloading files with fully engaging bandwidths. 

Experiment III: 

This experiment evaluates the average service rate with Scheme II. No 

cooperation occurs between malicious peers in this experiment. 

Experiment IV: 

This experiment evaluates the average service rate with Scheme II, while k 

malicious peers cooperate with each other. Each bogus query uses a different forged 

source IP address and attaches n forged receipts with information of cooperative 

malicious peers, where n ranges from 1 to 10 [28]. 
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4.2 Results 

Figure 6 shows the performance of proposed Scheme I defending against 

query-flooding based DDoS attacks with various balance factors, e, which means 

different ratios between outgoing query traffic and incoming traffic of downloaded data. 

The service rate quickly drops to 40 percent when only 10 malicious peers appear, and 

then further degrades with the increase of the number of malicious peers. Proposed 

Scheme I, with different balance factors, could remain over 80 percent service rate while 

query-flooding attacks occur. No obvious differences appear when different balance 

factors are adopted, because all malicious peers can not forge receipts. Hence, only a 

limited number of bogus queries can be forwarded during an observation interval during 

which a peer receives them. All other bogus queries would be dropped because of a lack 

of valid receipts. 
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Another curve represents the performance of DD-POLICE, which disconnects a 

peer who is identified for sending too many queries. Before malicious peers are detected, 

some volumes of bogus queries are already forwarded in the system. This is the major 

reason for loss of service rate. No significant difference between the proposed Scheme I 

and DD-POLICE appears. However, no legitimate users in this experiment send a large 

number of queries. 

Figure 7 shows the performance of defending against query-flooding attacks 

while 10 heavy peers, 0.2% of all peers, exist in the system. The service rate would 

largely drop while DD-POLICE is adopted, because all the heavy peers are disconnected 

since they issue a large number of queries, and their queries can not receive service. 

Nevertheless, the service rate remains high when proposed scheme is adopted. Queries 

form those heavy peers can be serviced because their receipts shows their reasonable 

behavior. 

Figure 8 shows that Scheme II maintains a high service rate when no cooperation 

exists between malicious peers. It is because only a limited number of bogus queries 

could still be forwarded in each clustered category. All other bogus queries would be 

dropped since they do not contain valid receipts. Although some legitimated queries 

originated from different peers may be clustered into the same entry and accumulated, 

these queries can still be serviced because their originators do not issue queries frequently 

and continue to download data. 

Figure 9 demonstrates the performance of Scheme II for defending against 

query-flooding based DDoS attacks while cooperation exists between malicious peers. 

Choosing a balance factor, e=0.4, would be a better choice, because while dropping 
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bogus queries, it allows more legitimate queries to be forwarded. Although the service 

rate degrades while the number of malicious peers increases, it can maintain over 50 

percent service rate when fewer than 30 malicious peers operate in the system, and 

improve more than 10 percent service rate when fewer than 60 malicious peers operate in 

the system. Forged receipts can still allow some volume of bogus queries to be forwarded. 

When the number of malicious peers increases, more bogus queries are serviced, which 

explains the major reason for the degradation in service rate. 
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Conclusion 

 The thesis presents a self-determining message forwarding scheme, a novel 

approach to defend against query-flooding based DDoS attacks, in unstructured 

peer-to-peer systems. Since the malicious peers may optimize the use of their own 

bandwidth to broadcast bogus queries, it is a challenge to defend such attacks. This thesis 

observes that the behavior of query originators could help determine whether or not a 

query is bogus and proposes a new scheme to effectively defend against query-flooding 

based DDoS attacks in unstructured peer-to-peer systems. 

 The scheme is based on an assumption that each peer has a unique identity 

which would not be stolen. This can be achieved through key exchange. In the scheme, 

each file provider should sign receipts to the peers who download files from it. As such, 

peers that would like to originate queries could attach receipts to show their reasonable 

behavior. Subsequently, a majority of bogus queries can be dropped and not forwarded in 

the peer-to-peer system. However, malicious peers will try to cooperate with each other. 

In other words, they may share identities, so they can use different identities to send 

lower volumes of bogus queries to prevent detection. Thus, an enhanced scheme is 

proposed to cluster queries according to receipt originators instead of query originators. 

The simulation uses BRITE, which is based on the real-network data, to generate the 

network topology. The simulation results show a significant improvement in legitimate 
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query service rate during query-flooding based DDoS attacks. Moreover, while legitimate 

heavy users exist, the service rate still maintains reasonable performance. Thus, the 

proposed scheme is effective on dealing with the query-flooding issue in peer-to-peer 

systems. 
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