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ABSTRACT 

This thesis investigates methods to apply a pre-existing software tool, PyrEval, in middle 

school classrooms for formative assessment of science essays, analyzes characteristics of writing that 

affect its performance, and compares PyrEval with two other approaches. These are a recently 

developed end-to-end neural network for assessment of lab reports, and large language models 

(LLMs). PyrEval has been under continuous development over the past decade.  In recent years, it 

has been applied to formative assessment of science explanation essays written by middle school 

students in Wisconsin public schools. PyrEval performs well in identifying whether an essay 

expresses important target ideas from a curriculum where students learn about energy, mass and 

speed through simulated roller coaster experiments. As a result, PyrEval supports feedback to 

students and teachers, and this feedback has been shown to lead to improved understanding of 

science concepts in students’ revised essays. This thesis reports our method to align PyrEval with 

essay rubrics, comparison of multiple semantic vector methods for use in PyrEval, in-depth 

analyses of several aspects of student writing quality and the impact on PyrEval performance, and 

finally, comparison of PyrEval with two other automated assessment methods.    

Previous work by team members compared two vector dictionary methods, meaning 

methods that compute a fixed vector for each word string, and found that a matrix factorization 

method for words and phrases yielded the best performance. My work investigates a variety of 

methods to assess whether performance can be improved. These methods include modification of 

the training corpus to be more specific to the student writing, modification of the vector space for 

the fixed word and phrase vectors, and use of contextualized vectors. 
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Chapter 1 
Introduction 

An important aspect of science writing is explanation, and science writing has been found to help 

students learn[3]. Alongside the benefits of science writing, there are high costs to teachers for 

designing the assignments, and providing ongoing feedback to students to help them revise. This 

thesis is an examination of several aspects of anM assessment tool based on NLP and other AI 

techniques applied to middle school science instruction to help students articulate and 

comprehend scientific concepts. AI is becoming more widely used in all aspects of human 

activity, including education. For education, there are aspects of AI that could be problematic, 

such as whether automated feedback might be misleading or less accurate than human feedback, 

as well as whether automated assessment could be equitable when applied to diverse groups of 

students. This thesis describes how an existing content analysis tool was customized for a web 

delivered middle school science curriculum in which students write essays, and revise them based 

on automated feedback.  Further, we compare different semantic vector methods for use in 

PyrEval to identify which perform best.  Finally, we analyze two key aspects of performance: 

what are the factors that affect the accuracy of the feedback and does it assess students fairly. 

During this project over 2000 essays were collected over a three-year deployment in Madison, WI 

public schools. 

 The thesis chapters are organized as follows. Chapter 2 discusses related work in the 

field. In Chapter 3, we discuss the datasets used in this project, detailing the sources, and the 

collection and annotation of the data. 
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Chapter 4 focuses on how PyrEval functions and its alignment with a priori rubrics. This chapter 

details how PyrEval was adapted to bridge the gap between automated essay assessment and the 

use of analytic rubrics. Here we specifically focus on two rubrics designed to evaluate middle 

school essays in which students explain their roller coaster designs, emphasizing energy concepts. 

 

 In Chapter 5, we compare different types of vector representation for PyrEval to 

determine which performs best on the ground truth dataset. Chapter 6 analyzes student writing 

and idea distinctiveness, using distributions of cosine similarities to reveal differences in the 

distinctiveness of main ideas and the clarity of students' statements. In Chapter 7, we compare 

PyrEval to another method called VerAs, which is an end-to-end neural architecture. This 

comparison evaluates the data requirements and accuracy of PyrEval relative to VerAs, providing 

insights into their respective strengths and weaknesses in automated content assessment. 

 The conclusion summarizes our contributions, including identification of PyrEval’s 

strengths and weaknesses for formative feedback on science explanations. 

 I have four publications, one as first author, that draw upon work presented in this thesis. 

My first publication, “How Well Can You Articulate that Idea? Insights from Automated 

Formative Assessment” [16], where I am the lead author, is discussed in chapter 6. My second 

publication focuses on linguistic discrimination in an automated assessment tool and is under 

review. My third publication, “VerAs: Verify then Assess STEM Lab Reports” [17], is detailed in 

chapter 7. My fourth publication examines essay quality change when revised[18].  
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Chapter 2 
Related Work 

In the area of educational technology, particularly within STEM subjects, there's a 

growing body of research focused on the development and application of automated tools 

designed to enhance formative feedback for students solving open-ended questions. Formative 

feedback, which is provided during the progression of a unit or course to aid in further learning, 

proves to be most effective when it addresses the specifics of a problem—namely the what, how, 

and why—rather than merely confirming the correctness of answers[1].  

Studies conducted by Linn and her team have explored the potential of automated 

guidance to support students, especially at the middle school level, in refining their short-answer 

responses. These investigations have explored different aspects of feedback provision: comparing 

the efficacy of automated feedback both on its own and when supplemented with insights into the 

feedback's personalized aspect[4], alone or in combination with students providing feedback on a 

sample essay[5], and alone or in paired with an interface that simulate the revision process[6].  

The common tool across these studies, the C-rater-ML[7], demonstrated a notable 

correlation (0.72 Pearson correlation) with human-assessed feedback[4], underlining its utility in 

encouraging more effective use of evidence in scientific explanations—a crucial skill given 

students' typical struggles with revising their work. The combination of automated feedback with 

clear examples of how to revise was identified as the most advantageous approach. 

Furthermore, the Concord Consortium's research[8,9,10], mainly involving high school 

students, aimed at deepening students' comprehension of uncertainty within scientific 

contexts[11]. Utilizing the C-rater-ML tool, these studies achieved Quadratic Weighted Kappa 

(QWK) scores ranging from 0.78 to 0.93 in alignment with human ratings, depending on the 

specific study. The first study found that students overwhelmingly improved their revisions given the 

automated feedback[10]. The second study compared generic argumentation feedback to student-specific 
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feedback through use of C-rater-ML, with the latter leading to greater improvements in revisions[9]. The 

third study compared feedback on argumentation writing alone or in combination with feedback on 

students’ use of the science simulations and resulting data[8]. Revisions from students in both conditions 

improved over the original responses; only those who also received feedback on the simulations improved 

their use of data. 

Distinct from the previously mentioned research on short answer responses, our 

investigation extends the application of formative feedback to science explanation essays, which 

require students to elucidate multiple concepts. There is a notable scarcity of research on 

automated feedback systems for essay revisions. Zhang et al.[12] introduced eRevise, an 

innovative tool offering rubric-based feedback aimed at enhancing students' evidence usage in 

source-based essays. Through comparative analysis, this tool emerged as particularly effective, 

owing largely to its use of word embeddings to furnish tailored feedback. Testing with middle 

school students confirmed that eRevise significantly boosted the quality of essay revisions.  

Our research employs PyrEval[2], an open-source software using word embeddings to 

evaluate essays against a rubric detailing essential ideas for student explanations[13]. Preliminary 

findings suggest that PyrEval is adept at recognizing the presence or absence of key ideas within 

essays, although its accuracy varies based on the uniqueness of the idea in question and the clarity 

of the students' writing (see chapter 5).  

Conversations with educators and learners regarding instances where PyrEval identified 

an idea as missing—despite students' belief that they had included it—indicate that even partially 

inaccurate feedback can provoke thoughtful reflection among students about their expression of 

ideas. This underscores the benefits of automated feedback, not only in directly improving 

student revisions but also in fostering deeper engagement with the material and enhancing critical 

thinking skills.  
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Chapter 3 
Creation and Use of Ground Truth Datasets  

Creating an accurate ground truth is a crucial step in the development and evaluation of 

an automatic assessment tool like PyrEval. Our methodology involved a process where 39 student 

essays were selected, and three evaluators manually annotated each essay. The focus was on 

identifying whether the students stated the main ideas specified in the curriculum, and if so, 

pinpointing the exact sentences where these articulations occurred. Through a collaborative 

process, the evaluators discussed each essay's assessment until a consensus was reached, ensuring 

a robust ground truth for subsequent validation. 

Collection and Annotation of Post-Engagement Essays 

An additional collection of 120 essays was gathered from the students following their 

engagement with PyrEval. This compilation comprised two categories: 60 original essays and 60 

revised essays. The latter was obtained after feedback was provided by PyrEval, wherein students 

were requested to revise their essays based on the PyrEval feedback. Following that, the dataset 

underwent inter-annotator agreement by a pair of evaluators.  

Creation of MidPhys Dataset 

Complementing our evaluation of PyrEval, we assembled another essential dataset, 

MidPhys, derived from assessment questions and student responses from a decade of historical 

data. This dataset serves two purposes: it is a rich source for data mining, and it provides an 

extensive corpus for fine-tuning large language models. By leveraging this dataset, we can refine 
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PyrEval's vector representation, with the aim of enhancing its accuracy in educational 

assessments of middle school physics essays. 
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Chapter 4 
Alignment of PyrEval Models to an a Priori Rubrics 

PyrEval was originally developed to be a fully automated method to assess the 

importance of ideas in short passages written to the same prompt.  In applying PyrEval to an 

existing curriculum, where students receive an essay prompt that elicits a pre-defined set of 

important ideas, spelled out in a rubric, it is necessary to adapt PyrEval so that the content model 

is aligned to the rubric.  In the adaptation of the PyrEval system addressed in this chapter, we aim 

to bridge the gap between automated essay assessment and the application of an analytic rubric. 

There are two rubrics designed for evaluating middle school essays where students explain their 

roller coaster designs with reference to energy concepts, such as the relation between potential 

and kinetic energy. 

Early in the project to apply PyrEval to the roller coaster curriculum, we had no existing 

essays from which to develop a content model.  At that time, we mined phrases from a historical 

dataset of middle school physics essays provided by our collaborators. These essays were not 

from the same curriculum, or written to the same prompt, so we mined relevant phrases that 

corresponded to the elements of the rubric[13]. In subsequent years, we could curate a content 

model created by PyrEval from high quality essays for the current curriculum. 

A PyrEval content model is called a pyramid, which is essentially a list of weighted 

Content Units (CUs). A CU consists of phrases extracted from different reference passages that 

state the same idea. Given n reference passages, a CU will contain at most n phrases stating the 

same idea, each from a different reference passage; previous work has shown that 5 reference 

passages is sufficient. Therefore, automatic creation of a pyramid will lead to the establishment of 

a range of weights for Content Units (CUs), with significant ideas assigned a weight of 5 to less 

critical ideas with weights from 4 to 1. PyrEval then utilizes this weighted pyramid model to 

assess content by uniquely matching ideas in a student's passage to the CUs. Here we aim for a 



8 

 

pyramid where there are exactly the number of weight 5 pyramids as there are ideas in the essay 

rubric. In brief, from 5 high quality essays written to a given essay prompt, we automatically 

create a pyramid, then curate it, meaning we modify it manually, to arrive at the one-to-one 

alignment of weight 5 CUs to the rubric. 

The implementation of PyrEval involves a three-stage pipeline[2] as depicted in Figure1. 

The initial stage focuses on pre-processing, where complex sentences are broken down into 

clauses using a rule-based parser, and these clauses are then transformed into semantic vectors. In 

the subsequent stage, the EDUA algorithm, a specialized set partition algorithm, is employed to 

group similar vectors from the reference passages into CUs. The final stage of the pipeline 

leverages the WMIN algorithm, a greedy maximal independent set algorithm, to match students' 

ideas to the appropriate CUs.  

 

 

 

Given that PyrEval operates on a greedy search algorithm, the sequencing of the CUs is 

critical for the final accuracy of the assessment. Changing the order of the CUs in the pyramid, 

changes the order in which WMIN tries to match student phrases to the model, and therefore 

changes the assessment.  We tested our curated pyramids on a ground truth dataset (see Chapter 3 

 

Figure1: PyrEval PipeLine 
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above) . To retain the order of CUs produced by EDUA, and then preserved in our curated 

pyramid, while still referencing the CUs by the indexing used in the rubric, we introduced a 

dictionary in the MongoDB database.  The dictionary maps the top CUs—representing the main 

ideas from the rubric—in an order that is both easy to understand and coherent to teachers and 

students. 
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Chapter 5 
Comparing Multiple Vector Methods for PyrEval 

As noted above in Chapters 1 and 3, PyrEval is an off-the-shelf tool that has a public 

GitHub repository and has been used in previous work on student essays[13]. PyrEval is highly 

modular, allowing the user to choose among different vector representations for words and 

phrases, and it has hyper-parameters that the user can experiment with to choose values that 

achieve the highest accuracy.  

Here we compare six types of vector representation for PyrEval to choose the one that 

performs best on the ground truth dataset described in the previous section. Our previous 

work[13] found that WTMF vector representation, which relies on a pretrained vector dictionary 

using a matrix factorization method, outperformed GloVe word vectors.  Early work tested 

contextualized representations, but here we aimed to evaluate the impact on WTMF of corpus 

modification and vector space adjustment or using contextualized PLM vectors on PyrEval 

accuracy. 

WTMF using the WTMF Corpus (Baseline) 

In our first experiment, we performed grid search to find the optimal values for the two 

hyperparameters for the original WTMF vector dictionary.  This dictionary is created from a 

corpus distributed with the original WTMF code, consisting of definitional sentences from three 

electronic lexicons, plus the Brown corpus[15]. It has 393,666 sentences, over 4M words, and a 

lexicon of nearly 100K words.  As discussed in our previous work[13], a lexicon extracted from 

this corpus and a fixed vector dictionary trained with WTMF is larger and of higher quality than a 
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lexicon extracted from and trained on a Gigaword subset 4.5 times the size of the WTMF corpus; 

further, the vector dictionaries trained with WTMF on these corpora perform better than using 

GloVe (Pennington et al., 2014). The first experiment performs a new a grid search on PyrEval, 

given that the parameters last optimized were based on a historical dataset[13]. Considering the 

curriculum and students have since changed, there was a need to re-evaluate the model's 

performance under different parameters to have a baseline for comparison. 

While accuracy was high, we found that certain ideas in the curriculum seemed to be less 

differentiated from one another than others, such as main idea 2 “potential energy and kinetic 

energy are inversely related” and main idea 3 “potential energy and kinetic energy add up to the 

same total energy at any point on the track”.  

WTMF Pipeline Using a Mixed Corpus as Input 

Our second experiment was motivated by the hypothesis that training WTMF on a corpus 

that included middle school physics essays might improve performance, given that middle school 

writing has many characteristics that differentiate it from the original corpus WTMF was trained 

on.  Also, we hypothesized that adding more text about middle school physics might help WTMF 

differentiate some of the curriculum ideas. We created a mixed corpus by concatenating the 

Weiwei corpus, initially used with the original WTMF pipeline, with a middle school physics 

corpus as described in chapter 3. The WTMF pipeline was run on this new corpus to generate a 

new vector dictionary, which was subsequently input into PyrEval for another grid search 

experiment. 
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Word Embedding Refinement 

The third experiment was inspired by Yu's paper, "Refining Word Embeddings for 

Sentiment Analysis". This paper introduces a methodology for refining word embeddings by 

adjusting vector representations. The objective is to bring semantically and sentimentally similar 

words closer in the vector space while distancing them from sentimentally dissimilar words. In 

our experiment, we deviated from the original sentiment-based ranking to employ a different 

ranking mechanism. 

We employed Term Frequency-Inverse Document Frequency (TF-IDF) as our ranking 

criterion for the lexicon. The decision was based on two primary attributes: 

● The degree to which a word is characteristic of the physics domain of interest. 

● The specificity or distinctiveness of the word within that domain. 

  

For example, terms like "energy," "potential," "kinetic," and "mass" are highly characteristic of 

the physics domain and would thus receive high ranks based on the first criterion. However, when 

it comes to specificity, "potential" and "kinetic" would receive higher ranks than "mass" or 

"energy." 

  

By calculating the TF-IDF scores, we were able to automatically simulate the two criteria 

for all words in the middle school physics corpus, treating each sentence as a document. A high 

TF-IDF score in our ranking system indicates that a word is more distinctive. 
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After that, the refined word embeddings were incorporated into PyrEval, followed by the 

execution of an additional grid search. This step aimed to assess the impact of the newly adjusted 

embeddings on the model's performance. 

Contextualized Embeddings 

Our fourth through sixth experiments marked a shift in our methodology by integrating 

BERT (Bidirectional Encoder Representations from Transformers) into PyrEval and using max 

pooling for generating vector representations. This approach was divided into three distinct parts: 

employing the original BERT model, fine-tuning BERT on the Middle School Physics corpus, 

and a novel experiment where BERT's output was concatenated with that of the WTMF 

dictionary. This approach was designed to explore the efficacy of contextualized embeddings in 

enhancing the representational accuracy of the students’ essays and pyramid segments within 

PyrEval. The final results are summarized in Table1 below. 

 

 

Experiment Number Edge Threshold Top K SCUs Accuracy 
WTMF Using WeiWei’s 

corpus (Baseline) 
 

0.55 
 

3 
 

0.79 
WTMF Pipeline Using a 
Mixed Corpus as Input 

 
-0.1 

 
3 

 
0.68 

 
Word Embedding Refinement 

 
-0.1 

 
3 

 
0.71 

 
BERT 

0.85  
3 

0.75 

 
BERT Fine-tuned 

 
0.83 

 
3 

 
0.75 

Table1: Comparison of Six Semantic Vector Methods 
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PyrEval Performance on Ground Truth 

As shown in the preceding section, for our current project assessing middle school 

students’ essays on the physics of roller coasters, we found that the original WTMF vector 

dictionary trained on the definitional corpus provided by the developers of WTMF[14]  

performed best on our ground truth data.  In this section, we analyze PyrEval accuracy in the 

feedback provided to students. The feedback is in the form of a checklist for each of six main 

ideas that the essay prompt is designed to elicit. Here, both positive accuracy (sensitivity; the idea 

is present) and negative accuracy (specificity; the idea is not present) are important.  

 

In assessing PyrEval's performance, we employed a nuanced approach by measuring 

positive accuracy (sensitivity)—instances where PyrEval correctly identified the expression of 

main ideas in a student’s essay—and negative accuracy (specificity), which measures PyrEval's 

ability to recognize accurately when a main idea was not stated as shown in Table2. Additionally, 

we calculated the tool's overall accuracy in evaluating student essays. This comprehensive 

accuracy assessment allowed us to understand PyrEval's efficacy in not only recognizing the 

presence of main ideas but also its sensitivity to their absence. Both are important for providing 

students with accurate feedback for how to improve in a revised version of their essay. 

 

Dataset Positive Accuracy Negative Accuracy Total Accuracy 

39 Ground Truth Essays 80.64% 76.56% 79.05% 

60 Original Essays 73.73% 77.14% 74.72% 

60 Revised Essays 77% 55.32% 74.17% 
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20 O+R Essays 75.53% 70.39% 74.44% 

All Essays Combined 76.88% 70.05% 75.47% 

Accuracy by Main Idea 

Beyond the positive, negative, and overall classification of accuracy, we explored a more 

detailed analysis by examining PyrEval's performance relative to each main idea within the 

curriculum that the essay prompt reminds students to include, as you can see in Table3. Our 

findings suggest that PyrEval's accuracy is influenced by the distinctiveness of an idea compared 

to others within the curriculum, and whether it is a definitional idea or not. Main ideas that were 

more unique and well-defined were easier for PyrEval to detect and evaluate correctly. 

 

Dataset Main 
Idea 1 

Main 
Idea 2 

Main 
Idea 3 

Main 
Idea 4 

Main 
Idea 5 

Main 
Idea 6 

39 Ground Truth Essays 76.92% 82.05% 69.23% 89.74% 71.79% 84.62% 

60 Original Essays 63.33% 56.66% 66.66% 91.66% 86.66% 83.33% 

60 Revised Essays 63.33% 61.66% 76.66% 86.66% 86.66% 70% 

20 O+R Essays 63.33% 59.16% 71.66% 89.16% 86.66% 76.66% 

All Essays Combined 66.66% 64.77% 71.06% 89.3% 83.01% 78.61% 

 

Table2: PyrEval positive, negative and total accuracies (as percentages) 

 

Table3: Accuracy on Main Ideas (as percentages) 
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The distinctiveness of the main ideas plays a crucial role in determining its accuracy in 

PyrEval. When a main idea is distinctive and definitive, such as the law of conservation, PyrEval 

tends to exhibit higher accuracy in its assessments. This is because such concepts have a well-

established, narrow range of acceptable explanations, making it easier for PyrEval to accurately 

evaluate a student's comprehension. On the other hand, concepts that are more open to 

interpretation or can be expressed in a variety of ways, like the relationship between potential and 

kinetic energy, often result in lower accuracy scores. Therefore, the distinctiveness of the main 

ideas can significantly impact the accuracy of PyrEval.
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Chapter 6 
Analysis of Student Writing and Idea Distinctiveness 

In this chapter, we examine a second important factor, one that we later relate to the 

opportunity for students to reflect on their expressive skills: student writing clarity. 

On the one hand, clarity of student writing is fairly obvious to adult readers, as illustrated 

in the sample essay shown in Figure2. Given its punctuation, the essay is processed as having ten 

sentences. Sentences 1-4 and 6 are not full sentences, and 5 merely states the purpose of the 

essay. The final sentences are much more complete, and fairly clear. (It seems possible that the 

student mixed up material across sentences 7 through 9, perhaps through faulty cut-and-paste 

steps.) On the other hand, clarity of writing results from many factors, some of which would be 

difficult to measure. Instead of attempting to directly measure writing clarity, we assess 

differences across student essays using cosine similarity of student phrases to main ideas as a 

probe. 
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For further data analysis in this chapter, we randomly chose 117 essays out of 159, using 

the remaining 42 essays to verify the consistency of our findings. We categorized the essays into 

three groups based on the number of PyrEval errors: those with one or fewer errors (58 essays; 

High Accuracy), those with two errors (45 essays; Medium Accuracy), and those with more than 

two errors (14 essays; Low Accuracy). After that, the cosine similarity of vectors of student 

clauses and vectors of main idea clauses in the pyramid content units are calculated. 

 

 

 

Figure2: A student essay with very mixed writing quality 

Figure3:  Clauses with low versus high clarity, and main ideas they are similar to 

 
 
 
 
 
 
 



 
 

 

19 

The examples in Figure3 illustrate the same point about the impact on accuracy if a 

clause has above threshold similarity to more than one main idea. The top of the figure shows two 

phrases that are poorly written, and that have cosine similarities above t for multiple ideas. The 

lower half of the figure shows two well-articulated statements, where each is above threshold 

similarity to exactly one main idea, and also where the cosine similarity is much higher than 0.50. 

 

 
A notable observation emerges when comparing essays with perfect accuracy and shorter 

length (100% accuracy, average length ~350 words) against those with lower accuracy and longer 

length (50% accuracy, length > 500 words) as depicted in Figure4, Figure5 and Figure6. The 

accurate essay (darker bars) has a lower count of clauses overall, but more importantly, very few 

that have a cosine similarity of 0.70 and above. In contrast, the inaccurate essay has about ten 

times as many at that cosine similarity and above, which increases the chances that the node 

selected by the MIS algorithm as a clause matching a main idea would not be one that a human 

would select. 
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Figure4: Cosine Similarity distribution of clauses in the full assessment hypergraph for an accurate short 
essay, and long inaccurate essay, example1  
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Figure5:  Cosine similarity distributions of clauses in the full assessment hypergraph for an accurate short 
essay, and a long inaccurate essay, example 2 

 
 
 

 
 

Figure6:  Cosine similarity distributions of clauses in the full assessment hypergraph for an accurate short 
essay, and a long inaccurate essay, example 3 
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When analyzing essays based on the accuracy of content units, as shown in Figure7, 

Figure8 and Figure9, several trends become apparent. The cosine similarities in accurate CUs 

display a stair-step-like progression, while in inaccurate CUs, high cosine values drop more 

dramatically in frequency. By the shape of its plot, it is evident that the content unit related to the 

law of conservation presents a unique case, setting it apart from other content units and marking 

it an outlier. 

 
 

Figure7:  Main Idea 1 (not accurate) vs Main Idea 4 (accurate) 
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Figure8:  Main Idea 3 (not accurate) vs Main Idea 5 (accurate) 

 

Figure9:  Main Idea 1 (not accurate) vs Main Idea 6 (accurate) 
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When considering PyrEval accuracy, we examined sets of essays that had high overall 

accuracy versus low accuracy by comparing the cosine similarities of phrases from the accurate 

essays across all main ideas to a given main idea with the cosine similarities of phrases from the 

inaccurate essay to the same main idea. The distributions were clearly different for the high 

versus low accuracy sets of essays, and also were different depending on the main idea. For a 

given main idea, accurate essays generally show phrases that have very high cosine similarity 

values above 0.7, meaning a longer right tail, and fewer phrases that have moderate cosine 

similarity values, meaning between 0.5 and 0.7. This pattern is illustrated in Figure12 and 

Figure13 below, for main ideas 1 and 3, for the accurate essays. In contrast, the same figures 

show that the inaccurate essays display flatter distribution without a long right tail. 

Given the way WMIN arrives at a final assessment, these figures suggest how the 

different distributions of cosine similarities lead to high versus low accuracy. For each main idea, 

WMIN tries to select an essay from a student phrase that has the highest cosine similarity to the 

corresponding content unit, while also assigning the highest overall sum of CU weights. If there 

are only a very few phrases that have a very high cosine similarity to a given main idea, WMIN is 

more likely to select the correct one. This is the pattern we observe for the accurate essays, for 

main ideas 1 and 3 (see Figure12 and Figure13). However, if there are many phrases that have a 

moderate cosine similarity to a given main idea, WMIN is less likely to select a correctly 

matching phrase. This is the pattern we observe in the same figures, for the inaccurate essays. 

Furthermore, in another type of plot we noticed a difference between high versus low 

accuracy essays that illustrates a different kind of WMIN error. Accuracy can be broken down 

into positive accuracy (sensitivity) and negative accuracy (specificity). The next set of plots are 
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cosine similarity distributions for essays that had high versus low negative accuracy 

plots. It appears that for some main ideas (etc. MI1 and MI3), as you can see in Figure10 

and Figure11, there are higher cosine similarity values for the inaccurate ones than the 

accurate ones, making it very likely PyrEval will select these high-cosine similarity 

segments, even when they do not correspond to the main idea in question. 

 

 

 

 

Figure10:  Negatively accurate vs negatively not accurate on main idea 3 

 

Figure11:  Negatively accurate vs negatively not accurate on main idea 1 
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Figure12:  Overall accurate vs overall not accurate on main idea 1 

 

Figure13:  Overall accurate vs overall not accurate on main idea 3 
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 In this part, we categorized the essays based on overall essay accuracy (high 

accuracy>0.8, 0.6<mid accuracy ≤0.7, low accuracy≤0.6), depicted in Figure14, Figure15 and 

Figure16, to differentiate them in cosine similarity distribution plots based on each main idea. 

Interestingly, mid and high accuracy essays demonstrate similar patterns for lower cosine 

similarity values (below 0.7). In addition, almost no cosine similarity values QA from the low 

accuracy essays is observed beyond 0.8 on the plots. 

Essays with high accuracy feature most of the very high cosine similarity values (above 0.7) with 

a more curve-like distribution. In contrast, low accuracy essays exhibit a flatter distribution of 

cosine values, indicating a lack of clarity in the students’ writing. 

 

 

 

 

 

Figure14:  Distribution of cosine similarities in high, mid and low accuracy essays on main idea 1 
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Figure15:  Distribution of cosine similarities in high, mid and low accuracy essays on main idea 4 

 

Figure16:  Distribution of cosine similarities in high, mid and low accuracy essays on main idea 6 
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In general, plots of the cosine similarity distributions of student clauses to 

main ideas have a pattern where the high accuracy essays have distributions that 

extend to relatively higher cosine values of 0.70 and above but with low counts. 

For the lower range of cosine similarities values between 0.50 and 0.70, there are 

typically many clauses. In contrast, the distribution of cosine similarities to main 

idea 4, the law of conservation of energy, is quite distinctive. 
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Chapter 7 
Comparison of PyrEval with Alternative Methods  

 In this chapter, we compare PyrEval to an alternative method called VerAs, which 

employs an end-to-end neural architecture. This analysis highlights the differences in data 

requirements and overall accuracy, providing insights into the strengths and limitations of each 

approach in automated content assessment. 

 

VerAs 

 VerAs is an end-to-end neural architecture that has separate verifier and assessment 

modules, inspired by approaches to Open Domain Question Answering (OpenQA). VerAs first 

verifies whether a report contains any content relevant to a given rubric dimension, and if so, 

assesses the relevant sentences. VerAs was developed to apply multi-dimension analytic rubrics 

to physics lab reports from an introductory inquiry-based undergraduate course.  As shown in 

Figure17, VerAs has two modules, a Verifier module to process the rubric dimension, analogous 

to a query in OpenQA, and a Grader module to determine the assessment result. The Verifier 

decides whether the report has a non-zero score, and if so, selects the top k sentences to pass to 

the Grader, where ordinal log loss is used to determine what grade on a 6-point scale to assign.  

My contribution was to test the Verifier module on the middle school essays. 

We conduct experiments on data for two middle school essay assignments, along with analytic 

rubrics for formative feedback, and where each rubric has a different number of dimensions (six 

for essay 1; eight for essay 2).  
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Each essay rubric dimension is an explanatory statement of one of the main ideas in the 

curriculum. These can be more general, such as how potential and kinetic energy in a roller 

coaster are related to one another, or more specific, such as an explanation of the law of 

conservation of energy. Instead of assessing each dimension on a scale, the essay feedback 

indicates only whether the student included a clear statement of one of the main ideas. As a result, 

the VerAs grader module plays no role.  

Only 159 of the essays have reliable manual labels indicating the presence of main ideas 

(Cohen’s kappa = 0.77) (essay 1 test is entirely manual labels). The remaining labels are from 

PyrEval whose accuracies on the two essays are 0.76 and 0.80, respectively, as you can see in 

Table4. Thus, VerAs is trained on noisy data. For essay 2, there are reliable manual labels on 56 

essays, corresponding to the essay 2 test set. FiD-KD is the OpenQA system that most directly 

inspires VerAs and is used as a baseline. 

 

Figure17:  VerAs: Using a dual encoder, the verifier assesses each report sentence (Si) and rubric dimension 
(Dm) to forward the top k sentences to the grader, trained with weighted binary cross-entropy loss on whether 
the report receives a non-zero score. 
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VerAs, similar to PyrEval, performs well on an analytic rubric for middle school physics essays. 

While PyrEval can create content models from as few as 4 or 5 reference passages, and requires 

no training data, VerAs requires a good amount of reliable training data which may be difficult to 

collect. 

 

 

 

Table4:  Accuracy on Main Ideas (as percentages) 
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Chapter 8 
Conclusion 

In this study, I examined various aspects of PyrEval, an off the shelf automated 

assessment tool, and the factors that affect the accuracy of it. In addition to that, this thesis 

focused on the comparative performance of PyrEval and VerAs. Our findings highlight several 

key insights into how these tools function and the variables that influence their effectiveness. 

 

Factors Influencing Accuracy: 

1- Curriculum Ideas and Distinctiveness: The accuracy of our automated assessment 

tool is influenced by the distinctiveness of curriculum ideas. Curriculum ideas 

with clear and unique characteristics are easier for the tool to identify and assess 

accurately. Conversely, less distinctive ideas can lead to ambiguities, reducing 

the tool's accuracy. 

2- Clarity of Student Articulation: The way students articulate their ideas also 

impacts the accuracy of the assessment. Clear and well-structured statements are 

more likely to be accurately assessed by the tool. In contrast, vague or poorly 

articulated statements pose a challenge, potentially leading to inaccurate 

assessments. 

 

In another part of this thesis, I examined that PyrEval has demonstrated an advantage in 

its robustness to non-standard writing features. It does not penalize essays for unconventional 

writing styles, allowing it to assess content without being affected by linguistic variations. This 
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flexibility makes PyrEval particularly useful in diverse educational settings where students may 

express their ideas in non-traditional ways. 

 

In comparing PyrEval with VerAs, another assessment method, we concluded that VerAs 

requires extensive training data to achieve the same high accuracy as PyrEval. Unlike PyrEval, 

VerAs relies heavily on large datasets to train its models, which can be a limitation in contexts 

where such data is not readily available. 
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