A COMPREHENSIVE APPROACH TO DESIGN
NETWORK-ON-CHIP ARCHITECTURES FOR SOC/MULTICORE
SYSTEMS

A Thesis in
Computer Science and Engineering
by
Jongman Kim

© 2007 Jongman Kim

Submitted in Partial Fulfillment
of the Requirements
for the Degree of

Doctor of Philosophy

May 2007
The thesis of Jongman Kim was reviewed and approved* by the following:

Chita R. Das  
Professor of Computer Science and Engineering  
Thesis Advisor, Chair of Committee  

Padma Raghavan  
Professor of Computer Science and Engineering  

Vijaykrishnan Narayanan  
Associate Professor of Computer Science and Engineering  
Graduate Officer  

W. Kenneth Jenkins  
Professor of Electrical Engineering  
Department Head  

Raj Acharya  
Professor of Computer Science and Engineering  
Department Head  

*Signatures are on file in the Graduate School.
Abstract

With the advent of deep sub-micron technology, System-on-Chip (SOC) architectures are becoming possible for a range of applications. However, as single chip systems become a reality, ingenious solutions are needed for many arising architectural issues. One such issue is the design of an on-chip interconnect to facilitate communications among different IP blocks. The integration of multiple cores on a single die has signaled the beginning of a communication-centric design philosophy rather than a computationally centered one. Further, the introduction of nanoscale technology has emphasized the importance of a communication-conscious design where global wiring delays do not scale down as fast as gate delays in newer technologies. Therefore, on-chip interconnections are expected to be a major hurdle in the design of embedded SoC architectures and high-performance multicore architectures alike. While there is a large body of literature on traditional multiprocessor architectures, the design and analysis of an on-chip communication infrastructure is inherently more complex because of its resource constraints, floor planning, and technology scaling artifacts. Consequently, to resolve the growing concerns of on-chip communication behavior, new architectural and technological solutions are being vigorously investigated. Among the architectural trends, use of on-chip packet-based communication networks, known as Networks-on-Chip (NoC), have been gaining wide acceptance due to their scalability. These NoCs have been deployed in current commercialized products, including a recently announced 80-core TERAFLIP processor [1]. While NoC research has made significant progress, there is still the lack of a generic design methodology which encompasses issues in performance, scalability, power, and reliability in a cohesive fashion.

This research consists of five parts. First, the design and analysis of NoC microarchitectures has been explored, where a comprehensive platform for evaluating the performance and energy consumption behavior has been developed. This frame-
This research helps to further understand the role of NoC design as an integral part of the future SoC/multicore architectures by investigating and developing new micro-architectural solutions. This thesis is useful for making experimental and theoretical advances in understanding the interplay between performance, energy, and reliability in deep-submicron designs, providing development of comprehensive design analysis models/tools.
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Chapter 1

Introduction

Design and analysis of System-on-Chip (SoC) architectures, incorporating hundreds of functional units to solve real-world problems, is an emerging and exciting research field. Based on the International Technology Roadmap for Semiconductors (ITRS) [2], by the end of the decade, SoCs using 45/32nm technology will dominate the future semiconductor products [3] because they will have hundreds of cores, consisting of billions of transistors, and be able to incorporate multiple technologies.

A fundamental issue in the design of multicore and System-on-Chip (SoC) architectures with numerous homogeneous and heterogeneous functional blocks is the design of the on-chip communication fabric [4, 5, 6]. It is projected that on-chip interconnects will be the prominent bottleneck in terms of performance, energy consumption, and reliability, as technology scales down further into nanoscale regime [2]. This is primarily because the scaling of wires increases resistance, wiring delays, and energy consumption, while tighter spacing affects signal integrity and, as a result, reliability [7, 8]. Therefore, design of scalable, high performance, reliable, and energy efficient on-chip interconnects is crucial to the success of the multicore/SoC design paradigm, and has become a recent research thrust.

Although interconnection network design has matured over the years with respect to multiprocessor architectures, [9, 10, 11, 12, 13, 14, 15], connecting functional or Intellectual Property (IP) blocks/cores in the same die presents a distinct set of problems that needs ingenious solutions. The first problem is in designing a high bandwidth network with a limited silicon budget. In fact, these are conflicting
requirements since the increased number of IP blocks reduces the available real estate for the network, and puts constraints on the available high performance design choices. This issue leads to further complexity in that an on-chip network cannot be designed in isolation; rather co-design of the complete system is essential for best possible results. Second, on-chip interconnects will be vulnerable to several types of errors such as process variation, crosstalk, electromagnetic interference (EMI), and radiation induced soft errors [5, 16]. These effects are the artifacts of deep sub-micron technology, and thus, reliable communication will be another important issue in terms of design and verification. Third, given that on-chip communication consumes a significant portion of the chip's power budget (about 40%) [17, 18], designing energy-efficient multicores/SoCs becomes a critical challenge. Low-power techniques should become one of the fundamental components of the design philosophy. Satisfying these requirements needs a design space exploration involving three parameters—performance, reliability and energy efficiency.

Researchers have examined area-constrained design alternates [19, 20], power-efficient and thermal-aware systems [21, 22, 23] and fault-tolerant mechanisms [24, 25, 26, 27, 28, 29, 30]. However, to my knowledge, none of the past research has taken a comprehensive approach encompassing the interplay of the above system-level requirements in the nanoscale regime. Moreover, how the NoCs can benefit from emerging technologies such as 3D chip design is not yet clear. The design of NoCs is thus believed to be in its infancy.

This research aims at developing a comprehensive framework for designing high-performance, reliable, energy-efficient, on-chip, networks considering a multi-dimensional design space and technology constraints. The primary intellectual foci of this research is the investigation into different design tradeoffs in the context of the three evaluation parameters discussed above. Previous work has primarily focused on the design of the interconnect in isolation, whereas in this research, a comprehensive approach is taken to develop a framework which incorporates the entire SoC/multicore system. This is done through theoretical analysis, detailed simulation, and experimental validations at the VLSI design level.

This research consists of five parts. The first part starts with the building a general architectural design and simulation testbed along with associated system structures, performance and power models. This includes the development of a
micro-architectural framework to drive the subsequent research with a comprehensive platform to understand the interplay between applications, system architecture and on-chip interconnects. The framework has been used for exploring the NoC design space for high and predictable performance, and has served as a platform for validating various optimizations that have been proposed. We used the workload characteristics of several potential applications. The applications include synthetic scientific [9], self-similar web traffic [31], multimedia [32, 33], and a cache simulation environment running real commercial and scientific benchmarks. In addition, such designs have been implemented in structural Register-Transfer Level (RTL) Verilog and then synthesized in Synopsys Design Compiler using TSMC cell library.

In the second part of this thesis, we proposed a low-latency router architecture, so-called, a Path-Sensitive Design, suitable for on-chip networks which utilizes an adaptive routing algorithm. The architecture uses a novel path selection scheme resulting in a 2-stage switching operation with a decomposed crossbar switch. We showed that under non-uniform traffic this Path-Sensitive Architecture reduces the overall network latency by a significant factor. Due to the low latency of the Path-Sensitive Architecture, congestion information about each router’s neighboring routers is swiftly updated, resulting in almost real-time updates.

Next, we developed an analytical model in performance, energy and reliability for evaluating the entire NoC system. While researchers have examined the area-constraint design alternatives, energy models or fault-tolerance issues individually, a systematic design methodology encompassing the interplay of performance, fault-tolerance and energy constraints is yet to evolve. Such a design methodology is impeded in part due to the lack of efficient techniques to quickly explore alternatives from a large design space. Towards this end, we proposed a queuing-theory-based tool quantifying the performance and energy behavior of on-chip networks. Although wormhole switched, traditional off-chip networks have been analyzed extensively in the literature, analytical models for NoCs considering detailed architectural artifacts are almost nonexistent. In addition, this model is different from that he computes the average delay due to path contention, virtual channel and crossbar switch arbitration using a queuing theory approach, which can capture the blocking phenomena of wormhole switching quite accurately.

As the forth part of this research, we integrated the performance, energy
and reliability models to develop a design paradigm that provided a comprehensive framework for exploring high-performance, fault-tolerant, and energy-efficient SoC/multicore NoC architectures. We explored various types of router faults in the SoC/NoC design space, and developed suitable fault-tolerant mechanisms to combat several types of hard faults in permanent errors. With these, towards the goal of designing low-latency, energy-efficient and reliable on-chip communication networks, we proposed a novel fine-grained modular router architecture. The proposed architecture employs decoupled parallel arbiter and uses smaller crossbars for row and column connections to reduce output port contention probabilities as compared to existing designs. Furthermore, the router employs a new switch allocation technique known as ”Mirroring Effect” to reduce arbitration depth and increase concurrency. In addition, the modular design permits graceful degradation of the network in the event of permanent faults and also helps to reduce the dynamic power consumption. Furthermore, we proposed a combined measure, PEF (Performance, Energy consumption, and Fault-tolerance = (Latency*Energy)/(Completion Probability)). Evaluation using the combined metric indicates that the proposed architecture provides 35-50% overall improvement compared to existing router architectures.

3D technology is envisioned to provide a performance-rich, area- and energy-efficient, and temperature-aware design space for multicore/SoC architectures. In this context, the on-chip interconnect in a 3D setting will play a crucial role in optimizing the performance, area, energy and thermal behaviors. In the last part of this research, we have explored several design options for 3D NoCs, specifically focusing on the inter-strata communication. Three possible designs that include a simple bus for the vertical connection, a symmetric 3D hop-by-hop topology, and a true 3D crossbar architecture are investigated. The proposed 3D architecture, called the 3D DimDe router, supports two vertical interconnects to achieve a balance between the path diversity and high bandwidth offered by a full 3D crossbar and the simplicity of a bus. We have investigated the detailed microarchitectural implications of the design, which include the feasibility of the inter-strata vertical wire layout, arbitration mechanism, and virtual channel support for providing deadlock-free routing.

This research could be of great value to computer architects in the near fu-
ture. The upcoming designs which use SoC/multicore architectures will need high performance and energy-efficient on-chip networks, which must provide seamless and trouble-free operation throughout the chip’s life. By applying a combination of several techniques explored in this research, it will possible to design an NoC architecture satisfying the critical objective functions.

The thesis is organized as follows. Chapter 2 discusses the challenges of SoC architectures based on a general purpose multicore system with a communication-centric approach. Prior work and design issues related to NoC architecture is represented in Chapter 3. This is followed by the path-sensitive design in Chapters 4. Chapter 5 is dedicated to building up an analytical model for performance, power and reliability with a queuing-theory-based technique. Then, a fine grained modular design and a 3-D architecture are described in Chapters 6 and 7, respectively. Finally, the thesis is summarized in chapter 8 along with future research directions.
Chapter 2

Design Challenges of System-on-Chip (SoC) Architecture

SoCs/multicores have begun to be used in an increasingly diverse set of applications such as supercomputers, portable multimedia products, smart homes, health and medical instruments, intelligent buildings, mobile computing environments, and automobiles. This chapter is devoted to introducing a generic architecture model for System-on-Chip (SoC) designs.

The semiconductor industry predicts that, while manufacturing complex integrated circuits will be feasible at least down to 45 nm technology scale, the cost of developing and implementing a comprehensive design will be spectacularly high [2]. Trying to overcoming the problems of design complexity and the ever increasing time-to-market (TTM) has led to the introduction of the SoC design concept. One of the most important issues in SoC applications is design and verification efficiency. SoC designs should be able to provide integrated solutions for increasing circuit complexity at the optimum production cost, while reducing the TTM. Moving from the ASIC design flow to the SoC design methodology should be more structured at a higher level of abstraction, and should emphasize design and system level reuse, and construction of sub-systems through the integration of functional blocks.

Further, for developing an economically feasible SoC design flow, platform
based design (PBD) [34] methodologies have been proposed to integrate intellectual property (IP) blocks, the reuse of IP cores, a hardware/software co-design methodology, a compatible organization, and a standard interface. Platform-based design is based on flexible design templates that provide an efficient methodology for SoC/multicore processor design. These templates can be extended and adapted to a diverse set of applications by reconfiguring, revising or programming some components. Other methodologies are already being promoted for industry-wide use by organizations such as the SPIRIT (Structure for Packaging, Integrating and Re-using IP within Tool-flows) [35] Consortium. The main characteristics of these design strategies are their modularity, flexibility, and scalability for the applications in which they are used. Thus, they can bring forth plug-and-play style design environments using pre-designed blocks. This approach is appealing in both development and manufacturing domains in terms of performance, functionality and product-volume constraints.

2.1 SoC Development and Tiled Architecture

In this section, I present a brief description on a generic architecture with a tile based design template. The architecture contains arrays of processing tiles [4, 17, 36], where the processes of an application can be mapped onto the tiles for efficient execution. Each tile, organized in a rectangular geometry, can be composed of a processing element (PE), its local cache, a controller and an interfacing logic. Each PE can be an independent processor core. DSP, FPGA, ADC, ASIC, GPU or a memory block can be used either as a homogeneous or a heterogeneous module as shown in Figure 2.1.

This design template can support efficient design flow and reconfiguration by incorporating a variety of functional blocks, and structured/hierarchical partitionings of the blocks using on-chip communication infrastructures.

Consequently, embedded SoC and multicore architecture design methodologies are observed from three aspects: System Architecture, Modularization and Design Reuse, and Communication Infrastructure.

**System Architecture**: Depending on the applications, the whole system is configured and partitioned into a number of features. For each tile, several character-
istics such as the type of the PE and IP functional blocks, memory configurations, and I/O controls, should be determined beforehand. Further, understanding the capabilities of the selected IPs and the environment in which they will be used becomes important when deciding on a decoupled interconnect architecture, because they constrain the design space and the level at which abstractions can be made. The method of composition or assembly of the basic modules or IP blocks to construct this tile-based architecture impacts not only the design complexity and verification, but flexibility and scalability. The method chosen must be capable of extending an SoC design to the next level of abstraction by fast configuration and verification of re-usable sub-components. Task-processor mapping policies/algorithms and floor planning have a co-relation with the geometry and topological issues as well.

In addition, in a general purpose multicore system, if the system can be reconfigured in several ways, the system has more flexibility and improved performance by the distribution of computation among available PEs. For example, the TRIPS [36] system has a mechanism that the processing core and on-chip memory are allowed to be reconfigured and combined in diverse modes for instruction, data, and thread-level parallelism, all of which helps in enhancing the overall performance. The system can be adapted from simple control blocks to a fully distributed parallel machine.

On the other hand, recent embedded applications necessitate high performance processors integrating fast and low-power caches. As a consequence, new design
techniques for the on-chip memory hierarchy has been pursued. Utilizing the memory subsystem and data relocation, the NUCA (Non-Uniform Cache Architecture) caches [37, 38, 39] have been proposed to overcome the bottlenecks resulting from growing wire delays in multicore architectures. NUCA caches are large L2 caches, organized in sub-banks. Each sub-bank can be accessed independently, with an access time depending on its physical distance from the cache controller. Flexible placement with fine-grained reusable cache banks is led by design modularization and an on-chip communication infrastructure.

**Modularization and Design Reuse:** This is based on a hierarchical approach, which proceeds by partitioning a system into modules and requires compatibility and consistency. Proper system partitioning allows independence between the design of different modules. The decomposition is generally guided by structuring rules aimed at hiding local design decisions in such a way that only the interface of each module is visible. This kind of methodology is also called “a modular design”, and it consists of sound design rules in terms of timing constraints, hierarchical design, and floor-planning. The overall modular approach optimizes the insertion of reusable components and stand-alone design within the circuit.

Design for reuse concerns all additional activities that have to be performed to generate an easy-to-use and flexible module. By adapting an IP and system level reuse methodology, the whole system can be seen as a set of blocks designed with different methodologies and for different purposes. A diverse set of components and modules can be ported and reused from previous designs, depending on the application specification.

**Communication Infrastructure:** If chip designers and system architects can effectively build an on-chip communication infrastructure for connecting many discrete building blocks it would enable plug-and-play IP reuse and would scale with new generations of process technology. The modular design approach and component reuse methodology show the need to address the complex requirements in SoCs. Therefore, the design of the SoC communication infrastructure, also called the on-chip network, facilitates the development and employment of reusable system components. Since wire delays for crossing the die has started to reach tens of clock cycles, a network module, using multiple packets and high-speed links, is becoming a viable solution. This structured communication infrastructure yields
reduced die size and costs with higher wire efficiency. The components of an on-chip network, such as the switching fabric, link circuitry, buffer and control logic, and the interface, which are designed to be compatible with heterogeneous and homogeneous Processing Elements (PEs), should be interoperable and reusable.

2.2 Network-Driven Computing: The Path from SoC to NoC

As a result of the increasing degree of integration on a silicon die, the SoC design paradigm is seen as a way to design communication architectures for varying an exceedingly high number of pre-designed, computational, and storage blocks. This communication-centric SoC is a new design paradigm, which is suitable for many applications; more thread level parallelism (TLP) with less focus on instruction level parallelism (ILP) and light weight parallel processing agents.

2.2.1 Interconnects Dominate

With the growing complexity of System-on-Chip (SoC) architectures, the on-chip interconnects are becoming a critical bottleneck in meeting the performance and power consumption budgets of the chip design. The ICCAD 2004 Keynote Speaker[40] emphasized the need for an interconnect centric design by illustrating that in a 65nm chip, up to 77% of the delay will be due to interconnects.

As the transmission line size shrinks and the number of connected IP blocks increases the corresponding capacitances and resistances of wires increases. This negatively impacts the propagation delay, the achievable clock cycle, and may result in ad hoc interconnections that could suffer from poor utilization because of expensive wiring tracks of higher metal layers. This can also lead to superfluous silicon budget consumption with redundant link circuitry, more power dissipation and less controllable performance. Figure 2.2 shows the occupancy of the interconnect at each layer in a chip’s cross section, where an upper layer takes double the space of a lower layer. In addition to serious performance bottlenecks, on-chip interconnect architectures can take up to 50% of the silicon budget as well [41]. In
the forthcoming technologies, ad hoc wire routing in global interconnects will be replaced by packet-based switching with self-synchronous IPs that communicate with one another through a network-centric architecture. These interconnection networks will address the following issues.

**Global Wire Scaling Problem:** One of the major problems associated with ultra-deep submicron processes arises from non-scalable global wire delays. Global wires carry signals across a chip, but these wires typically do not scale in length as technology scales. Though gate delays scale down with technology, global wiring delays typically increase exponentially, or at best linearly, by inserting repeaters. Even after repeater insertion, the delay may exceed the limit of one clock cycle. It is estimated that non-repeated wires with practical constraints result in delays of about 20 clock cycles across the chip in the 45 nm technology node, as shown in Figure 2.3.

**Predictability:** The capability to make early decisions based on the expected performance of the final implementation is very important in a communication design to avoid time-consuming design iterations. The shift towards deep-submicron integration makes this aspect even more critical, where the propagation delay varies with physical parameters and electrical properties. Furthermore, the increasing ratio of the delay of long wires with respect to gate delay and the dependence of the propagation delay make it increasingly hard to have the desired...
Figure 2.3. Delay for Metal 1 and Global Wiring vs Feature Size [2]

system functionality.

Thus, a chip-wide communication-centric approach should facilitate the design of scalable and energy-efficient SoC architectures, which is not limited by design size or number of cores. The trend toward fine grain parallelism also increases the demand on the underlying SoC communication infrastructure.

A communication-centric approach has been introduced to overcome key problems in the integration of multiple homogeneous/heterogeneous IP blocks in complex SoCs. This strategy also allows for the processing elements and its network interface controller (NIC) to be able to be decoupled from the communication fabric. Consequently, Network-on-chip (NoC) architectures are expected to be crucial for implementing complex and function-rich chips in platform based design. As chip complexity continues to increase, a systematic approach is required to effectively transport and manage on-chip traffic, optimize wire utilization, and allow designs to scale down in size, decreasing complexity and component reuse without compromising performance, power consumption, and reliability.
2.3 Architectural Framework

Most recent research has focused on switch-based direct and indirect networks. A generic framework for the NoC architectures explored in this work is shown in Figure 2.4 (a) and is characterized by the number of processing elements (PEs) in the array, the bandwidth of the links between the routing nodes, the topology of the network, and the mechanism for packet forwarding. Each PE is attached to a router/switch that is used for communicating with the other PEs. The routers are connected in a regular pattern (using metal interconnects in the on-chip network), defining the network topology. Figure 2.4 (a) depicts a 2D mesh, which is most commonly used in recent studies. Communication between the PEs occurs by exchanging packets of information that traverse through the routing nodes and the links. Each packet, in turn, is composed of several flits. The packet forwarding mechanism determines how data moves in the network. In general, wormhole switching [4] and store-and-forward/packet switching techniques are considered for packet forwarding in the network. In the latter approach all the flits of a packet reach a routing node before they are forwarded to the next routing node. In the case of wormhole routing, the flits can move as long as the first flit of the packet is not blocked. It is also possible to use either a deterministic or adaptive routing algorithm for data transfer. Communication handshaking between nodes is performed using additional control wires when the packet transmission system used
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prevents any packet loss in the network since congestion/backpressure information is also carried. The key component in the NoC is the router/switch as shown in Figure 2.4 (b). Our initial logic for the router design is implemented in 90nm CMOS technology.

On-chip design provides a number of ways to exploit new routing techniques and architectural innovations. These issues need to be thoroughly examined in order to provide novel solutions. Although a few researchers have investigated the NoC design space, a systematic, system wide design paradigm is yet to evolve. In this thesis, I explore the NoC design space and develop efficient and scalable NoC architectures. Our initial logic for the router design is implemented in 90nm CMOS technology.
Related Work in Designing NoC Architectures

As stated earlier, NoC design for SoC/multicore architectures comes with a different flavor because of the area, energy and reliability constraints in deep sub-micron domain. In this chapter, we describe prior work related to NoC design issues. Work related to this research primarily falls under three categories: scalable and distributed NoC architectures, power and energy optimization, and reliable communication. Prior research in each of these areas is summarized in the following subsections.

3.1 Scalable and Distributed Architectures

Three types of on-chip networks have been proposed by several researchers. These are bus-based designs, centralized switch-based designs and distributed switch-based direct/indirect networks.

The simplest communication medium is a shared bus, and it has been commercially adopted [42, 43, 44, 45, 46, 47]. A few researchers have proposed several contention alleviation techniques for increased concurrency in a shared bus: the ring-based bus (circular EIB) [42], The Lottery bus [48], the Octagon architecture [49], the TDMA bus, [50, 51] and the CDMA bus [52]. These designs work efficiently for connecting a smaller number of IP blocks (typically less than 10 cores on-die) [5, 53]. However, a shared bus cannot meet the demand of scalable sys-
tems because of the high wire load and slow signal propagation in deep sub-micron design[7].

In a centralized switch design, all of the on-chip computing elements are connected through a central crossbar or its variant [54, 55, 56, 57]. As a result, communication latency is limited to a single hop. Such designs have been experimented with in [58, 59, 23, 60]. However, a central router design is also not a scalable solution, and furthermore, the design of energy-efficient crossbars is a nontrivial task.

Therefore, interest in distributed, router-based, on-chip networks has rapidly gained momentum for designing scalable SoC/multicore architectures, and analysis and optimization of these multicore architectures have garnered great attention [5, 4, 61, 62, 63, 64, 65, 66, 67, 21, 68, 69, 70, 71]. Such networks are ideal for component reuse, design modularity, plug-and-play, scalability, and they avoid the uncertainty of global wire delay perspectives. The large body of literature on several aspects of NoC architectures shows the current interest in this area. Using a direct network such as a mesh, the IP blocks/PEs are placed as regular tiles and the tiles are interconnected through the switches. For example, the MIT Raw and the TRIPS machines use a 2-D mesh architecture [17, 36]. Both packet switching [72, 69, 32] and wormhole switching techniques [73, 21, 74, 75, 76, 77] have been used in the design of these networks. Starting from simplistic routers with deterministic routing algorithms [4, 17], research has evolved to fine-grain pipelined routers with Virtual Channels (VCs), efficient arbitration schemes, and performance enhancement techniques to achieve high-bandwidth [78, 76, 79, 80, 75]. In addition, some researchers have designed SoC networks for specific applications such as multimedia [32, 33], DSP [67, 81], and scientific applications [82, 83, 17, 36, 68]. For example, it was shown in [83] that it is possible to design better optimized on-chip networks than meshes or tori by utilizing the temporal and spatial communication properties of well behaved applications. A few researchers have analyzed other topologies for the on-chip interconnect [84, 85, 67, 86].

Since area, energy efficiency and fault-tolerance are essential in the NoC domain, a handful of recent designs have analyzed these issues. Area-constrained design alternates are examined in [41, 87, 88, 20], power-efficient models in [89, 90, 21],
and fault-tolerant mechanisms in [30].

However, none of the prior studies have considered a comprehensive approach to the design and analysis of on-chip interconnects encompassing the three design metrics - performance, power, and reliability. Furthermore, technology scaling allows for the opportunity to exploit new flow control mechanisms, routing techniques and architectural innovations such as 3D networks. These issues need careful investigation in order to provide novel solutions. My research addresses these issues.

3.2 Power and Energy Optimization

With the current trend of shrinking feature size, future multiprocessor/SoC architectures are likely to require an increasing amount of power. In many cases this increased power requirement can limit the feasibility of design alternatives, ultimately reducing the overall design space. Since the on-chip network consumes a significant fraction of the power budget, energy-driven interconnect design plays an important role in the future of multiprocessor/SoC architectures. Energy and power characterization for on-chip communications can be summarized under three broad categories: physical-layer power model, network-architecture-level power and energy characterization, and system-level energy conservation.

At the physical level, researchers have focused on device power optimization using low voltage swing techniques and link pipelining for on-chip signals that are propagated across the interconnect [91, 92]. This low voltage swing adversely effects the interconnect’s immunity to noise. Thus, adaptive and differential signaling were introduced as alternatives [93, 94, 95, 46] along with appropriate encoding schemes [25, 96].

At the network level, researchers have developed energy models for analyzing the power consumption of routers/switches [90, 62, 97, 21, 59, 45, 23], which in turn will enable energy efficient implementations of communication architectures in NoCs. Researchers [41, 98, 4] have explored the tradeoffs between performance and power consumption in various NoC configurations. Peh et al. [21, 23, 90] have proposed an energy model for NoCs, and suggested router energy optimizations based on resource utilization using segmented switch, write-through buffer and cut-
through crossbar design techniques. Their results show up to 44% power saving without any performance penalty. In addition, it is shown that topologies like express cube [99] are energy efficient because of lower network diameter. Their energy model, although quite accurate, only captures dynamic power consumption based on flit transmission. It does not take into account leakage energy, which will be a significant concern with shrinking feature size. Furthermore, the accuracy of the model needs to be verified for a wide range of design alternatives with realistic traffic patterns.

At the system level, primarily two techniques, called Dynamic Voltage Scaling (DVS) [22, 100, 101, 18] and Dynamic Link Shutdown (DLS)[102, 103, 104], have been investigated. With the DVS scheme, the link frequency and voltage are regulated based on link utilization. The DLS scheme, on the other hand, shuts down a link if its utilization is below a certain threshold. Both these techniques are effective in minimizing the link power dissipation. However, the impact of such techniques on the reliability of the network is not clear.

With higher power densities, the exponentially rising thermal dissipation is becoming a serious issue in microprocessor design [105, 106, 107]. Power-efficient and temperature-aware NoC design has been proposed in [108], where a thermal modeling and simulation framework was incorporated into a distributed throttling scheme for thermal efficiency. Irwin et al. proposed thermal-aware IP virtualization and placement techniques for NoC architectures in [109]. However, a comprehensive approach to designing thermal-aware multicore systems, is still missing.

In contrast, our objective in this research is to design and implement a comprehensive energy estimation tool that considers all different components of an NoC and is amenable to evaluating the influence of different power optimization techniques such as switching activities, buffer management, and flow control including leakage power. Furthermore, we propose developed a high level analytical power model for guiding future designs and analyze the impact of such designs on reliability.
3.3 Reliable On-Chip Communication

Information transfer is increasingly becoming unreliable in on-chip networks due to data corruption, buffer overflow, and control logic and synchronization errors [30]. These are artifacts of crosstalk, substrate noise, clock skew, electromagnetic interference, material aging, process variation, and (cosmic) soft errors. In fact, recent studies predict that the soft error rate (SER) chip of logic circuits will become comparable to the SER of unprotected memory elements by 2011 [110]. For example, data corruption or buffer overflow could occur if the required signals are not received in a timely fashion or are corrupted during transmission. Continued power supply reduction, high clock frequencies, and reduced feature sizes further exacerbate the error resiliency of NoCs.

Prior efforts for reliable communication can be summarized into two categories: transient error control schemes [111, 112, 16, 113, 114, 25, 115], and stochastic communication models [116, 30, 29]. A transmission error control mechanism typically uses a forward error correcting (FEC) scheme [25, 16], or retransmission strategies [117, 118, 16, 24]. The tradeoffs between the two policies (FEC and ARQ) should be carefully investigated for designing reliable and low power NoCs. Researchers [119, 97, 111] have explored hybrid techniques such as hop-by-hop header error correction (HEC) and end-to-end data retransmission, but a robust design methodology for integrating these techniques in a design needs further exploration.

Stochastic models rely on alternate paths in the event of a switch or link fault. A load-balanced routing [120] technique and a hybrid deflection routing scheme [121] have been introduced in this domain.

Reliable SoCs should protect on-chip communication against both transient and permanent failures. [116] has proposed a fault model for CMP switch architectures and analyzed the reliability versus area tradeoffs in providing online repair and recovery capabilities. Das et al. [119, 97] presented a comprehensive approach against transient and permanent faults in both the router and links.

Recently, process variation has emerged as an obstacle in meeting time-to-market and product-volume requirements in platform-based design (PBD) methodologies. An adaptive FPGA architecture [122] has been developed to minimize timing variations and to provide a better yield. Along these lines, an NoC process
variation model should be developed to aid designers during the exploration phase.

Dependability studies of various multiprocessor interconnects have been reported in the literature [123, 124, 125, 126, 127, 128, 129]. However, these models are not directly applicable to NoCs. Reliability analysis of NoCs should capture several NoC-specific design intricacies such as very wide channels and elaborate router designs.

To my knowledge, none of the prior research has considered all of the above issues in exploring the NoC design space. At best, researchers have examined the area-constraint design alternates [19, 20], energy models [21, 22, 23] or fault-tolerance issues [24, 25, 26, 27, 28, 29, 30] in isolation. A systematic design methodology encompassing the interplay of various constraints has yet to evolve. The motivation of this research is to explore the NoC design space considering the technology constraints. The intellectual foci of the research are in understanding the intricacy of the entire design space and investigating the design tradeoffs in optimizing performance, energy and reliability parameters. This has been done through theoretical analysis, detailed simulation, and experimental validations at the VLSI design level.
In this chapter, I propose a low latency, on-chip, router architecture supporting adaptivity using a path-sensitive mechanism [80]. This mechanism has been shown to minimize average packet latency by intelligent path selection and leads to a reduction in switching activity.

4.1 Introduction

Early NoC designs used dimension order routing due to its simplicity and deadlock avoidance. However, adaptive routing algorithms provide adaptivity to various traffic patterns for handling congestion as it evolves in a network. The challenge in using adaptive routing in NoC designs is to limit the overhead in implementing such a complicated design.

In this chapter we present a low-latency, two-stage, router architecture suitable for NoC designs. The decomposed router architecture, called the path-sensitive router, utilizes look-ahead routing when selecting the next route. The router is called path-sensitive because, based on the destination address, it selects one of the four possible quadrants (NE, NW, SE, and SW) and routes the packet to the corresponding VCs, assigned for that quadrant. The router architecture uses a speculative strategy based on lookahead information obtained from neighboring routers for providing routing adaptation. A key aspect of the proposed design is
a low latency feature that makes the lookahead information more representative than possible in many existing router architectures with higher latencies. Further, the router employs a preselection mechanism for the output channels that helps to reduce the complexity of the crossbar switch design. In addition, based on this partitioned VCs, we use a decomposed crossbar that needs only half the size (connects) of a full crossbar, thereby reducing packet conflict probability in the crossbar. The router can support both deterministic and adaptive routing.

We evaluated the proposed router architecture by using it in a 2D mesh and performing cycle-accurate simulation of the entire NoC design using various workloads. The experimental results reveal that the proposed architecture results in lower latency than when using a router with a deeper pipeline. This is due to the low-latency routers to provide more current congestion information than is possible with high latency routers. We also demonstrate that adaptability provides better performance when compared to deterministic routing for various workloads. We then used a router design, laid out, to evaluate our design from an energy standpoint, obtaining both dynamic and leakage energy consumption of the router. Our results indicate that for non-uniform traffic, our adaptive routing algorithm consumes less energy than the dimension order routing due to the decrease in the overall network latency. Evaluation of our architecture in a 2-D mesh using various traffic patterns shows that it can provide better performance (lower latency) and energy conservation compared to a conventional lookahead router.

4.2 Proposed Router Model

Minimization of message latency by optimizing the intra-node delay and utilizing organized wiring layout with regular topologies has been targeted in NoC designs. The proposed router, designed with this objective, consists of a two-stage pipelined model with look ahead routing and speculative path selection [9, 130]. In this section, we present a customized router architecture for on-chip networks that can support deterministic, and adaptive routing in 2-D networks.
4.2.1 NoC Router Architecture

A typical state-of-the-art, wormhole-switched, virtual channel (VC) flow control router consists of four major modules: routing control (RC), VC allocation (VA), switch allocation (SA), and switch transfer (ST). In addition, it may have an extra stage at each input port for buffering and synchronization of arriving flits. A generic virtual-channel-based wormhole router is shown in Figure 4.1. Incoming packets are placed into the the input buffers according to their corresponding virtual channel identification (VCID). The RC assigns a set of valid out-going VCs upon which the packet can be routed. The VA arbitrates between competing packets requesting the same output VC, and allocates an unused output VC to a winning packet. Each packet keeps state information for the availability of buffer space at their assigned output VC. Provided flits are selected to be sent, and next router’s buffer space is available, input VCs request the necessary crossbar connections to their valid output channels. The SA module tracks and matches these requests to output ports on a cycle-by-cycle basis. Flits traverse the crossbar switch toward their destined nodes.

Pipelining the router architecture can significantly improve performance by increasing throughput much like the pipeline of a microprocessor, thereby reducing the average latency. As described in [130], there are certain critical components that are best kept intact within a pipeline stage. These atomic modules represent the finest granularity at which efficient pipelining can occur. The RC, VA, SA and
crossbar represent the fundamental modules within an NoC router. By employing clever techniques such as Speculative Switch Allocation [130] and Look-ahead Routing [?], we have been able to break some of these interdependencies by parallelizing operations, thus shortening the router’s critical path. This has led to 2-stage router implementations.

4.2.2 A Path-Sensitive Router Architecture

Figure 4.2(a) illustrates the logical modules of our two-stage pipelined router incorporating look ahead routing and speculative allocation. The first stage of the router performs look ahead routing decision for the next hop, pre-selection of an optimal channel for the incoming packet (header), VA and SA in parallel. The actual flit transfer is essentially split in two ”stages”, the preliminary semi-switch traversal through the VC selection (ST1) and the decomposed crossbar traversal (ST2).

In contrast to the prior router architectures, the proposed model incorporates a pre-selection (PS) unit as shown in Figure 4.2 (b). The PS unit uses the current switch state and network status information to decide a physical channel (PC) from among the possible paths, computed during the previous stage look-ahead decision. Thus, when a header flit arrives at a router (stage $i$), the RC unit decides a possible set of output PCs for the next hop ($i+1$). The possible paths depend on the destination tag and the routing algorithm employed. Instead of using a routing table for path selection, we use a hardware control that computes a 3-bit direction vector, called Virtual Channel ID (VCID), (based on the four destination quadrants (NE, NW, SE, and SW) and four directions (N, E, S and W)), which can be sent along with the header, for deciding an optimal path using the PS unit in the next hop. The VA and SA are then performed concurrently for the selected output, before the the transfer of flits across the crossbar.

The detailed design of the router is shown in Figure 4.3. We describe its functionality with respect to a 2-D mesh. The router has five inputs, marked for convenience, from the four directions and one from the local PE. It has four sets of VCs, called path sets; one set for possible traversal in each of the four quadrants; NE, SE, NW, SW. Each path set has three groups of VCs to hold flits from possible
directions from the previous router.
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**Figure 4.2.** The Two-Stage Pipelined Router

This grouping is customized for a 2-D interconnect. For example, a flit will traverse in the NE quadrant only if it is coming from the west, south or the PE itself. Similarly, it will traverse the NW quadrant if the entry point is from the south, east or the local PE. Thus, based on this grouping, we have 3 VCs per PC. Note that it is possible to provide more VCs per group if there is adequate on-chip buffer and the VA selects one of the VCs in a group.

The MUX in each path set selects one of the VCs for crossbar arbitration. In the mean time, the PS generates the pre-selection enable signals to the arbiter based on the credit update, and congestion status information of the neighboring routers. The arbiter, in turn, handles the crossbar allocation.

Another novelty of this router is that since we are using topology tailored routing, we use a $4 \times 4$ decomposed crossbar with half the connections of a full crossbar as shown in Figure ?? (b). Usually a $5 \times 5$ crossbar is used for 2-D networks with one of the ports assigned to the local PE. The decomposed crossbar offers two advantages for on-chip design. First, it needs less silicon and second, it consumes less energy compared to a full crossbar. In addition, because of a lower number of connections, the output contention probability is reduced. This, in turn, should help in reducing the mis-speculation of the VA and SA stages.

**Path-Sensitive Decoder:** In our proposed architecture, the input decoders (DEMUXes) undertake a more significant role than in a generic router for supporting routing adaptivity utilizing look-ahead information in selecting an output path. In conventional architectures, the input decoders can only distribute incoming flits
to the VC buffers of a single port set (see Figure 4.3 (a)). In the Path-Sensitive architecture however, the input decoders can distribute flits to multiple path sets. This mechanism amounts to a preliminary switching operation without an additional clock cycle and any extra control logic. Furthermore, it significantly alleviates contention later on in the crossbar by pre-arranging incoming flits according to their desired output port. The area consumed by the router is dominated by the buffers. Therefore, while this reconfiguration increases wiring complexity, the wires have plenty of space to be routed above the buffers in upper layers of the chip, thus imposing minimal overhead.

**Early ejection:** A flit destined for the local PE does not traverse the crossbar, but instead, is ejected immediately upon arrival (hence the term “Early Ejection”). This mechanism utilizes the look-ahead routing information to detect if the incoming flit is destined for the local PE and accordingly ejects it after the DEMUX as shown in Figure 4.3 (b). This early ejection saves two cycles at the destination node by avoiding switch allocation and switch traversal (Figure 4.4 (a)). Also, it reduces the input load for each of the crossbars’ input ports. This provides a significant advantage for nearest-neighbor traffic and can take advantage of NoC mapping, which places frequently communicating PEs close to each other [131]. We simulated the router architecture employing Early Ejection for nearest-neighbor traffic in order to investigate the impact on average latency. Figure 4.4 (b) illustrates that early ejection and intra-router latency reduction jointly decrease the overall
network latency.
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**Figure 4.4.** Early Ejection Mechanism and its Advantage for Nearest-Neighbor Traffic

4.2.3 Pre-selection Function

The pre-selection function, as outlined earlier, is responsible for selecting the channel for a packet. It maintains a direction vector table for the path selection and works one cycle ahead of the flit arrival. The direction vector table, as shown in Figure 4.2 (b), selects the optimal path for each of the four quadrant path sets. As an example, if a flit is in the W_NE VC, the PS decides whether it will use the N or E direction and inputs this enable signal to the arbiter. The PS logic uses the congestion look-ahead information and crossbar status to determine the best path, and also immediately updates the credit priorities into the arbitration. The congestion look-ahead scheme provides adaptive routing decisions with the best VC (or set of VCs) and path selection from the corresponding candidates based on the congestion information of neighboring nodes.

An adaptive routing algorithm either needs a routing table or hardware logic to provide alternate paths. Our proposed router can support deadlock-free fully adaptive routing for 2-D mesh and torus networks using hardware logic. Note that a flit can use any minimal path in one of the four quadrants, as discussed in the router model in Section 4.2.2. The final selection of an optimal channel is done by the PS module. It can be easily proved that the adaptive routing is deadlock free for a 2-D mesh because the four path sets, shown in Figure 4.3 are not involved...
in any cyclic dependency. Whenever two flits from two quadrants are selected to traverse in the same direction (for example a flit from NE and a flit from SE contend for an east channel), they use separate VC’s in the NE and SE path sets, thereby avoiding channel dependency.

Although an adaptive routing algorithm helps in achieving better performance, specifically under non-uniform traffic patterns, the underlying path selection function has a direct impact on performance. Most adaptive routing algorithms take little account of temporal traffic variation and other possible traffic interferences.

The proposed adaptive routing algorithm utilizes look-ahead congestion detection for the next router’s output links using a credit-based system. The PS module keeps track of credits for each neighboring router on the candidate paths. Neighboring routers send credits indicating congestion (VC state) with the amount of free buffer space available for each VC. In addition, time between successive transmissions to neighboring routers is kept minimal due to the low latency of our architecture, capturing traffic congestion in short spurts and reacting accordingly. This helps in capturing congestion fluctuation and picking the right channel from amongst the available candidate channels.

4.2.4 Hardware Implementation

The router architecture was implemented in structural Register-Transfer Level (RTL) Verilog and then synthesized in Synopsys Design Compiler using the TSMC 90 nm cell library. The resulting design operates at a supply voltage of 1 V and a clock speed of 500 MHz. Both dynamic and leakage power estimates were extracted from the synthesized router implementation, using a 50% switching activity. These power numbers were then imported into our cycle-accurate network simulator and used to accurately portray the power profile of the entire on-chip network. While some researchers have modeled power consumption based solely on hop traversals per flit/packet [30], we also account for individual router component utilizations to precisely estimate the dynamic and leakage envelope of each router throughout simulation. This allows for a more realistic estimation when handling different flit types. For example, a header flit requires processing by the routing, preselection, and virtual channel allocation units in the router, while a data or tail
flit does not. This attribute affects the different component utilizations during the simulation and, as a result, the power consumption is accurately reflected in the power estimation model.

4.3 Performance Evaluation

In this section, simulation-based performance evaluation of our architecture in terms of network latency and energy consumption under various traffic patterns is presented.

We evaluated our architecture using two 8x8 networks, one using 2D torus and the other using 2D mesh topologies. We use 4 flits per packet and wormhole routing, with 4-flit deep buffers per VC. We use 3 VCs per PC for the 2D mesh and 6 VCs per PC for the 2D torus (as required by our algorithm). Every simulation initiates a warm-up phase of 20,000 packets. 1,200,000 packets were injected and the simulation was conducted until all the packets are received at the destination nodes. We then log the simulation results and gather network performance metrics based on our simulations for various traffic patterns. For packet injection rates, we used three workload traces: self similar web traffic, uniform and MPEG-2 video multimedia traces. We simulated each trace using four different traffic permutations: normal-random, transpose, tornado and bit-complement [9].

4.3.1 Simulation Results

First we compare our proposed 2-stage router architecture to a 3-stage pipelined router in order to evaluate the average network latency. In the 3-stage router, we implement both a dimension-order (DOR) algorithm as well as our adaptive routing algorithm. We separate the crossbar arbitration from the routing decision stage resulting in three stages in the router pipeline when using our adaptive algorithm. A direct effect of this is a full crossbar switch instead of the decomposed crossbar our 2-stage architecture employs. We compare both routers (2-stage vs. 3-stage) using both DOR and our adaptive algorithm.

We partition the average latency in three parts: contention free transfer latency, blocking time, and queuing delay in the source node. In both zero load latency, and congestion avoidance, the 2-stage router performs better than the 3 stage
router. Applying the 2-stage system to a generic router, the proposed architecture outperforms by up to 28% under uniform traffic in 4.6 (a). Figure 4.5 also shows the impact of adaptivity, indicating poor performance when compared to DOR under uniform random traffic. Spatial traffic evenness benefits load balancing in DOR, even if we improve adaptivity.

In the presence of non-uniform traffic, however, the adaptive algorithm outperforms the DOR algorithm as shown in Figures 4.6 (b), 4.7, and 4.8 for transpose (TP), self-similar (SS) and Multimedia (MM) traffic patterns. As bursty traffic is more representative of a practical on-chip communication environment, we expect our adaptive algorithm to be very useful.

The increased hardware complexity in implementing the adaptive routing algorithm results in a higher power consumption than when implementing the simpler, DOR algorithm. However, the latency reduction when using adaptive algorithm for non-uniform, more practical traffic environments, more than compensates for this power increase, reducing the overall energy. Figure 4.9(a) shows the overall energy consumption for uniform and transpose traffic when comparing adaptive routing vs. DOR. In Figure 4.9(b), we also see that adaptive routing is beneficial when we consider the Energy-Delay Product for non-uniform traffic.
4.4 Conclusions

We proposed a low-latency router architecture suitable for on-chip networks which utilizes an adaptive routing algorithm. The architecture uses a novel path selection scheme resulting in a 2-stage switching operation with a decomposed crossbar switch. We evaluate our architecture using various traffic patterns and we show that under non-uniform traffic our architecture reduces the overall network latency by a significant factor. Due to the low latency of our architecture congestion information about each router’s neighboring routers is swiftly updated, resulting in almost real-time updates. We also show that the energy consumption when using adaptive routing is also reduced due to the reduction in the network la-
In addition, our improvements result in better performance in the presence of nearest-neighbor traffic, a particular benefit for NoC designs which emphasize spatial locality.
Chapter 5

An Analytical Model for Performance, Power and Reliability

The previous chapter discussed a low-latency model based on path-sensitive mechanisms, suitable for supporting adaptive routing in tiled SoC architectures. In this chapter, a queuing-theory-based model is proposed for evaluating the performance and energy behavior of on-chip networks. Then the model is used to demonstrate the effectiveness of our proposed Path-Sensitive Router. The performance (average latency) and energy consumption results from the analytical model are validated with those obtained from a cycle-accurate simulator.

While researchers have examined the area-constraint design alternatives [19, 20], energy models [22] or fault-tolerance issues [26, 25, 29, 27, 30, 28] individually, a systematic design methodology encompassing the interplay of performance, fault-tolerance and energy constraints is yet to evolve. Such a design methodology is impeded, in part, due to the lack of efficient techniques to quickly explore alternatives from a large design space. While most prior on-chip interconnect analyses are based on time consuming simulation models, in order to provide fast performance estimates during the design cycle, we have developed a queuing-theory-based model for quantifying the performance and energy behavior of on-chip networks.

Although wormhole switched, traditional off-chip networks have been analyzed extensively in the literature [132, 133], analytical models for NoCs considering
detailed architectural artifacts are almost nonexistent. To our knowledge, the first analytic techniques [90] appeared recently. Our model is different from [90] in that we compute the average delay due to path contention, virtual channel and crossbar switch arbitration using a queuing theory approach, which we believe, can capture the blocking phenomena of wormhole switching quite accurately. We first present the model for performance analysis for a generic wormhole switched router. The model is then used to estimate the power consumption by estimating the utilization of the router components and multiplying them with component level power profiles, obtained from actual circuit-level synthesis. Comparison with simulation results indicate that the proposed analytical model is quite accurate and can be used as an efficient design tool. An extension of the proposed analytical model is also shown to demonstrate the utility of the model within the domain of fault-tolerance to capture the impact of error detection and retransmission mechanisms.

Our transient fault resilience enhancement covers both link errors and logic (component) errors in a router. For the link errors, we analyze five possible retransmission mechanisms, and argue that a separate header error checking based retransmission is a better choice than conventional End-to-End (E2E) and Hop-by-Hop (HBH) techniques because packet misrouting can be alleviated by identifying header bit errors. Then, we propose several architectural and algorithmic safeguards to our two-stage router architecture to protect against six types of intra-router soft faults without inducing prohibitive area, power and latency overheads. To the best of our knowledge, this is the first attempt to account for and protect against internal router soft faults in on-chip networks.

The chapter is organized as follows. Sections 5.1 and 5.2 present our analytical model for latency and power consumption analysis. Section 5.3 describes the reliability issues resulting from link errors and transient faults within the router components and proposes several protection methods. The conclusions of this study are drawn in the last section.
5.1 Performance Analysis of NoC Architectures

In this section, we present an analytical model for computing the average latency in a 2-D mesh network. The average network latency consists of two parts. The first part is the actual message transfer time. The second part is due to blocking, which is mostly caused by the conflicts at a VA, contention at a SA and limited buffer size. The actual transmission time with a $P$-stage pipelined router is $(P - 1 + M)$ cycles for an $M$-flit packet. In order to compute the second part of the network latency, let us define $B_j$ as the average blocking length (in number of flits) seen by each incoming flit at the input and arbitration stages of a router $j$. $B_j$ captures flit blocking in a pipelined virtual-channel router. Then, the effective length of the packet becomes $(M + B_j)$ flits. Let $W_j$ be the average waiting time required to transfer one flit to the next slot in the router queue. Thus, the network latency for a single router ($T_j$) is

$$T_j = (M + B_j)W_j + P - 1. \quad (5.1)$$

Let $T_{\text{link}}$ be the delay through the link connecting adjacent routers. We compute the latency ($T$) for an $M$-flit packet to traverse through a $P$ pipelined router for a given path as

$$T = \sum_{j \in \text{path}} ((B_jW_j + P) + T_{\text{link}_j}) + ((B_{\text{dest}} + M)W_{\text{dest}} + P - 1). \quad (5.2)$$

The first term in Equation 5.2 represents the time spent at intermediate hops, and the second term denotes the time at the ejection node. Note that this does not include the queuing delay outside the router. For simplicity, using the average blocking length ($B$), the average waiting time ($W$) and the average distance ($H$ hops) on a given path, and assuming $T_{\text{link}} = \text{onecycle}$, the total latency can be approximated to

$$T \approx (BW + P + 1)H + ((B_{\text{dest}} + M)W_{\text{dest}} + P - 1). \quad (5.3)$$

Now we will derive the blocking length ($B$ and $B_{\text{dest}}$) and waiting time ($W$ and $W_{\text{dest}}$) in terms of the contention probability ($P_{\text{con}}$) and the buffer-full probability ($P_{\text{block}}$), so that we can determine the total latency.
5.1.1 Contention Probability

The router model assumes an \((N + 1) \times (N + 1)\) router with \(V\) virtual channels per physical channel and a deterministic routing algorithm. Our network model is characterized on a flit basis, which is appropriate for virtual channel router architectures. We assume that flit arrivals at the \(N\) inputs from neighbors and at the local input from the PE are governed by independent and identical Poisson processes. Let the probability of a flit arriving at an input virtual queue per cycle be \(P_c\). Note that it is the normalized arrival rate [134]. Let the flit injection probability into each virtual channel queue in any given cycle from a PE be \(P_{pe}\). The flits are assumed to travel \(H\) hops on the average. Let the incoming flits have equal probability \(1/N\) of being addressed to any given output at \(V\) VCs. Thus, we can compute the \(P_c\) from \(P_{pe}\) as follows:

\[
P_c = \frac{P_{pe} H}{NV} \tag{5.4}
\]

The total contention probability \((P_{con})\) consists of the VA conflict probability \((P_{con,va})\) and the SA contention probability \((P_{con,sa})\). They are independent of each other in a speculative virtual channel router, and thus \(P_{con}\) is given by

\[
P_{con} = 1 - (1 - P_{con,va})(1 - P_{con,sa}). \tag{5.5}
\]

First, we analyze the VA conflict \((P_{con,va})\), which has two parts, \(P_{ready,busy}\) and \(P_{con,idle}\). The first part is the probability \((P_{ready,busy})\) that the candidate output VCs are already used by other packets. \(P_{ready,busy}\) is the probability there is at least one header flit destined to a free output VC, multiplied by the effective packet length, since the VC will be reserved for the entire packet transmission. Thus, \(P_{ready,busy}\) in a given cycle is given by

\[
P_{ready,busy} = \left(1 - \left(1 - \frac{P'_h}{RV}\right)^{NV}\right) \left(1 - \frac{P'_{peh}}{RV}\right) (M + B). \tag{5.6}
\]

We derive \(P_{ready,busy}\) and \(P_{con,idle}\) as a function of the probability of a header flit arriving in an arbitrary time slot \((P_h)\), which is calculated as \(P_c/M\). When \(k\) header flits are destined to a particular output VC, one of the \(k\) header flits is granted an output VC, while the rest \(k - 1\) headers are blocked at the respective input queues. These \(k - 1\) blocked headers can be regarded as independent header
flit arrivals, and thus the average probability of an incoming header flit at each VC queue can be approximated to \( P'_h \) as follows:

\[
P'_h = P_h (1 + P_{\text{con,va}} + P_{\text{con,va}}^2 + \ldots) = \frac{P_h}{1 - P_{\text{con,va}}} \tag{5.7}
\]

The \( P'_{\text{peh}} \) term can be similarly obtained by computing the header flit injection probability \( P_{\text{peh}} \) from a local PE. The \( R \) term in Equation 5.6 is the number of the output ports that can be addressed by routing algorithms. For example, a packet placed into the east-side input queues may be routed to 4 output ports including the ejection channel with a fine-granularity, while the south channel inputs may have 2 output candidates with coarse granularity using the Dimension Ordered Routing (XY Routing) algorithm in a two dimensional network. On the other hand, a packet incoming to any input may be destined to 4 output ports using an adaptive routing algorithm.

Next, we compute \( P_{\text{con,idle}} \). In the steady state, \((1 - P_{\text{ready,busy}})\) represents the probability that a particular output VC is idle and available. The probability that a header flit at the head of a queue can be routed to a particular VC is \( P'_h \frac{1}{v} \), where \( v \) represents the number of unused VCs per output port, which is computed by \((1 - P_{\text{ready,busy}})V\). Thus, we can compute the probability, \( P'_h(j) \) such that \( j \) headers out of \( NV - 1 \) buffers are addressed to a free output VC, as

\[
P'_h(j) = \binom{NV - 1}{j} \left( \frac{P'_h}{R \cdot v} \right)^j \left( 1 - \frac{P'_h}{R \cdot v} \right)^{NV - 1 - j} \tag{5.8}
\]

Assuming random arbitration, the contention probability \( (P_{\text{con,idle}}) \) can be calculated using Equations 5.8 and 5.9. When a header flit of a particular input is assumed to request a output VC, the first term in Equation 5.9 represents the probability that more than two headers (one comes from the request of this particular input, others \((j >= 1)\) from different inputs and no header from the local PE) are destined toward that output VC. In this case, the probability that a header fails to be granted a VC is \( j/j + 1 \), since \((j)\) headers among \( j + 1 \) headers should wait for the next arbitration. The second term denotes the probability that a header from the local PE is addressed to the same output VC. We consider the incoming effective header probability \( (P'_{\text{peh}}) \) at the injection link from the PE as
Thus, the contention probability, $P_{\text{con_idle}}$ can be estimated as

$$P_{\text{con_idle}} = \sum_{j=1}^{NV-1} \frac{j}{j+1} \left[ P_h'(j) \left( 1 - \frac{P_{\text{rch}}}{R} \right) + P_h'(j-1) \left( \frac{P_{\text{rch}}}{R} \right) \right]. \quad (5.9)$$

Thus, we have $P_{\text{con_sa}}$ as a combination of $P_{\text{readybusy}}$ and $P_{\text{con_idle}}$, which are recursively correlated. In the steady state, the VA conflict probability can be evaluated as

$$P_{\text{con_sa}} = \left( \frac{P_c'}{R} \right) \left\{ (P_{\text{readybusy}})^V + \sum_{v=1}^{V} \left( \frac{V}{v} \right) (P_{\text{readybusy}})^{V-v} \cdot (1 - P_{\text{readybusy}})^{v-1} (P_{\text{con_idle}}) \right\}. \quad (5.10)$$

Another contention exists at the SA module. The contention probability, $P_{\text{con_sa}}$, consists of two parts. One is the input port contention probability ($P_{\text{con_sa,in}}$), and the other is the output port contention probability ($P_{\text{con_sa,out}}$). We can compute the SA contention probability as follows:

$$P_{\text{con_sa}} = 1 - (1 - P_{\text{con_sa,in}})(1 - P_{\text{con_sa,out}}). \quad (5.11)$$

$P_{\text{con_sa,in}}$ results from the sharing of an input port by $V$ virtual channels at a $V$ input arbitration, which is given by

$$P_{\text{con_sa,in}} = \sum_{i=2}^{V} i - 1 \left( \frac{V}{i} \right) P_c'(1 - P_c')^{V-i}. \quad (5.12)$$

The output port contention probability is analyzed similar to $P_{\text{con_idle}}$, but it is different in that the allocation process is made on every flit including the data flits. In order to compute the output port contention probability, $P_{\text{con_sa,out}}$, let us define the incoming flit probability at the input of a physical channel, $P_p$, as $(1 - (1 - P_c')^V)$, where $P_c' = \frac{P_c}{1 - P_{\text{con}}}$. The effective physical channel utilization, $P_p'$, is also recursively computed as $P_p' = P_p/(1 - P_{\text{con}})$. Similar to Equation 5.8, the probability that $k$ flits compete for a particular output port, assuming that each flit has an equal probability $1/R$ of being destined to any output, is

$$P_p'(k) = \binom{N-1}{k} \left( \frac{P_p'}{R} \right)^k \left( 1 - \frac{P_p'}{R} \right)^{N-1-k}. \quad (5.13)$$

Similar to Equation 5.9, the first term in Equation 5.14 indicates the probability
that more than 2 flits are destined to a particular output with no flit coming from the local PE. The second part takes into account the probability of an incoming flit from the local PE, $P'_{pe_p}$. The $k/k+1$ term indicates that only one of the competing flits is granted the output port, while the rest have to be included in the contention probability calculation. Thus, the output port contention probability is

$$P_{con_{va\_out}} = \left( \frac{P_p'}{R} \right) \sum_{k=1}^{N-1} \frac{k}{k+1} \left\{ P_p'(k) \left( 1 - \frac{P_{pe_p}'}{R} \right) + P_p'(k-1) \frac{P_{pe_p}'}{R} \right\}. \quad (5.14)$$

By integrating the virtual channel conflict probability ($P_{con_{va}}$) and the switch allocation contention probability ($P_{con_{sa}}$), we can determine the total contention probability, $P_{con}$ as a function of $P_c$.

Figure 5.1 illustrates the trend of contention probability for flits at a row (x-dimension) input port at a distributed single router for various network sizes and input load with uniform traffic, when DOR is used. The effective flit arrival probability at an input virtual queue, $P_c$, is determined by the local injection probability ($P_{pe}$) and the average distance ($H$ hops), where the average distance is associated with network size in uniform traffic. The flit must travel $H$ hops on the average along the path between source and destination. The effective flit arrival probability increases as the network size scales up, which leads to high contention probability.

![Figure 5.1](image_url)
5.1.2 Buffer Design Influence of Contention Probability

Figure 5.2 shows the contention probabilities of row (x-dimension) and column (y-dimension) input ports with Dimension-Order Routing (X-Y routing) in an 8x8 network. The contention probability of the row (the east and the west) input is higher than that of the column (the north and the south) input. The Switch Allocation (SA) has more influence on the overall contention probability than the Virtual Channel Allocation (VA) module.

With X-Y routing, a packet must first travel all possible hops in the X direction before moving to the Y direction. Therefore, any message moving in the Y direction can never return to the X direction. This means that while it is possible for all of the other ports to attempt to send a message to the north port in a given cycle, it is possible for only two ports (the west port, and the port attached to the PE) to send a message to the east direction in a given cycle. This behavior can be exploited by allocating more buffer resources in the east and the west input ports, where congestion is more likely to occur, than to the north and the south input queue. Table 5.1 summarizes the performance advantages in a 2D mesh topology due to different buffer allocatus at 35% injection rate.

<table>
<thead>
<tr>
<th>Buffers</th>
<th>1NS,1EW</th>
<th>2NS,1EW</th>
<th>1NS,2EW</th>
<th>2NS,2EW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized Latency</td>
<td>1</td>
<td>0.88</td>
<td>0.79</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 5.1. Influence of Buffer Allocation on Packet Latency

While the two mixed buffer size configurations ((2NS,1EW) and (1NS,2EW))
have the same area and power requirement, the configuration with an additional buffer in the the east and west input queue has a 14% smaller latency. This buffer adjustment helps to reduce the buffer blocking probability, and improve performance. This scheme increases switch and link utilization.

5.1.3 Modeling Finite Size Buffer in NoCs

We should also consider the probability of a full buffer in NoCs, since the VCs can hold a fixed number of flits. The buffer unavailability probability \( P_{\text{block}} \) can be estimated from the probability \( P_{\text{hold}}(r) \) that \( r \) flits are waiting in a queue and the traffic intensity \( \rho \), which are estimated by using a discrete-time state transition diagram as shown in Figure 5.3.

![Figure 5.3. State Transition Diagram for a Finite Buffer](image)

From Figure 5.3, we can also obtain \( P_{\text{hold}}(r) \) as

\[
P_{\text{hold}}(r) = P_{\text{hold}}(r - 1)(1 - (1 - P_{\text{con}})(1 - P_{\text{block}}))P_c + P_{\text{hold}}(r)(1 - (1 - P_{\text{con}})(1 - P_{\text{block}}))(1 - P_c) + P_{\text{hold}}(r + 1)(1 - P_{\text{con}})(1 - P_{\text{block}})(1 - P_c) + P_{\text{hold}}(r)(1 - P_{\text{con}})(1 - P_{\text{block}})P_c
\]

As shown in Figure 5.3, \( P_{\text{hold}}(r) \) is related to \( P_{\text{block}} \) and is recursively obtained by computing \( P_{\text{block}} \) and the finite buffer size. For a \( D \)-flit buffer depth,

\[
P_{\text{block}} = P_{\text{hold}}(r >= D)
\]

We can also obtain the average number of flits in the queue, \( B \), which is used in Equation 5.3, as

\[
B = \sum_{r=0}^{D} rP_{\text{hold}}(r)
\]
The average waiting time, $W$, can be estimated from the steady-state traffic intensity under uniform traffic density as follows:

$$W = 1 + \sum_{k=1}^{D} kP_{B}^{k}(1 - P_{B}), \text{ where } P_{B} = 1 - (1 - P_{\text{con}})(1 - P_{\text{block}}).$$  (5.18)

In order to estimate the blocking length ($B_{\text{dest}}$) and the waiting time ($W_{\text{dest}}$) per flit at the input of the destination node, we can consider only the contention probability, $P_{\text{con}}$ in Equation 5.5 without considering the buffer full probability, $P_{\text{block}}$, at the next node. Thus, we can get $P_{\text{hold,dest}}(r)$ using Equation 5.15 as follows.

$$P_{\text{hold,dest}}(r) = P_{\text{hold,dest}}(r-1)P_{\text{con}}P_{c} + P_{\text{hold,dest}}(r)P_{\text{con}}(1 - P_{c})$$

$$+ P_{\text{hold,dest}}(r+1)(1 - P_{\text{con}})(1 - P_{c}) + P_{\text{hold,dest}}(r)(1 - P_{\text{con}})P_{c}. \quad (5.19)$$

Equations 5.17 and 5.18 can be changed to compute $B_{\text{dest}}$ and $W_{\text{dest}}$ as

$$B_{\text{dest}} = \sum_{r=0}^{D} rP_{\text{hold,dest}}(r), \quad (5.20)$$

and

$$W_{\text{dest}} = 1 + \sum_{k=1}^{D} kP_{\text{con}}^{k}(1 - P_{\text{con}}). \quad (5.21)$$

Now, we have all the parameters to estimate the average latency using Equation 5.3.

5.1.4 Modeling of the Path-Sensitive Router

We now extend the model to analyze our path-sensitive router. In a generic architecture, flits arriving with the probabilities $P_{c1}$ through $P_{c5}$ are enqueued at the respective input port as shown in Figure 5.4(a), whereas in the path-sensitive router, the input probabilities are $P_{\alpha}, P_{\beta}, P_{\gamma}$ and $P_{\delta}$ (Figure 5.4(b)). Under the same traffic condition, the total incoming traffic per router ($\sum_{i=1}^{5} P_{ci}$) is larger than the total traffic ($\sum_{j=\alpha}^{\delta} P_{j}$) in the path-sensitive model by the flit ejection ($\approx$
injection) probability ($P_{pe}$). The lower arrival probability due to early ejection, influences both the average contention probability and blocking length at a higher workload. On the other hand, at low load, the average latency is dominated by the critical path in the pipeline stage. The flits traverse $H - 1$ hops on the average in the path-sensitive model compared to $H$ hops in the generic architecture. Thus, $H$ in Equation 5.3 is replaced by $H - 1$, and Equation 5.3 is changed to

$$T_{ps} \approx (B_{ps}W_{ps} + P + 1)(H - 1) + 1 + ((B_{ps,dest} + M)W_{ps,dest} + P - 1)$$  \hspace{1cm} (5.22)$$

The average blocking length ($B_{ps}$) and waiting time ($W_{ps}$) per flit are modified from the generic $B$ and $W$, because of the changes in the VA contention probability ($P\text{con_idle}$) and the SA output port contention probability ($P\text{con,sa.out}$). The number of competing inputs for a particular output is reduced by half ($N+1$ to $\lfloor (N+1)/2 \rfloor$), since the path-sensitive architecture sends incoming flits to a path candidate queue via the DEMUX according to the routing algorithm and direction vector ID as shown in Figure 5.4 (b). Thus, we can rewrite the probability ($P'_{h}(j)$) in Equation 5.8 that $j$ headers are destined to an unused output VC as:

$$P'_{ps,h}(j) = \left( \frac{\lfloor (N+1)/2 \rfloor - 1}{j} \right) \left( \frac{P'_{ps,h}}{R_{ps}} \right)^{j} \left( 1 - \frac{P'_{ps,h}}{R_{ps}} \right)^{\left( \lfloor (N+1)/2 \rfloor - 1 - j \right)}.$$  \hspace{1cm} (5.23)$$

Figure 5.4. Queuing Systems of the Generic and the Path-Sensitive Router Models

There is no separate injection input port to access the crossbar, and injected flits are evenly spread out across other input ports. Note that the amount of early ejection is the same as injection. Thus, we can remove the effect of the incoming flits at the injection link from the PE in Equation 5.9. Thus, $P_{ps,con_idle}$ is given by
\[
P_{\text{ps\_con\_idle}} = \sum_{j=1}^{\lfloor (N+1)/2 \rfloor - 1} \frac{j}{j+1} P_{\text{ps\_h}}(j).
\] (5.24)

Similarly, Equations 5.13 and 5.14 are modified as follows, for the path-sensitive router as

\[
P'_{\text{ps\_p}}(k) = \left( \left\lfloor \frac{(N+1)}{2} \right\rfloor - 1 \right) \left( \frac{P'_{\text{ps\_p}}}{R_{\text{ps}}} \right)^k \left( 1 - \frac{P'_{\text{ps\_p}}}{R_{\text{ps}}} \right)^{\left\lfloor \frac{(N+1)}{2} \right\rfloor - 1 - k},
\] (5.25)

and

\[
P_{\text{ps\_con\_out}} = \left( \frac{P'_{\text{ps\_p}}}{R_{\text{ps}}} \right)^{\left\lfloor \frac{(N+1)}{2} \right\rfloor - 1} \sum_{k=1}^{\left\lfloor \frac{(N+1)}{2} \right\rfloor} \left( \frac{k}{k+1} \right) P'_{\text{ps\_p}}(k).
\] (5.26)

The number of competing input queues is reduced to \(\lfloor (N+1)/2 \rfloor\), while the flit arrival probability for a particular output increases by \(\frac{N}{N-1}\) in the example of Figure 5.4 (b). Thus, we have a lower contention probability, which results in lower average queuing length \(B_{\text{ps}}\) and waiting time \(W_{\text{ps}}\).

Figure 5.5 shows the comparison between our analytical model and a cycle-accurate simulator in terms of average packet latency. As we described in section 4.3, the model is based on an 8x8 mesh network with 4-flit packets, 3VCs per physical channel and a 4-flit buffer depth, where a deterministic routing algorithm is used. It is clear that the simulation and analytical values are in close agreement validating the correctness and accuracy of our mathematical model. In addition, the results show that the path-sensitive router performs slightly better than the generic router.

### 5.2 Power Model

We now extend our analytical model to include power calculations at the resolution of individual router components. For this, we will use the buffering delay and contention probability parameters from Section 5.1. The power dissipated in an NoC can be decomposed as follows:

\[
P_R = \sum_{r \in PE} (P_{r \_buf} + P_{r \_arbiter} + P_{r \_crossbar} + P_{r \_ink}),
\] (5.27)
where $P_{r,\text{buf}}$ is the average buffer power consumption including both dynamic and static power, $P_{r,\text{arbiter}}$ is the average power consumption in the routing computation, VA and SA modules, $P_{r,\text{crossbar}}$ is the average crossbar traversal power consumption, and $P_{r,\text{link}}$ is the average link power consumption between neighboring routers. $P_{r,\text{buf}}$ can be estimated using the average flit arrival probability ($P_c$) in Equation 5.4 at each VC and average queue length ($B$) in Equation 5.17 as

$$P_{r,\text{buf}} = (P_c(P_{\text{wrt,flit}} + P_{\text{rd,flit}}) + B P_{\text{leak,flit}})(N + 1)V,$$  

(5.28)

where $P_{\text{wrt,flit}}$, $P_{\text{rd,flit}}$ and $P_{\text{leak,flit}}$ are the power consumptions for the write and read operations per flit, and the leakage power dissipation per flit. These power numbers are obtained from the synthesized design, as explained in section 2.2.3. In order to estimate the crossbar and link power consumption, we use the flit arrival probability ($P_p$) at a single physical link, which is computed as $(1 - (1 - P_c)V$ in section 5.1.1. $P_{\text{crossbar,flit}}$ is the power dissipation of a flit traversal through each output port, and $P_{\text{link,flit}}$ is flit power consumption per link. In a 2D mesh, the router at each edge has $N - 1$ links and the four routers at the corners have $N - 2$ links. Otherwise, they have maximum $N$ connections per router. Similarly, the number of crossbar output ports varies from $N - 1$ to $N + 1$ including the ejection channel. Thus, $P_{r,\text{crossbar}}$ and $P_{r,\text{link}}$ are given by

$$P_{r,\text{crossbar}} = P_p P_{\text{crossbar,flit}} Max(N + 1, N, N - 1),$$  

(5.29)

and

$$P_{r,\text{link}} = P_p P_{\text{link,flit}} Max(N, N - 1, N - 2).$$  

(5.30)
For computing $P_{\text{arbiter}}$, we consider the probability of three separate activities and the power consumption for each activity. The first term is the probability that there is at least one header flit arrival ($P'_{h}$) to one of the (N+1)V VCs and the corresponding power consumption $P_{\text{arb\_va}}$. The second term represents the probability that there is at least one data flit that needs SA operation ($P'_{p}$) and the corresponding power consumption $P_{\text{arb\_sa}}$. The last term is the probability of a header arrival ($P_{h}$) to one of the VCs and the corresponding power consumption ($P_{\text{arb\_hf\_lit}}$). Thus, $P_{\text{arbiter}}$ is estimated as

$$P_{\text{arbiter}} = (1 - (1 - P'_{h})^{(N+1)V})P_{\text{arb\_va}} + (1 - (1 - P'_{p})^{(N+1)V})P_{\text{arb\_sa}} + P_{h}P_{\text{arb\_hf\_lit}}(N + 1)V.$$  

(5.31)

The three elements ($P'_{h}$, $P'_{p}$ and $P_{h}$) are combined here to illustrate power consumption in the above equation. The three power consumption parameters ($P_{\text{arb\_va}}$, $P_{\text{arb\_sa}}$, and $P_{\text{arb\_hf\_lit}}$) are obtained from the synthesized design. The leakage power is assumed to be negligible in logic and link propagation.

Figure 5.6 compares results from the analytical model and a cycle-accurate simulation. The simulation environment is the same as in Section 4.2.3. The results from the proposed analytical model match closely the experimental ones.

![Figure 5.6. Total Power Consumption in Analytical Model and Simulation (8x8 Mesh)](image-url)
5.3 Communication Reliability

The possible soft faults that could afflict a network architecture can be grouped in two main categories: link errors that occur during the traversal of flits from router to router, and router errors that occur within the router hardware components. Link errors are caused mainly by channel disturbances such as cross-talk, coupling noise and transient faults [135]. They have so far been considered the dominant source of network infrastructure errors and error detecting and correcting codes are being used extensively in on-chip communication links as a form of protection against link errors [136, 115]. Our proposed architecture employs both error detecting (in the form of Cyclic Redundancy Check [CRC]) and error correcting (in the form of Single-Error-Correction-Double-Error-Detection [SECDED]) codes to combat this problem.

Existing models [137, 115], however, fail to capture the effects of transient errors (e.g. soft errors) occurring within a router. Transient faults are rapidly becoming a force to be reckoned with in the deep sub-micron era. In fact, the susceptibility of circuits to such errors increases exponentially with technology scaling [138]. It is imperative that modern designs effectively account for these events. Soft errors within the router would escape the error detecting/correcting blanket because they do not actually corrupt the data, but, instead, cause erroneous behavior in the functionality of the routing process. Our proposed router architecture and routing algorithm work in concert to protect against a multitude of such faults. To the best of our knowledge, this is the first attempt to account for and protect against router soft faults by utilizing both architectural and algorithmic traits.

5.3.1 Link Errors

To handle link errors, we simulated 5 different retransmission/error correction schemes as shown in Table 5.2. Three of them, End-to-End (E2E), Hop-by-Hop (HBH), and Forward Error Correction (FEC), are widely used techniques in traditional networks, while Header E2E (HE2E) and Header FEC (HFEC) are extensions of E2E and FEC schemes, respectively, adopting hop-by-hop head-flit error checking. In these two schemes, each intermediate router checks the header flits for possible errors and if an error is detected, the correct head flit is retransmit-
ted from the previous node. These schemes are different from HBH in that the head error-checking logic checks only part of the head flit, not the whole flit, and, thus, we can use smaller and faster error-checking logic. The portion of the head flit that needs to be checked is the one which contains the source and destination addresses, thus ensuring that a packet is not misdirected to a wrong destination. Delivery to a wrong destination is a problem that both E2E and FEC schemes suffer from when the destination address is corrupted. In Table 5.2, we summarize the modules used for each scheme, how much data should be retransmitted when an error is detected, and the overhead in terms of both area and latency. Error checking and correction are assumed not to be in the critical path, causing no latency overhead. This is because error detection/correction can be performed in parallel with other router or Network Interface Controller (NIC) operations.

The CRC and SECDED units were implemented in 90nm technology as separate modules, analyzed in terms of dynamic and leakage power consumption and the numbers imported into our simulator. Depending on the retransmission scheme employed (i.e. End-To-End or Hop-By-Hop) the router architecture changes accordingly. The overhead retransmission control logic and buffer size and implementation are markedly different. In ETE schemes, the number of flit buffers required is much larger than HBH, because a router must keep a copy of each flit transmitted for as long as it takes to receive possible NACK (Negative Acknowledgement) from the receiver which could be far away. The buffers, however, can be disabled when not in use to save leakage power. In HBH schemes, the number of flit buffers required is much smaller, but the buffer is cyclic since the number of cycles between acknowledgements from neighboring routers is known precisely. This implies that the buffers cannot be disabled, since they rotate contents every clock cycle. These architectural differences are vital in correctly estimating power consumption in various retransmission schemes. Our hierarchical hardware implementation and analysis of all these components individually allows our model to account for these subtleties, thus substantially improving our projected results.

We also tracked buffer utilization under these schemes to identify the trends in buffer usage. The average buffer utilization at a fixed flit arrival probability of 0.35 was measured. In FEC, HFEC and HBH, only about 10% of a single-flit buffer is utilized on an average, as shown in Figure 5.7 (a). But in E2E and HE2E,
Table 5.2. Retransmission Schemes

buffer utilization increases abruptly as the error probability increases, since the retransmissions from the source to the destination inject additional messages into the network, hence increasing the overall network traffic. The HE2E scheme, being able to fix some of the head flit errors using HBH head flit retransmission, shows less buffer utilization than E2E at higher error probabilities.

Figure 5.7. Buffer utilization & Performance Analysis under Error Detection and Retransmission

5.3.2 Modeling End-to-End Retransmission

Our proposed mathematical model can capture any reliability-related parameters to account for both latency and power overhead imposed by any of the five link error control schemes. We demonstrate the utility of our analytical model by analyzing the behavior of an end-to-end (E2E) error detection and retransmission...
scheme, as an example.

The end-to-end retransmission technique significantly alters the traffic load parameter in our analytical model. Retransmitted packets from error detection at the destination node increase the effective traffic load, which increases contention and reduces buffer availability. These changes can be reflected mathematically. As discussed in section 5.1.1, the zero-error latency \( T \) (Equation 5.3) is estimated as a function of the flit arrival probability \( (P_c) \). Assuming a switch-to-switch error probability, \( P_{error} \), we can determine the end-to-end reliability latency as follows:

\[
T_{etc}(P_c) = T(P_c') + T_{rel}(P_c')(1 - (1 - P_{error})^H),
\]

(5.32)

where \( H \) is the average number of hops between source and destination, and \( P_c' \) (the modified traffic load) is given by

\[
P_c' = \frac{P_c}{(1 - (1 - P_{error})^H)}.
\]

(5.33)

\( T_{rel} \) includes the round-trip time of message retransmission and the re-send request control signal (NACK) delay, where the NACK signal is assumed to be error free for simplicity. Thus, the total latency is given as

\[
T_{rel}(P_c') = T_{etc}(P_c) + T_{NACK}(P_c').
\]

(5.34)

The control signal delay \( T_{NACK} \) is the network latency for one single flit transmission. Using Equation (5.3) in Section 5.1.1, we can compute \( T_{NACK} \) as

\[
T_{NACK}(P_c') \approx (B(P_c')W(P_c') + P + 1)H + B_{dest}(P_c')W_{dest}(P_c') + P - 1.
\]

(5.35)

End-to-end error detection and retransmission schemes inflict a significant performance penalty to the network operation under bursty error conditions and high error probabilities. Figure 5.7 (b) compares the results of our analytical model to those of a cycle-accurate simulator. Clearly, results from our mathematical model closely match the experimental results.

5.3.3 Router Logic Errors

Our router implementation (shown in Figure 4.3) consists of six major components, each susceptible to transient faults: the routing unit, the VA, the SA, the crossbar,
the retransmission buffers (included in the CRC and SECDED units) and the valid/ready handshaking signals (used between neighboring routers). Following is a detailed description of possible faults and proposed solutions for all major router components. Additionally, the latency and power overhead of our proposed solutions/safeguards are also listed. All the results are summarized in Table 5.3.

<table>
<thead>
<tr>
<th>Type</th>
<th>Location</th>
<th>Symptom</th>
<th>Solution</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>Routing Logic (RT)</td>
<td>Message is misdirected to a wrong path:</td>
<td>- Current node routing: Error caught by SA, resend message.</td>
<td>Latency: 2 cycles, Power: 1 routing stage</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- This will not cause data corruption since VA, SA performed based on this information.</td>
<td>- Look-ahead routing: Error reported to the previous router for routing retransmission.</td>
<td>Retrans. power.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- The message may be directed to a blocked path (either hardware fault [routing link outage] or network edge in various topologies).</td>
<td>- Can only be detected in deterministic routing by receiving router.</td>
<td>Retrans. power.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- This will not cause data corruption since VA, SA performed based on this information.</td>
<td>- See each section.</td>
<td></td>
</tr>
<tr>
<td>Fill</td>
<td>Virtual Channel Allocator (VA)</td>
<td>Can assign invalid VC:</td>
<td>- Use Hamming code (parity checks) to correct single-bit errors in virtual channel ID.</td>
<td>Latency: None, Power: (minimal). Additional power from additional bits (minimal), and Hamming code parity checks (also minimal, one XOR gate per check bit)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- For VCYS. we need 32 bits for VCIID. If MSB is toggled, it will change 1 (01) to 3 (11) which is not available.</td>
<td>- If reserved, two messages will be mixed.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- If full, it will overwrite channel buffer.</td>
<td>- If empty, it will be overwritten later on.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Can assign unavailable VC (reserved or full or empty)</td>
<td>- Send flits moved out of the FIFO buffers and get the pipeline flits on stage 1 of the arbitration.</td>
<td>Latency: 2 cycles, Power: (minimal). Additional power from additional bits (minimal), and Hamming code parity checks (also minimal, one XOR gate per check bit)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- The misdirected flits will be caught by the switch arbiter which can inform the routing unit to repeat the routing procedure.</td>
<td>- See each section.</td>
<td></td>
</tr>
<tr>
<td>All types</td>
<td>Switch Arbiter (SA)</td>
<td>No flits are sent to the crossbar (N=0):</td>
<td>- Appoint Message ID to all data flits (Case 2b)</td>
<td>Latency: 2 cycles, Power: (minimal). Additional power from additional bits (minimal), and Hamming code parity checks (also minimal, one XOR gate per check bit)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- This would cause the loss of all the flits moved out of the FIFO buffers and into the pipeline buffers.</td>
<td>- Can direct several flits to the same output port (N=1):</td>
<td>Latency: 2 cycles, Power: (minimal). Additional power from additional bits (minimal), and Hamming code parity checks (also minimal, one XOR gate per check bit)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- A flit can be sent to several output ports (N=1 multicast)</td>
<td>- Corrupt flit detected by error detection unit. Re-transmit all related flits.</td>
<td>Latency: 2 cycles, Power: (minimal). Additional power from additional bits (minimal), and Hamming code parity checks (also minimal, one XOR gate per check bit)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Endless retransmission loop since original data itself is corrupt.</td>
<td>- Utilize existing routing table entities (Case 3d)</td>
<td>Latency: 2 cycles, Power: (minimal). Additional power from additional bits (minimal), and Hamming code parity checks (also minimal, one XOR gate per check bit)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Buffer duplication (Case 4)</td>
<td>- See each section.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Crossbar (CB)</td>
<td>Single-bit updates to traversing flits.</td>
<td>- See each section.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LINK/DC</td>
<td>Traditional transient fault case.</td>
<td>- See each section.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Handshaking signals:</td>
<td>- See each section.</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3. Logic Errors

Case 1 - Routing Unit Protection: A transient fault in the routing unit logic could cause a flit to be misdirected. This will not cause any data corruption, since the subsequent virtual channel allocation and switch arbitration would be performed based on the misdirection. The erroneous direction, however, may be blocked, either because of a link outage, or a network edge in various topologies (see Figure 5.8 (a)). The proposed solution to such errors depends on the routing algorithm: in current-node routing schemes (i.e. the routing decision for the current router is taken at the current router), the misdirection will be caught by the switch arbiter which can inform the routing unit to repeat the routing procedure. This will incur a two-cycle delay. In look-ahead routing (i.e. the routing
decision for the current router was taken at the previous router), the error will also be caught by the switch arbiter and reported to the previous router through a NACK, thus incurring a 3 cycle delay.

Misdirection to a functional path, however, will not be caught by the switch arbiter. It could potentially cause deadlock in deterministic routing algorithms. In such algorithms, however, the error can be detected in the router that receives the misdirected flit. A NACK to the sending router would then fix the problem within 3 clock cycles (NACK + re-routing + retransmission). In adaptive routing schemes the error cannot be detected. However, in such schemes a misdirection fault is not fatal; it would merely delay the flit traversal.

Figure 5.8(a) illustrates an example effect of a soft error in the routing unit. As explained above, such an error could direct a flit to a blocked path. For example, a router at the top edge of a mesh topology has a blocked output link to the north. A transient fault in the routing unit could direct a flit coming from the local processing element (or any input link) to be placed in the blocked path to the north. This error will be caught by the switch arbiter which knows that the path is blocked.

Case 2 - Virtual Channel Allocator (VA) Protection: A soft error in the VA unit could lead to an invalid virtual channel flit assignment. A bit flip in the virtual channel ID could give rise to either a non-existent virtual channel or a different existing one. This channel could be reserved or full. In the former case, two different messages would be mixed, and in the latter case an existing flit would be overwritten. Both problems would lead to flit/packet loss. If the erroneous virtual channel is unreserved and empty, then the flit will eventually be overwritten when a new, correct packet is assigned to that channel. The proposed solution involves the use of a Hamming code within the virtual channel ID to correct all single-bit errors. The overhead for such a code is minimal because of the small length of the virtual channel ID. In our proposed architecture there are 3 virtual channels per physical path set, thereby requiring a 2-bit virtual channel ID. For a 2, 3, or 4-bit word, a single-error-correcting Hamming code requires 3 check bits. A 3-bit overhead is inconsequential compared to the protection and flexibility that such a code offers; with those 3 check bits, the virtual channels per physical path can be increased to any number up to 16 without any impact on the virtual channel ID.
protection. The area and power overhead is also minimal, since the code requires only one XOR gate per check bit. There is no latency incurred since the Hamming check is masked within stage 1 of the router operation (along with routing and virtual channel and switch arbitrations).

In the block diagram of our proposed architecture shown in Figure 5.8 (b), the VA unit is combined with the switch arbiter; however, their operations are distinct. Just like the routing process, the virtual channel allocation is done entirely in stage 1 of the router operation. Thus, a fault would immediately cause an erroneous result, i.e. an invalid virtual channel assignment within a path set, as indicated by the arrows (see Figure 5.8 (b)).
Case 3 - Switch Arbiter (SA) Protection: A transient fault in the switch arbiter could give rise to more complex errors than the previous cases because the control signals span both stages of the router operation (see large arrows in Figure 5.8 (c)). The control and scheduling signals for the crossbar traversal are generated during stage 1, but used in stage 2. Therefore, the switch arbiter instructs the FIFO virtual channel buffers to shift one position in stage 1, and the flits latched in the pipeline buffers are sent to the crossbar in stage 2. Thus, a soft error in the SA could give rise to several packet-loss problems:

(a) A soft error in the control signals might prevent the flits from traversing the crossbar in stage 2. This would cause the loss of all the flits moved out of the FIFO buffers and into the pipeline buffers in stage 1 of the arbitration. To avoid this fatal situation, the retransmission buffer and an additional flag bit could be used for recovery. The flits moved out of the FIFO buffers should be sent to both the pipeline latches and the retransmission buffers (see Figure 5.8 (d)). The retransmission buffers in our proposed architecture are large enough to keep four consecutive flits sent out on each output link. Additionally, whenever valid data is moved out of the FIFO buffers and into the pipeline latches a "Data Valid" bit is set. This bit is subsequently ANDed with the control signal of the switch arbiter in stage 2. If the control signal was erroneously reset to a zero state, i.e. no crossbar traversal for any flit, then the mistake will be caught. A signal is sent to the switch arbiter which can retransmit the flits from the retransmission buffer. The additional latency is two clock cycles (Error signal + retransmission).

(b) If a data flit is mistakenly sent to a direction different from the header flit, it would cause flit/packet loss. We propose using a very compact header in all data flits which would include a message ID. Additionally, each router would have a simple message ID checker unit. If the message ID check reveals that the incoming flit ID is not in the router’s routing table, then a NACK is sent to the sending router which would retransmit the flit to the correct router from its retransmission buffer. The incurred overhead comes from the message ID logic which is very simple and compact in area. The header overhead in the data flits is also minimal since only the message ID is stored. The additional latency is two clock cycles (NACK + retransmission) on an error.

(c) The error could cause the arbiter to direct two flits to the same output.
This will lead to a corrupt flit which will be detected by the error detection code in the next router. A NACK will be sent and the correct flits retransmitted from the retransmission buffer. This error recovery process will incur two cycles (NACK + retransmission) latency overhead.

(d) The error could cause the arbiter to send a flit to multiple outputs (multicasting). If the flit is a data flit, the error will be taken care of by case 3(b) above at the next router. If, however, the flit is a header flit then one needs to consider two possibilities:

(i) If there is no existing message in the erroneous path, then the wrong header flit will be considered as the beginning of a new packet at the next router. Thus, a virtual channel will mistakenly be reserved. The way to tackle this is to utilize the existing routing table entries. When a correct header comes in on the same path later on, the router will detect that the path is already reserved through its InputVC-OutputVC pair in its routing table. It can, therefore, request a retransmission of the last header flit. If it receives the same flit again it will realize that the channel was erroneously reserved and release the path to the correct header flit. (ii) If a correct header flit has already used the current path, then the next router will request a retransmit, as in case 3(d)(i) above. The previous router will not resend the wrong header flit to the same router again, so the receiving router can discard the erroneous header flit from its buffer without disrupting the correctly reserved path.

The incurred overhead in both cases is a single flit retransmission from the previous router, i.e. a two-cycle latency and minimal power overhead.

Case 4 - Retransmission Buffer Protection: A soft error in the retransmission buffer would yield an endless retransmission loop since the original data itself is now corrupt. The way to avoid this incidence is to use duplicate retransmission buffers. This will double the buffer area overhead and power. However, the number of retransmission flit buffers in on-chip routers is very small (four per output link in the case of our proposed two-stage router), so doubling the area and power of this component will not be prohibitive.

Case 5 - Crossbar Protection: A transient fault within the crossbar would produce single-bit upsets, not entire flits being misdirected as in the switch arbiter case. Single-bit upsets are taken care of by the error detection and correction unit
employed within each router, thus eliminating the problem.

**Case 6 - Valid/Ready Handshaking Signal Protection:** Every router has several valid/ready handshaking signal lines with neighboring routers to facilitate proper functionality and synchronization. For example, each output link has a "Data Valid" output line and a "Data Ready" input line to/from the adjacent router. Transient faults on these lines could severely hamper the operation of the network. Therefore, Triple Module Redundancy is proposed by which three lines and voting are used, instead of one, to ensure protection against soft errors. There is an area and power overhead increase, but the area occupied by these lines is negligible compared to the area of the other router components.

### 5.3.4 Simulation Results

The experimental setup described in section 2 was used. Single-bit errors were uniformly injected in the network, both as link errors and as logic errors within the router architecture. The definition of error probability is slightly different depending on the error model. For link errors, it is defined as the probability of flit error during link traversal. For routing and switch arbitration logic errors, it is defined as the probability that a flit is mishandled by the logic as a result of single-event upsets.

Figure 5.9 (a) shows the overall latency of each scheme for a wide range of error probabilities. In all schemes, except HE2E, the latency overhead incurred on the overall latency as a result of error detection/correction was minimal, because all the schemes typically require only 1-3 cycles, as shown in Tables 5.2 and 5.3. However, in the HE2E scheme, if a message has errors in the flit portion where error checking is not performed at intermediate routers, then the whole packet should be retransmitted, and these additional flits significantly increase the overall message injection rate of the network, and increase the average message latency. The proposed architectural improvements within the router components (i.e. routing logic (ROUTE) and switch arbiter logic (SW-ARB) curves) inflict no significant latency increase, as predicted. Figure 5.9 (b) shows the number of detected and corrected errors under each error protection scheme. Without error detection/correction, the message will either be corrupted or lost, and, thus, no errors will be corrected at all. By using these schemes, errors can be corrected
either through retransmission or error-correction. Since errors in the routing logic only affect head flits, our routing logic protection scheme has the least number of errors detected/corrected. Both switch arbiter errors and link errors can corrupt all flits. Since most flits go through switch arbitration several times at each node as network congestion increases, while they only traverse the link once, errors in the switch arbiter are more frequently detected/corrected than link errors. This trend justifies the inclusion of our proposed router-error safeguards in on-chip network architectures, since, as mentioned before, soft error faults within the routers will continue to increase exponentially as technology scales down. As shown in Figure 5.9(b), as error probabilities increase the number of errors detected and corrected by our switch arbiter reliability measures rises abruptly. All those errors would otherwise escape and cause severe packet/flit losses. Figure 5.9 (c) shows the energy consumption per packet. In the case of HE2E, source to destination retransmission incurs significant energy consumption, while the other schemes have minimal energy overhead, since either they are not involved in retransmission, or are involved in hop-by-hop retransmission which has minimal power overhead. Our proposed router-logic protection measures do not cause any significant increase in energy consumption.

Even though our reliability measures provide a blanket of protection against both link and router logic errors, the protection is limited to single-bit errors. Temporal multi-bit errors (i.e. two independent transient faults affecting the same flit at different times), and spatial multi-bit errors (i.e. one fault causing two different errors at different locations) are not tackled. However, the probability of such events is still considered extremely low.
5.4 Conclusion

The rapidly increasing use of SoC architectures has accentuated the need for efficient on-chip communication infrastructures. The resource-constrained nature of this system needs precise and efficient analysis of their performance, fault-tolerance and energy behaviors. To the best of my knowledge, we propose the first queuing-theory-based analytical model for a 2D mesh network, which performs latency and power analysis at the granularity of individual router sub-modules for increased accuracy. Simulation results validate the correctness and accuracy of the model for a conventional router. The model is then used to demonstrate it’s effectiveness in analyzing a novel path-sensitive router architecture that can minimize average packet latency by intelligent path selection and reduced switching activities. Furthermore, the analytic model is used in quantifying the overall power consumption by capturing the utilization of different components and their corresponding energy consumption.

The study then focuses on the fault-tolerance aspects of on-chip interconnects by analyzing two types of faults: link errors and router logic errors. We explore five types of retransmission techniques to combat link errors and conclude that by providing a separate error coding technique for the header flits, the packet misrouting probability is significantly reduced, thereby providing better fault-tolerance. We then extend our analytical model to evaluate the network under the End-to-End (E2E) protection scheme to demonstrate the utility of the model in analyzing all three parameters: performance, energy and fault-tolerance. We additionally propose a series of transient fault protection techniques to tackle soft errors within the router’s individual components. Our safeguards are shown to incur no significant area, latency, or power overhead to the network.
In the previous chapter, we looked at how to build up analytical performance/power model for Network-on-Chip (NoC) architectures. This chapter proposes a novel fine-grained modular router architecture [74], towards the comprehensive approach of designing low-latency, energy-efficient and reliable on-chip communication networks. The proposed architecture employs decoupled parallel arbiters and uses smaller crossbars for row and column connections to reduce output port contention probabilities as compared to existing designs. Furthermore, the router employs a new switch allocation technique known as “Mirroring Effect” to reduce arbitration depth and increase concurrency. In addition, the modular design permits graceful degradation of the network in the event of permanent faults and also helps to reduce the dynamic power consumption.

6.1 Introduction

In this chapter, we present the design of a modular wormhole-switched router architecture considering the performance, energy, and fault-tolerance issues in a cohesive manner. The salient features of the proposed router that makes it distinct compared to other contemporary designs are the following: (i) For enhancing performance, we cleverly exploit the virtual channel allocation (VA) and switch allocation (SA) units in minimizing the delay due to resource contention. (ii) For
energy conservation, we focus on use of smaller crossbars, simplified arbiter circuits, and other design tricks such as early ejection and mirrored arbitration. (iii) For enhancing fault-tolerance, we rely on a modular design such that failure of a router component can be tolerated by allowing the switch to operate in a degraded mode. In this context, we propose several techniques to handle hardware faults in different components of the router.

The proposed Row-Column (RoCo) Decoupled Router enhances performance by reducing the contention probability. This is achieved by splitting the router operation into two distinct and independent modules. The modules are each responsible for handling traffic in a single dimension (X-dimension and Y-dimension). This decoupling permits the use of smaller and simpler components with reduced logic depth. Each module requires a compact 2x2 crossbar, as opposed to the bigger (5x5) monolithic crossbar used in conventional architectures. Furthermore, the proposed router uses a novel switch arbitration scheme, known as the Mirroring Effect. This mechanism requires fewer global arbiters and maximizes crossbar utilization by providing optimal matching between inputs and outputs. Contention in the crossbar is further reduced through the use of a preliminary path-sensitive buffering process, known as Guided Flit Queuing. Finally, the proposed architecture exploits the look-ahead information in arriving packets to eject flits destined to the local processing element (PE), thus, eliminating unnecessary passage through the stages of the local router (Early Ejection).

The RoCo router possesses inherent fault-tolerant attributes. Its decoupled operation allows for partial functionality in the event of a hard failure. Having two operationally independent modules implies that one module can continue to provide service in one dimension even if the other module is blocked due to a permanent failure. This alleviates contention around the faulty node, which has a profound effect on network latency. Additionally, the proposed architecture employs a Hardware Recycling Mechanism, which uses resource sharing to circumvent hard failures in various intra-router components. We present a comprehensive router fault model, and propose several safeguards to our RoCo router architecture to protect against several types of intra-router hard faults. These measures induce minimal area, power and latency overheads. The novelty in this approach is that operation of the router can continue in the presence of a faulty component through
This chapter is organized as follows. First, we present the proposed router architecture in Section 6.2, the fault-tolerant analysis in Section 6.3 and evaluation results in Section 6.4. Finally, concluding remarks are made in Section 6.5.

6.2 The Proposed Row-Column Decoupled Router

Figure 6.1 (a) illustrates the architecture of a generic 5-port 2-stage NoC router employing virtual channel flow control and wormhole switching [22]. The five ports correspond to the four cardinal directions and the connection to the local Processing Element (PE). The router consists of six major components: the Routing Computation unit (RC), the Virtual Channel Allocator (VA), the Switch Allocator (SA), the virtual channel buffers, and the crossbar. It employs a pipelined design with speculative path selection to improve performance. Instead of relying on a unified architecture with a monolithic crossbar, the proposed router consists of dual compact crossbars arranged in Row and Column Path Sets. The novelty of the proposed architecture is that it can support deterministic, XY-YX and adaptive routing in a 2-D mesh network under fault-free and faulty environments. It will be shown that this dual-set architecture is very efficient in accurately capturing temporal traffic fluctuations through accurate speculative path selection.

6.2.1 Row-Column Switch

This section introduces the Row-Column Decoupled (RoCo) Router, which is partitioned into two small identical switching fabrics. Figure 6.1 (b) depicts the major components of the new two-stage, pipelined router architecture. The first stage is responsible for look-ahead routing, virtual channel allocation (VA) and speculative switch allocation (SA); all three operations are performed in parallel. The second stage is responsible for crossbar traversal. The functionality of the router is described in this work with respect to a 2D mesh interconnect. The router has five inputs, marked for convenience as inputs from the four directions (North, East, South and West) and one from the local PE. It has two sets of crossbars, called Row-Module (East-West) and Column-Module (North-South). The router is divided into two distinct, independent modules, each responsible for possible
traversal in the corresponding crossbar connections; i.e. in the East-West direction, or the North-South direction. Each port of the crossbar module has a set of three Virtual Channels (VCs) to hold arriving flits from neighboring routers or the local PE. These sets are aptly named Path Sets, since all flits within such a set travel in the same physical direction. In order for an incoming header flit to pass through the DEMUX and be placed into the buffer corresponding to its output path, the header flit should know its route before departing the previous node. To remove routing from the router’s critical path, the Routing Computation (RC) can be performed one step ahead. By employing this Look-Ahead Routing scheme [139], the flit is guided to the appropriate buffer by the DEMUX.

Based on the required output port, the header flit requests a valid output VC. The virtual allocation unit, VA, arbitrates between all packets requesting access to the same VCs and decides on winners. Figure 6.2 compares the complexity of the VA unit of a generic 5-port (North, East, South, West, PE) router and the proposed RoCo router. The use of Early Ejection allows the RoCo router to eliminate the PE path set. (Early Ejection is analyzed later on in this sub-section.) In this comparison, we assume $v$ VCs per input port for both the generic and RoCo architectures. Figure 6.2 compares two cases: one, where the routing function returns a single virtual channel ($R \rightarrow v$), and one, where the routing function returns a single physical channel ($R \rightarrow p$). Clearly, the RoCo router requires fewer and smaller arbiters in both cases. This attribute significantly reduces the
Routing function returns a single VC \((R \rightarrow v)\)

Routing function returns VCs of a single PC \((R \rightarrow P)\)

(a) The VA in a Generic 5-port NoC Router [130]

Early Ejection mechanism eliminates the physical set to the attached PE (i.e. only 4 ports are present for arbitration)

i.e. SMALLER (2v:1 vs. 5v:1) and FEWER (4v vs. 5v) arbiters than generic case

Total of 2v arbiters for East-West ports

(b) The VA in the proposed RoCo Decoupled Router

Figure 6.2. Virtual Channel Allocator (VA) Comparison
complexity of the arbitration process, since smaller and fewer arbiters imply less contention and reduced arbitration depth. On the contrary, increased complexity causes the VA in a generic architecture to require multiple iterative arbitrations before satisfying all pending requests [22].

The RoCo router partitions the operation of the VA in two smaller independent modules, thus substantially reducing size and complexity.

In the proposed architecture, look-ahead routing decides the valid outgoing channels of packets based on their output paths (Row-Module or Column-Module) and on whether or not they are continuing along the same dimension.

<table>
<thead>
<tr>
<th>Input Port</th>
<th>Row-Module</th>
<th>Column-Module</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Port 1</td>
<td>Port 2</td>
</tr>
<tr>
<td>Adaptive Routing</td>
<td>$d_x$ $t_{yx}$ $I_{n_{j_{xy}}}$</td>
<td>$d_x$ $d_x$ $t_{yx}$</td>
</tr>
<tr>
<td>XY-YX Routing</td>
<td>$d_x$ $t_{yx}$ $I_{n_{j_{xy}}}$</td>
<td>$d_x$ $d_x$ $t_{yx}$</td>
</tr>
<tr>
<td>XY Routing</td>
<td>$d_x$ $t_{yx}$ $I_{n_{j_{xy}}}$</td>
<td>$d_x$ $d_x$ $I_{n_{j_{xy}}}$</td>
</tr>
</tbody>
</table>

Table 6.1. VC Buffer Configuration for the three supported routing algorithms

In Figure 6.1 (b), VCs marked $d_x$ ($d_y$) hold flits which continue traversal in their current X (Y) dimension, i.e. East or West (North or South). VCs marked $t_{xy}$ ($t_{yx}$) hold flits which switch from the X to the Y dimension (Y to X). For example, a flit traversing the network from the east toward the north or the south will arrive at the $t_{xy}$ VC of the first input port in the Column-Module. If the flit is to continue traversal to the west, it is buffered in the $d_x$ VC. That is, $d_x$ and $d_y$ VCs are used for on-going flits along the same dimension, while $t_{xy}$ and $t_{yx}$ are used for changing from the Row-Module to the Column-Module and the other way around. A flit coming from a local PE which is first addressed to the X-dimension, such as the east or the west outputs, is buffered in the $I_{n_{j_{xy}}}$ VC of the Row-Module, while a flit first addressed to the Y-dimension is queued into the $I_{n_{j_{yx}}}$ VC of the Column-Module. Depending on the type of routing algorithm used in the network, the number and configuration of the VC buffers changes accordingly. A deadlock free deterministic routing algorithm, such as the XY routing, requires a minimum of 8 VCs for correct functionality ($2$ $d_x$, $2$ $d_y$, $2$ $t_{xy}$, $1$ $I_{n_{j_{xy}}}$ and $1$ $I_{n_{j_{yx}}}$ for source-destination pairs which lie in the same column). To provide support for deadlock-free XY-YX routing, two additional $d_x$ VCs are required. Finally, to provide support for deadlock-free adaptive routing, two more $t_{xy}$ VCs are needed, giving a total number of 12 VCs, as shown in Figure 6.1 (b).
These VCs are grouped into 4 path sets, each containing 3 VCs. When the router is used with deterministic or XY-YX routing (which can operate with less than 12 VCs), the extra VCs are re-assigned in such a way as to improve performance by reducing Head-Of-Line blocking (HOL). For example, XY routing gives rise to asymmetric utilization of the router; HOL in the X-dimension happens more frequently than in the Y-dimension, and the injection channel $Inj_{xy}$ is much more frequently used than $Inj_{yx}$, as a result of the routing scheme. This behavior was validated in our simulations, and is described in Section 6.2.2 and shown in Figure 6.3. Moreover, since flits are ejected after traversing the Y-dimension in XY routing, the traffic in the Row-Module of our architecture would be higher than the Column-Module assuming uniform communication traffic. To account for this unbalanced traffic distribution, two additional $d_x$ VCs are assigned to the extra buffers available in the router. Similarly, all 12 VCs present in the router are assigned differently, according to the routing algorithm used. The VC buffer configurations for the three supported routing algorithm types are summarized in Table 6.1.

**Figure 6.3. Contention Probabilities**

Upon successful VC allocation and provided buffer space is available in the downstream router, a flit requests access to the crossbar by undergoing Switch Arbitration (SA). The SA arbitrates between all VCs requesting access to the crossbar and grants permission to the winning flits. The latter are then able to traverse the crossbar and are forwarded to the respective output links. Switch arbitration works in two stages; stage 1 requires a $v$-input arbiter for each input port (since there are $v$ VCs per port). Stage 2 arbitrates between the winners.
from each input port and requires $P$-input arbiters, where $P$ is the number of physical ports. In order to improve the crossbar switching speed, the SA should use a simple algorithm and reduced logic depth. To that extend, the proposed architecture splits the SA module in two smaller modules, each responsible for a small 2x2 crossbar. The reduced number of crossbar ports reduces the complexity of the SA modules, which function independently from each other. Operation of the SA modules is described in detail in Section 6.2.3.

**Deadlock Freedom:** Deadlock is avoided by eliminating cyclic dependencies in the network fabric through the use of disjoint virtual channels used by flits when changing dimension (i.e. making a turn). Adding extra VCs is a technique commonly used to provide deadlock freedom in adaptive routing [10, 9]. A generic 5-port router requires at least 10 VCs (5x2) to ensure deadlock freedom in adaptive routing in a 2D mesh. As previously mentioned, the proposed RoCo router requires a minimum of 12 VCs, as shown in Figure 6.1 (b), to support deadlock-free deterministic, XY-YX and adaptive routing. The two $d_x$ VCs in the second path set of the Row-Module provide a deadlock free path in the East-West direction during a potential deadlock. The location of the two VCs need not be in the second path set. Interchanging the locations of the VCs in the two path sets of the Row-Module would still yield the same effect. The two $t_{xy}$ VCs in the second path set of the Column-Module are used to ensure deadlock-free routing in case of a chained cyclic dependency. The first $t_{xy}$ VC of the Column-Module is used for turning from the east to the south direction, and the second $t_{xy}$ VC is used for turning from the east to the north direction. Once again, the location of these VCs may be interchanged between the two path sets of the Column-Module with the same effect.

**Early Ejection:** A flit destined for the local PE, does not traverse the crossbar, but, instead, it is ejected immediately upon arrival, as represented in Chapter 4 [80]. This mechanism utilizes the look-ahead routing information to detect if the incoming flit is destined for the local PE and accordingly ejects it after the DEMUX. The previously proposed Path-Sensitive Router also uses this technique. This early ejection saves two cycles at the destination node by avoiding switch allocation and switch traversal. Also, it reduces the input load for each crossbar input port. This provides a significant advantage in terms of nearest-neighbor
traffic, and can take advantage of NoC mapping, which places frequently communicating PEs close to each other [131]. Most research in the NoC realm so far has assumed uniform spatial distribution of traffic patterns for evaluating parallel systems. However, this is not very realistic in SoC environments, because different functions will be mapped to different parts of the SoC and thus, the traffic may exhibit highly localized patterns [131].

**Modular Router and Guided Flit Queuing:** The fact that this router architecture uses topology-tailored routing, it allows for the use of two compact 2x2 decentralized crossbars. This fine-grained modular organization provides two distinct modular entities, each operated independently and in parallel. This leads to high-speed switching, less circuit complexity and smaller logic depth in the arbiter and control blocks. In addition, the smaller crossbars enjoy a reduced power consumption as compared to a big unified crossbar, because of their smaller number of connections. At the same time, wiring resources are more efficiently utilized because of the increased parallelism afforded by the smaller crossbars. In our proposed architecture, the input decoders (DEMUXes) undertake a more significant role than in a generic router. In the latter, the input decoders can only distribute incoming flits into the VC buffers of a single port set (see Figure 6.1 (a)). In the RoCo architecture, however, the input decoders can distribute flits to multiple path sets. This mechanism amounts to a preliminary switching operation, which we call “Guided Flit Queuing”, and significantly alleviates contention later on in the crossbar by pre-arranging incoming flits according to their desired output path dimension (X or Y).

### 6.2.2 Blocking Delay

Network latency consists of actual transfer time and blocking delay. The blocking delay is heavily influenced by the switch allocation strategy and the traffic pattern at run time, while the actual transfer time is determined by the floor-plan and the topology of the network at design time. Given that transfer time is defined by the physical design, we address the other component of network latency, i.e. blocking delay due to contention. Contention is a result of the two arbitration processes occurring within the router: virtual channel allocation and crossbar passage (input
port service scheduling and output port allocation).

Figure 6.3 shows the comparison of the input contention probabilities in three different architectures (Generic, Path-Sensitive and RoCo) in an 8x8 network with uniform traffic pattern. In Dimension-Order Routing (XY routing), the flits of the row input are involved in more severe output conflicts than the column input, because of the nature of the routing algorithm (i.e. X first, Y next). Thus, contention at the row input is higher than in the column input as shown in Figures 6.3 (a) and (b). Adaptive routing is useful for avoiding local congestion, but it does not reduce the contention probability unless efficient allocation techniques are employed. In fact, adaptive routing may have poor performance with uniform traffic, as explained in [9]. It is evident in Figure 6.3 that the generic router suffers from high contention probability, which inevitably leads to high Head-Of-Line (HOL) blocking. The RoCo router has the least contention probability. Furthermore, the RoCo router significantly outperforms the other two architectures in terms of non-blocking probability (i.e. when each output port has one input connection; we call this maximal matching between input and output ports). The non-blocking probabilities for three router architectures are shown in Table 6.2. Assuming that each input flit has an equal probability $1/(N-1)$ of accessing one of the $(N-1)$ output ports in an $N \times N$ crossbar, the number of cases in which non-blocking maximal matching, $F(N)$, occurs is computed as

$$F(N) = N! - \sum_{j=1}^{N} \binom{N}{j} F(N-j), \text{ where } N \geq 3, \text{ } F(1) = 0 \text{ and } F(2) = 1. \quad (6.1)$$

In the Path-Sensitive router proposed earlier [80], arriving flits are grouped in sets depending on their destination quadrant (North-East, North-West, etc.). In that architecture, two inputs from each quadrant path set request one output port. For example, flits in the two quadrants NE and NW may compete for the north output channel. In a similar fashion, two input ports also compete for one output in the RoCo router. However, RoCo uses parallel and independent crossbars, while the Path-Sensitive router has chained dependence between requests. Thus, only 2 cases out of $2^4$ matches are non-blocking in the Path-Sensitive Router, while 2 cases out of $2^2$ are non-blocking in each module of the RoCo router, where the operation of two modules is independent of each other. The RoCo router is almost six times more likely to achieve maximal matching than a generic router (25% to 4.3%), and
two times more likely than the Path-Sensitive router (25% to 12.5%). This implies that the RoCo design is more likely to provide non-blocking connections.

<table>
<thead>
<tr>
<th>Router Designs</th>
<th>Generic $0.043 = \frac{F^{(N)}}{(N-1)!^N}$, $N = 5$</th>
<th>Path-Sensitive $0.125 = \frac{2}{2^5}$</th>
<th>RoCo $0.25 = (1 - 0.5)(1 - 0.5)$</th>
</tr>
</thead>
</table>

Table 6.2. Non-Blocking Probabilities in three different Router Architectures

6.2.3 Concurrency Control for High-Contention Environments

Maximal matches become a more realistic target for a high-speed on-chip router for resolving HOL blocking. However, maximal matches can also be quite expensive. In this section, we consider maximal matching and concurrency control techniques that are applicable to high-contention environments. Further, we introduce the “Mirroring Effect”, a new switching allocation scheme which provides maximal matching in the RoCo router. The Mirroring Effect is a simple algorithm that finds the maximum number of matches between inputs and outputs, customized to the small 2x2 crossbar of each module (Row-Module and Column-Module). The two sets of disjoint pair-wise switch allocations are illustrated in Figure 6.4. The algorithm is based on the rationale that maximal matching is achieved only when the switch allocation results of the two input ports of a single module are mirror images of each other. This realization allows the RoCo implementation to perform global arbitration in only one of the two input ports of each module, and the result is mirrored in the other port. This is illustrated on the right-hand side of Figure 6.4. For example, if a flit in the top input port is to be forwarded to the West direction, then the bottom port should forward a flit to the East direction to ensure full utilization of the crossbar. Hence, the bottom input port grants access to a flit which wants to continue traversal in the East direction. This scheme constitutes a simple and concurrent global arbitration mechanism, as compared to complex hierarchical arbitrations and Parallel Iterative Matching (PIM) [9].

The proposed mechanism requires two arbiters per input port for the first (local) stage of arbitration, as opposed to just one in the generic case. The two arbiters are required to ensure maximal matching by providing the winning requests
Figure 6.4. The Proposed Mirror Allocator

for both directions (East-West or North-South). However, this small overhead is compensated by the fact that only one arbiter is required per module (because of the Mirroring Effect) in the second (global) arbitration stage (see Figure 6.4). The mirror arbiter is ideal for a high-throughput switch, because it resolves HOL blocking, eliminates iterative arbitrations, and reduces the inefficiency of local arbitration. Local arbitration in generic routers first picks a local input request which is then pitted against the winning requests from the other input ports in the global arbitration stage. However, local arbitrations are oblivious of each other, which often leads to unnecessary contention in the global arbitration stage. The Mirroring Effect mechanism, on the other hand, ensures that the most efficient choice is made for each of the two input ports in a module, thus maximizing crossbar utilization.
6.2.4 Flexible and Reusable On-Chip Communication

The routing logic, virtual channel arbitration, switch allocation and switching hardware are all partitioned into two separate and independent modules (row and column sets). This decoupling allows for partial operation in case some component within the router malfunctions or suffers a hard failure. In generic router architectures, a hard failure causes the entire node to be taken off-line, since the operation of the router is unified between all components. In the RoCo router, however, the two disjoint modules function independently. Should a component fail, only the affected module is isolated, with full operation in the remaining module still possible. This would allow the afflicted router to still handle network traffic, albeit in limited directions. The fault-tolerance advantages afforded by the RoCo router are analyzed in the following section.

6.3 Fault-Tolerance through Hardware Recycling

Utilizing the properties of the proposed modular router, a new “Hardware Recycling” mechanism is introduced to ensure fault-tolerant operation of the router. In this section, we explore various possible failure modes within an NoC router, and propose detailed recovery schemes with minimum area and power cost. In conjunction with the proposed solutions, inclusion of fault-tolerant algorithms and adaptive routing would guarantee graceful degradation of performance and packet completion probability in the event of a hard fault.

6.3.1 Fault Model

A typical NoC router architecture consists of a number of fundamental component modules. In existing implementations, these modules operate in a unified environment in which the system can function as a whole only if each and every component within the router is fully functional. This attribute of the router can prove detrimental to the on-chip network in the event of hard faults; if a hard fault incapacitates the entire node, the area surrounding the node will suffer from excessive network congestion. To support better fault-tolerance, a system should be able to continue partial operation even if one of its components has sustained a catas-
trophic failure. Our proposed RoCo router architecture possesses some inherent fault-tolerance due to its decoupled design, which splits operation in two distinct parallel phases. This additional operational granularity can be utilized to allow replacement of a faulty component by another one, thus allowing partial operation of the router instead of a complete breakdown. The substitution of defective elements by healthy ones elsewhere in the system provides a kind of virtual recycling bin, where functional components can be reused in other parts of the implementation should the need arise. Our proposed scheme avoids the more traditional approach in fault-tolerance, which resorts to replication of resources. Silicon real-estate and energy are at a premium in on-chip applications, thus necessitating the efficient re-use of existing resources.

The proposed router implementation consists of six major components, shown in Table 6.3, each susceptible to permanent faults: the Routing Computation Unit (RC), the Virtual Channel Allocator (VA), the Switch Allocator (SA), the MUXes and DEMUXes which control the flit flow through the virtual channel buffers, the VC buffers, and the crossbar. These components can be classified into two categories, based on their operational regime: (a) per-packet components, and (b) per-flit components. Per-packet components (i.e. the RC and VA) are only used to process the header flit of a new incoming packet. The subsequent flits simply follow the wormhole created by the header flit. Per-flit components (i.e. the remaining components) are used to process every single flit passing through the router. Clearly, since the per-packet based components are driven only by the header flit, their utilization is relatively low compared to the flit-by-flit operation of per-flit components; the latter are fully utilized in non-blocked operation. Thus, packet-based resources can be shared during their unloaded periods. Even though the VA operates only on header flits, in generic NoC router architectures it is almost always busy because it iteratively allocates virtual channels to previously unsuccessful requests. On the contrary, in the proposed RoCo architecture, the VA arbitrates between significantly fewer requests, as a direct result of the decoupled operation of the entire system. This implies that fewer iterations are needed to satisfy all pending requests for a virtual channel, thus leaving the VA unloaded for significantly more cycles than in other architectures. Hence, the VA can be effectively used elsewhere during its idle time.
We further sub-divide the fundamental router components into two classes: message-centric and router-centric. A message-centric component requires a single individual packet as its input, and does not exhibit any inter-dependencies with other incoming messages. The Routing Computation Unit (RC) and the virtual channel buffers are such examples; they operate on a single message (i.e. packet) and their operation does not require state information from other components within the router. On the other hand, router-centric components require inputs from several pending messages in order to execute their function. The VA and SA are such examples; they arbitrate between all messages requesting passage through the router, and their functionality requires state information from the buffers and adjacent routers.

Finally, it is important to note that the operation of the router consists of a critical pathway and non-critical control logic. The datapath of the router (i.e. guided passage of a flit and switch traversal) constitutes the critical pathway; it consists of buffers, decoders, multiplexers and the crossbar. It should be noted that even though the VC buffers lie in the critical datapath, they may or may not be classified as critical, depending on the presence or not of a bypass path. If bypass paths are employed in the buffers for performance optimization, then the VC buffers can be classified as non-critical because of the redundancy supplied by the extra path, as explained later on in the section. Otherwise, the buffers are classified as critical. The operation of the control logic - comprised mostly of the arbiters of the VA and SA - lies in a non-critical pathway. Table 6.3 illustrates the fault classifications of the router components.

<table>
<thead>
<tr>
<th>Fault Type</th>
<th>Per-flit Operation</th>
<th>Per-packet Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Critical Pathway</td>
<td>Non-Critical Pathway</td>
</tr>
<tr>
<td>Message Centric</td>
<td>MUX/DEMUX</td>
<td>Buffer (w/o bypass path)</td>
</tr>
<tr>
<td>Router Centric</td>
<td>Crossbar</td>
<td>SA</td>
</tr>
</tbody>
</table>

Table 6.3. Component Fault Classification

Each router node is assumed to be able to detect a faulty component through the use of simple control signals. The novelty in our approach lies in the reaction of the router to a hard failure. If a faulty component belongs to a message-centric and non-critical region, the failure can be bypassed instead of resorting to blocking of
the whole router module (Row-Module or Column-Module). We can still partially use the router module with the faulty component. If the faulty block lies on the critical path (i.e. datapath), or if it is a router-centric component (i.e. requires state from multiple sources/elements), the permanent failure cannot be bypassed. In this case, the module is isolated and the router remains partially operational through the use of the other parallel module in our proposed scheme. Operational state is tracked by neighboring routers through the use of simple handshaking signals. Should a hard fault be detected by the neighbors, corrective actions are initiated to minimize the influence of the component crash to the entire network. The recovery schemes proposed for each component failure are outlined below:

**Routing Computation Unit (RC) Failure:** A hard fault in the routing unit logic could cause all flits to be forwarded in the same direction, or, in a more severe case, completely halt the generation of routing signals. The misdirection will not cause any data corruption, but it could lead to deadlock in deterministic routing algorithms. As soon as a failure in the RC unit is detected, it is broadcast to the adjacent routers. After knowing the Routing Computation Unit’s (RC) hard fault, the adjacent nodes can now substitute for the faulty RC unit by performing double routing as shown in Figure 6.5. Neighboring nodes sending flits to the faulty router need not worry, because their look-ahead routing will ensure that data arriving at the faulty node has already been taken care of. The problem affects the nodes receiving data from the faulty router; flits arriving at those nodes have not undergone look-ahead routing, because of the faulty RC unit in the previous router. Therefore, nodes receiving flits from the faulty router must first conduct Current-Node Routing on those flits and then proceed to Look-Ahead Routing. This will incur a latency penalty, but it is negligible compared to the latency penalty inflicted on the network by moving the entire faulty node offline. This way, the fault-afflicted node can still serve the on-chip network with the rest of its hardware, which is still fully functional. This scheme avoids the entire blocking of the faulty node, which would generate a potential traffic bottleneck in that region. The overhead involved is minimal and comes only from the few additional control signals; no additional resources are required.

**Buffer Failure:** In a typical wormhole router, when a flit enters an input port,
it is written to an input buffer queue, and makes a request for switch traversal when it reaches the head of the queue. When the request is granted, the flit is read out of the input buffer, traverses the crossbar switch fabric and makes its way through the link to the next hop. Bypassing the input buffer when the buffer is empty is a common optimization for performance; the flit heads straight to switch arbitration, and if it succeeds, the flit gets sent directly to the crossbar switch, circumventing the input buffers. This bypass path connecting the router input port with the crossbar input port can be also be utilized in the event of buffer failure within a node. Virtual buffer management and switch allocation can still be performed in the current node, but buffer storage is offloaded to the previous node. As soon as a flit stored in the previous node wins the switch arbitration in the current node, it can use the bypass path to circumvent the faulty buffer and proceed to the healthy crossbar of the current node. In essence, data is physically stored in another router, but virtually queued and arbitrated in a different node through control signals between neighboring routers, as shown in Figure 6.6. This “Virtual Queuing” mechanism permits partial utilization of a partially faulty node. There is a small latency penalty involving the round-trip delays of the handshaking signals, but it does avert the complete isolation of the faulty node. In terms of area cost, Virtual Queuing incurs minimal overhead, since no additional resource is required. The only overhead comes from the addition of a few more control signals.

Virtual Channel Arbiter (VA) Failure: Hard faults in this router-centric component are hardly recoverable by simply sharing of router resources. The operation of the VA cannot be offloaded to surrounding nodes, since its operation requires state information from several sources and it exhibits inter-dependencies
with other router elements and downstream nodes. Offloading such operations would require excessive transfer of state info. Faults in the VA can be bypassed only through resource replication, which is costly in terms of area and power overhead. The other option is to offload the arbitrations to the Switch Arbiter hardware, which contains identical arbiter modules. Nevertheless, this is infeasible because the SA is a per-flit component, meaning that it operates on all flits on a cycle-by-cycle basis. Hence, since it is fully utilized, its operation cannot be preempted. The only choice, therefore, is to disable the whole router module in the event of a hard failure in the VA. However, whereas in generic architectures that would mean complete isolation of the entire node, in the proposed architecture only one of the two independent modules needs to be disabled (the one containing the faulty component). The other module may continue to work, providing the node with partial functionality. The router can report its partial failure to its neighbors, which can redirect the corresponding traffic using adaptive routing.

**Switch Arbiter (SA) Failure:** Despite it being a router-centric component, the SA can still be saved in the event of a hard failure in one of its components. Its operation cannot be transferred to neighboring routers because of the excessive transfer of state information required by such an endeavor. The solution proposed is much simpler and relies on the fact that the SA uses identical hardware with the VA, which is a per-packet component. Per-packet implies lower utilization, as explained in the beginning of this sub-section. This lends itself nicely to sharing of resources. By including a small number of compact 2-to-1 multiplexers at the input
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of some of the VA’s arbiters, the SA can offload its operation to the VA, as shown in Figure 6.7. Given that the VA is operational only for header flit processing, its arbiters can be used by the SA when they are idle. Performance, of course, is degraded because of the sharing of resources, but it is still a preferable alternative to the complete shutdown of the module (Row-Module or Column-Module). The area and power overhead imposed by the MUXes is minimal as compared to the area and power budget of the entire router.

Crossbar and MUX/DEMUX Faults: In the proposed RoCo router architecture, a decoder (DEMUX) is used to guide a flit into a group of path-sensitive queues, and a multiplexer (MUX) is used to direct a winning flit to the crossbar input. Therefore, the MUXes and DEMUXes all lie on the critical pathway of the router. A hard failure in one of these critical components can severely hamper the datapath progression. Once again, bypassing the datapath would imply replication of resources, which is not desirable. Hence, if any of these modules is rendered useless, the corresponding router module is blocked while the other, sound module
keeps operating. The partial operation of the other module reduces congestion around the faulty node, giving more alternative choices to the surrounding routers as compared to a conventional router architecture.

6.3.2 Recycling Mechanism

Once a permanent failure is detected, the “Recycling Mechanism” diagnoses the degree of malfunction according to the aforementioned fault types and internal dependencies. Based on pre-classified information on the possible impact of each component defect, it decides if the faulty router module may continue to function by bypassing the faulty component through re-use of neighboring resources. If not, then the affected router module is isolated and partial operation continues using the remaining healthy module. It is important to note that the proposed recycling mechanism is not a monolithic hardware block; such an approach would raise the issue of a hard failure occurring within the block, which compromises the effectiveness of the block’s existence. Instead, the mechanism takes a more distributed form, interspersed between the router’s components. Hence, a failure in any component is treated independently by local resources in a decentralized manner. Furthermore, as described in the previous sub-section, the recycling mechanism consists mostly of control signals with minimal hardware overhead. The health status of each router is reported to all its neighboring nodes. The Recycling Mechanism operates in four distinct phases: (1) detect, (2) diagnose, (3) replace and/or isolate, and (4) notify. Thus, our flexible yet compact fault-tolerant mechanism minimizes the influence of a malfunctioning component on the performance of the on-chip network.

6.4 Performance Evaluation

In this section, we present simulation-based performance evaluation of our architecture, a generic router architecture and the Path-Sensitive architecture [80], in terms of network latency, energy consumption and fault-tolerance under various traffic patterns. We describe our experimental methodology, and detail the procedure followed in the evaluation of these architectures.
6.4.1 The Performance, Energy and Fault-Tolerance (PEF) Metric

Traditional performance metrics used in NoC analysis, such as the Energy-Delay Product (EDP) and Power-Delay Product (PDP), focus on the two fundamental notions of latency (i.e. performance) and energy/power consumption. These metrics, however, do not capture the importance of reliability and its relation to both performance and power. Given that reliability is becoming a major concern in deep sub-micron technologies, it is imperative that evaluation of modern systems accounts for such issues. To address this need, we propose a composite metric in this work, which unifies all three components: latency, energy, and fault-tolerance.

Before introducing the new metric, we present three related definitions.

Network Latency: This is defined as the average number of cycles taken for end-to-end packet traversal, i.e. from source to destination. It is the baseline parameter which determines the performance of a specific architecture.

Energy Consumption per Packet: This is divided into two components: dynamic and leakage energy consumption. Both are defined as the total dynamic (or leakage) energy consumed in the network fabric over a time period divided by the total number of packets delivered during that period. Leakage power captures the effect of blocking delay, which translates into buffer static energy consumption. Dynamic power captures the effect of high contention within the router, which increases energy consumption due to excessive iterative operation of the SA and the VA units.

Packet Completion Probability: This is defined as the number of received messages divided by the total number of injected messages in the on-chip network. Deterministic XY routing cannot provide alternate paths in the event of a hard failure, because of its lack of routing flexibility. XY-YX routing can provide some routing flexibility to avoid a faulty node, but it is still limited by a fairly rigid routing policy. Minimal adaptive routing offers more flexibility in providing alternate paths in faulty environments. It should be noted, however, that fault-tolerant non-minimal routing algorithms may adversely affect average latency, while improving the packet completion probability. This, in turn, may lead to higher energy consumption due to increased traffic in the network.

The inter-dependence between speed, power and fault-tolerance highlights the
importance of a metric which can identify the best tradeoffs between these three competing traits. Hence, we introduce the Performance, Energy and Fault-tolerance (PEF) metric, as a comprehensive parameter that reflects the correlation between the three desired design goals. We define PEF as \[ \text{PEF} = \frac{(\text{Average Latency}) \times (\text{Energy per Packet})}{\text{Packet Completion Probability}}. \] In a fault-free network, \( \text{Packet Completion Probability} = 1 \); thus, PEF becomes equal to EDP. Hence, PEF integrates reliability into EDP, thus providing a more complete evaluation metric.

### 6.4.2 Performance Results

The performance of the proposed RoCo router was analyzed and compared to two other existing router architectures (generic router, Path-Sensitive router of [80]) using the aforementioned cycle-accurate simulator. All architectures under investigation were evaluated using an 8x8 2D Mesh network. Wormhole routing based on virtual-channel flow control was employed in all cases. In the generic router architecture, 3VCs per port were assumed, with a 4-flit deep buffer per VC; for a 5-port router, this configuration gives a total buffer capacity of 60 flits per router. To ensure fairness, since both our proposed RoCo architecture and the Path-Sensitive router have 4 ports instead of 5, we assumed 3VCs per port in both implementations, each with a 5-flit deep buffer; this gives a total buffer capacity of 60 flits per router, similar to the generic case.

Several experiments were conducted to evaluate the performance of all architectures under various traffic patterns and three different routing algorithms. We used uniform and transpose [9] traffic, and two synthesized workload traces: self-similar web traffic [31] and MPEG-2 video multimedia traces [140] in three different routing algorithms: DOR (XY routing), oblivious XY-YX routing, and minimal adaptive routing schemes. Average network latency and power consumption were recorded for all experiments. Furthermore, several experiments were conducted to evaluate performance in faulty environments. A number of router faults (both Message-Centric and Router-Centric, as explained in Section 6.3.1) were randomly injected in the network infrastructure and the packet completion probability was analyzed. The traffic injection rate was 30%. The latency, energy and fault-tolerance results were subsequently integrated into the PEF metric of Section 6.4.3.
to reflect the combined measure.

The latency results of all three architectures for various traffic patterns are illustrated in Figures 6.8 through 6.11. Clearly, the proposed RoCo router outperforms both the generic and Path-Sensitive routers in all traffic patterns and routing algorithms. With deterministic routing, the RoCo router reduces average latency by up to 35% compared to the generic router and by about 7% compared to the Path-Sensitive router. With XY-YX routing, these numbers become 38% and 10% respectively. Finally, in adaptive routing, latency reduces by up to 40% compared to the generic router, and about 4% compared to the Path-Sensitive router. The decoupling of the architecture into two distinct and functionally independent modules significantly reduces contention probability within the router. This effect manifests itself in lower average latency within the network. Furthermore, the use of the novel Mirroring Effect in switch arbitration increases crossbar utilization and reduces blocking.

Figure 6.14 compares the energy efficiency conservation behavior of the three different router architectures at 30% injection rate. The energy per packet is about 20% lower in the RoCo router, as compared to the generic router architecture, and about 6% compared to the Path-Sensitive router. This is a consequence of the simpler crossbars, smaller VA and SA units, and shorter logic depth. Therefore, the benefits afforded by the RoCo router are two-fold: reduced average network latency and lower energy consumed per packet. This is testament to the fact that a more streamlined architecture can benefit both performance and power consumption.

Figures 6.12 and 6.13 illustrate the packet completion probabilities of the three router architectures when operating in faulty environments with 1, 2 and 4 random network faults. Figure 6.12 concentrates on Router-Centric faults. These are critical faults which cause the entire node to be blocked in the generic and Path-Sensitive cases. In the RoCo architecture, however, such faults only cause one of the two modules (Row-Module or Column-Module) to be blocked, thus, allowing for partial operation of the faulty router. Completion probability is consistently higher in the RoCo router in Figure 6.12. As the number of faults increases from 1 to 4, the advantage of the proposed router becomes more obvious. The RoCo router provides up to 70% improvement in packet completion probability.
for different fault patterns with deterministic routing. The improvement drops to about 7% when adaptive routing is used. In both XY-YX and adaptive routing, the results are close because the routing algorithms provide alternate paths for all three architectures. However, this metric alone does not reflect the fact that even though completion probability is high in the generic and Path-Sensitive cases, the latency penalty incurred by excessive congestion around the faulty nodes is very high. This result will be captured later on in the PEF metric.

Figure 6.13 focuses on Message-Centric faults, which are not critical. In the generic and Path-Sensitive routers, such faults would still cause the entire node to be blocked. However, in the RoCo router, such faults are remedied by the Recycling Mechanism of Section 4, which bypasses faults through resource sharing. The oblivious routing schemes, i.e. deterministic and XY-YX, suffer more in the presence of faults, because of their rigid routing policies. These results indicate that the newly proposed Recycling Mechanism improves completion probability considerably without any significant router area overhead. Furthermore, even during critical Router-Centric faults, partial operation of the router can still serve network traffic in one dimension (through the use of a single healthy module), thus, alleviating congestion around the faulty node. This is achieved without any additional overhead. The results indicate that the RoCo router can achieve packet completion probabilities in oblivious routing that are close to those of adaptive routing schemes. This is of profound importance, since it indicates that the RoCo router provides uniform fault-tolerance under all routing algorithms. Through the recycling of faulty components and resource sharing, our proposed architecture degrades gracefully in faulty environments.

Figure 6.15 shows the combined measure, PEF results for all three router architectures. The bars use the scale on the left-hand axis, while the curves use the scale on the right-hand axis. This metric can successfully capture the subtle fact that despite high completion probabilities in adaptive routing, the generic and Path-Sensitive routers suffer from high latency due to congestion created around the faulty nodes. The RoCo router, on the other hand, has significantly lower latency numbers, due to graceful degradation and the novel hardware recycling mechanism. Taking into consideration performance, energy consumption, and fault-tolerance in the integrated PEF metric, the RoCo router turns out to be the clear winner.
compared to the other two architectures. It provides almost 50% improvement compared to generic router and 35% improvement compared to the Path-Sensitive router.

Figure 6.8. Uniform Random Traffic

Figure 6.9. Self-Similar Traffic

6.5 Conclusions

In this chapter, we have presented a new router architecture, called Row-Column Decoupled Router, suitable for on-chip interconnects. The uniqueness of the proposed router is that it considers the three desirable objective functions: performance, energy and fault-tolerance, in exploring the design space. The proposed two-stage wormhole-switched RoCo router has a number of features that make it distinct compared to the earlier designs. First, it uses two smaller $2 \times 2$ crossbars instead of a larger $5 \times 5$ crossbar that is traditionally used for 2D mesh networks.
Second, it uses a path-sensitive buffering scheme, where, the virtual channels are divided into four sets to support dedicated row and column routing in the two cross-bars. These two features along with early ejection, mirrored allocation, look-ahead routing and speculative path selection, help in reducing the contention. Third, unlike most earlier designs, we show how deterministic (XY) routing, XY-YX routing and adaptive routing can be supported in this architecture. Fourth, because of the modular design, we show how different types of faults such as VA, SA, and crossbar failures can be handled with graceful degradation, thereby providing better fault-tolerance compared to earlier designs. In addition, while all prior NoC studies have analyzed at best two of the three parameters, such as energy-delay product, we introduce a comprehensive parameter, called PEF, for analyzing the performance, energy and fault-tolerance attributes of NoC architectures.

A flit-level, cycle-accurate simulator along with a detailed energy model for 90 nm synthesis were used to analyze the three objective functions using a variety
of traffic patterns. Our performance analysis with an $8 \times 8$ network shows that the proposed router can reduce the average network latency up to 40% compared to a generic 2-stage router and by 10% compared to the path-sensitive router. This is a significant improvement considering the fact that the 2-stage speculative router design is a quite aggressive architecture. In terms of energy consumption per packet, the proposed RoCo design outperformed the 2-stage router and Path-Sensitive router by 20% and 6%, respectively. The packet completion probability is improved by about 70% with deterministic routing. Evaluation with the composite performance, energy and fault-tolerance parameter (PEF) indicates that our architecture provides 50% and 35% better results compared to the generic and Path-Sensitive models, respectively.
Figure 6.14. Energy per Packet

Figure 6.15. Performance-Energy-Fault (PEF) Product
A 3-D Router Architecture

In this chapter, we explore the design of a 3-D, crossbar-style, NoC for upcoming 3-D VLSI technology. This exploration provided insight into the tradeoffs between circuit complexity and performance using real commercial and scientific benchmarks in the simulation testbed.

7.1 Introduction

3D chip technology promises to reduce interconnect delays by stacking multiple layers on top of each other, and by providing shorter vertical connections [141]. 3D technology has matured and demystified some of the concerns on thermal viability and reliability of inter-wafer vias. In addition, it promises to enable integration of heterogeneous technologies on the same chip — such as having layers of memory stacked on top of processor cores — and is even attractive for placing analog and digital components on the same chip, as this avoids common substrate noise problems. Interconnect architecture design across the layers in a 3D architecture requires careful attention for the components on different layers to communicate effectively. Furthermore, there is a need for an integrated approach to interconnect design in the 2D planes and the vertical direction. Currently, there exists no systematic effort at exploring the interconnect architecture for 3D chips. Recently, researchers have started examining some tradeoffs, such as the influence of bandwidth variation of inter-layer interconnects between processor and memory subsystems [142], and combining vertical interconnects with an NoC fabric for chip
In this chapter, we investigate various architectural options for 3D NoC design. Interconnect design in 3D chips imposes new constraints and opportunities compared to that of 2D NoC design. There is an inherent asymmetry in the delays in a 3D architecture between the fast vertical interconnects and the horizontal interconnects that connect neighboring cores, due to differences in wire lengths (few tens of $\mu m$ in the vertical direction as compared to few thousand $\mu m$ in the horizontal direction). Consequently, extending a traditional NoC fabric to the third dimension by simply adding routers at each layer (called the Symmetric NoC in this work, due to the symmetry of routing in all directions) is not a good option, as router latencies may dominate the fast vertical interconnect. Hence, we explore two alternate options; a 3D NoC-bus hybrid structure and a true 3D router fabric for the vertical, inter-strata interconnect. A key challenge with 3D NoC routers is limiting the arbitration complexity due to the large path diversity resulting from the additional interconnects in the third dimension. Vertical interconnects also impose a larger area overhead than corresponding horizontal wires due to the requirement for bonding pads, and can compete with device area as the inter-strata vias punch through the wafer when Face-to-Back (F2B) bonding (see Figure 7.1) is used. Therefore, the desired number of vertical interconnects used in the 3D router architecture needs to be investigated.

Figure 7.1. Face-to-Back (F2B) Bonding and the Assumed Vertical Via Layout in this Paper
In exploring these tradeoffs in a 3D router design, we developed a new 3D NoC router architecture that we call the 3D Dimensionally-Decomposed (DimDe) Router. The name is a direct corollary of the fact that communication flow through the DimDe router is classified according to the three axes in Euclidean space: X (corresponding to East-West intra-layer traffic), Y (corresponding to North-South intra-layer traffic), and Z (corresponding to inter-layer traffic in the vertical dimension). The idea of decomposing traffic in two dimensions in a 2D environment was introduced in [74]. While our proposed DimDe router was inspired by the work in [74], our contribution goes well beyond the introduction of a new traffic dimension. The DimDe router fuses the crossbars of all the routers in the same vertical “column” (i.e. same X, Y coordinate but different Z coordinate) into a unified entity which allows coordinated concurrent communication across different layers through the same crossbar. This design amounts to a true physical 3D crossbar (unlike the mere stacking of 2D routers in multiple wafer layers). It is important to note that 3D topologies have long been in existence in the macro-network field (e.g. k-ary n-cube), but these rely on 2D routers connected in such a way as to form a logical 3D topology. However, 3D chip integration is now enabling the creation of a true physical 3D topology, where the router is itself a three-dimensional entity.

DimDe exhibits the following characteristics that make it a desirable interconnect structure for 3D designs:

1. **DimDe supports a true 3D crossbar structure which spans all the active layers of the chip.** Irrespective of the number of layers used in the implementation, the 3D crossbar allows a single-hop connection between any two layers, treating all strata as part of a single router structure.

2. The DimDe design-space provides options for varying the number of vertical connections from one to four to emulate anything between a segmented bus and a full crossbar. Through design space exploration, DimDe was selected to support two vertical interconnects to strike a balance between the path diversity and high bandwidth offered by a full 3D crossbar and the simplicity of a bus. Most importantly, DimDe’s partially-connected crossbar achieves performance levels similar to those of a full 3D crossbar, with substantially reduced area and power overhead and orders of magnitude lower control logic complexity.
(3) DimDe supports segmented vertical (i.e. inter-strata) links in the partially-connected crossbar to enable concurrent communication between the different layers of the 3D chip. This simultaneous data transfer in the vertical dimension significantly increases the vertical bandwidth of the chip as compared to a 3D NoC-bus hybrid structure.

(4) The DimDe design employs a hierarchical arbitration scheme for inter-strata transfers that reduces area and delay complexity, while still efficiently enabling simultaneous data transfers. The first stage arbitrates between all requests for vertical communication from within a single layer and the second stage accommodates as many simultaneous requests from the winners of the first stage arbitration.

(5) Similar to the Row-Column (RoCo) Decoupled Router of [74], DimDe completely separates East-West and North-South intra-layer traffic through a presorting operation at the input. However, inter-layer traffic cannot be completely isolated in its own module. A true 3D crossbar requires inter-layer traffic to merge with intra-layer traffic in a seamless fashion; this would allow incoming packets from different layers to continue traversal in the destination layer. DimDe facilitates this tight integration by augmenting the Row (East-West) and Column (North-South) modules with a Vertical Module which fuses with the other two. The Vertical Module then extends to all other layers and unifies them in a single operational entity. The Vertical Module assumes the double role of “gluing” all the layers together and blending inter- and intra-layer traffic through unidirectional connections to the Row and Column modules of all layers. It will be demonstrated that this approach dramatically reduces the 3D crossbar complexity, while still allowing concurrent communication between different layers through the switch.

We compare the proposed 3D router design to four different interconnect architectures: a 2D NoC, a 3D Symmetric NoC, a 3D NoC-Bus Hybrid, and a Full 3D Crossbar implementation. To provide as comprehensive an evaluation as possible, we employed a two-pronged simulation environment: (a) a stand-alone, cycle-accurate NoC simulator running synthetic workloads, and (b) a hybrid NoC/cache simulator running a variety of commercial and scientific workloads within the context of a shared, multi-bank NUCA L2 cache in an 8-CPU Chip Multi-Processor

---

1Our interpretation of a “full” 3D crossbar is presented in Section 3.4 and subsequently formalized in Section 5.3.
(CMP) scenario. This double-faceted evaluation process ensures exposure to several traffic patterns, including request/reply memory traffic.

The proposed DimDe design consistently provides the lowest latency for different traffic patterns and it saturates at higher workloads compared to other considered architectures. Our synthetic workload results show that, for high traffic loads, the recently proposed 3D NoC-Bus Hybrid Architecture [143] exhibits the worst latency and throughput for all traffic patterns (even worse than the 2D topology), as the bus saturates first with higher workload. In terms of throughput behavior, the DimDe architecture provides 18% average improvement over the other designs, while remaining within around 3% of the Full 3D Crossbar’s throughput. The real workload results indicate that DimDe provides an average improvement of 27% over the 3D Symmetric and 3D NoC-Bus Hybrid designs, and remains within 4% of the Full 3D Crossbar’s performance. However, with the Energy-Delay Product (EDP) as the metric, DimDe significantly outperforms all other designs, including the Full 3D Crossbar, by 26% on average. Hence, when accounting for both performance and power consumption, the DimDe design is superior to all other 3D router architectures analyzed in this paper. To the best of our knowledge, this is the first systematic exploration and analysis of 3D interconnect architectures and their ramifications on overall system performance.

The rest of chapter is organized as follows. The next section discusses related work. Section 7.3 provides details of the different 3D interconnect architectures. Section 7.4 delves into the proposed DimDe architecture. Section 7.5 presents experimental results, and the conclusions are drawn in section 7.6.

7.2 Related Work

The work related to this Chapter is summarized in two sub-sections: 3D Technology and 3D Architectures.

7.2.1 3D Integration Technology

Three-dimensional integration technology [144] is an attractive option for overcoming the barriers in interconnect scaling, offering an opportunity to continue
the CMOS performance trend. In a three-dimensional (3D) chip, multiple device layers are stacked together. Various 3D integration vertical interconnect technologies have been explored, including wire bonded, microbump, contactless (capacitive or inductive), and through-via vertical interconnect [144]. Through-via interconnection has the potential to offer the greatest vertical interconnect density and therefore is the most promising one among these vertical interconnect technologies. There are two different approaches to implementing through-via 3D integration: the first one involves sequential device process, in which the front-end processing (to build the device layer) is repeated on a single wafer to build multiple active device layers, before the interconnects among devices are built. The second approach processes each active device layer separately, using conventional fabrication techniques, and then stacking these multiple device layers together using wafer-bonding technology. The latter approach requires minimal changes to the manufacturing steps and is more promising; therefore, it is adopted in our proposed architecture. Wafers can be bonded Face-to-Face (F2F) or Face-to-Back (F2B). The through wafer via in F2F wafer-bonding does not go through the thick buried silicon layer and can be fabricated with smaller via sizes. However, for 3D Integrated Circuits (IC) with more than two active layers, F2B stacking provides better scalability, and, therefore, is adopted in our architecture.

Thermal considerations have been a significant concern for 3D integration [145]. However, various techniques have been developed to address thermal issues in 3D architectures such as physical design optimization through intelligent placement [146], increasing thermal conductivity of the stack through insertion of thermal vias [145], and use of novel cooling structures [147]. Further, a recent work demonstrated that the areal power density is the more important design constraint in placement of the processing cores in a 3D chip, as compared to their location in the 3D stack [148]. Consequently, thermal concern can be managed as long as components with high power density are not stacked on top of each other. Architectures that stack memory on top of processor cores, or those that rely on low-power processor cores have been demonstrated to not pose severe thermal problems [149]. In spite of all these advances, one can anticipate some increase in temperature as compared to a 2D design, and also a temperature gradient across layers. Increased temperatures increase wire resistances, and consequently the interconnect delays.
To capture this effect, we study the impact of temperature variations on the 3D interconnect delay to assess the effect on performance.

### 7.2.2 3D Architectures

Modern System-on-Chip (SoC) designs, such as CMPs, can benefit from 3D integration as well. For example, by placing processing memory, such as DRAM and/or L2 caches, on top of the processing core in different layers, the bandwidth between them can be significantly increased and the critical path can be shortened [150]. In this context, [143] proposed a 3D Network-in-Memory architecture and explored the challenges of managing 3D CMPs together with L2 cache design-space issues. They also proposed the use of an NoC-Bus Hybrid structure for the 3D interconnect. In this paper, we use this structure as one of the comparison points and demonstrate that our proposed architecture is superior. In [142], a CMP design with stacked memory layers is proposed. The authors show that the L2 cache can be removed due to the availability of wide low-latency inter-layer buses between the processing core layer and DRAM layers, and the area saved from this can be recycled for additional cores. Also, [151] has proposed a multi-bank uniform on-chip cache structure using 3D integration. The notion of adding specialized system analysis hardware on separate active layers stacked vertically on the processor die using 3D IC technology is explored in [152]. The modular snap-on introspective layer collects system statistics and acts like a hardware system monitor.

### 7.3 Three-Dimensional Network-on-Chip Architectures

This section delves into the exploration of possible architectural frameworks for a three-dimensional NoC network. A typical 2D NoC consists of a number of Processing Elements (PE) arranged in a grid-like mesh structure, much like a Manhattan grid. The PEs are interconnected through an underlying packet-based network fabric. Each PE interfaces to a network router through a Network Interface Controller (NIC). Each router is, in turn, connected to four adjacent routers, one in each cardinal direction.
Expanding this two-dimensional paradigm into the third dimension poses interesting design challenges. Given that on-chip networks are severely constrained in terms of area and power resources, while at the same time they are expected to provide ultra-low latency, the key issue is to identify a reasonable tradeoff between these contradictory design threads. Our task in this section is precisely this: to explore the extension of a baseline 2D NoC implementation into the third dimension, while considering the aforementioned constraints.

7.3.1 A 3D Symmetric NoC Architecture

The natural and simplest extension to the baseline NoC router to facilitate a 3D layout is simply adding two additional physical ports to each router; one for Up and one for Down, along with the associated buffers, arbiters (VC arbiters and Switch Arbiters), and crossbar extension. We call this architecture a 3D Symmetric NoC, since both intra- and inter-layer movement bear identical characteristics: hop-by-hop traversal, as illustrated in Figure 7.2(a). For example, moving from the bottom layer of a 4-layer chip to the top layer requires 3 network hops.

This architecture, while simple to implement, has two major inherent drawbacks: (1) It wastes the beneficial attribute of a negligible inter-wafer distance (around 50 $\mu$m per layer) in 3D chips, as shown in Figure 7.1. Since traveling in the vertical dimension is multi-hop, it takes as much time as moving within each layer. Of course, the average number of hops between a source and a destination does decrease as a result of folding a 2D design into multiple stacked layers, but inter-layer and intra-layer hops are indistinguishable. Furthermore, each flit must undergo buffering and arbitration at every hop, adding to the overall delay in moving up/down the layers. (2) The addition of two extra ports necessitates a larger $7 \times 7$ crossbar, as shown in Figure 7.2(b). Crossbars scale upward very inefficiently, as illustrated in Table 7.1. This table includes the area and power budgets of all crossbar types investigated in this paper. Details of the design and synthesis methodology are given in Section 7.5.2. Clearly, a $7 \times 7$ crossbar incurs significant area and power overhead over all other architectures. Therefore, the 3D Symmetric NoC implementation is a somewhat naive extension to the baseline 2D network.
Table 7.1. Area and Power Comparisons of the Crossbar Switches Assessed in this Work

<table>
<thead>
<tr>
<th>Crossbar Type</th>
<th>Area</th>
<th>Power with 50% switching activity at 500 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>4×2 Crossbar (for 3D DimDe)</td>
<td>3039.32 µm²</td>
<td>1.63 mW</td>
</tr>
<tr>
<td>5×5 Crossbar (Conventional 2D Router)</td>
<td>8523.65 µm²</td>
<td>4.21 mW</td>
</tr>
<tr>
<td>6×6 Crossbar (3D NoC-Bus Hybrid)</td>
<td>11579.10 µm²</td>
<td>5.06 mW</td>
</tr>
<tr>
<td>7×7 Crossbar (3D Symmetric NoC Router)</td>
<td>17289.22 µm²</td>
<td>9.41 mW</td>
</tr>
</tbody>
</table>

7.3.2 The 3D NoC-Bus Hybrid Architecture

The previous sub-section argues that multi-hop communication in the vertical (inter-layer) dimension is not desirable. Given the very small inter-strata distance, single-hop communication is, in fact, feasible. This realization opens the door to a very popular shared-medium interconnect, the bus. The NoC router can be hybridized with a bus link in the vertical dimension to create a 3D NoC-Bus Hybrid structure, as shown in Figure 7.3(a). This approach was first introduced in [143], where it was used in a 3D NUCA L2 Cache for CMPs. This hybrid system provides both performance and area benefits. Instead of an unwieldy 7×7 crossbar, it requires a 6×6 crossbar (Figure 7.3(b)), since the bus adds a single additional port to the generic 2D 5×5 crossbar. The additional link forms the interface between the NoC domain and the bus (vertical) domain. The bus link has its own dedicated queue, which is controlled by a central arbiter. Flits from different layers wishing to move up/down should arbitrate for access to the shared
medium.

Figure 7.4 illustrates the side view of the vertical via structure. This schematic depicts the usefulness of the large via pads between the different layers; they are deliberately oversized to cope with misalignment issues during the fabrication process. Consequently, it is the large vias which ultimately limit vertical via density in 3D chips.

Despite the marked benefits over the 3D Symmetric NoC router of Section 7.3.2, the bus approach also suffers from a major drawback: it does not allow concurrent communication in the third dimension. Since the bus is a shared medium, it can only be used by a single flit at any given time. This severely increases contention and blocking probability under high network load, as will be demonstrated in Section 7.5. Therefore, while single-hop vertical communication does improve performance in terms of overall latency, inter-layer bandwidth suffers.

7.3.3 A True 3D NoC Router

Moving beyond the previous options, we can envision a true 3D crossbar implementation, which enables seamless integration of the vertical links in the overall router operation. Figure 7.5 illustrates such a 3D crossbar layout. The vertical links are now embedded in the crossbar and extend to all layers. This implies the use of a $5 \times 5$ crossbar, since no additional physical channels need to be dedicated for
inter-layer communication. As shown in Table 7.1, a $5 \times 5$ crossbar is significantly smaller and less power-hungry than the $6 \times 6$ crossbar of the 3D NoC-Bus Hybrid and the $7 \times 7$ crossbar of the 3D Symmetric NoC. Interconnection between the various links in a 3D crossbar would have to be provided by dedicated connection boxes at each layer. These connecting points can facilitate linkage between vertical and horizontal channels, allowing flexible flit traversal within the 3D crossbar. The internal configuration of such a Connection Box (CB) is shown in Figure 7.6(a). The horizontal pass transistor is dotted, because it is not needed in our proposed 3D crossbar implementation, which is presented in Section 4. The vertical link segmentation also affects the via layout, as illustrated in Figure 7.6(b). While this layout is more complex than that shown in Figure 7.4, the area between the offset vertical vias can still be utilized by other circuitry, as shown by the dotted ellipse in Figure 7.6(b).
Hence, the 2D crossbars of all layers are physically fused into one single three-dimensional crossbar. Multiple internal paths are present, and a traveling flit goes through a number of switching points and links between the input and output ports. Moreover, flits re-entering another layer do not go through an intermediate buffer; instead, they directly connect to the output port of the destination layer. For example, a flit can move from the western input port of layer 2 to the northern output port of layer 4 in a single hop.

Figure 7.5. NoC Routers with True 3D Crossbars

Figure 7.6. Side View of the Inter-Layer Via Structure in a 3D Crossbar
It will be shown in Section 7.4 that adding a 128-bit vertical link, along with its associated control signals consumes only about 0.01 $mm^2$ of silicon real estate. However, despite this encouraging result, there is an opposite side to the coin which paints a rather bleak picture. Adding a large number of vertical links in a 3D crossbar to increase NoC connectivity results in increased path diversity. This translates into multiple possible paths between source and destination pairs. While this increased diversity may initially look like a positive attribute, it actually leads to a dramatic increase in the complexity of the central arbiter, which coordinates inter-layer communication in the 3D crossbar. The arbiter now needs to decide between a multitude of possible interconnections, and requires an excessive number of control signals to enable all these interconnections. Even if the arbiter functionality can be distributed to multiple smaller arbiters, then the coordination between these arbiters becomes complex and time-consuming. Alternatively, if dynamism is sacrificed in favor of static path assignments, the exploration space is still daunting in deciding how to efficiently assign those paths to each source-destination pair. Furthermore, a full 3D crossbar implies 25 (i.e. 5x5) Connection Boxes (see Figure 7.6(a)) per layer. A four-layer design would, therefore, require 100 CBs! Given that each CB consists of 6 transistors, the whole crossbar structure would need 600 control signals for the pass transistors alone! Such control and wiring complexity would most certainly dominate the whole operation of the NoC router. Pre-programming static control sequences for all possible input-output combinations would result in an oversize table/index; searching through such table would incur significant delays, as well as area and power overhead. The vast number of possible connections hinders the otherwise streamlined functionality of
the switch. Note that the prevailing tendency in NoC router design is to minimize operational complexity in order to facilitate very short pipeline lengths and very high frequency. A full crossbar with its overwhelming control and coordination complexity poses a stark contrast to this frugal and highly efficient design methodology. Moreover, our experimental results will show that the redundancy offered by the full connectivity is rarely utilized by real-world workloads, and is, in fact, design overkill.

To understand the magnitude of the path diversity issue in a true 3D crossbar (as shown in Figure 7.7 for a 3×3×3 example), one can picture the 3D crossbar itself as a 3D Mesh network. For the 3D 3×3×3 crossbar of Figure 7.7, the number of minimal paths, \( k \), between points A and B is given in [9] as

\[
k = \left( \frac{\Delta_x + \Delta_y + \Delta_z}{\Delta_x} \right) \left( \frac{\Delta_y + \Delta_z}{\Delta_y} \right) = \frac{(\Delta_x + \Delta_y + \Delta_z)\!}{\Delta_x \!\Delta_y \!\Delta_z \!}, \tag{7.1}
\]

where \( \Delta_x \), \( \Delta_y \) and \( \Delta_z \) are the numbers of hops separating A and B in the X, Y, and Z dimensions, respectively. In our example, \( \Delta_x = \Delta_y = \Delta_z = 2 \). Thus, the number of minimal paths between A and B is 90. For a 3D 4×4×4 crossbar, this number explodes to 1680. If non-minimal paths are also considered, then path diversity is practically unbounded [9].

Hence, given the tight latency and area constraints in NoC routers, vertical (inter-layer) arbitration should be kept as simple as possible. This can be achieved by using a limited amount of inter-layer links. The question is then: how many links are enough? Our experiments in Section 5 demonstrate that anything beyond two links per 3D crossbar yields diminishing returns in terms of performance.

### 7.3.4 A Partially-Connected 3D NoC Router Architecture

The scalability problem in vertical link arbitration highlighted in the previous sub-section dictates the use of a partially-connected 3D crossbar, i.e. a crossbar with a limited number of vertical links. The arbitration complexity can be further mitigated through the use of hierarchical arbiters. Two types of arbiters should be employed: intra-layer arbiters, which handle local requests from a single layer, and one global arbiter per vertical link to handle requests from all layers. This decoupling of arbitration policies can help parallelize tasks; while flits arbitrate
locally in each layer, vertical arbitration decides on inter-layer traversal. These design directives were the fundamental drivers in our quest for a suitable 3D NoC implementation. As such, they form the cornerstones of our proposed architecture, which is described in detail in the following section.

### 7.4 The Proposed 3D Dimensionally-Decomposed (DimDe) NoC Router Architecture

The heart of a typical two-dimensional NoC router is a monolithic, $5 \times 5$ crossbar, as depicted abstractly in Figure 7.8(a). The five inputs/outputs correspond to the four cardinal directions and the connection from the local PE. The realization that the crossbar is a major contributor to the latency and area budgets of a router has fueled extensive research in optimized switch designs. Through the use of a preliminary switching process, known as Guided Flit Queuing [74], incoming traffic may be decomposed into two independent streams: (a) East-West traffic (i.e. packet movement in the X dimension), and (b) North-South traffic (i.e. packet movement in the Y dimension). This segregation of traffic flow allows the use of two smaller $2 \times 2$ crossbars and the isolation of the two flows in two independent router sub-modules, as shown conceptually in Figure 7.8(b). The resulting two compact modules are more area- and power-efficient, and provide better performance than the conventional monolithic approach.

Following this logic of traffic decomposition in orthogonal dimensions, we propose in this work the addition of a third information flow in the Z dimension (i.e. inter-layer communication). An additional module is now required to handle all traffic in the third dimension; this component is aptly called the Vertical Module. On the input side, packets are decomposed into the three dimensions (X, Y, and Z), and forwarded to the appropriate module. However, as previously mentioned, simply adding a third independent module cannot lead to a true 3D crossbar, because inter-layer traffic must be able to merge with intra-layer traffic upon arrival at the destination chip layer. A totally decoupled Vertical Module would force all packets arriving at a particular layer and wishing to continue traversal within that layer to be re-buffered and re-arbitrate for access to the Row/Column modules.
Hence, the Vertical Module must somehow fuse the Row and Column modules to allow movement of packets from the Vertical Module to the Row and Column Modules. An abstract view of the proposed 3D DimDe implementation is illustrated in Figure 7.8(c). The diagram clearly shows the Vertical Module linking with the Row and Column Modules. Also notice that the communication link is one-way, i.e., from the Vertical Module to the Row/Column Modules. There is no need for the Row/Column Modules to communicate with the Vertical Module, since intra-layer traffic wishing to change layer is pre-directed to the Vertical Module at the input of the router.

![Diagram of NoC Router Switching Mechanisms](image)

**Figure 7.8.** Different NoC Router Switching Mechanisms

The streamlined nature of a dimensionally decomposed router lends itself perfectly for a 3D crossbar implementation. The simplicity and compactness of the smaller, distinct modules can be utilized to create a crossbar structure which extends into the third dimension without incurring prohibitive area and latency overhead. The high-level architectural overview of our proposed 3D DimDe router is shown in Figure 7.9. As illustrated in the figure, the gateway to different layers is facilitated by the inclusion of the third, Vertical Module.

<table>
<thead>
<tr>
<th>Inter-Layer Link Length</th>
<th>Number of Repeaters</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 µm (Layer 1 to 2)</td>
<td>0</td>
<td>7.86 ps</td>
</tr>
<tr>
<td>100 µm (Layer 1 to 3)</td>
<td>0</td>
<td>19.05 ps</td>
</tr>
<tr>
<td>150 µm (Layer 1 to 4)</td>
<td>0</td>
<td>36.12 ps</td>
</tr>
<tr>
<td>150 µm (Layer 1 to 4)</td>
<td>1 (layer 3)</td>
<td>105.14 ps</td>
</tr>
</tbody>
</table>

**Table 7.2.** The Effect of Inter-Layer Distance on Propagation Delay
The 3D DimDe router uses vertical links which are segmented at the different device layers through the use of compact Connection Boxes (CB). Figure 7.6(a) shows a side view cross-section of such a CB. Each box consists of 5 pass transistors which can connect the vertical (inter-layer) links to the horizontal (intra-layer) links. The dotted transistor is not needed in DimDe, because the design was architected in such a way as to avoid the case where intra-layer communication needs to pass through a CB. The CB structure allows simultaneous transmission in two directions, e.g. a flit coming from layer X+1 and connecting to the left link of Layer X, and a flit coming from layer X-1 connecting to the right link of layer X (see Figure 7.6(a)). The inclusion of pass transistors in the data path adds delay and degrades the signal strength due to the associated voltage drop. However, this design decision is fully justified by the fact that inter-layer distances are, in fact, negligible. To investigate the effectiveness and integrity of this connection scheme, we laid out the physical design of the CB and simulated it in HSpice using the Predictive Technology Model (PTM) [153] at 70 nm technology and 1 V power supply. The latency results for 2, 3 and 4-layer distances are shown in Table 7.2. Evidently, even with a four-layer design (i.e. traversing four cascaded pass transistors), the delay is only 36.12 ps; this is a mere 1.8% of the 2 ns clock period (500 MHz) of the NoC router. In fact, the addition of repeaters will increase latency, because with such small wire lengths (around 50 µm per layer), the overall propagation delay is dominated by the gate delays and not the wiring delay. This
To indicate the fact that each vertical link in the proposed architecture is composed of a number of wires, we thereby refer to these links as bundles. The presence of a segmented wire bundle dictates the use of one central arbiter for each vertical bundle, which is assigned the task of controlling all traffic along the vertical link. If arbitration is carried out at a local level alone, then the benefit of concurrent communication along a single vertical bundle cannot be realized; each layer would simply be unaware of the connection requests of the other layers. Hence, a coordinating entity is required to monitor all requests for vertical transfer from all the layers and make an informed decision, which will favor simultaneous data transfer whenever possible. Concurrent communication increases the vertical bandwidth of the 3D chip. Given the resource-constrained nature of NoCs, however, the size and operational complexity of the central arbiter should be handled judiciously. The goal is not to create an overly elaborate mechanism which provides the best possible matches over several clock cycles. Our objective was to obtain reasonably intelligent matches within a single clock cycle.

To achieve this objective, we divided the arbitration for the vertical link into two stages, as shown at the top of Figure 7.10(a). The first stage is performed locally, within each layer. This stage arbitrates over all flits in a single layer which request a transfer to a different layer. Once a local winner is chosen, the local arbiter notifies the second stage of arbitration, which is performed globally. This global stage takes in all winning requests from each layer and decides on how the segmented link will be configured to accommodate the inter-layer transfer(s). The arbiter was designed in such a way as to realize the scenarios which are suitable for concurrent communication.

Figure 7.10(b) illustrates all possible requests to the global arbiter of a particular vertical bundle, assuming a 4-layer chip configuration using the deterministic XYZ routing. The designations L1, L2, and L3 indicate the different segments of the vertical bundle; L1 is the link between layers 1 and 2, L2 is the link between layers 2 and 3, and so on. As an example, let us assume that a flit in layer 1, which wants to go to layer 2, has won the local arbitration of layer 1; global request signal 1 (see Figure 7.10(b)) is asserted. Similarly, a flit in layer 2 wants to
go to layer 3; global request signal 5 is asserted. Finally a flit in layer 3 wants to
go to layer 4; global request signal 9 is asserted. The global arbiter is designed
to recognize that the global request combination 1, 5, 9 (black boxes in Figure
7.10(b)) results in full concurrent communication between all participating layers.
It will, therefore, grant all requests simultaneously. All combinations which favor
simultaneous, non-overlapping communication are programmed into the global ar-
biter. If needed, these configurations can be given higher priority in the selection
process. The arbiter can be placed on any layer, since the vertical distance to be
traveled by the inter-layer control signals is negligible.

The aforementioned two arbitration stages suffice only if deterministic XYZ
routing is used. In this case, a flit traveling in the vertical (i.e. Z) dimension will be
ejected to the local PE upon arrival at the destination layer’s router. If, however, a
different routing algorithm is used, which allows flits coming from different layers to
continue their traversal in the destination layer, then an additional local arbitration
stage is required to handle conflicts between flits arriving from different layers and
flits residing in the destination layer. The third arbitration stage, illustrated at the
bottom of Figure 7.10(a), will take care of such Inter-Intra Layer (IIL) conflicts.
The use of non-XYZ algorithms also complicates the request signals sent across
different layers. It is no longer enough to merely indicate the destination layer;
the output port designation on the destination layer also needs to be sent. IIL
conflicts highlight the complexity involved in coordinating flit traversal in a 3D
network environment. An example of the use of a non-XYZ routing algorithm is
presented in Figure 7.11, which tracks the path of a flit traveling from Layer X to the eastern output of Layer X+1. In this case, the flit changes layer and continues traversal in a different layer.

Each vertical bundle in DimDe consists of a number of data wires (128 bits in this work), and a number of control wires to/from a central arbiter which coordinates flit movement in the vertical dimension. These control signals include: (a) Request signals from all layers to the central arbiter indicating the requested destination layer (and possibly output port, depending on the routing algorithm used), and the corresponding acknowledgement signals from the arbiter. (b) Enable signals from the arbiter to the pass transistors of the Connection Boxes of each layer spanned by the wire bundle. The total number of wires, \( w \), in a vertical bundle is given by

\[
  w = \begin{cases} 
    b + 2(n - 1)^2 + 5(n - 1) & \text{, if XYZ algorithm is used} \\
    b + 2(n - 1)^2 + 6(n - 1) + 5(n - 1) & \text{, otherwise}
  \end{cases}
\]

where

\[
  b = \text{number of data bits/wires}, \\
  2(n - 1)^2 = \text{number of request/acknowledgement signals to/from the central arbiter assuming an } n - \text{layer chip}, \\
  6(n - 1) = \text{number of additional signals sent to/from the arbiter for output port designation (3-bit designation for the four possible output ports and the ejection port) when a non-XYZ routing algorithm is employed}, \\
  5(n - 1) = \text{number of enable signals for the pass transistors of the CB of each layer}.
\]

Assuming a 4-layer configuration \((n = 4)\), XYZ routing, and 128 data bits (i.e. \( b = 128 \)), the number of wires in a vertical bundle, \( w \), is 161. Based on the square-like layout of Figure 7.1, the area consumed by the bundle is around 10,000 \( \mu m^2 \) = 0.01 \( mm^2 \). This amounts to a vertical via density of around 1.5 million individual wires per \( cm^2 \). This result illustrates the fact that increasing the number of vertical vias is, in fact, feasible in terms of area consumption by the wires themselves. However, as explained in Section 7.3.4, adding extra vertical bundles in the 3D crossbar is prohibitive in terms of arbitration complexity; the area, power and latency
increases incurred by a highly-complex arbitration scheme negate any advantages provided by the increased number of inter-layer bundles. Furthermore, it will be demonstrated later on that increasing the number of inter-layer bundles yields rapidly diminishing returns in terms of performance gain under both synthetic and real workloads.

A detailed view of the proposed 3D DimDe architecture is shown in Figure 7.12. DimDe employs Guided Flit Queuing [74] to guide incoming flits to an appropriate Path Set (PS). Guided Flit Queuing is a preliminary switching operation at the input of the router which utilizes the look-ahead routing information present in incoming header flits. This information denotes the requested output path; thus, incoming traffic can be decomposed into the X, Y, and Z dimensions. The Vertical Module adds two extra path sets to the 2D implementation. One path set is used by incoming flits from the East-West (intra-layer) dimension, and the other for flits from the North-South dimension. Just like Guided Flit Queuing, the Early Ejection Mechanism [74] uses the look-ahead routing information to identify

Figure 7.11. An Example of a Non-XYZ Routing Algorithm
Figure 7.12. Architectural Detail of the Proposed 3D DimDe NoC Router

packets which need to be ejected to the local PE. This enables such flits to bypass the destination router and be directly ejected to the NIC. The Vertical Module consists of two bidirectional vertical bundles, one for each of the two path sets. Note that the number of vertical bundles can be varied from four to one. Each vertical link has one input connection and three output connections on each layer. The input connection comes from the associated path set’s MUX (see dark box in the middle of Figure 7.12). The three output connections are as follows: (1) One connection to the Row Module Crossbar for flits which arrive from other layers and need to continue traversal in the East-West dimension of the current layer. (2) One connection to the Column Module crossbar for flits which need to continue in the North-South dimension of the current layer. (3) One connection for ejection to the Network Interface Controller (NIC) of the local PE. This configuration implies that the Row and Module crossbars need to grow in size from $2 \times 2$ in the 2D case to $4 \times 2$ in DimDe to accommodate the two additional connections from the two vertical links. Despite this increase in size, two $4 \times 2$ crossbars are still substantially smaller than a single monolithic $6 \times 6$ or $7 \times 7$ crossbar, as illustrated in Table 7.1. Once again, it is precisely for this reason that we chose to use this architecture in
our 3D NoC implementation.

The Vertical Module of the proposed DimDe router uses two Path Sets to group the available Virtual Channels. As shown in Figure 7.13, the DimDe router requires 5 VCs for correct functionality under a deterministic, deadlock-free algorithm: one VC for injection from each of the four incoming directions, and one for injection from the local PE. The sixth VC can be used as a drain channel for deadlock recovery under adaptive routing algorithms. Moreover, depending on the algorithm used, additional VCs can be added to the two Vertical Module path sets to ensure deadlock freedom. These drain VCs need to operate on deadlock-free algorithms to guarantee deadlock breakup [154]. In this work, we concentrated on deterministic XYZ and ZXY algorithms as a proof of concept of the proposed architecture. Since these algorithms are inherently deadlock-free, the sixth VC buffer was used as an additional injection VC from the local PE.

As previously explained in Section 7.2.2, thermal issues are of utmost importance in 3D chips. Stacking several active layers with minimal distance in-between favors the creation of hotspots. From a 3D NoC perspective, it was important to investigate the effect of high temperature on the propagation delay of the signals on the vertical (inter-layer) interconnects. To that extend, the propagation delay between the layers was modeled as an RC ladder (Figure 7.14(b)) to accurately capture the distributed resistance, capacitance, and temperature variations along the inter-strata vias. The resistance of metals is affected by temperature, and it was modeled using equations from [155]. Assuming a $T_{Layer1}$ temperature of 85°C and a fixed linear temperature gradient between each layer, the propagation delay of these vias was simulated in HSpice with the required temperature annotations. Even in the worst case of a 10°C temperature increase per layer for 8 layers, the total propagation delay from the lowest to the highest layer was only 0.11 ps and, therefore, considered inconsequential for our work. The results of the thermal analyses are summarized in Figure 7.14(a).

### 7.5 Performance Evaluation

In this section, we present simulation-based performance evaluation of our architecture, a generic 2D router architecture, a 3D Symmetric NoC design, the 3D
Figure 7.13. Virtual Channel Assignments in the Vertical Module of DimDe

Figure 7.14. Thermal Effects on Inter-Layer Propagation Delay

NoC-Bus Hybrid architecture, and the Full 3D Crossbar implementation, in terms of network latency, throughput and power consumption under various traffic patterns. Our experimental methodology is followed by the experimental results.
7.5.1 Simulation Platform

A double-faceted evaluation environment was implemented in order to conduct a detailed evaluation of the router architectures analyzed in this paper: (a) A cycle-accurate stand-alone 3D NoC simulator was developed, which accurately models the routers, the interconnection links and vertical pillars, as well as all the architectural features of the various NoC architectures under investigation. The simulator was built by augmenting an existing 2D NoC simulator and models each individual component within the router architecture, allowing for detailed analysis of component utilizations and flit flow through the network. The activity factor of each component is used for analyzing power consumption within the network. In addition to the network-specific parameters, our simulator accepts hardware parameters such as power consumption (dynamic and leakage) for each component and overall clock frequency. This leg of the simulation process examines the behavior of all the architectures under synthetic workloads.

(b) To provide a more diversified simulation environment, we also implemented a detailed trace-driven cycle-accurate hybrid NoC/cache simulator for CMP architectures. The memory hierarchy implemented is governed by a two-level directory cache coherence protocol. Each core has a private write-back L1 cache (split L1 I and D cache, 64 KB, 2-way, 3-cycle access). The L2 cache is shared among all cores and split into banks (32 banks, 512 KB each for a total of 16 MB, 6-cycle bank access). An underlying NoC model connects the L2 banks. The L1/L2 block size is 64 B. Our coherence model includes a MESI-based protocol with distributed directories, with each L2 bank maintaining its own local directory. The simulated memory hierarchy mimics SNUCA [38]. The sets are statically placed in the banks depending on the low order bits of the address tags. The network timing model simulates all kinds of messages: invalidates, requests, replies, write-backs, and acknowledgements. The interconnect model is the same as (a) above. The off-chip memory is a 4 GB DRAM with a 260-cycle access time.

Detailed instruction traces of four commercial server workloads were used: (1) TPC-C [156], a database benchmark for online transaction processing (OLTP), (2) SAP [157], a sales and distribution benchmark, and (3) SJBB [158] and (4) SJAS [159], two Java-based server benchmarks. The traces — collected from multiprocessor server configurations at Intel Corporation — were then run through
our NoC/cache hybrid simulator to measure network statistics. Additionally, a second set of memory traces was generated by executing programs from SPLASH [160], a suite of parallel scientific benchmarks, on the Simics full system simulator [161]. Specifically, barnes, ocean, water-nsquared (wns), water-spatial (wsp), lu, and radiosity (rad) were used. The baseline configuration is the Solaris 9 Operating system running on eight UltraSPARC III cores. Benchmarks execute 16 parallel threads. Again, the number of banks for the L2 shared cache is 32. Thus, 32 nodes are present in the NoC network, 8 of which are also CPU nodes.

The proposed components of the 3D router architectures, and a generic two-stage 5-port router architecture were implemented in structural Register-Transfer Level (RTL) Verilog and then synthesized in Synopsys Design Compiler using a TSMC 90 nm standard cell library. The vertical interconnects were modeled as 2D wires with equivalent resistance and capacitance. The resulting designs operate at a supply voltage of 1 V and a clock speed of 500 MHz. Both dynamic and leakage power estimates were extracted from the synthesized router implementation. These power numbers were then imported into our cycle-accurate simulation environment and used to trace the power profile of the entire on-chip network.

7.5.2 Performance Results

The proposed 3D DimDe design was compared against four other router architectures (2D NoC, 3D Symmetric NoC, 3D NoC-Bus Hybrid, and a Full 3D Crossbar configuration) using our cycle-accurate simulation environment. Our definition of a “full” 3D crossbar implies that all connection points inside the 2D 5×5 crossbar (i.e. 25 links) extend into the third (i.e. vertical) dimension. In both simulation phases, two deterministic routing algorithms (XYZ routing and ZXY routing) were used to measure the average network latency, throughput, and power consumption in all experiments. For the synthetic workload simulation phase (described in part (a) of Section 7.5.1), all architectures under investigation were evaluated using a regular mesh network with 64 nodes. In the 3D designs, 4 layers were used, each with 16 nodes (4x4). Wormhole routing based on virtual-channel flow control was employed in all cases. To ensure fairness, all architectures under test had 3 VCs per input port, and a total buffer space of 80 flits per node. Each simulation
consists of two phases: a warm-up phase of 20,000 packet injections, followed by the main phase which injects a further one million packets. Each packet consists of four 128-bit flits. The simulation terminates when all packets are received at the destination nodes. Uniform, matrix-transpose (dimension reversal) [162] and self-similar traffic patterns were used.

For the real workload simulation phase (described in part (b) of Section 7.5.1), the 32 L2 cache banks (nodes) were “folded” into 4 layers, with each layer holding 8 banks (4x2). The 8 CPUs were also split into 2 CPUs/layer. The commercial workloads were simulated for 10,000 transactions per thread, whereas the scientific workloads were simulated for 100 million instructions per core upon commencement of the parallel phase of the code. Data messages were 5-flit packets (64 B cache-line plus network overhead), while control messages were single-flit packets.

The 3D DimDe architecture design exploration provided different options for the number of pillars in the Vertical Module. Since we are using 2×2 crossbars as the basic building blocks, four pillars would provide a complete crossbar connection, while a single pillar would provide a segmented bus connection. As previously mentioned, the caveat is that more vertical pillars offer more path diversity and complicate the arbiter design. Hence, the number of pillars should be decided based on the performance, energy and area tradeoffs. Our experiments (not shown here due to space considerations) suggest that the two-pillar DimDe design provides the best compromise in terms of performance, area and energy behavior. Therefore, in the rest of the evaluations, we use the two-pillar DimDe architecture (as shown in Figure 7.12). Moreover, to validate our assertion that anything more than two vertical bundles would yield diminishing returns, we will compare our design to a full 3D crossbar configuration (Section 7.3.4) with 25 vertical bundles. In all experiments, the Full 3D crossbar was assumed to complete its configuration in a single clock cycle. Therefore, all results for this Full 3D Crossbar design will be very optimistic. However, despite discounting the complexity of the control and arbitration logic of the Full 3D crossbar, the proposed DimDe router will still be able to achieve comparable performance.

The latency and throughput results of all five architectures for various synthetic traffic patterns (i.e. phase 1 of our simulation experiments) are illustrated in Figures 7.15 through 7.17. It can be observed that the proposed DimDe de-
sign consistently remains within 5% (on average) of the ideal Full 3D Crossbar’s performance, while providing much lower latency and saturating at much higher workloads than the remaining architectures. Compared to the DimDe design, the 3D Symmetric topology suffers from the additional router delay at each inter-layer hop. At low loads (e.g., up to 20% for all traffic patterns with XYZ routing), the NoC-Bus Hybrid provides lower latency compared to the 3D Symmetric NoC as it benefits from the single hop vertical communication. As the load increases, the NoC-Bus Hybrid Architecture exhibits the worst latency and throughput for all traffic patterns (even worse than the 2D topology) as the bus saturates first with higher workload. Consequently, the 3D NoC-Bus Hybrid may be suitable only for 3D architectures where the traffic is mostly confined to the 2D strata and the load on the vertical links is sparse. Clearly, the proposed 3D DimDe router outperforms the other three designs in all traffic patterns, and it achieves performance very close to that of a full crossbar, using only two (instead of 25) vertical bundles. This soundly resonates our assertions that a full 3D crossbar is design overkill in terms of performance enhancement.

Figure 7.16 shows the latency results with ZXY routing. As ZXY routing incurs a two-cycle arbitration delay (see Figure 7.10(a)), in contrast to the single-cycle arbitration of XYZ routing, both the 3D DimDe and Full 3D Crossbar routers incur higher latency compared to the XYZ routing. In terms of the throughput behavior (Figure 7.17), the DimDe architecture provides 18% average improvement over the other designs, while remaining within around 3% of the Full 3D Crossbar’s throughput.

Figures 7.18 and 7.19 show the results of phase 2 of our simulation experiments, i.e. real commercial and scientific workloads in an 8-CPU CMP environment. Figure 7.18 depicts the average network latency for the four 3D architectures under test. We do not show the 2D results, since the significantly larger hop count in the 2D case naturally leads to substantially worse results compared to all 3D architectures. Clearly, the proposed 3D DimDe design outperforms all designs except the Full 3D Crossbar. DimDe provides an average improvement of 27% over the 3D Symmetric and 3D NoC-Bus Hybrid designs, and remains within 4% of the Full 3D Crossbar’s performance. However, a more complete picture is painted in Figure 7.19, which compares the Energy-Delay Product (EDP) of all the architectures.
This metric is, in fact, more meaningful since it accounts for both performance and power consumption. Here, the efficiency of the proposed 3D DimDe design shines through. DimDe significantly outperforms all other designs, including the ideal Full 3D Crossbar, by 26% on average. These results are a testament to the holistic efficiency of the DimDe architecture. Through the decomposition of incoming traffic into smaller components, the use of a simple, partially-connected 3D crossbar, and reduced arbitration complexity, DimDe can outperform even the optimistic results of a full (i.e. 25 vertical bundles) crossbar structure. This result is of profound significance, because it shows that increasing inter-layer links arbitrarily increases design complexity and overhead without tangible performance benefits.

Figure 7.15. Average Latency with various Synthetic Traffic Patterns (XYZ routing)

Figure 7.16. Average Latency with various Synthetic Traffic Patterns (ZXY Routing)
Figure 7.17. Throughput with various Synthetic Traffic Patterns (XYZ Routing)

Figure 7.18. Average Latency with various Commercial and Scientific Workloads

7.6 Conclusions

3D technology is envisioned to provide a performance-rich, area- and energy-efficient, and temperature-aware design space for multicore/SoC architectures. In this context, the on-chip interconnect in a 3D setting will play a crucial role in optimizing the performance, area, energy and thermal behaviors. In this Chap-
ter, we have explored several design options for 3D NoCs, specifically focusing on the inter-strata communication. Three possible designs that include a simple bus for the vertical connection, a symmetric 3D hop-by-hop topology, and a true 3D crossbar architecture are investigated. The proposed 3D architecture, called the 3D DimDe router, supports two vertical interconnects to achieve a balance between the path diversity and high bandwidth offered by a full 3D crossbar and the simplicity of a bus. DimDe supports a true 3D crossbar structure spanning all layers of the chip and fusing them into a single router entity. We have investigated the detailed micro-architectural implications of the design, which include the feasibility of the inter-strata vertical wire layout, arbitration mechanism, and virtual channel support for providing deadlock-free routing. The design has been implemented in structural Verilog and synthesized using a TSMC 90 nm standard cell library to analyze the area, energy, and thermal behaviors. It has been shown that it is possible to implement a hierarchical two-stage vertical arbitration mechanism.

To ensure a comprehensive evaluation environment, we utilized a double-faceted simulation process to expose all designs to several traffic patterns, including request/reply memory traffic. Phase 1 of the simulation used a stand-alone, cycle-accurate NoC simulator running synthetic workloads, while Phase 2 used a hybrid NoC/cache simulator running a variety of commercial and scientific workloads within the context of a multi-bank NUCA L2 cache in an 8-CPU CMP environment. In both cases, the proposed DimDe design was demonstrated to offer average latency and throughput improvements of more than 20% over the other 3D architectures, while remaining within 5% of the full 3D crossbar performance. More importantly, the DimDe architecture outperforms all other designs, including the full 3D crossbar, by an average of 26% in terms of the Energy-Delay Product (EDP). *One of the most important contributions of this work is the clear indication that arbitrarily adding vertical links in a 3D NoC router yields diminishing returns in terms of performance, while increasing control and arbitration complexity.*

3D integration presents the interconnect designer with several new challenges. In the future, we plan to investigate the design of a pipelined arbitration scheme to support adaptive routing within the context of fault tolerance and load balancing.
Conclusions

With the advent of deep-submicron technology, single chip system design is becoming a reality. However, with the transistor counts reaching into the billions and chip densities increasing, novel solutions are needed for arising architectural issues. One key area that will effect the performance, design, verification, and manufacturing of future System-on-Chip (SoC) or multicore architectures is the interconnection network. This research was aimed at developing a comprehensive design paradigm for exploring the on-chip interconnect design consisting of five components important to NoC architectures.

8.1 Summary of Contribution

In the first part of this research we have summarized SoC design challenges and analyzed NoC design issues and alternatives at different layers of abstraction. Because of the ever increasing circuit complexity, the generic architecture needs to adapt into a flexible and parallel platform. As a joint project the designs were implemented in structural Register-Transfer Level (RTL) Verilog and then synthesized in Synopsys Design Compiler using a TSMC 90 nm and 70nm cell library. Current trends in system design methodology are moving towards co-design of mixed hardware/software system targeting multiprocessor System-on-Chip. Thus, modularity, flexibility and scalability are required to have an efficient multiprocessor design flow, which are feasible and applicable to large application fields. The most common way to achieve modularity is to separate the sub-system communications
from the behavior when partitioning a system. Therefore, on-chip communication requirement is becoming a dominant factor, shifting the paradigm from computation centric to communication centric design (in terms of area, performance, power and reliability). Most prior studies have not considered a comprehensive approach to the design and analysis of on-chip interconnects encompassing the three design metrics - performance, power, and reliability.

The rapidly increasing use of SoC architectures has also accentuated the need for efficient on-chip communication infrastructures since they require ultra-low latency and an overall enhancement of performance. In the second work of our research, we proposed one type of solution, in which a low-latency on-chip router architecture supporting adaptive path-sensitive mechanisms, was shown to be able to minimize average packet latency by intelligent path selection and reduced switching activities. This architecture reduced the size of the control logic, decreasing the number of connections and switching points necessary with the conventional switch fabric. We have shown that this technique allows for significant energy savings in a chip’s tight power budget. Furthermore, we evaluated how network latencies influence on energy consumption of NoC architectures implemented in deep sub-micron technologies. We have accounted for individual router component utilizations to precisely estimate the dynamic and leakage envelope of each router throughout the simulation. This allows for a more realistic estimation when handling different flit types. For example, a header flit requires processing by the routing, computation, and virtual channel allocation units, while a data or tail flit do not. These attributes are accurately reflected in my power estimation model since they all effect different component utilizations during the simulation and, as a result, the energy consumption.

While the design space remains large, leaving many design alternatives unexplored, the ability to precisely and efficiently provide analysis of an NoC’s performance, fault-tolerance, and energy behavior becomes another fundamental aspect of NoC design. While most prior on-chip interconnect analyses are based on time-consuming simulation models, in order to provide fast performance estimates during the design cycle, we developed an accurate queuing-theory-based analytical model for capturing performance and energy behavior at the granularity of individual on-chip network sub-modules, as our third part of this thesis. The model
developed here quantified the overall power consumption by capturing the utilization of different components and their corresponding energy consumptions. By integrating performance, power, and reliability models the analytical model was further able to evaluate multi-objective tradeoffs. In addition, current network design will not be able to provide reliable communication due to the increased role of crashes and failures. We have explored error detection and correction mechanisms that provide different energy-reliability-performance tradeoffs and extend our model to evaluate the on-chip network in the presence of these error protection schemes. Our reliability exploration culminates with the introduction of an array of transient fault protection techniques, both architectural and algorithmic, to tackle reliability issues within the router’s individual hardware components. We proposed a complete solution safeguarding against both the traditional link faults and internal router upsets, without incurring any significant latency, area and power overhead.

In the fourth part of our research, we proposed a novel fine-grained modular router architecture, called the Row-Column (RoCo) Decoupled Router, towards more comprehensive framework of designing low-latency, energy-efficient and reliable on-chip communication networks. The proposed RoCo router has a number of features that make it distinct compared to the earlier designs. First, it uses two smaller $2 \times 2$ crossbars instead of a larger $5 \times 5$ crossbar that is traditionally used for 2D mesh networks. Second, it uses a path-sensitive buffering scheme, where, the virtual channels are divided into four sets to support dedicated row and column routing in the two crossbars. These two features along with early ejection, mirrored allocation, look-ahead routing and speculative path selection help in reducing the contention. Third, unlike most earlier designs, we showed how deterministic (XY) routing, XY-YX routing and adaptive routing can be supported in this architecture. Fourth, because of the modular design, we demonstrated how different types of faults such as VA, SA, and crossbar failures can be handled with graceful degradation, thereby providing better fault-tolerance compared to earlier designs. The novelty of this approach is that operation of the router can continue in the presence of a faulty component through resource sharing. The substitution of defective elements by healthy ones elsewhere in the system provides a kind of virtual recycling bin, where functional components can be reused in other parts of the implemen-
tation should the need arise. Our proposed scheme avoids the more traditional approach in fault-tolerance, which resorts to replication of resources. Silicon real-estate and energy are at a premium in on-chip applications, thus necessitating the efficient re-use of existing resources. All these techniques were used to create a very efficient and resilient system, while incurring no significant area, latency, or power overhead. In addition, while all prior NoC studies have analyzed at best two of the three parameters, such as energy-delay product, we introduced a comprehensive parameter, called PEF, for analyzing the performance, energy and fault-tolerance attributes of NoC architectures. The inter-dependence between speed, power and fault-tolerance highlights the importance of a metric which can identify the best tradeoffs between these three competing traits. Hence, we proposed the Performance, Energy and Fault-tolerance (PEF) metric, as a comprehensive parameter that reflects the correlation between the three desired design goals. In this work, we could develop a design paradigm that provided a comprehensive framework for exploring high-performance, reliable, and energy-efficient SoC/multicore NoC architectures.

In the final work, we explored the design of a three dimensional (3D) crossbar-style, NoC for upcoming 3D VLSI technology. Much like multi-storey buildings in densely packed metropolises, three-dimensional (3D) chip structures are envisioned as a viable solution to skyrocketing transistor densities and burgeoning die sizes in multi-core architectures. Partitioning a larger die into smaller segments and then stacking them in a 3D fashion can significantly reduce latency and energy consumption. Such benefits emanate from the notion that inter-wafer distances are negligible compared to intra-wafer distances. This attribute substantially reduces global wiring length in 3D chips. The work in this thesis integrated the NoC design into a 3D setting. While NoCs have been studied extensively in the 2D realm, the microarchitectural ramifications of moving into the third dimension have yet to be fully explored. We presented a detailed exploration of inter-strata communication architectures in 3D NoCs. Three design options are investigated; a simple bus-based inter-wafer connection, a hop-by-hop standard 3D design, and a full 3D crossbar implementation. This exploration provided great insight into the balance between path diversity and bandwidth benefits using real commercial and scientific benchmarks in the simulation testbed. In this
context, we proposed a novel partially-connected 3D crossbar structure, the 3D Dimensionally-Decomposed (DimDe) Router, which provides a good tradeoff between circuit complexity and performance benefits.

To conclude, this research considered the three objective functions, performance, energy, and fault-tolerance, to lead an investigation into the NoC design space. As a result, we were able to develop a variety of novel techniques that will enable computer architects to be able to design scalable, high-performance, energy-efficient, and reliable, on-chip communication networks for future SoC/multicore systems.

### 8.2 Future Research Directions

Design and analysis of System-on-Chip (SoC) architectures incorporating hundreds of functional units to solve real-world problems is an emerging and exciting research field. This research is likely to have a significant influence on the design of next generation multicore/SoC architectures. The results from this work help in the advancement of research areas within multicore computing which is expected to be the main design paradigm for future high performance architectures.

Real-time processing of video and audio streams are computationally demanding and require a high quality of service. SoC/multicore architectures are an ideal solution for these types of tasks, especially in mobile computing environments. We plan to explore a set of dedicated processors for handling mission critical tasks including next generation wireless Internet traffic, encryption/decryption, real-time scheduling, and high definition video. We will analyze parallel processing and stream processing, and will develop a global hierarchy and local pipeline organization as follows: (i) Partition the overall functionality into several parallel tasks. (ii) Performance characterization of inter-processor communications. (iii) Pipelining multimedia platforms through the use of sub-connections; the performance of mobile multimedia SoC depends on efficiently streaming large amounts of variable data through the devices, and the data processing is pipelined by the dedicated processors.

Three-dimensional integrated circuits (3D ICs) are attractive options for overcoming the barriers in interconnect scaling, offering an opportunity to continue
the CMOS performance trend. Design decisions of 3D interconnects is closely intertwined with the design of the architecture. I plan to explore the influence of alternate design styles for stacking different components (processors, memory blocks, etc...) on top of each other and then completely redesign individual components for multiple layers to improve communication traffic across multiple layers and within a single layer.
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