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Abstract
In this dissertation, I delve into innovative finger tracking methods, underscoring their potential
applications across a variety of fields. My exploration begins with the FinGTrAC system,
designed to recognize discrete finger gestures for American Sign Language (ASL) translation
using minimal hardware: a single sensor on a finger and a smartwatch. Subsequently, I introduce
NeuroPose, a system for continuous 3D finger motion tracking using wearable ElectroMyoGra-
phy (EMG) sensors, combining anatomical constraints with machine learning techniques. This
technology, when extended via a mirrored bilateral training scheme, demonstrates potential ap-
plications for prosthetics. Addressing the pressing need for large-scale training data in machine
learning, I propose ZeroNet, a system that uses publicly available video data for inferences
on Inertial Measurement Unit (IMU) sensors, delivering high recognition accuracy. Lastly, I
explore less intrusive tracking solutions with mm4Arm, a system that employs millimeter wave
(mmWave) sensors to track 3D finger motion by focusing on forearm reflections correlated
with finger movements. Through these investigations, my research provides a comprehensive
understanding of finger tracking technologies’ opportunities and challenges, paving the way
for their integration into the rapidly evolving Internet of Things (IoT) landscape.
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Chapter 1 |
Introduction

Nowadays, finger tracking enables a number of exciting applications in sports analytics [13],
healthcare and rehabilitation [14], sign languages [15], augmented reality (AR), virtual reality
(VR), haptics [16] etc. Analysis of finger motion of aspiring players can be compared to
experts to provide automated coaching support. Finger motion stability patterns are known to
be bio-markers for predicting motor neuron diseases [17]. Finger gestures for sign language
translation can significantly help deaf and hard of hearing (DHH) in communicating with
people with normal hearing ability thus motivating more than two decades of research [18, 19].
AR/VR gaming as well as precise control of robotic prosthetic devices are some of the other
applications that benefit from finger tracking [20, 21].

I get started from discrete finger gestures, more specifically, exploring the feasibility of
finger gesture tracking in the application of American Sign Language (ASL) translation. Five
fingers of a human hand posses more than 30 degrees of freedom. Tracking these degrees of
freedom to detect motion of hand gestures might ideally require multiple sensors to be placed
on the hand, which can be intrusive. Our system FinGTrAC explores the limits of feasibility of
finger gesture tracking using a single sensor placed on the finger as a ring and a smartwatch
worn on the wrist. The key contribution of this work is in scaling up gesture recognition to
hundreds of gestures while using only a sparse wearable sensor set where prior works have
been able to only detect tens of hand gestures. FinGTrAC exploits a number of opportunities in
data preprocessing, filtering, pattern matching, context of an ASL sentence to systematically
fuse the available sensory information into a Bayesian filtering framework. Culminating into
the design of a Hidden Markov Model, a Viterbi decoding scheme is designed to detect finger
gestures and the corresponding ASL sentences in real time. Extensive evaluation on 10 users
shows a recognition accuracy of 94.2% for 100 most frequently used ASL finger gestures over
different sentences.

Given the discrete finger gesture recognition’s high accuracy, the idea of 3D continuous
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hand pose tracking came to my mind. I designed a system called NeuroPose, that hows the
feasibility of 3D finger motion tracking using a platform of wearable ElectroMyoGraphy (EMG)
sensors. EMG sensors can sense electrical potential from muscles due to finger activation,
thus offering rich information for fine-grained finger motion sensing. However converting
the sensor information to 3D finger poses is non-trivial since signals from multiple fingers
superimpose at the sensor in complex patterns. Towards solving this problem, NeuroPose fuses
information from anatomical constraints of finger motion with machine learning architectures
on Recurrent Neural Networks (RNN), Encoder-Decoder Networks, and ResNets to extract 3D
finger motion from noisy EMG data. Furthermore, a transfer learning algorithm is leveraged
to adapt a pretrained model on one user to a new user with minimal training overhead. A
systematic study with 12 users demonstrates a median error of 6.24◦ and a 90%-ile error of
18.33◦ in tracking 3D finger joint angles.

After exploring EMG applications like NeuroPose, I found that an important application of
EMG devices is in developing prosthetic devices for amputees with missing fingers. However,
because of missing fingers, it is non-trivial to generate training data that maps EMG signal
pattern into corresponding 3D joint angles of various fingers. Towards handling this challenge,
I explore a mirrored bilateral training [22] scheme and validates the feasibility of applying
mirrored bilateral training approach in prosthetic devices, which is an extended version of
NeuroPose.

NeuroPose do requires a large amount of training data, and so do other machine learning
(ML) based systems. While finger motion tracking with cameras is very mature, largely due
to availability of massive training datasets, there is a dearth of training data for developing
robust ML models for wearable IoT devices with Inertial Measurement Unit (IMU) sensors.
Therefore could we have a zero-training overhead finger tracking system using wearables? Yes
- Our system ZeroNet, which harvests training data from publicly available videos for perform-
ing inferences on IMU. The difference in data among video and IMU domains introduces a
number of challenges due to differences in sensor-camera coordinate systems, body sizes of
users, speed/orientation changes during gesturing, sensor position variations etc. ZeroNet ad-
dresses these challenges by systematically extracting motion data from videos and transforming
them into acceleration and orientation information measured by IMU sensors. Furthermore,
data-augmentation techniques are exploited that create synthetic variations in the harvested
training data to enhance the generalizability and robustness of the ML models to user diversity.
Evaluation with 10 users demonstrates a top-1 accuracy of 82.4% and a top-3 accuracy of
94.8% for recognition of 50 finger gestures thus indicating promise.

While wearable sensor performs well in tracking the fingers, it still needs on-body sensors
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which users might feel uncomfortable and intrusive. Therefore, I explore finger tracking
solutions using RF and wireless sensing techniques. More specifically, I choose mmWave
sensors due to its high resolution and good penetrability. mmWave signals form a critical
component of 5G and next-generation wireless networks, which are also being increasingly
considered for sensing the environment around us to enable ubiquitous IoT applications. In
this context, I propose a work that leverages the properties of mmWave signals for tracking 3D
finger motion for interactive IoT applications. While conventional vision-based solutions break
down under poor lighting, occlusions, and also suffer from privacy concerns, mmWave signals
work under typical occlusions and non-line-of-sight conditions, while being privacy-preserving.
In contrast to prior works on mmWave sensing that focus on predefined gesture classification,
this work performs continuous 3D finger motion tracking. Towards this end, I first observe via
simulations and experiments that the small size of fingers coupled with specular reflections
do not yield stable mmWave reflections. However, I make an interesting observation that
focusing on the forearm instead of the fingers can provide stable reflections for 3D finger
motion tracking. Muscles that activate the fingers extend through the forearm, whose motion
manifests as vibrations on the forearm. By analyzing the variation in phases of reflected
mmWave signals from the forearm, this paper designs mm4Arm, a system that tracks 3D finger
motion. Nontrivial challenges arise due to the high dimensional search space, complex vibration
patterns, diversity across users, hardware noise, etc. mm4Arm exploits anatomical constraints
in finger motions and fuses them with machine learning architectures based on encoder-decoder
and ResNets in enabling accurate tracking. A systematic performance evaluation with 10
users demonstrates a median error of 5.73◦ (location error of 4.07 mm) with robustness to
multipath and natural variation in hand position/orientation. The accuracy is also consistent
under non-line-of-sight conditions and clothing that might occlude the forearm. mm4Arm runs
on smartphones with a latency of 19ms and low energy overhead.

The rest of the thesis is structured as follows. Chapter 2 provides some related works of
finger tracking areas. Chapter 3 introduces FinGTrAC [23, 24] – Fine-grained finger gesture
tracking system using low intrusive wearable sensor platform. Chapter 4 introduces NeuroPose

[25] – 3D hand pose continuous tracking system using EMG wearables. Chapter 5 introduces
extended version of NeuroPose [26] being applied with mirrored bilateral training– 3D Hand
Pose Tracking using EMG Wearables with Applications to Prosthetics. Chapter 6 introduces
ZeroNet [27] – Zero training overhead finger tracking system using IMU sensor. Chapter
7 introduces mm4Arm [28] – Leveraging the Properties of mmWave Signals for 3D Finger
Motion Tracking for Interactive IoT Applications.
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Chapter 2 |
Related Works

2.1 Vision

Finger motion can be captured by depth cameras like kinect [29] and leap [30] sensors.
However, advances in machine learning, availability of large training datasets have enabled
precise tracking of finger motion even from monocular videos that do not contain depth
information [31, 32]. While such works are truly transformative, we believe wearable based
solutions have benefits over vision based approaches which are susceptible to occlusions,
lighting, and resolution. In addition, wearable devices offer ubiquitous solution with continuous
tracking without the need of an externally mounted camera. FingerTrak [33] has innovatively
designed wearable thermal cameras to track 3D finger motion. However, tracking may not be
robust under changes in background temperature as well as motion of wrist (due to shift in
camera positions).

2.2 Sensor Gloves

Gloves with embedded sensors such as IMU, flex sensors, and capacitative sensors have been
used for finger pose tracking in a applications like sign language translation, gaming, HCI
etc [15]. Work in [34] tracks hand pose using an array of 44 stretch sensors. Works [35, 36]
extracts hand pose using gloves embedded with 17 IMU. Flex sensors have been used in
commercially available products such as CyberGlove [37], ManusVRGlove [38], 5DT Glove
[39] etc. However, wearing gloves in hands may hinder dexterous/natural hand movements [40].
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2.3 Radio Frequency (RF)

RF signals have been used for human body motion sensing [41–44]. They are also used to
track the motion of the hand and classify discrete gestures by using a combination of wireless
channel state information (CSI), and Doppler shifts [45–47]. Wireless signals have been used
for a number of applications [48–50]. WiSee [51] can detect hand gestures by measuring
doppler shifts from WiFi reflections. mmWrite [52] performs handwriting recognition using
mmWave radars. RFWash [53] detects hand wash hygiene using mmWave radars near bathroom
mirrors. SignFi [54] uses CSI from WiFi APs for sign language recognition. ExASL [55]
tracks point clouds computed from range-doppler spectrum and angle of arrival spectrum of
mmWave radars. This is used to classify upto 23 discrete gestures used in ASL. 3D pose of
the human body has been detected even behind occlusions such as Walls using wireless body
reflections [56, 57]. Heart rate, breathing, and physiological signals of interest to healthcare
applications have been detected using RF signals [58, 59]. Google project Soli [60] can detect
fine grained finger gestures using mmWave reflections. RF based tracking requires the need for
any external infrastructure, like vision, but it is completely passive.

2.4 Inertial Sensors

Inertial sensors have been used in many localization and gesture tracking applications [61, 62].
UnLoc [63] fuses information from smartphone sensors for extracting characteristic fingerprints
in indoor environments for localization. RisQ [64] recognizes smoking gestures for appropriate
intervention measures using smartwatches. Similarly, smartwatches are used for eating activity
recognition [65] and measuring calorie intakes. DUI [66] detects blood alcohol level based on
user performance on smartphone activities. Other applications have been explored in the areas
of augmented and virtual reality, sports analytics, smart-health, and security [67–70].

2.5 ElectroMyoGraphy

EMG based gesture tracking is an active area with decades of research. Prior works perform
classification of discrete hand poses [71–75] or tracking of a predefined sequence of hand
poses [74, 75] using EMG sensors with a combination of deep learning techniques based on
CNN, RNN etc. Work in [76] can classify multi finger gesture sequences using a 4 channel
EMG sensor. A number of popular features based on spectral power magnitudes, hudgins’ time
domain features, correlation coefficients etc have been used in conjunction with SVMs, nearest
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neighbors, and linear discriminant analysis based algorithms to show the feasibility of gesture
classification. Work in [77] uses Myo armband similar to the one used in this paper to classify
5 gestures such as fist, wave-in, wave-out, open, and pinch etc. A shallow feed forward neural
network with 3 layers has been used to perform this classification. Work in [78] shows that
muscle synergy can be exploited to reduce the dimensions of feature vectors in EMG based
gesture classification. Evaluated over five hand activities such as open, close, pinch, valgus,
and grasp, the recorded EMG data from the forearm have been compressed using non negative
matrix factorization to extract synergistic myo-electrical activities. The compressed feature set
has shown to demonstrate a higher recognition rate. Work in [79] uses forearm EMG signals
to control a robotic arm. A set of 9 gestures are detected to contral a 6 degree of freedom
robotic arm. Ensembled bagged trees, SVM, and neural networks have been used to perform
the classification. Works [80] can track joint angles for arbitrary finger motion, but requires a
large array of more than 50 EMG sensors placed over the entire arm. Work in [81] tracks joint
angles using EMG sensors but only for one finger.

2.6 Mirrored bilateral training

An important application of EMG devices is in developing prosthetic devices for amputees
with missing fingers. Work in [22] estimates the force on contralateral arm using EMG signals
measured from the other arm. A multilayer perceptron (MLP) based algorithm has been used
to make the association between EMG signals and the associated force in the arm. Based on
several experiments with tens of individuals , this paper shows that an accurate estimation
of forces in the contralateral limb can be done based on the EMG signal from the other arm,
thus showing promise. Similarly, work in [81] shows the feasibility of estimation of flex
and extension joint angles of one finger based on EMG data collected from the other hand.
A number of features such as zero crossings, mean absolute value, waveform length, slope
changes etc has been applied on EMG data. Furthermore, a state space model with parameters
estimated from contralateral arm is used to estimate the joint angle of one finger on the other
arm. The results show an estimation error under 1 degree thus indicating sufficient promise.
Work in [82] compares training via mirrored EMG from contralateral arm with training by
mimicking gestures on the same arm with potential amputation. Evaluated over more than
20 gestures, a better performance is achieved by mirroring on the contralateral arm instead of
mimicking with the same arm that may have amputation. The main challenge with mimicking
is identified as the inability to estimate force involved in motion as well as misalignment over
time with between the imitation and the actual gesture. Work in [83] can perform wrist motion
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classification using mirrored bilateral training. Based on the EMG data from the contralateral
arm, and employing techniques based on artificial neural networks for pattern classification,
upto 70% in accuracy has been shown in terms of classification of 4-6 wrist motion gestures.
All of the above works show promise in the technique of mirrored bilateral training.

2.7 Machine Learning Strategy

In the realm of on-device machine learning, significant strides have been made towards efficient
computation on low-power and intermittently powered systems [84–89]. Data augmentation
enriches the quality of datasets to help ML models generalize well and exhibit higher accuracy
and robustness with limited quantity of training data. Transformation such as rotation, scaling,
translation and elastic distortions on images have been explored to create more training data
from existing datasets. [90–93]. Similarly, image cropping, flipping, color shifting, and
whitening are other techniques to create new training data from existing datasets [94]. In the
area of automatic speech recognition (ASR), data augmentation techniques such as frequency
axis distortions [95], speech rate variations, vocal tract normalization [96] etc have been
explored to improve the accuracy. This is particularly important in the context of IMU data
since there is no large scale public datasets like computer vision or speech. Data augmentation
techniques have been explored in the context of wearable sensing for parkinson disease gait
monitoring [97] and construction activity monitoring [98]. More recently, data augmentation
for human activity recognition has been extensively studied in [99] for several benefits including
robustness to sensor wearing positions.

2.8 Transfer Learning from Videos

Deep Inertial Poser [100] uses synthetic data from motion capture videos (from cameras like
ViCON [101]) instead of public videos for training human pose tracking algorithms with 6
on-body IMUs. Such motion capture cameras can provide high quality training data with
mm level accuracy. However, creating such datasets requires 6-8 costly ViCON cameras. We
believe using publicly available videos is an easier alternative. More recently, several innovative
works [102–106] have explored the use of YouTube-like videos for training human activity
recognition (HAR) on wearable sensors.
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Chapter 3 |
FinGTrAC

3.1 Introduction

Five fingers of a human hand posses more than 30 degrees of freedom. Tracking these degrees
of freedom to detect motion of hand gestures might ideally require multiple sensors to be
placed on the hand, which can be intrusive. This paper explores the limits of feasibility of
finger gesture tracking using a single sensor placed on the finger as a ring and a smartwatch
worn on the wrist. While such sparse sensors may not sufficiently capture all degrees of
freedom, we present a system called FinGTrAC (Finger Gesture Tracking with Application
Context) that exploits application specific context to fill in for the missing sensor data. For
example, basketball players maintain a specific wrist angle, careful flexing of finger joints
and an optimal positioning of index and middle fingers before shooting the ball [107]. Virtual
reality applications have similar prior probabilities of finger configurations. We argue that
such application specific context can fill the gap in sensing, and track the main finger motion
metrics of interest. While prior works [108–113] on wearable finger gesture tracking that
use non-intrusive sensors are only limited to recognition of tens of gestures, we show how a

Figure 3.1: ASL recognition with smart devices [1]
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similar setup can be scaled to recognition of hundreds of gestures by exploiting application
specific context. Although we do not validate any generic claim in this paper over different
applications, we make our case with an example application in American Sign Language (ASL)
translation. A sign language is a way of communication that uses body motion (arms, hands,
fingers) and facial expressions to communicate a sentence instead of auditory speech. We show
the feasibility of translating sentences composed of 100 most frequently [114] used ASL words.
While the sensor data is under-constrained, we fuse them with Bayesian inferencing techniques
that exploit the context information in a ASL sentence towards achieving a higher accuracy.

Finger motion tracking has a number of important applications in user-interfaces and
creating accessibility for patients with motor related disorders. In augmented reality, finger
motion tracking enables the richness of user interaction with augmented objects. In sports, finger
motion data can be used for coaching players as well as managing injuries. In smart-health,
fine-grained finger motion data analysis can reveal digital biomarkers for various motor related
diseases. Finger gestures for ASL translation – the subject of this paper – can significantly help
deaf and hard of hearing (DHH) in communicating with people with normal hearing ability
thus motivating more than two decades of research [18, 19]. The DHH population is about 10
million [115] in US, 466 million globally and estimated to be 900 million by 2050 [116].

Prior works can be broadly classified into wearable based approaches and camera based
approaches. Wearable based approaches are only limited to a few tens of gestures [108, 111–
113] or use intrusive setup of sensor gloves (15-20 sensors) and Electromyography (EMG)
electrodes for detecting upto hundred gestures [15, 117]. While cameras [118] track full
finger motion, the accuracy depends on lighting/resolution as well as the presence of user in
the camera view. Wearable based approaches in general offer more ubiquitous solution than
cameras. An innovative work, SignSpeaker [119] performs translation of 103 ASL gestures with
smartwatches using deep learning approaches [120] popular in speech recognition. Evaluated
in Section 3.7, FinGTrAC’s primary distinction lies in detecting any unseen sentence composed
from a ASL dictionary, whereas SignSpeaker cannot detect unseen sentences outside the
training database. Given the impracticality to train over infinitely possible sentences in a
language, we believe FinGTrAC has non-trivial benefits over SignSpeaker.

In contrast to prior works, FinGTrAC differs in following ways: (1) FinGTrAC exploits
application specific context in ASL for finger motion tracking and scaling gesture recognition
from few tens to hundreds of gestures. (2) FinGTrAC uses a single sensor on one finger instead
of using additional sensors on all fingers. (3) In addition to tracking hand motion during word
gestures, FinGTrAC also tracks hand motion in between words of a sentence for higher accuracy.
(4) FinGTrAC can detect arbitrarily new sentences without any training. (5) A minimal training
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at the level of words (Section 3.5) by a single user is sufficient, and this model extends to any
new user. Our recent work [1] presents a proof-of-concept presentation of this idea with limited
evaluation. In contrast, this paper performs a thorough evaluation which includes performance
characterization with different sensor placements, accuracy variation across users, comparison
with state of the art approaches such as [119], potential to improvement in accuracy with
human assistance etc. In addition, new techniques for finger-spelling detection are proposed
and validated. The techniques proposed in the paper have been expanded with characterization
of intermediate results. The raw sensor data is presented with preliminary analysis.

Fig. 3.1 depicts the system. A user would wear a smart ring on the index finger (index
finger is the most involved finger in ASL finger gestures), and a smartwatch on the wrist. Since
most people are comfortable wearing one ring and a watch in daily life, we chose this platform
for the study. The Inertial Measurement Unit (IMU) sensors (accelerometers, gyroscopes, and
magnetometers) on the smart ring and smart watch are used for finger tracking, and the results
might be displayed on smartphone screen, or read out on speaker. A number of non-trivial
challenges emerge as enumerated below. (1) The data is severely under-constrained. All fingers
and both hands are involved in finger gestures, whereas FinGTrAC uses a sensor only on
the index finger of the dominant hand. (2) The sensor data is noisy. Because of this subtle
differences in ASL gestures cannot be captured accurately. (3) A huge diversity in gesturing
exists across different users. FinGTrAC needs to maintain high accuracy and robustness despite
such variations.

Towards addressing these challenges, FinGTrAC exploits a number of opportunities as
enumerated below. (1) A ring on the index finger cannot sufficiently capture all degrees of
motion of the hand to detect ASL words. Therefore, in addition to tracking finger motion
during the sign gesture for a particular word, we also track hand motion in between words of a
sentence. This provides a lot of contextual information. This opens up opportunities for higher
accuracy gesture detection in the context of an ASL sentence than in isolation. (2) Extraction of
high level motion features combined with techniques such as Dynamic Time Warping (DTW)
can narrow down the search space for words while simultaneously increasing the robustness
across diverse users. (3) The knowledge of the dictionary from which words are drawn can
dramatically improve the accuracy of detection of finger-spelling signs. (4) Decoding words
in a sentence can be modeled as a Bayesian Filtering problem (HMM) analogous to packet
decoding over a noisy wireless channel. Thus, we can leverage Viterbi decoding to provide
optimal sentence decoding that makes best use of the noisy sensor data.

FinGTrAC is implemented on a platform consisting of: (1) An off-the-shelf button shaped
sensor (VMU931 [121]) worn on the index finger like a ring. (2) SONY Smartwatch 3 SWR50
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worn on the wrist. The sensor data from the watch and ring is streamed continuously to an
edge device ( desktop) which decodes sentences in real time (0.4 seconds even for 10 word
sentences). With a study from 10 users, FinGTrAC achieves an accuracy of 94.2% in detecting
words from 50 sentences composed from 100 most commonly used ASL words. Furthermore,
scalability analysis shows that extending the dictionary size to 200 words offers a graceful
degradation in accuracy.

To our best knowledge, FinGTrAC outperforms other wearable ASL solutions that use
15-20 sensors [15, 117]. On the other hand, in contrast to low intrusive setup that can track
few tens of gestures, FinGTrAC scales recognition to hundreds of gestures. Besides what is
achievable, we also discuss shortcomings. Our goal is to show the feasibility of finger motion
tracking by exploiting application specific opportunities, and we use ASL as a case-study
with a dictionary of 100 most frequently used ASL words. However, we note that ASL has a
larger vocabulary, facial expressions, and a rich grammar. The complexity is comparable to
spoken languages. Hence, full ASL translation is outside the scope of our paper, but we believe
we make a significant first step. We discuss opportunities in sensing, machine learning and
natural language processing towards extending this work for full ASL translation (Section 3.9).
Considering this, our contributions are enumerated next:

(1) To the best of our knowledge, FinGTrAC is the first system that shows the limits and

feasibility of using a single smart ring and a smart watch (low-intrusive) for finger motion

tracking with application specific context from ASL.

(2) FinGTrAC scales gesture recognition to hundreds of gestures in contrast to tens

of gestures in prior work but only requires a low fidelity training from a single user (user

independent training). In the context of ASL, the recognition generalizes to unseen new

sentences composed from a given dictionary of words.

(3) FinGTrAC systematically combines information from the sensors in the context of an

ASL sentence into a Bayesian inferencing model for high accuracy sentence decoding.

(4) Implementation is done on user-friendly platforms of smart-ring and smart-watch for

detection in real time.

(5) A study with 10 users on 50 sentences from a dictionary of 100 most popular words

shows an accuracy of 94.2% .

3.2 Background: Application Domain

We begin with a brief overview of sign languages, hand gestures, and ASL grammar.
Signing and Gestures: Sign languages use gestures instead of sound for communication.
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Table 3.1: ASL sentence vs English sentence

ASL Sentence English Sentence
I Drink Water I need to drink water
My Mother Sleep Home My mother is sleeping at home
Ball, Boy Throw The ball was thrown by the boy
Bathroom where? Where is the bathroom?

Sign languages including ASL are considered a class of natural languages with their own
grammar and lexicon. Approximately, there are 137 sign languages with millions of speakers.
ASL is primarily used by the in USA and parts of Canada. Majority of ASL signs involve the
motion of the dominant hand including fingers. Fig. 3.2(a) shows the hand and finger poses
for signing the letters - A, S and L. Fig. 3.2(b),(c) shows hand motions involved in signing
“bike” and “learn”. As shown in Figure, the non-dominant hand can also be a part of ASL
signs. The non-dominant hand and facial expressions are used occasionally to complement
the dominant hand gestures. For example, eyebrows are raised at the end of a sentence to
ask a yes/no question. ASL signs include words, 26 alphabets, and 10 digit signs [122]. The
vocabulary of an ASL user is a few thousand words. Finger-spellings are used to sign words
for which no direct ASL sign exist (ex: "sensor" does not have an ASL sign). After a new word
is introduced by finger-spelling, a reference is created in space for the new word. Subsequent
communications that reuse the same word can simply point the hands or gesture towards the
spatial reference without spelling the word each time.

((a)) ASL Finger-spelling ((b)) ASL sign: Bike ((c)) ASL sign: Learn

Figure 3.2: Examples of hand poses and motion in ASL

ASL Grammar: ASL grammar mainly consists of sentences in the following format:
Subject-Verb-Object [123]. Sometimes, the word order can change when the context of the
topic is established first through topicalization [124]. This results in the following format:
Object, Subject-Verb. Table 3.1 shows some example ASL sentences and corresponding English
translations. Facial expressions are used to denote emphasis, questions etc. Pauses indicate
end of sentences and words [125]. ASL does not have a copula [124] such as “is" to connect
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Figure 3.3: ring, watch platform

subject and predicate and it does not use BE verbs (am, is, are, was, were). Also, the signs
do not indicate tense of a verb such as washed or washing. Therefore, the following format is
often used to resolve ambiguity [126]: Time-Subject-Verb-Object. For example, WEEK-PAST
I WASH MY CAR is the equivalent to saying I washed my car last week in English with the
appropriate time and tense. Similarly, NONE/NOT is introduced at end of sentences to indicate
negation. For example, TENNIS I LIKE PLAY NOT is the ASL equivalent to I don’t like to

play tennis.

3.3 Platform Description

Our ideal platform consists of a smart-ring worn on a finger and a smart-watch worn on the
wrist. The ring is worn on the index finger since the index finger is more frequently involved
in gestures. Smart rings that can pair with phones wirelessly to stream information as well a
monitor activity are already available on the market [127,128]. For example, the oura ring [128]
is popular as a sleep tracking device and weighs between 4 and 6 grams, which is even lighter
than conventional rings, and packaged in a stylish design. It is low intrusive with users finding
it comfortable for wearing day and night, gym, pool etc [129], thus receiving favorable online
reviews for usability [129–131]. However, most of these platforms are closed and do not
provide access to raw sensor data. Therefore we use a button-shaped sensor – VMU931 [121]
snugly fit on the finger like a ring as shown in Fig. 3.3. Given that VMU931 does not support
wireless streaming, we connect it with a USB cable to a Raspberry PI, which streams data to
a desktop over USB WiFi. The ring (VMU931) and watch (SONY SmartWatch 3 SWR50),
both generate 9 axis IMU data during ASL finger gestures - 3 axes each for Accelerometer,
Magnetometer, and Gyroscope. This forms the input to NeuroPose. Hand motion is tracked
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Figure 3.4: Significance/limitations of ring and watch data in ASL gesture detection. The
first and second columns contain ring and watch data respectively. The three rows provide a
comparison of ring and watch data over three different word pairs.

by the watch to obtain wrist and elbow locations using MUSE [132]. The ring captures subtle
finger motions. Since we do not have sensors on all fingers, the sensor data does not sufficiently
capture the entire ASL gesture. We now look at the raw data for special cases to discuss
feasibility.

3.4 Raw Sensor Data: A first look

Figure 3.4 shows the raw sensor data from watch and ring for a few interesting cases. Apart
from raw IMU data from ring, and watch, NeuroPose uses wrist location derived from the
watch [132] for gesture detection. Tracking finger location is beyond the scope of this project
(Future possibilities discussed in Section 3.9).

We include these examples to point out a few observations: (1) The smartwatch data for
gestures of words "work" and "evening" is shown in Fig. 3.4(b). These two words have
identical wrist locations and orientations, and their motion data look very similar to each other.
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Although only z-axis data of the accelerometer is shown for clarity, the data from other axes
as well as the data from gyroscope and magnetometer are also similar. Thus the two words
cannot be distinguished by watch data alone. However, the words have different finger motions
which are accurately captured by the ring sensor data in Fig. 3.4(a) (The figure captures
differences in finger orientation across these two gestures). Thus the ring sensor data is critical
in capturing subtle finger motions considering that many word pairs in ASL (such as "Friday"
and "Saturday"; "I" and "my"; finger-spellings etc) have similar wrist orientations and location.
(2) For words such as "mother" and "father", the ring data is very similar (Figure 3.4(c))
because the words have identical index finger motion. To resolve ambiguity in such cases,
NeuroPose tracks wrist location differences (Figure 3.4(d)) across these words and incorporates
the opportunity into a Bayesian filtering framework. Other challenges arise due to variation
in gestures across users, noisy data etc which are addressed in Section 3.5. Nevertheless, a
combination watch and ring data looks viable to classify most ASL gestures. (3) Although
rare, for words such as "cook" and "kitchen", both watch and ring generate very similar data
(Figures 3.4 (e) and (f)) because both the hand poses and index finger motions are identical.
NeuroPose cannot handle such cases currently, but in Section 3.9, we argue how Natural
Language Processing (NLP) [133] techniques can potentially resolve such ambiguities in the
future.

3.5 Core Technical Modules

3.5.1 Data Segmentation

An ASL sentence is a sequence of words. Given a stream of IMU sensor data, we first segment
it into alternative blocks of the following two key phases: (1) "word phases”, where a user is
signing word and (2) “transition phases”, where the hand is moving to the new location to sign
a new word. The hand pauses briefly at the beginning and end of each word [125]. We use this
opportunity to segment the sensor data.

Fig. 3.5(a) shows the gyroscope data (magnitude) from the ring for the following sentence:
"You full understand?”. The data is labelled with corresponding words. "T" denotes "transition
phases". Clearly, we can observe some characteristic dips in the measurements as pointed out in
the figure. This corresponds to the micro-pauses during word transitions. Towards automatically
detecting the dips for segmentation, we first derive a dip template that captures the properties
of a dip as shown in the subplot in Fig. 3.5(a). Then, we perform a pattern matching with
DTW [134] to search for the occurrence of the above dip template in the gyroscope sensor
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data of each sentence. This provides a robust approach for detecting transitions even when the
duration and nature of the pause signature varies across users and time.
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Figure 3.5: (a) Micro-pauses between words can be used for segmentation (b) Segmentation
based on DTW matching of the dip template (c) "wait" and "three" have different number of
peaks in the accelerometer data

Even with words that have minimal motion of the fingers or hand during "word-phases" or
"transition-phases", we observe that there is always some signal either on the watch or the ring
creating the dip templates. Fig. 3.5(b) shows the DTW distance of such a pattern matching.
Clearly, there are local minimas corresponding to the locations of micro-pauses which can be
used to reliably segment the sensor data into "word phases" and "transition phases".

3.5.2 Preprocessing

We preprocess the data with below steps to improve the robustness of word detection – particu-
larly because different users may not perform the ASL signs in an exactly identical manner.

Low Pass Filtering: Human finger motions have low frequencies below 6 Hz even with
rapid motions [135]. Similarly, hand and finger motions in ASL gestures are smooth and hence
dominated by low frequencies too. Therefore, we first pass the sensor data through a low pass
filter with a cutoff frequency of 10 Hz. This eliminates the noise and un-intended vibrations
from higher frequencies and enhances the robustness of sign detection across multiple users
with minimal training.

Elimination by Periodicity: The accelerometer data (magnitude) for signs "wait" and
"three "is shown in Fig. 3.5(c). Sign for "wait" involves a periodic motion of the hand 5 times
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and the data shows 5 peaks as expected. On the other hand, the periodicity pattern in "three" is
different and shows only 1 peak as expected. We exploit the periodicity in narrowing down
the search space. Consider matching an unknown gesture with 5 peaks with all words in the
dictionary to find the best match. We first eliminate all words in the dictionary which do not
have 5 peaks (such as the word "three"). This reduces the search space for the matching of the
unknown word, thus improving the robustness and accuracy of further steps such as DTW. The
significance of this step is quantified in the evaluation section 3.7.

3.5.3 Word Gesture Recognition and Ranking by DTW

We use Dynamic Time Warping (DTW) [134] to bootstrap word detection. Briefly, DTW is
a pattern matching technique that inspects the overall shape of two signals to determine their
similarity. For example, Fig. 3.6(a) shows the z-axis ring accelerometer data of two users
gesturing the word "people”. Although the overall shape is similar, parts of the motion traces
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Figure 3.6: (a) Accelerometer data for "people" for two users (b) Data from user-2 is compressed
and stretched to match with user-1 by DTW

happen at a faster rate or earlier for user-2 while other parts happen slower. DTW uses a
dynamic programming optimization to minimally compress and stretch the two sequences
relative to each other such that they provide the best overlap. Fig. 3.6(b) shows the two
sequences after DTW optimization. DTW is known to do a good job of matching such series
with similar overall shape. The residual differences between the two time series determines the
similarity score between them.

Training: We first build a training database where labelled sensor data (9-axis IMU data)
from the ring and watch is created for each ASL word. One user wears the prototype and signs
all 100 ASL words in our dictionary. A one time training with a single user is sufficient, and no
separate training is needed for each new user.

Word Gesture Detection: An unknown ASL gesture from a new user is matched using
DTW with training data of each word in our ASL dictionary. The matching is done across all
9 dimensions of IMU data as well as the orientation estimates based on A3 [136]. The word
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with the best match is most likely to be the unknown word. The ring data turned out to be
more prominent in the word detection phase and the overall matching accuracy with DTW is
70.1%. This is because words-pairs such as "mother, father", "see, three" have similar wrist and
index finger motions. Also, subtle variations in gesturing across users can cause miss-matches.
To cope up with the poor accuracy of DTW matching, FinGTrAC considers not only the best
match for an unknown word, but also the top 10 matches. The correct word is among top 10
ranks in 100% of the cases indicating promise.

The top 10 matches for each word from DTW are further processed with a Hidden Markov
Model (HMM) to improve the accuracy. The HMM, particularly, incorporates wrist location
transitions between words in the context of a sentence to decode the most likely sentence.
Details are elaborated next.

3.5.4 Sentence Decoding with HMM and Viterbi

We use results from word detection as inputs to sentence detection algorithm. While results
from word recognition might be inaccurate, we incorporate transition characteristics between
words towards more accurate sentence detection. The HMM architecture for sentence detection
is depicted in Fig. 3.7. In this section, we explain the details of the HMM.

Forward Pass: An ASL sentence is a sequence of words. FinGTrAC models words within
a sentence as the hidden states in HMM. The HMM first computes the likelihood probability of
each dictionary word occurring as the tth word in the sentence during a step called Forward

Pass. Mathematically, we denote this probability as follows: P (i|d1:t) = Li(t)
In other words, given all sensor data from beginning of the sentence to the current word – d1:t,
P (i|d1:t) denotes how likely is ith dictionary word to occur as the tth word in the sentence.
These likelihood probabilities are computed from the below recursive equation.

Li(t + 1) = p(dt+1|i)
∑

j

Lj(t)p(i|j) (3.1)

There are two key probabilities that the HMM model relies on while computing the above
likelihood probabilities. First, p(dt+1|i) denotes the emission probability, which indicates
how likely is the word i to generate the sensor observation during the (t + 1)th "word phase" –
dt+1. Secondly, p(i|j) is the transition probability which indicates how likely is a transition
from word j to i happen in a sentence given the watch location difference between word
transitions. The details are elaborated below.

■ Emission Probability: The emission probabilities p(dt+1|i) are derived from DTW
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Figure 3.7: HMM model for sentence detection: Raw sensor data dt contributes to the emission
probability (p(dt+1|i)) which is computed with DTW. Wrist location data contributes to transi-
tion probability- p(i|j). Likelihood Li(t) of words at all parts of the sentence is first computed
with forward pass. A backward pass with Viterbi algorithm decodes the most likely sentence.

matching.
p(dt+1|i) ≈ DTW _metric(dt+1, di,template) (3.2)

As described in Section 3.5.3, the 9-axis IMU data for an unknown word is matched by DTW
with labelled templates for each dictionary word di,template. The normalized similarity metric
from DTW would be used to assign the emission probabilities. If we rank all words by similarity
metrics, the correct word appears in the top 10 ranks in 100% cases. Thus we set probabilities
of words beyond top 10 ranks to zero, to decrease the complexity of HMM.

■ Transition Probability: The transition probabilities are determined from the change in
wrist location between two words as computed from the smart-watch.

We first determine wrist locations for each word in the dictionary using Kinect sensor.
Kinect is only used for training data, and not a part of FinGTrAC system. This is a one time
training overhead with a single user to determine the wrist locations for each word. Thus, Kinect
locations at the start and end – lst,kinect(i) and led,kinect(i) for each word i in the dictionary is
known with high precision. Later, during testing, a new user signs a sequence of unknown
words forming a sentence. We compute wrist locations for each of these words by using
techniques in MUSE [132] on the smartwatch data. Then, we update the transition probability
as follows:

p(i|j) ∝ e
−l2

d
2σ2

√
2πσ2

,

ld = ||(lst(i) − led(j))| − |(lst,kinect(i) − led,kinect(j))||
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led(j) denotes the end location of word j and lst(i) denotes the start location of word i as
determined by the smartwatch data. σ2 denotes the standard-deviation of location errors, which
is approximately 10cm.

■ Prior Probability: Prior knowledge about the states in HMM is useful in improving the
accuracy of decoding. For example, if DTW matching metric is similar for "I” and "have”, with
all other information being equal, "I” is the more likely word signed by the user since "I” is
used more frequently than "have” in ASL. We use the frequencies of our dictionary words [114]
f(i) as prior probabilities to improve the accuracy. Since the prior probabilities do not have
dependency on previous states, they are similar in nature to emission probabilities. Thus, we
integrate prior probabilities into emission probabilities and update the equation 3.2 to below:

p(dt+1|i) ≈ f(i).DTW _metric(dt+1, di,template) (3.3)

At the end of forward pass, we have likelihood probabilities for each dictionary word at
each position of the sentence. We next do a backward pass using Viterbi [137] algorithm to
decode the most likely sentence.

Backward Pass: Viterbi Decoding: Consider a sentence of three words and two possible
decodings. First decoding, say A estimates the words to be 34th,61st,4th items of dictionary
while second decoding, say B estimates the words to be - 12th, 41th, 3rd. Then, the following
expressions denote the likelihood of the two decodings.

p(A) = p(d1|34).p(61|34).p(d2|61).p(4|61).p(d3|4) (3.4)

p(B) = p(d1|12).p(41|12).p(d2|41).p(3|41).p(d3|3) (3.5)

We can decide the more likely possibility among the two by comparing p(A) and p(B). We can
extend this idea to compare all possible decodings and pick the one with highest probability.
Viterbi algorithm [137] is an efficient way to do this under HMM assumption to decode the
most likely sentence.

3.5.5 Finger-spelling Detection

English words that do not have a direct ASL sign are communicated by explicitly signing the
characters forming the word. The hand and finger poses for various characters is depicted
in Fig. 3.8. Identifying characters signed by a user is non-trivial because: (1) As seen in
Fig. 3.8, majority of the characters (such as "ABDEFIKLRSTUVW") have identical wrist
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Figure 3.8: Hand poses for alphabets [2]

poses (positions and orientations). In cases where poses are different, the difference is too
subtle to be reliably identified with variations in signing by different users. Thus, we realize
that the watch data is not much useful. (2) Many characters have similar index finger poses
("GH","CO","BLX", "AISY"). Since the ring is only worn on the index finger, the ring data may
not disambiguate among such characters. Nevertheless, ring data captures more information
about the signed character than the smartwatch data. Hence, we use only the ring sensor data
for finger-spelling detection.

Towards finger-spelling detection, we begin by collecting training data from the ring by a
single user for all the 26 characters. No new training is needed for a new user. While the ring
data does not sufficiently differentiate among characters, we exploit the English dictionary for
detecting the whole words even though the individual characters may not be detected reliably
in isolation.

When a new user signs an unknown word, we first segment the IMU data to obtain the
sensor data for each individual character using techniques similar to the discussion in Section
3.5.1. Now, we consider all words in the English dictionary with exactly same number of
characters as the unknown word signed by the user – we call this "search space list". Suppose
the length of the word signed by the user is 6 and the first word on the "search space list"
is "sensor". We measure similarity between the training data for each of the 6 characters -
"s","e","n","s","o" and "r" with the data from the 1st, 2nd, 3rd, 4th, 5th and 6th segmented
characters respectively from the user data for the unknown word. We compare the orientation
between the training and testing data for measuring the similarity. Similarly, we derive the
similarity metric with the second word on the "search space list", say "robust", and continue
measuring similarity for all words in the dictionary. The dictionary word with the maximum
similarity metric is decoded as the word signed by the user. We evaluate the idea with a
dictionary size of 1000 words (Section 3.7). For working with larger dictionary sizes, the
frequency of usage of the dictionary word may also be considered. If two dictionary words
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have similar matching metrics, the one with higher frequency could be the more likely.

3.6 Putting it all together: System Architecture

Figure 3.9: FinGTrAC Architecture

Fig. 3.9 depicts the overall architecture of FinGTrAC. The 9-axis IMU data from the ring
and the smartwatch is the input. The input data is first segmented into "word-phases" and
"transition phases". Preprocessing steps together with DTW is used to determine top 10 matches
for data in the word-phase. The DTW metric is used to generate the emission probabilities for
the HMM. The prior probabilities of word frequencies are also incorporated into the emission
probabilities. The watch data is used to track hand motion between words in the context of a
sentence. This generates the transition probabilities for HMM. The emission and transition
probabilities form the input to HMM which then decodes the most likely sentence using the
Viterbi algorithm. The decoded sentence is read on a microphone speaker or displayed on a
phone screen.

3.7 Evaluation

User Study: All reported results in the paper are generated from a systematic user study
campaign. Due to recruitment challenges, we could only recruit users with normal hearing
ability. Thus, we conduct a study similar to guidelines followed in recently proposed wearable
ASL translation works [119, 138]. We recruit users and train them extensively to perform ASL
finger gestures through an online ASL tutorial. One user provides training data for 100 ASL
words as discussed in Section 3.5 for computing the DTW similarity metric. We conduct the
study with 10 test users that includes 7 males and 3 females. The volunteers are aged between
20-30, and weigh between 47kg to 96kgs. Overall, the users learnt 50 ASL sentences (3-11
words each). The sentences were composed from a dictionary of 100 most frequently used
ASL words [114]. 53 of the words use both hands while 47 of the words use only the dominant
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hand. The 50 sentences use a total of 90 words from this dictionary. Finally, the users perform
gestures of the 50 sentences ten times by wearing the ring and smartwatch platform described in
Section 3.3. We collect 9-dimensional IMU data both from the ring as well as the smart-watch
during these experiments. The data is streamed to an edge device (desktop) which decodes
sentences with a latency of 0.4 seconds.

Impact of Ring Position: Although the index finger is most involved in ASL gestures and
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Figure 3.10: (a) FinGTrAC’s accuracy is best for ring placement on the index finger (b)
Recognition accuracy is consistent across diverse users

thus we place the ring sensor on the index finger, we conduct a small scale study with just
3 users to verify how the position of the ring impacts the word classification accuracy. Fig.
3.10(a) shows the word classification accuracy as a function of position of the ring. The last-bar
"No-finger" indicates that a ring sensor was not placed on any finger, and the classification was
done only based on smartwatch data (for both DTW and HMM stages). Evidently, the index
finger offers highest accuracy – upto 15% higher than the middle finger which offers second
best accuracy. The accuracy is only 54% for the "No-finger" case. Thus, we conduct the study
for the rest of the users by placing the ring sensor on their index finger. The next set of results
presented has the ring sensor placed on the index finger.

Overall Sentence Recognition Accuracy: Fig. 3.11(a) shows the word error rate across
different sentences. The word error rate of a sentence is the ratio of number of incorrectly
decoded words and the total number of words. Most of the sentences are decoded correctly
across users with an average word error rate of 5.86%. For cases where the words were not
decoded correctly, Fig. 3.11(b) shows the histogram of the rank of the correct word. Evidently,
the correct word is within top 5 most likely words as detected by our system. We believe this is
a promising result which in combination with advances in NLP techniques can recover most of
the residual errors.

Gesture Accuracy Breakup by Words: For each word gesture, the word classification

accuracy is defined as the ratio of number of times the gesture was detected correctly to the
total number of its occurrences. Fig. 3.11(c) shows a confusion matrix depicting the word
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Figure 3.11: FinGTrAC’s Performance (a) Word error rate across sentences (b) Histogram of
ranks of correct words (c) Confusion matrix for word classification – [1]

classification accuracy. Cases of miss-classifications ("cook" and "kitchen") happen when two
words have very similar index finger motion and wrist location. In other miss-classification
examples such as "water" and "fine", the gestures are similar enough that variations in user
performance can affect the accuracy. However, most words are decoded correctly with an
average accuracy of 94.2% .

One hand vs both hand gestures: Our dictionary includes 47 words that use only dominant
hand and the other 53 words use both hands. We did not notice any difference in accuracy
between these two classes. One handed gestures have a classification accuracy of 94.47%
whereas two handed gestures have an accuracy of 93.85%.

Gesture Accuracy over Users: Fig. 3.10(b) shows the breakup of average word classifica-
tion accuracy over users for short (4 words or less), long (5 words or more), and all sentences.
Evidently, FinGTrAC is robust over diverse users. The results are also consistent for various
sentence sizes.
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Figure 3.12: In contrast to SignSpeaker’s deep learning approach, FinGTrAC’s HMM approach
generalizes well to unseen sentences

Comparison with Related Work: We compare with the state of the art wearable ASL
recognition in SignSpeaker [119] which detects 103 ASL gestures. Thus, our dictionary
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sizes are similar for fair comparison. We implemented SignSpeaker’s machine learning ap-
proach with Long Short Term Memory (LSTM) and Connectionist Temporal Classification
(CTC).SignSpeaker trains the model with 11 users. The model is tested with 4 new users,
however, the test users sign the same sentences signed by the other 11 users with no evaluation
on new unseen sentences. We first reproduce this result by training the model with 9 users
and testing with 1 user (10 fold cross validation [139]) for same sentences used in training.
The accuracy is 97.1% which is roughly in agreement with results in SignSpeaker (Fig. 3.12).
However, when we train the model with 49 sentences and test with a new unseen sentence (50
fold cross validation), we observe that the performance of SignSpeaker drops dramatically.
While machine learning models are successful in speech recognition on unseen sentences, we
believe the poor performance of machine learning based approach here is attributed to limited
amount of training data in contrast to speech recognition models which have been trained with
data accumulated over years. Our attempts to run the same machine learning algorithms on the
ring data have also been unsuccessful in generalizing to unseen sentences for similar reasons.
In comparison to SignSpeaker, FinGTrAC’s accuracy for any unseen sentence is still 94.2%
owing to its HMM based design that can detect any arbitrary composition of words from a
given dictionary.

Gain by Module: Fig. 3.13(a) shows the improvements in accuracy delivered by various
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Figure 3.13: Classification accuracy improves with successive stages of optimization across for
all users
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modules in FinGTrAC. DTW detects words with an average accuracy of 70.1%. DTW is
robust to accommodate variations when the overall gesture has similarities with the standard
template. However, when the user performs the gesture completely differently, DTW can
fail.The preprocessing stage looks at high level features and eliminates many of the wrong
matches thus enhancing the accuracy to 72.2%. Although the average improvement with
preprocessing looks marginal, the preprocessing steps can significantly improve the rank of
correct words as discussed in Section 3.5.3. Further, the HMM model incorporates wrist
location transitions in between words and improves the accuracy of word detection to 94.2% .
Essentially, the application domain based inferencing with HMM has increased the gain fro
72.2% to 94.2% which we believe is significant. The improvement in accuracy by the technical
modules is also consistent across various users (Fig. 3.13(b)).
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rank-1 restaurant I drink month
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Figure 3.14: (a) Table shows a decoded sentence with the top three ranks for each word position.
One of the rank-1 words is incorrect. Can you guess the correct sentence? Answer at end of
paper1(b) NLP techniques can boost the accuracy

Analysis of failure cases: How bad is a failure case? We note that most incorrectly
decoded sentences have only 1-2 words that are incorrect. Even if the decoded words are
incorrect, the correct word is mostly within the top 3 ranks after the HMM stage. An example
is shown in the table in Fig. 3.14(a) where the top three ranking candidate words are shown
for each of the decoded words in the sentence. Can you guess the correct sentence if we told
you that only one word is wrong (i.e. correct word is not rank-1 but in top-3 ranks)? We show
such examples to students in an informal setting – they were quick to identify correct sentences.
Over the entire dataset, we observe that the correct word appears in top-3 ranks in 99.0% cases.
As shown in Figure 3.14(b), if we assume that a word is classified correctly if it appears in the
top-3 ranks, then the accuracy shoots up from 94.2% to 99.0%. We believe this is promising,
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particularly because we observe that the incorrect sentences due to miss-classifications are often
incorrect grammatically and semantically. However, if the correct word is not too far-away
from the incorrect word in HMM’s probabilistic ranking, we believe language models can be
applied to further boost the accuracy by identifying semantically and grammatically correct
sentences within the search space. This will be explored in future work (elaborated in Section
3.9).

Scalability Analysis: To evaluate the scalability of our system, we expand our user study
by a modest amount. We augment the dictionary with 100 new words thus making the total size
of our dictionary to be the top 200 popularly used ASL words [114]. The new 100 words were
signed by one user using a procedure similar to the signing of the initial 100 words. This data is
entered into the training database which now contains DTW templates for 200 popularly used
ASL words. In addition to the 50 sentences from our initial dataset, we add 20 new sentences
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Figure 3.15: (a) Accuracy of newly signed sentences is comparable to sentences from the initial
dataset (dictionary size = 200) (b) FinGTrAC’s accuracy degrades gracefully (c) Accuracy is
consistent irrespective of the length of the sentence

formed from 200 words in the dictionary. The word size over sentences range from 11-20
which is signed by 3 different users. We first validate whether the word classification accuracy

of the initial dataset of 50 sentences is similar to the new dataset of 20 sentences in Fig. 3.15(a).
Evidently, the accuracy levels are similar which indicates that FinGTrAC’s performance is
independent of the words used in forming sentences. However the accuracy is lower in both
cases because of the expanded dictionary size of 200 words. Fig. 3.15(b) expands the scalability
results of FinGTrAC with respect to the number of words in the dictionary. To ensure that
all dictionary sizes contain all of the words used in all sentences, the results in Fig. 3.15(b)
only uses the original 50 sentences (in the initial dataset) which were drawn from 100 most
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popular words. However, we match them in a search space of varying dictionary sizes - 100,
125, 150, 175, and 200. A dictionary of size k contains k most frequently used ASL words. Fig.
3.15(b) shows the scalability results for both the DTW and the overall system FinGTrAC which
integrates "DTW + HMM". Evidently, the word classification accuracy drops gracefully with
more words added to the dictionary. While the DTW accuracy degrades from 70.1% to 64.7%,
the overall accuracy of FinGTrAC degrades from 94.2% to 90.2%. Although the "DTW +
HMM" approach itself may not be scalable for longer dictionary sizes, we believe language
modeling approaches (Section 3.9) might help with further scalability. Fig. 3.15(c) shows the
variation of accuracy with the length of the sentence (dictionary size = 200). We do not notice
any trend in the graph because the "DTW + HMM" model in FinGTrAC is insensitive to the
length of a sentence. Finally, the latency of processing varies between 0.4s to 1.1s as the length
of sentences vary from 5 to 20 words, mainly because of the need to process a longer time
series of data. However, we observe that the latency is insensitive to the dictionary size (over
100 to 200 words). This is because the HMM only looks at the top-10 ranked words (based on
the DTW metric) regardless of the size of the dictionary (Section 3.5.3). On the other hand,
the DTW matching stage, which is indeed affected by the size of the dictionary has negligible
overhead in comparison to HMM.

Finger-spelling Detection: We consider a 1000-word dictionary of commonly used names
(e.g. "John", "Adam"). We pick over 75 names from this dictionary and have users sign these
names by ASL finger-spelling. We detect which of the 1000 words give the best match to
determine the unknown word signed by a user. The names were decoded correctly with an
overall accuracy of 96.6%. Fig. 3.16(a) shows the miss-classifications at the level of characters.
Miss-classifications happen when two names differ in only one character (such as "Taylor" and
"Naylor") and the distinguishing character has similar pose on the index finger. Fig. 3.16(b)
shows the miss-classifications using a naive classifier that does not exploit the dictionary
opportunities. By exploiting dictionary opportunities, FinGTrAC can reliably detect most
non-ASL words.

3.8 Related Work

Gesture and Activity Recognition: IMU, WiFi, and Acoustic signals have been extensively
used for gesture recognition in a number of applications [64, 136, 140, 141]. uWave [142] uses
accelerometers for user authentication and interaction with a mobile device. Specifically, they
use DTW based techniques to detect 9 gestures. FingerIO [143] uses acoustic reflections for
user interface (UI) applications in small devices such as smartwatches. In particular, FingerIO
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Figure 3.16: Confusion matrix of character classifications (a) With dictionary (b) Without
dictionary

develops its technology based on phases of the reflected signals on orthogonal frequency-
division multiplexing (OFDM) sub-carriers. FingerPing [112] uses acoustic signals for finger
gesture detection. FingerPing places an acoustic-transducer and contact-microphone on the
hand for transmitting acoustic signals through the body. They observe that the through-body
channel varies with the finger gesture configuration using which they classify 22 different
gestures. Capband [108] uses sensing with an array of capacitative sensors worn on the wrist.
These sensors detect skin deformations due to finger motion thus being able to detect upto 15
hand gestures. RisQ [64] detects smoking gestures with wrist-worn IMUs using conditional
random fields (CRFs). Work in [144] uses a fusion of 10 acoustic sensors (contact microphones)
and IMU sensors for detecting 13 hand gestures in daily life. In contrast, FinGTrAC develops
algorithms that are closely tied to the application for better accuracy with sparse sensors.
Specifically while prior works with low intrusive sensors can only distinguish tens of gestures,
FinGTrAC extends recognition to hundreds of gestures. Prior works specific to ASL are
presented next.

Vision: Leap motion sensors, Kinect and computer vision research [145] can track fingers
with cameras and depth imaging. Hat and neck-mounted cameras [138,146] have been explored
for ASL translation. Motion capture, depth imaging has been explored in [147, 148]. Deep
learning approaches based on a hybrid of CNN and HMMs on video data is explored in [118].
3D convolutional residual neural networks (3D- ResNets) are used for recognition of german
and chinese sign languages from videos in [149]. More generally, recent papers [31, 32, 150]
in computer vision can track 3D finger motion of users from videos using a combination of
techniques in generative adversarial networks (GAN), convolutional neural networks (CNN),
and weakly supervised learning techniques. While sophisticated computer vision techniques
can easily track fingers and thus enable translation of larger ASL dictionary sizes, cameras do
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not provide ubiquitous tracking and need clear view and lighting conditions. In contrast, our
goal is to explore the limits and feasibility of sensing with wearable devices.

WiFi: WiFi based hand/finger gesture detection has been explored [45–47] that use wireless
channel and doppler shift measurements for ASL recognition. WiFinger [45] uses channel state
information (CSI) of wireless reflections with discrete wavelet transforms (DWT), and DTW
for classifying upto 9 finger gestures. Work in [46] uses directional antennas and collects WiFi
signal strength measurements of reflections from the body. Using pattern matching techniques,
the work shows the feasibility of detecting 25 finger gestures. Work in [47] uses WiFI CSI
together with feature extraction and SVM techniques to distinguish upto 5 gestures. Wisee [51]
uses doppler shifts of wireless reflections to classify 9 different gestures. SignFi [54] is an
innovative work that uses wireless channel measurements from WiFi APs for ASL recognition
over a larger dictionary. We admit that WiFi based detection is completely passive without
on-body sensors. However, we believe wearable approaches can complement WiFi based
techniques in an ubiquitous and adhoc setting (ex: outdoors) with no availability of WiFi.

Wearable Sensors including Gloves: An extensive review of glove systems is provided
in [15]. The survey indicates that works between 2007 to 2017 use a combination of one
handed and two handed gloves with accelerometers, flex sensors and EMG sensors to detect
upto 100 ASL words. Flex sensor technology [151, 152] is popularly used for detecting
finger bends. These sensors are typically made of resistive carbon elements whose resistance
depends upon the bend radius. Works [153–155] use flex sensors on each of the fingers to
be able to distinguish upto 40 sign language gestures. Optical resistance based finger bend
technologies have also been adopted [156, 157]. By combining a light emitting diode with
a light dependent resistance, the optical technology detects the finger bend by observing the
variation in resistance due to variation in light intensity resulting from finger bending. Work
in [158] uses 5 optical flex sensors for detecting 25 words in Malaysian sign language using
probabilistic classification models. Similarly work [159] uses a glove made of optical flex
sensors in detecting 25 words and basic postures in Korean Sign Language. Tactile sensor
technology [160] detects whether a finger is curled or straight by using a robust polymer thick
film device. The resistance of the material decreases as pressure on the finger increases thus
sensing the state of the finger. Work in [154] detects upto 8 ASL gestures using such tactile
sensors. Hall Effect Magnetic Sensors [161] are used for ASL recognition over 9 ASL words
using logistic regression algorithms. The core idea is to place a strong magnet on the palm, and
place small magnetic sensors on finger tips. As the finger bends, it comes closer to the palm and
hence closer to the strong magnetic field. By sensing this, the bending of fingers can be detected
for use in gesture classification. Works with Electromyography (EMG) sensors [162, 163]
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typically use tens of electrodes to detect muscle activity for ASL word recognition using
support vector machines, nearest neighbor, naive bayes, and other classification algorithms.
In addition, a number of glove based systems which combine the above sensors with IMUs
have been proposed with some of them being commercially available on the market. 5DT Data
Glove uses [164] flex sensors on all fingers to measure bending angles of fingers. Using this,
works [165] have shown detection of upto 26 ASL alphabets. Work in [166] uses commercially
available CyberGlove [37] as well as IMU sensors to detect ASL words from a dictionary
of 107 words. In contrast to above works that use 5-20 of embedded sensors on hands,
FinGTrAC uses a low intrusive platform of smartwatches and rings to detect ASL gestures
with a similar accuracy without compromising on the size of the dictionary. Closest to our
work is a recently proposed innovative system called SignSpeaker [119] that detects sentences
composed of 103 ASL words using smartwatch. While SignSpeaker is less intrusive than
FinGTrAC given it only requires a smartwatch, we believe FinGTrAC differs from SignSpeaker
in an important way. FinGTrAC can detect unseen sentences whereas SignSpeaker cannot
detect unseen sentences (Evaluated in Section 3.7) with the evaluation being only done with
seen sentences. Thus, we believe the non-deep learning approach in FinGTrAC generalizes
well in comparison to SignSpeaker where training needs to be done for all possible sentences
which entails exponentially larger training overhead in the size of the dictionary. While deep
learning with RNNs/LSTMs [120] is popular in speech recognition, the success is attributed
to large training datasets accumulated over years. We discuss potential methods to integrate
deep learning into our problem domain in Section 3.9. Work [167] uses 6 rings for ASL
translation but lacks in any detail. AuraRing [168], a recent work, tracks the index finger
precisely using a magnetic wristband and ring. We believe FinGTrAC can integrate such new
hardware innovations into the model for improving the accuracy in the DTW stage.

3.9 Discussion and Future Work

Implement-ability in Real Time: FinGTrAC involves three computation modules. (1) DTW
for word classification/ranking (2) HMM and viterbi decoder for sentence decoding (3) Wrist
location tracking. The first two only involves low weight computation. Unlike wireless
communications where the packet sizes are long, the size of a sentence is only a few words
making viterbi algorithm tractable. The third module is perhaps the most complex one since
it involves particle filters. Currently, we can run the particle filter on a desktop machine/edge
device in real time. Given our bandwidth requirement is minimal 50kb/s, FinGTrAC operates
in real time with a sentence decoding latency of 0.4 seconds, and a battery energy consumption
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of 150mW with WiFi streaming [169].
Other IoT Applications: Domain specific modeling of ASL helps improve the accuracy of

gesture tracking. Similarly, we will also consider finger motion tracking for other applications
by exploiting application-specific context. Analysis of finger motion data of tennis, baseball,
basketball players can provide valuable information for coaching and injury management, as
well as provides bio-markers of motor diseases [170].

Limitations and Future Work: We believe this is a significant first step, yet full ASL
translation is a complex problem. In particular, the small dictionary size is a limitation since
200 ASL words do not offer sufficient coverage for practical usage in real world. There are also
other limitations including not handling facial expressions and inability to exploit the rich ASL
grammar. Therefore, we will explore the following approaches to address these limitations in
the future.

(1) Non deep learning techniques such as Natural Language Processing (NLP) and Semantic

Context to augment dictionary: FinGTrAC benefits from NLP. For example, a sentence "You

can hear me?" was wrongly decoded as a grammatically incorrect sentence: "You can more me?”

In fact, the miss-classified word ("hear") was the second most likely word. Thus, we believe
that a deeper integration of NLP techniques can improve accuracy to substantially expand the
dictionary size of FinGTrAC. Language modeling techniques [171] from speech recognition
will also be considered. The semantic context of a sentence offers rich information to correct
miss-classifications. A sentence - "Sleep my bed don’t_mind" was classified as "Think my

bed don’t_mind". Clearly, the first sentence is more meaningful than the second. We plan
to incorporate context information not only within sentences but also across sentences using
similarity metrics from word2vec [172], WordNet [173], context from FrameNet [174] etc.
We will first attempt to directly incorporate such NLP constraints not only within sentences
but also across sentences to augment the dictionary size as much as possible. However, as an
alternative we will also explore deep learning approaches elaborated next.

(2) Deep Learning to Enhance Dictionary: Unlike speech processing or image recognition,
no large dataset is available for tracking finger motion with IMU. Thus, FinGTrAC uses HMM
to minimize training overhead and validate the feasibility. RNNs [171] are very popular in
speech processing and language translations. With enough training data accumulated over
years, they can learn complex functions as well as intelligently use old observations in decision
making using LSTMs [120]. To bootstrap training data generation, we will exploit finger
motion from videos [31] of ASL tutorials and news. We believe this will substantially increase
the size of FinGTrAC’s dictionary.

(3) Facial Expressions: Main expressions of interest include lowering/raising eyebrows;
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anger, happiness, sadness; jaw-motion; winking; nodding; head-tilt etc. We will explore
ear-worn sensors (IMU and biological sensors) to track such expressions [175, 176]. Ear-worn
sensors can be used naturally as earphones or ornaments – the design would be non-intrusive.
EMG (facial muscles), EEG (brain signals) and EOG (eye signals) can be integrated easily into
earphones [177] which provide opportunity for sensing facial expressions. While prior works
detect isolated expressions, we plan to integrate the sensing deeply into language and machine
learning in the future study.

(4) User study with expert ASL users: Lack of testing with fluent ASL users is a limitation
of our system. However, we believe that the FinGTrAC’s results are promising enough to
develop on our ideas above for enhancing dictionary size and incorporating facial expressions
such that the system is feasible for full fledged ASL translation. We plan to validate such an
end-to-end ASL translation system with expert ASL users.

(5) Finger Motion Tracking and Additional Sensors: Towards pushing the limits of
accuracy, FinGTrAC will explore free form tracking of finger joint locations. While this is
non-trivial with under-constrained information, the anatomical constraints of fingers open up
opportunities [5]. Modeling the constraints dramatically decreases the search space for finger
poses thus making it feasible to track. We will also measure the trade-offs in intrusiveness
and accuracy in using additional sensors or a second ring. We also consider through body
acoustic vibrations from ring to smartwatch [112] or integrating a single EMG electrode into
wrist-watch for 3D finger motion tracking while still keeping the sensor footprint small.

3.10 Conclusion

This paper shows the feasibility of finger gesture classification by using low-weight wearable
sensors such as a smart-ring and smart-watch which are becoming popular in recent times.
For such platforms, the importance of application context in scaling gesture recognition from
tens to hundreds of gestures has been demonstrated through a case-study with ASL translation.
Previous approaches which use motion tracking cameras cannot offer ubiquitous tracking,
while wearable solutions that require sensor-gloves, or EMG sensors are too cumbersome. In
contrast, FinGTrAC shows feasibility with a ubiquitous and easy-to-use platform with minimal
training. In building the system, FinGTrAC uses a probabilistic framework incorporating the
noisy and under-constrained motion sensor data, as well as contextual information between
ASL words to decode the most likely sentence. A systematic user study with 10 users shows
a word recognition accuracy of 94.2% over a dictionary of 100 most frequently used ASL
words. Despite progress, this is only the first step. We believe the results from this work offer
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significant promise in extending this work. Opportunities in sensing, machine learning, and
natural language processing can be exploited to extend this work towards enabling a realistic
solution with low intrusive wearables for seamless ASL translation.
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Chapter 4 |
NeuroPose

4.1 Introduction

3D finger pose tracking enables a number of exciting applications in sports analytics [13],
healthcare and rehabilitation [14], sign languages [15], augmented reality (AR), virtual reality
(VR), haptics [16] etc. Analysis of finger motion of aspiring players can be compared to
experts to provide automated coaching support. Finger motion stability patterns are known to
be bio-markers for predicting motor neuron diseases [17]. AR/VR gaming as well as precise
control of robotic prosthetic devices are some of the other applications that benefit from 3D
finger pose tracking [20, 21].

Web-based augmented/virtual reality applications are becoming popular [178, 179] leading
to standardizations of WebXR APIs [180]. Examples include remote surgery, virtual teaching
(body-anatomy, sports, cooking etc), multiplayer VR gaming. These applications involve
augmenting the context of the user (location, finger-pointing direction etc.) with information
from the web (on-screen-viewport, textual-information, haptic stimulation etc.). Finger motion
tracking is a common denominator of such applications.

Motivated by the above applications, there is a surge in recent works [31, 32] in computer
vision that track 3D finger poses from monocular videos. Given they do not require depth
cameras, the range of applications enabled is wide. However, vision based techniques are
affected by issues such as occlusions and the need for good lighting conditions to capture
intricate finger motions.

In contrast to vision, the main advantage of wearables is in enabling ubiquitous tracking
without external infrastructure while being robust to lighting and occlusions. While data gloves
[37–39] with IMU, flex, and capacitative sensors have been popularly used for finger motion
tracking, it is shown that gloves hinder with dexterous hand movement [40]. As alternatives
to putting sensors on fingers, sensing at wrist with surface acoustic [112], capacitative [108],
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bioimpedance [181], ultrasonography [182], wrist pressure [183] etc., has been explored, but
the sensing is only limited to tens of gestures. Beyond discrete gestures, infrared [184] and
thermal cameras [33] mounted on wrist have been explored for continuous 3D pose tracking,
but has limitations on hand motion. In contrast, we explore using ElectroMyoGraphy (EMG)
sensors worn like a band on the forearm (Fig. 4.5) with the following advantages: (i) Captures
information directly from muscles that activate finger motions, thus offering rich opportunities
for continuous 3D finger pose sensing (ii) A user does not need to put sensors on fingers and
thus she is able to perform activities requiring fine precision (iii) Tracking is independent of
ambient conditions of lighting or presence of objects in the background. (iv) EMG sensors can
measure emotions (like fear) and muscle strain to make VR tasks on safety (fire, construction
etc) and physical-activities (e.g. rock climbing) more realistic [185, 186].

Despite the benefits, EMG sensors are not as popular as smartphones or smartwatches.
Thus the user needs to carry a separate EMG band with her. Nevertheless, we believe there are
motivating applications (prosthetic devices for amputees, sports coaching, augmented reality)
where a user can selectively wear the device when needed instead of constantly wearing it. The
prospects of adoption of EMG sensing for AR/VR is on the rise (led by Facebook [187, 188])
because EMG can pick strong/unambiguous signals of minute finger motion. Thus, we believe
understanding the limits and bounds of sensing can help develop interesting applications and
use-cases encouraging better social adoption.

Prior works on EMG based finger motion tracking are limited to tracking a few hand
gestures [71–75], or tracking hand poses over a set of discrete gesture related motions [74, 75].
They do not provide free form 3D pose tracking for arbitrary hand motion. This paper proposes
a system called NeuroPose that fills this gap in literature by designing a EMG wearable-based
3D finger pose tracking technology. Towards this end, NeuroPose uses an off the shelf armband
consisting of 8 EMG channels (Fig. 4.5) for capturing finger motion and converting it into 3D
hand pose as depicted in Fig. 4.1. Using only two of the eight channels might increase the
comfort of wearing the sensor with a modest loss in accuracy.

Briefly, the EMG sensors capture neural signals propagating through the arms due to finger
muscle activations. Each finger muscle activation generates a train of neuron impulses, which
are the fundamental signals captured by the sensors. Given such EMG sensor measurements,
tracking the 3D pose is non-trivial and introduces a number of challenges: (i) Human hand
is highly articulated with upto 21 degrees of freedom from various joints. The complexity of
this search space is comparable to tracking joints in the skeletal model of a human body. (ii)
Impulses from multiple fingers are mixed in complex non-linear patterns making it harder to
decouple the effect of individual fingers from the generated sensor data. (iii) The strength of the
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Figure 4.1: A comparison between a real image, a depth camera, and NeuroPose. Tracking of
fine grained hand poses can enable applications like: (a) Word recognition in sign languages
(b) Augmented reality by enhancing the tracking output. A short demo is here [3].

captured signals depends on the speed of motion, and finger pose. (iv) The nature of captured
data varies across users due to variations in body sizes, anatomy etc. (v) The sensor data is
noisy due to hardware imperfections.

In handling the above challenges, NeuroPose exploits a number of opportunities. (i) Finger
motion patterns are not random but they follow tight anatomical constraints. Fusion of such
constraints with the actual sensor data dramatically reduces the search space. (ii) Innovation
in machine learning (ML) algorithms that explicitly and implicitly fuse such constraints with
sensor data have been exploited. In particular, NeuroPose explores architectures in Recurrent
Neural Networks (RNN) [171], Encoder-Decoder [189], ResNets [190] in achieving a high
accuracy. (iii) A transfer learning framework based on adaptive batch normalization is exploited
to learn user dependent features with minimal overhead for adapting a pretrained model to a
new user for 3D pose tracking.

NeuroPose is implemented on a smartphone and runs with a latency of 0.1s, with low power
consumption. A systematic study with 12 users achieves an accuracy of 6.24◦ in median error
and 18.33◦ in the 90%-ile case. The accuracy is robust to natural variation in sensor mounting
positions as well as changes in wrist positions of users.

Our contributions are summarized below:
(1) NeuroPose shows the feasibility of fine grained 3D tracking of 21 finger joint angles

using EMG devices for arbitrary finger motions.

(2) Fusion of anatomical constraints with sensor data into machine learning algorithms for

higher accuracy.

(3) Implementation on embedded platforms and extensive evaluation over diverse users.
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4.2 Background

We begin with a brief overview of: (i) the anatomical model of the human hand (ii) the neuro-
muscular interactions during finger muscle activations and how it manifests as EMG sensor
data.

4.2.1 Hand Skeletal Model

The human hand consists of four fingers and a thumb which together exhibit a high degree of
articulation. Fig.4.2(a) depicts the skeletal structure of the hand with various joints that are
responsible for complex articulation patterns that generate 3D hand poses. Fig. 4.2(b) shows
a simplified kinematic view. The four fingers consist of MCP (metacarpophalangeal), PIP

((a)) ((b)) ((c))

Figure 4.2: (a) Anatomical details of the hand skeleton [4] (b) Kinematic structure and joint
notations [5] (c) Finger motions include flex/extensions and abduction/adductions [6]

(proximal interphalangeal), and DIP (distal interphalangeal) joints. The joint angles at PIP
(θpip) and DIP (θdip) joints exhibit a single degree of freedom (DoF) and can flex or extend
(Fig.4.2(c)) the fingers towards or away from the palm.

In addition to flexing, the MCP joint can also undergo adduction and abduction (side-way
motions depicted in Fig.4.2(c)), and thus possesses two DoFs, denoted by θmcp,f/e, and θmcp,aa

respectively. Thus, each of the four fingers posses four DoF. The thumb on the other hand
exhibits a slightly different anatomical structure in comparison to the other four fingers. The
IP (interphalangeal) joint can flex or extend with a single DoF (θip). The MCP and TM
(trapeziometacarpal) joints possesses both flex and abduction/adduction DoF, thus the thumb
has five DoF – θip, θmcp,f/e, θmcp,aa, θtm,f/e, and θtm,aa. The other 6 DoF comes from the motion
of palm including translation and rotation. We ignore the motion of the palm in this paper and
only focus on tracking fingers which together have 21 DoF – modeled as 21 dimensional space
(R21). Thus, NeuroPose’s goal is to track this R21 dimensional space to capture the 3D finger
pose.
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The various joint angles responsible for finger articulation exhibit a high degree of correla-
tion and interdependence [4, 5]. Some of the intra-finger constraints are enumerated below:

θdip = 2
3θpip (4.1)

θip = 1
2θmcp,f/e (4.2)

θmcp,f/e = kθpip, 0 ≤ k ≤ 1
2

(4.3)

Equation 4.1 suggests that in order to bend the DIP joint, the PIP joint must also bend
under normal finger motion (assuming no external force is applied on the fingers). Likewise,
Equation 4.2 is a constraint on the thumb joints. Similarly, the range of motion for PIP is very
much limited by the MCP joint (Equation 4.3). The generic range of motion constraints for
other fingers are enumerated below:

−15◦ ≤ θmcp,aa ≤ 15◦

0◦ ≤ θdip ≤ 90◦

0◦ ≤ θpip ≤ 110◦

(4.4)

Clearly, abduction/adduction angles have a smaller range of motion compared to flex/exten-
sions. In addition to these constraints, there are complex inter-dependencies between finger
joint motion patterns which cannot be captured by well formed equations. However, our ML
models will be able to automatically learn such constraints from data and exploit them for high
accuracy tracking.

4.2.2 Electromyography Sensor Model

Electromyography sensors can detect electrical potential generated by skeletal muscles due to
neurological activation. Such signals can provide information regarding temporal patterns and
morphological behaviour of motor units that are active during muscular motion [191]. Not only
are the signals useful for detecting and predicting body motion induced by the muscles but also
useful for diagnosis of various neuromuscular disorders and understanding of healthy, aging, or
fatiguing neuromuscular systems.

Muscles of Interest: We now provide a brief overview of muscular involvement during
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finger motions. Several muscles are involved in performing finger motions. Fig. 4.3(a) and (b)
depict the anatomical structure of the human arm. Extensor Pollicis Longus extends the thumb
joints whereas Abductor Pollicis Longus and Brevis performs thumb abductions. Extensor

Indicis Proprius extends the index finger. Extensor Digitorum extends the four medial fingers
and Extensor Digiti Minimi extends the little finger. Volar interossei and Dorsal interossei

group of muscles are responsible for adduction and abduction respectively of index, ring, and
little fingers towards/away from the middle finger. They are connected to proximal phalanx

and the Extensor digitorum. NeuroPose mainly focuses on such muscles that perform finger
actions. Other muscles that are involved in large scale motion and supporting strength include
Supinator for forearm motion, Anconeus and Brachioradiali for elbow joint, Extensor Carpi

Ulnaris, Extensor Carpi Radialis Longus and Brevis for wrist joint etc.
Feasibility of Tracking the Muscles of Interest: Among the targeted muscles of interest,

although some of them appear close to the skin surface, some of them are deep (such as
Extensor Indicis). Therefore, a natural question to ask is: Is surface EMG alone sufficient to

capture all such muscles of interest? To verify this, we conduct a simple experiment where we
flex and extend each of the five fingers, and observe the activity on the EMG channels. Depicted
in Fig. 4.4, all fingers show noticeable activity on the EMG channels for flex/extensions (the
activity on channel number 1 is shown per conventions in Fig. 4.5.) For sake of brevity, we
provide one example for abduction/adduction in Fig. 4.4(f) for abducting/adducting all fingers
together however, we note that each finger individually generates a noticeable pattern for
abduction/adduction motions. An important observation from the figures is that the muscle
group responsible for motion of index finger – Extensor Indicis, a non-surface muscle group
relative to sensor placement in Fig. 4.5 – also generates a noticeable spike in the EMG channel
data (Fig. 4.4(b)). This is also validated by prior research related to deep muscle activity [192].
These signals must be carefully analyzed further to capture the precise magnitude of finger
joint angles, particularly when multiple fingers are simultaneously in motion. Towards the end,
we begin by describing the interference pattern on the EMG sensors by signals from different
muscle groups. Separating out the individual finger motions from such EMG sensor data will
be discussed in Section 4.4.

Biological Model: We now provide a brief description of the biological model of EMG
signals generated due to muscle activations (illustration in Fig. 4.3(c)). Muscles consist of
fundamental units called muscle fibres (MF) which are the primary components responsible for
contraction. Activation of an MF by the brain results in propagation of an electrical potential
called action potential (AP) along the MF. This is called motor fibre activation potential (MFAP).
The MFs are not excited individually but are activated together in groups called motor units.
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((a)) ((b))

((c))

Figure 4.3: (a) and (b) Anatomical details of forearm muscles [7] (c) EMG signals from an
electrode can be decomposed into constituent motor unit action potential trains (MUAPT) [8]

Groups of motor units coordinate together to contract a single muscle. Individual MFAPs
cannot be detected separately, instead summation of all MFAPs within the motor unit generates
a signal called as motor unit action potential (MUAP) as shown in the below equation

MUAPj(t) =
Nj∑
i=1

MFAPi(t − τi)si, (4.5)

where τi is the temporal offset, Nj is the number of fibres in motor unit j, and si is a binary
variable indicating whether or not the muscle fibre is active. The temporal offset depends on
the location of the muscle fibre. The number of observed MFAPs within a MUAP also depends
on location of EMG electrode because the potential generated by far away fibres are typically
detected in attenuated form at the electrode. A similar muscle action can result in different
shape of the generated MUAP signal depending on the previous state of the muscle as well as
the temporal offset τi which can vary.

The above equation represents a single instance of firing, but the motor units must fire
repeatedly to maintain the state of muscle activation. Continuous muscle activations can
generate a train of MUAP impulses separated by inter discharge intervals (IDI), as depicted in
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Figure 4.4: Flex/extension motion of all fingers generate noticeable "spike" in the EMG data
for (a) Thumb (b) Index (c) Middle (d) Ring (e) Little + Ring (the little finger cannot be flexed
without jointly moving the ring finger ) (f) Abduction/Adduction of all fingers

the below equation

MUAPTj(t) =
Mj∑
k=1

MUAPjk(t − δjk), (4.6)

where Mj is the number of times the jth motor unit fires, δjk is the kth firing time of the jth
motor unit.

Finally, the electric potential detected at an EMG electrode is the superimposition of
signals by spatially separated motor units and their temporal firings patterns dependent on their
respective IDIs. This spatio-temporal superimposition is depicted in the below equation where
n(t) is the noise term, and Nm is the number of active motor units.
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EMG(t) =
Nm∑
k=1

MUAPTj(t) + n(t). (4.7)

While in theory, the EMG signal is composed of activation from every single muscle fibre, in
practice the electrode can only detect the signals from fibres closer to the electrode because
the signals attenuate below noise level with distance. Our EMG sensor platform described
next exploits multiple electrodes to capture activations of all fibres involved in finger motion.
Once the EMG data is captured, the core technical challenge is in decomposing the signals
into activations responsible for individual joint movements. Towards this, we introduce ML
algorithms in Section 4.4 for signal decomposition.

4.3 Platform Description

Figure 4.5: (a) 8 channel Myo armband (b) Myo armband in action

Our platform includes a MYO armband depicted in Fig. 4.5 worn on the arm. It consists
of 8 EMG channels, as well as Inertial Measurement Unit (IMU) sensors of accelerometers,
gyroscopes, and magnetometers. The data is streamed wirelessly over bluetooth to a desk-
top/smartphone device. NeuroPose is implemenetd on a sony xperia z3 dual smartphone that
captures the EMG data and provides finger motion tracking results. The MYO sensor is low-
cost, and appears to be solidly built. Although the MYO armband fits perfectly aesthetically on
the arm it might seem intrusive for some users. Towards minimizing the intrusiveness of the
platform, NeuroPose’s implementation with only a 2-channel EMG data offers a low-intrusive
option with a modest loss in accuracy (Section 4.5).

Skin Temperature Calibration: The EMG amplitude may be slightly affected by skin
temperature variations [193]. The surface Myo platform warm ups the contacted muscle [194]
slightly. This helps the sensor to form a stronger electrical connection with the muscles to
minimize the effects of temperature.

Other Platforms: We note that unlike smartwatches or smartphones, there is no globally
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acceptable platform for EMG sensing yet. Facebook has recently acquired patents related
to MYO armband [187, 188] for developing finger tracking technology for its thrust towards
AR/VR applications. Other form factors ranging from arm-bands, tattoos, and arm-gloves
have been proposed by both academia and industry with no consensus on what is best [71, 72,
80, 195, 196]. Therefore, the ML models developed in this paper may not apply directly to a
hardware of different form factor than what is used here. While there are uncertainities about
what platforms will gain wide spread adoption, our goal is to show that enough information
exists in surface EMG data for continuous tracking of arbitrary finger motions. Furthermore,
by showing the right applications and use-cases, we believe we can influence the process of
convergence of hardware platforms.

4.4 Core Technical Modules

We explore multiple ML models for 3D finger motion as elaborated in this section.

4.4.1 Encoder Decoder Architecture

In order to generate plausible finger pose sequences with spatial constraints across fingers,
as well as temporally smooth variations over time, we design an encoder-decoder network as
illustrated in Fig. 4.6. Specifically, the network captures a holistic view of a large interval

Figure 4.6: Encoder Decoder Architecture used in NeuroPose:

of time-series sensor data instead of a single sensor sample. This enables the network to
enforce and learn the key spatio-temporal constraints as well as consider historical EMG
data while making hand pose inferences. The network accepts 5s of sensor data and outputs
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the corresponding 3D hand pose sequence. The various components of the architecture are
elaborated next.

Encoder: The encoder-decoder model maps a sequence of input EMG data to a sequence
of 3D finger poses. Unlike discrete classes, the output space of the model is a continuous
domain R21. Among these 21 dimensions, 5 of the dimensions (θdip for four fingers and θip

for thumb) can be directly computed using Equations 4.1, 4.2. Thus, the actual output of the
network is only 16 dimensions – R16.

While one possibility is to build a network with a series of convolutional layers, this will
increase the number of parameters in the network, thus causing issues not only in compute
complexity and memory but also in convergence. Thus, the encoder uses a series of downsam-
pled convolutional filters. This captures a compact representation of the input which will later
be used by the decoder in generating 3D hand poses.

The input x to the encoder is a multi-channel EMG data of dimensions T × 8, where we
choose T = 1000, which at a sampling rate of 200Hz translates to a duration of 5s. The encoder
consists of a series of CONV-BN-RELU-MAXPOOL layers, which are elaborated below:
(i) The CONV sub-layer includes 2D convolutional filters that perform a basic convolution
operation [197]. The CONV sub-layer extracts spatio-temporal patterns within EMG data to
learn features representative of finger motions. (ii) This is followed by a batch normalization
(BN) sub-layer whose role is to accelerate convergence of the model by controlling huge
variations in the distribution of input that passes from one layer to the next [198]. (iii) The
BN module is followed by an activation sub-layer, which applies an activation function to the
output of the BN layer. We chose a Rectified Linear Unit (ReLU) activation function [199].
While non-linearities are critical in training a deep neural network, among possible alternatives
ReLU is popular because of its strong biological motivation, practicality of implementation,
scale in-variance, better gradient propagation etc. We also add dropouts [200] following
RELU activations. They serve as an adaptive form of regularization which knocks off some of
the parameters of the network with a random probability of 0.05. (iv) Finally, max-pooling
is applied to the output so as to downsample the feature size toward reaching a compact
feature representation of the EMG data. Max pooling is done by applying a max filter to
non-overlapping subregions of the initial representation. For example, a max-pool filter of size
2 × 2 applied to an input of size 100 × 100, will slide a non-overlapping window of size 2 × 2
and extracts the maximum element from the input at each overlap resulting in an output of size
50 × 50.

The first of the CONV-BN-RELU-MAXPOOL layers applies 32 2D-CONV filters of size
3 × 2, and down samples the feature sizes by 5 and 2 over temporal and spatial (EMG channels)
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domains. Similarly, the filter sizes and number of filters of the other layers is depicted in Fig.4.6.
The second and third layers down-sample by (4 × 2), and (2 × 2) over time and space. Thus,
the final output of the encoded representation is of dimensions 25 × 1 × 256. The decoder
processes this encoded data to obtain finger joint angles.

Residual Blocks: A natural question to ask is: Why not increase the depth of the network

to extract stronger feature representations? Unfortunately, deeper networks are harder to
optimize and they also pose challenges in convergence. ResNets [190] proposed a revolutionary
idea of introducing skip connections between layers so as to balance this tradeoffs between
stronger feature representations and convergence. The skip connections, also called as residual
connections provide shortcut connections between layers as shown in the middle of the network
in Fig. 4.6. Suppose, y, and x, denote the intermediate representations at different layers in the
network, with y being deeper than x with a few layers in between. Then, the skip connections
are denoted by the below equation.

y = f(x, Wl) + x (4.8)

f(x, Wl) denotes the intermediate layers between x, and y. Because of the existence of a
shortcut path between y and x, the representation at x is directly added to f(x, Wl). Therefore,
the network can choose to ignore f(x, Wl), and exploit the shortcut connection y = x to first
learn a basic model. As the network continues to evolve, it will exploit the deeper layers
(f(x, Wl)) in between shortcut connections to learn stronger features than the basic model. As
shown in Fig. 4.6, we incorporate ResNets in between the encoder and decoder part of the
network. As evaluated in Sec. 4.5, this design choice plays a critical role in achieving a high
accuracy.

Decoder: The decoder maps the encoded representations into 3D hand poses. The decoder
uses upconvolutional layers to upsample and increase the size of the encoded representation
to match the shape of the output. The decoder network consists of a series of CONV-BN-
RELU-UPSAMPLE layers. Each such layer consists of following sub-layers. (i) The CONV
layer tries to begin making progress towards mapping the encoder representations into joint
angles. The job of (ii) BN sub-layer, and (iii) RELU activation sub-layer is similar to their
roles in the encoder. (iv) The upsampling sub-layer’s job is to increase the sampling rate of the
feature representations. Upsampling (with nearest neighbor interpolation method [201]) across
multiple layers will gradually increase the size of the compact encoder features to match the
size of the output.

The size and number of conv filters in the decoder at each layer is shown in Fig. 4.6. The

46



three layers of the decoder upsample by factors of (5 × 4),(4 × 2),(2 × 2) respectively on
temporal and spatial domains thus matching the output shape of 1000 × 16 at the last layer.
Finally, the decoder output is subject to a Mean Square Error (MSE) loss function as elaborated
next to facilitate training.

Loss Functions and Optimization: In all equations below, θ̂ denotes the prediction by the
ML model, whereas θ denotes the training labels from a depth camera (leap sensor [30]).

lossmcp,f/e =
i=4∑
i=1

(θ̂i,mcp,f/e − θi,mcp,f/e)2 (4.9)

losspip =
i=4∑
i=1

(θ̂i,pip − θi,pip)2 (4.10)

lossmcp,a/a =
i=4∑
i=1

(θ̂i,mcp,aa − θi,mcp,aa)2 (4.11)

The above equations capture the MSE loss in prediction of joint angles of MCP (flex/extensions
and adduction/abduction), and PIP joints of the four fingers.

lossthumb = (θ̂th,mcp,aa − θth,mcp,aa)2+

(θ̂th,mcp,f/e − θth,mcp,f/e)2 + (θ̂th,tm,aa − θth,tm,aa)2+

(θ̂th,tm,f/e − θth,mcp,f/e)2

(4.12)

The above equations capture the MSE loss in the MCP and TM joints of the thumb.

losssmoothness = ||(∇θ̂t − ∇ ˆθt−1)||22 (4.13)

The above equation enforces constant velocity smoothness constraint in the predicted joint
angles where θt above is a representative vector of all joint angles across all fingers at a time
step t.

The overall loss function is given by the below equation.

loss = lossmcp,f/e + lossmcp,aa+

losspip + lossthumb + losssmoothness

(4.14)

Note that the loss function does not include θdip or θip because we compute them directly from
anatomical constraints: Equations 4.1, 4.2.
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Finger motion range constraints: As described above, each finger joint has a certain range
of motion for both flex/extensions and abduction/adductions. In order to apply these constraints,
we first normalize the predicted output of a joint angle by dividing it by the range constraint (for
example, by 90◦ for θdip). We then apply the bounded ReLU activation (bReLU) function [202]
to the last activation layer in our network. The bReLU adds an upper bound to constrain its
final output. The bReLU outputs are multiplied again with their range constraints such that the
unit of the output is in degrees. The bReLU, in conjunction with other loss functions based on
temporal constraints facilitates predicting anatomically feasible as well as temporally smooth
tracking results.

4.4.2 Transfer Learning with Semi Supervised Domain Adaptation

For the encoder-decoder model proposed above, training separate models for each user will be
burdensome. Therefore, we explore domain adaptation strategies to pretrain a model with one
(source) user and fine-tune it to adapt to new users with low training overhead.

Transfer-learning based domain adaptation is popular in vision and speech processing. For
example, AlexNet model [203] pretrained on ImageNet database [204] was fine-tuned for
classifying images in medical domain [205], remote-sensing [206] and breast-cancer [207].
Similarly, a pre-trained BERT language model [208] was fine-tuned for tasks such as text-
summarizing [209], question answering [210] etc. This significantly reduces the burden of
training for a new task. In a similar spirit, we use pretrained model from one user and fine-tune
it for a different user to significantly decrease the training overhead (Fig. 4.14(a)) without
losing much of accuracy.

At a high level, we exploit domain adaptation at the Batch Normalization (BN) layers.
Given the sufficient success of BN layers in accelerating convergence by minimizing covariate

shift [198] with a relatively fewer number of parameters, we exploit them towards domain
adaptation as well. The success of this approach has already been shown in other domains such
as computer vision [211, 212].

Our domain adaptation process is performed as enumerated below: (i) We generate a model
for one user by extensively training the model with labelled data from that user – known as the
pretrained model. (ii) We collect small training data with only few labels from the new (target)
user. Instead of developing the model for the target user from scratch, we initialize the model
weights to be same as the pretrained model. (iii) We make all layers in the model untrainable
except the Batch Normalization (BN) layers. Using the few labels from the target user, we
update the BN layers to minimize the loss function. This is called fine tuning. The model thus
generated will be used for making inferences on the target user.
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Finetuning the BN layers help with domain adaptation because of their ability to contain
wide oscillations in the distributions of input fed from one layer to the next. Given the sufficient
success in BN layers (with only a few parameters) for accelerating convergence by minimizing
covariate shift [198], we exploit them towards domain adaptation as well. The BN layers will
learn to sufficiently transform the distribution from target user to a distribution of the source

user on which the model is pretrained on. If successful, the pre-trained model from the source

user can be used for performing inferences on the target user with the finetuning steps discussed
here. As discussed in Section 4.5, this results in reduction of training overhead on the target

user by an order of magnitude.

4.4.3 RNN Architecture

LSTM LSTM LSTM LSTM

Input: Multi Channel EMG Input

Output: Hand Poses

𝑥" 𝑥# 𝑥$ 𝑥%

𝑦" 𝑦# 𝑦$ 𝑦%
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Loss function and 
temporal constraints

Figure 4.7: RNN alternative explored in this paper.

The encoder-decoder model proposed above has a holistic view of a relatively long interval
(5s) of sensor data, and thus can exploit complex spatio-temporal relationships. However,
in order to ensure real-time performance with this model, we need to constantly process
previous 5s of data at any given instant. Although this can ensure real-time performance, the
power consumption can be higher due to redundant computations. Therefore, we explore an
alternative model with Recurrent Neural Networks (RNN) to obtain real-time performance
without redundant computation.

Our model is presented in Fig.4.7. The generated EMG sensor data is not only dependent
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on muscle contractions to maintain the current finger pose but also dependent on the force
exerted in the muscles to move the fingers to a new position. Such temporal dependencies can
be systematically modeled with a recurrent neural network (RNN). Each RNN unit accepts as
inputs one sample of an eight channel EMG data as well as previous hidden state. In particular,
we use the Long Short Term Memory (LSTM) variant of RNN because of its ability to handle
vanishing/expanding gradients [213] and selectively forgetting/remembering features from past.
It outputs an R16 dimension finger joint angles and a new hidden state to be used as input in the
next iteration of the RNN unit.

During training, the outputs are subjected to MSE loss functions, as well as temporal
constraints identical to ones used in encoder-decoder architecture. We use truncated backpropa-
gation through time (TBPPT [214]) in training with a truncation of 64 time units.

4.5 Performance Evaluation

Our experiments are designed to comprehensively test the robustness to sensor positions,
usability, and accuracy of NeuroPose over users, joint angles etc. We also compare various ML
models, overall training cost as well as perform system level measurements for efficiency of
implementation on smartphones.

4.5.1 User Study

We conduct a study with 12 users (8 males, 4 females). The users are aged between 20-30, and
weigh between 47-96kgs.

Data Collection Methodology: The users wear the Myo armband as shown in Fig.4.5 on
the left hand in a position where it fits naturally, with channel number 4 on top. The users were
then instructed to perform random finger motions that include flexing or extending of fingers as
well as abduction or adduction thus incorporating all range of possible hand poses. Under the
guidance of a study team member, we let the users practice finger motions before the study
to ensure that the user moves all fingers over the entire range of motion. This ensures good
convergence of the ML models as well as generalizability to arbitrary finger motions. There
are no discrete classes of gestures. The motion patterns are entirely arbitrary thus making the
data collection easier.

Labels for Training and Testing: The collected data includes 8 EMG channels from the
Myo sensor as well as the fingers’ 3D co-ordinates and joint angles captured by leap motion
sensor [30]. While the Myo sensor provides EMG data for 3D pose tracking, the leap sensor
data serves as the ground truth for validation as well as provides labels for training NeuroPose’s
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ML models. These labels include joint angles for each finger. The EMG and leap data were
synchronized using Coordinated Universal Time (UTC) timestamps. Since NeuroPose performs
continuous finger tracking instead of identifying discrete gestures, we use MSE (instead of
cross-entropy) between predicted joint angles (from Myo) and leap (ground truth) for training
and testing.

Normal Up Bend Down Mobile

Figure 4.8: Wrist Configuration Map

Training Data Collection : Each user participates in 12 separate sessions with each session
lasting for 3 minutes, with sufficient rest between sessions. For the first 5 sessions, both
the sensor position and the wrist position are not changed (wrist maintained at the "normal"
position depicted in Fig. 4.8). For the each of the last 6 sessions, we remove and remount the
sensor. For the 6th session, we let the user place the wrist still in the normal position. However,
for the last 6 sessions, we let the user place the wrist in 4 different configurations (up, down,
bend, mobile) as indicated in Fig. 4.8. In the mobile configuration, the wrist was moved up
and down including rotations of the wrist within the tracking range of the leap sensor. Users
perform up, down, bend, down, up for sessions 7-11 respectively. For the last session, the users
perform the mobile configuration. The position of the leap sensor was adjusted using a tripod
so that it can capture the ground truth. This data is used for developing two kinds of models.
(i) User-dependent model: A model for each user that requires 900 seconds of training data
from the first 5 sessions of that user. (ii) Model with domain adaptation: A model for each
user where a pre-trained model from a different user is taken and fine-tuned using techniques
in Section 4.4.2 such that only a small fraction (90 seconds) of user-specific training data
is used for developing a model for the user. (iii) Model without domain adaptation or
user-independent model: Here, we use the trained model from one user directly to perform
inferences on a new user without any training data from the new user. (iv) Multi-user model:
This is also a user-independent model. Here, we train a model based on training data from
multiple users. The trained model is directly used for inferences on a new user without any
training data from the new user.

Test Data: Using the models developed above, we evaluate the joint angle prediction
accuracy over test cases that include the last 6 sessions where (i) The sensor has been removed
and remounted on the user’s arm (ii) The wrist position is completely different from the one
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used to train the models.

4.5.2 Implementation

NeuroPose is implemented on a combination of desktop and smartphone devices. The ML
model is implemented with TensorFlow [215] packages and the training is performed on a
desktop with Intel i7-8700K CPU, 16GB RAM memory, and Nvidia GTX 1080 GPU. We use
the Adam optimizer [216] with a learning rate of 1e-3, β1 of 0.9 and β2 of 0.999. To avoid
over-fitting issues that may happen in the training process, we apply the L2 regularization [217]
on each CONV layer with a parameter of 0.01 and also add dropouts [200] with a parameter of
0.05 following each RELU activations. Once a model is generated from training, the inference
is done entirely on a smartphone device using TensorFlowLite [10] on a sony xperia z3 with a
Quad-core 2.5 GHz Krait 400 CPU.

4.5.3 Performance Results

If not stated otherwise, the reported results are under the following conditions: (i) Averaged
across the test cases where the sensor has been removed and remounted, as well as the wrist
position is different from one used during training. (ii) Uses the model with domain adaptation

as described above that requires approximately 90 seconds of training data from each user. The
user-independent case is separately evaluated under model without domain adaptation (Fig.
4.11(c)), and multi-user models (Fig. 4.10(a)). The performance of user-dependent models are
also shown separately (Fig. 4.14). (iii) Combines the Encoder-Decoder architecture (including
ResNets) in Section 4.4.1 with semi supervised domain adaptation in Section 4.4.2 because
that is the best performing design with minimal training overhead for different users. The
RNN design presented in Section 4.4.3 is evaluated separately. (iv) The errors reported are for
flex/extension angles as they are prone for more errors with a high range of motion. The errors
for abduction/adduction are discussed separately (Fig. 4.12(b)). (v) The error bars denote the
10th percentile and the 90th percentile errors.

Qualitative Results: A short demo is provided in this url [3]. Fig. 4.9 shows qualitative
results from NeuroPose. The predicted hand pose matches closely with reality for a number
of example applications including holding virtual objects, ASL signs, pointing gestures etc.
Figs. 4.9(a) to (c) include static positions, whereas Figs. 4.9(d) to (g) capture the pose while
in motion. Fig. 4.9(h) is an example of an error case. Our inspection of error cases suggests
that in most cases, NeuroPose is following the trend in the actual hand pose, albeit with a
small delay. This delay introduces errors. Another observation is that the ground truth’s (leap
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Figure 4.9: Comparison of pose tracking results between depth camera (ground truth) and
NeuroPose.

depth sensor) detected range of motion for thumb is slightly limited. Extreme thumb motion
between Figs 4.9(a) and (b) causes only a small deviation of the thumb in the leap sensor
results. Nevertheless, NeuroPose’s prediction of thumb angles match closely with the leap
sensor (ground truth).

Accuracy over Users: Fig.4.10(a) shows the breakup of accuracy across users over all
joint angles. Although the direct use of a model trained from 11 users (multi-user model) and
tested on a new user (without domain adaptation) performs reasonably well with a median error
of 9.38◦ degrees, the 90% − ile errors can be huge.

1 2 3 4 5 6 7 8 9 10 11 12

Users

0

10

20

30

40

50

E
rr

o
r 

in
 D

e
g
re

e
s

multi-user model

with domain adapt.
90%-ile

error bars

Thumb Index Middle Ring Little

Fingers

0

5

10

15

20

25

E
rr

o
r 

in
 D

e
g

re
e

s

90%-ile

error bars

Figure 4.10: Performance results (a) Domain adaptation significantly reduces errors over users
(b) Accuracy is consistent across fingers.
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Figure 4.11: Robustness to positions (a) change in sensor position within a day (b) across days
(c) change in wrist positions

On the other hand, semi-supervised domain adaptation techniques not only decreases the
median error to 6.24◦ but also cuts down 90%-ile tail error bars dramatically. The accuracy is
robust with diversity in users, their body mass indices, gender etc.

Robustness to Natural Variations in Sensor Position and Orientation: We evaluate
robustness to natural variations in sensor position by removing the sensor and remounting. Fig.
4.11(a) shows the accuracy when the sensor position was changed 6 times by removing and
remounting (these are the last six sessions of data collection phase). Evidently, the accuracy
is consistent across all positions. In addition, we followed up with all the users over 4 more
days to evaluate the robustness over time, temperature, humidity etc. Fig. 4.11(b) shows the
accuracy when the sensor position change happens across multiple days (with a random wrist
position). The model that was initially trained continues to provide consistent accuracy over
time thus enhancing the usability of NeuroPose. We hypothesize that the robustness comes
due to three reasons (i) With a snugly fit sensor, its position and orientation changes only by
a few mm. The "channel number four" among the 8 EMG channels is clearly marked on the
sensor making it easier for the user to maintain the same orientation across multiple sessions
of wearing. (ii) Based on the muscle structure map in Fig. 4.3 which extends from elbow to
wrist, the relative positions of the target muscles and the sensor changes only slightly. (iii) The
Myo sensor warms up the muscles to ensure good contact with electrodes [218], we believe
this helps in robustness for temperature change over days

Robustness to Wrist Position and Mobility: Fig. 4.11(c) shows how the accuracy is
consistent despite changes in wrist positions. NeuroPose can track finger motions accurately
even when the wrist is moving. We hypothesize that regardless of the state of the wrist, ML
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algorithms always track the muscles responsible for finger motion. The muscles activated for
finger motions is independent of the state of the wrist.

Accuracy over Fingers: Fig.4.10(b) provides a breakup of joint angle accuracy over
various fingers. For each finger, the accuracy is computed over θmcp,f/e, θpip, θdip angles. For
the thumb, the accuracy is computed over θmcp,f/e, θtm,f/e, θip. Overall, the results suggest that
NeuroPose can track all of the fingers with reasonable accuracy. Although the median error of
the index finger is similar to other fingers, one reason why the 90%-ile error is higher could
be because the Extensor Indicis muscle responsible for index finger motion is a non-surface
muscle. Nevertheless, we believe the tracking results of the index finger is promising.

Accuracy over Flex/Extension Joint Angles: Fig.4.12(a) shows the accuracy breakup
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Figure 4.12: (a) Accuracy over MCP, PIP, and DIP joints (b) Accuracy over abduction/adduc-
tions and flex/extensions (c) Accuracy vs intrusiveness (number of EMG channels)

between the three flex angles – θmcp,f/e, θpip, and θdip. Evidently, NeuroPose maintains similar
accuracy for all joint angles. Fig.4.12(b) depicts that the error in abduction/adduction is
smaller than flex/extension angles. This is because the range of motion is very limited in
abduction/adduction angles.

Intrusiveness and Accuracy Trade-offs: Fig.4.12(c) illustrates the accuracy over number
of EMG channels. As expected, the best results are achieved with all 8 channels. However, the
error when only using 4 or even 2 channels (shown in Fig. 4.13) offers a reasonable trade-off
between accuracy/intrusiveness. Evidently, the median accuracy with 4 and 2 channels is
comparable to the case with 8 channels, even though the tail errors are higher. This suggests
the promise in further decreasing the intrusiveness of the system.

Training Overhead: Fig.4.14(a) shows the accuracy as a function of amount of training
data. Evidently, with domain adpatation strategies proposed in NeuroPose, even a small fraction
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Figure 4.13: 2-channel model and 4-channel model compared to 8-channel model for Myo
armband sensor

(1% - 5% or 9 − 45 seconds) of training data is sufficient to generate a model that is as accurate
as a model that uses 90% (or 13.5 minutes) of training data without domain adaptation. This
demonstrates the ability in NeuroPose to quickly generate a model for a new user with an order
of magnitude lesser training overhead than training from scratch.
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Figure 4.14: (a) Domain adaptation minimizes training overhead by an order of magnitude (b)
Performance of domain adaptation is close to user dependent training

User Dependent Training: Although NeuroPose performs semi-supervised domain adapta-
tion to generate a model for a new user without extensive training, we evaluate the performance
when extensive training is performed for each user to generate her own model. Fig.4.14(b)
summarizes the result. User dependent training can improve the median error by 1.52◦, the
domain adaptation techniques adopted by NeuroPose is close to this performance.

Accuracy Breakup by Techniques, Comparison to Prior Work:
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Fig.4.15 shows the CDF of error comparisons over various techniques and prior work. Prior
work-1 [74] includes an LSTM architecture augmented with a Gaussian process for modeling
the error distribution and performs hand pose tracking over a specific set of seven discrete
gestures. Prior work-2 [75] uses a RNN architecture with a Simple Recurrent Unit (SRU) and
extends [74] with experiments over six specific wrist angles.

Although the algorithms are trained and tested over discrete gestures in the original works,
our implementation of these algorithms over arbitrary finger motion gives a median error of
18.95, 14.18 respectively, with a long tail reaching upto 57.31, 54.49 in the 90%-ile respectively.
On the other hand, our LSTM architecture that imposes temporal smoothness constraints across
multiple handposes brings down the median accuracy to 10.66, and the 90%-ile accuracy to
35.45. The basic Encoder-Decoder architecture performs slightly better with a median accuracy
of 14.40 and a 90%-ile accuracy of 32.52. Finally, NeuroPose which exploits deeper features
by combining ResNets with Encoder-Decoder architecture outperforms the other techniques
dramatically both in the median case and in the tail. The median accuracy is 6.24 and a 90%-ile
accuracy is 18.33.

Latency Profiling: The encoder-resnet-decoder model takes 5 second sequence of EMG
data as input. The inference latency of processing each 5s of data using TensorflowLite is
roughly 0.101 second. At each instant, by processing the previous 5s of data as input, the model
can provide an output in 0.101 seconds, thus ensuring real-time performance. This will incur a
cost of redundant processing to provide real-time performance – we will discuss the tradeoffs
(Fig. 4.16(b)(c)). Furthermore, Fig. 4.16 (a) depicts the average per-sample processing latency
of different techniques – LSTM, encoder-decoder and encoder-resent-decoder (NeuroPose)
– for relative comparison. The LSTM has a higher processing latency due to the sequential
nature of the model with strong dependencies on previous hidden states. In contrast, the
encoder-decoder models can exploit parallelism over the entire 5s segment of data.
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Power Consumption Analysis: The MYO sensor consumes 40mW of power [219], which
lasts a day of constant usage. For profiling the energy of the TensorflowLite model, we use
Batterystats and Battery Historian [220] tools. We compare the difference in power between
two states (i) The device is idle with screen on. (ii) The device is making inferences using
TensorflowLite model. The idle display-screen on discharge rate 4.97% per hour while the
discharge rates for various models is shown in Fig. 4.16 (b). The power consumption is very
low. Since the encoder-resnet-decoder processes data in chunks of 5s, it will incur a delay
of atleast 5s if we process the data only once in 5s. Towards making it real-time, we make
a modification where at any given instant of time, previous 5s segment of data is input to
the network to obtain instantaneous real-time results. This provides real-time tracking at the
expense of power.
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Figure 4.16: (a) Latency comparison (b) Power consumption analysis

4.6 Related Work

Vision: Finger motion can be captured by depth cameras like kinect [29] and leap [30] sensors.
However, advances in machine learning, availability of large training datasets have enabled
precise tracking of finger motion even from monocular videos that do not contain depth
information [31, 32]. While such works are truly transformative, we believe wearable based
solutions have benefits over vision based approaches which are susceptible to occlusions,
lighting, and resolution. In addition, wearable devices offer ubiquitous solution with continuous
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tracking without the need of an externally mounted camera. Most recently, FingerTrak [33] has
innovatively designed wearable thermal cameras to track 3D finger motion. However, tracking
may not be robust under changes in background temperature as well as motion of wrist (due
to shift in camera positions). In contrast, NeuroPose’s EMG sensing is robust to background
conditions and wrist motion.

Sensor Gloves: Gloves with embedded sensors such as IMU, flex sensors, and capacitative
sensors have been used for finger pose tracking in a applications like sign language translation,
gaming, HCI etc [15]. Work in [34] tracks hand pose using an array of 44 stretch sensors.
Works [35, 36] extracts hand pose using gloves embedded with 17 IMU. Flex sensors have
been used in commercially available products such as CyberGlove [37], ManusVRGlove [38],
5DT Glove [39] etc. However, wearing gloves in hands may hinder dexterous/natural hand
movements [40].

IMU and wrist bands: IMU and WiFi sensors have been used in a number of localiza-
tion and human body tracking projects [56, 221, 222]. IMU, WiFi, and Acoustics have also
been extensively used for hand gesture recognition. [64, 136, 141, 223, 224]. uWave [142]
uses accelerometers for user authentication/interaction with mobile devices. FingerIO [143],
FingerPing [112] use acoustics for finger gesture detection. Capband [108] uses capacitative
sensing for recognizing 15 hand gestures. In contrast, NeuroPose develops algorithms for
generic finger motion tracking. Specifically while prior works can only distinguish multi-finger
gestures, NeuroPose performs free form 3D finger motion tracking. AuraRing [168], a recent
work, tracks the index finger precisely using a magnetic wristband and ring on index finger. In
contrast, NeuroPose tracks all fingers.

ElectroMyoGraphy: EMG based gesture tracking is an active area with decades of research.
Prior works perform classification of discrete hand poses [71–75] or tracking of a predefined
sequence of hand poses [74,75] with a combination of deep learning techniques based on CNN,
RNN etc. Works [80] can track joint angles for arbitrary finger motion, but requires a large
array of over 50 EMG sensors placed over the entire arm. Work in [81] tracks joint angles using
EMG sensors but only for one finger. In contrast to these works, NeuroPose tracks continuous
finger joint angles for arbitrary finger motions with only sparse EMG sensors.

4.7 Discussion and Future Work

Unsupervised Domain Adaptation: NeuroPose only needs 90s of training samples from a
new user to customize a pretrained model to the user. However, we will explore unsupervised
domain adaptation to customize a pretrained model without requiring any labelled training
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data. Adversarial domain adaptation [225] is of interest. Here, an unsupervised game theoretic
strategy is used to transform the distribution of the feature representations from the new user
into the distribution of the source user on whom the model was trained. If successful, the model
trained on the source user is directly useful for performing inferences on a new user. Similarly,
other architectures for learning feature transformations to adapt the feature representations
from a source user to a new users have been proposed [226] which are relevant for future
investigation.

Prosthetic Devices for Amputees: While the subjects recruited for this study were able-
bodied individuals, we will consider design and evaluation of NeuroPose for amputees for future
work. In particular, given prior research on mirrored bilateral training approach [22, 81, 82],
we believe there is promise.

Tracking Fingers while Holding Objects in Hand: When holding an object, signals
from certain muscles that support strength will interfere with muscles responsible for finger
motion. While we believe there are enough applications in augmented reality and prosthetics
where a user does hold an object, we will carefully refine NeuroPose’s algorithms to minimize
the interference from additional muscle signals when a user is holding an object.

4.8 Conclusion

This paper shows the feasibility of 3D hand pose tracking using wearable EMG sensors. A
number of applications in Augmented Reality, Sports Analytics, Healthcare, and Prosthetics
can benefit from fine grained tracking of finger joints. While the sensor data is noisy and
involves superimposition of signals from different fingers in complex patterns, we exploit
anatomical constraints as well as temporal smoothness in motion patterns to decompose the
sensor data into motion pattern of constituent fingers. These constraints are incorporated in an
encoder-decoder machine learning model to achieve a high accuracy over diverse joint angles,
different type of gestures etc. Semi supervised adaptation strategies show promise in adapting
a pretrained model from one user to a new user with minimal training overhead. Finally, the
inference runs in realtime on a smartphone platform with a low energy footprint.
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Chapter 5 |
Mirrored Bilateral Training

5.1 Introduction

NeuroPose shows the feasibility of 3D hand pose tracking using wearable EMG sensors, in
addition to that, a unique motivation for ElectroMyoGraphy (EMG) based tracking over vision
and other wearable systems (such as IMU) is that EMG signals from amputees can be used for
controlling prosthetic limbs with potential to significantly improve their accessibility needs, the
feasibility of which is shown in prior work for index finger motions, wrist motions, gestures
etc [22, 81]. However, generating training data can be a challenge for amputees with missing
fingers. Our preliminary result in Section 5.4 discusses a mirrored bilateral training approach
for generating training data for amputees for 3D finger motion tracking. The results are
promising with applications in development of prosthetic devices with finer control. The overall
system accuracy is robust to natural variation in sensor mounting positions as well as changes
in wrist positions of users. Performance comparison across both low-end and more recent
smartphone platforms demonstrates a competitive performance across a wide spectrum of
devices. Furthermore, we show the applicability of NeuroPose in real world use cases such as
finger-spelling classification in American Sign Language (ASL) .My main contributions in this
chapter includes evaluation of a mirrored bilateral training [22] scheme with a potential future
application for developing prosthetics for amputees with missing fingers.

5.2 Background

An important application of EMG devices is in developing prosthetic devices for amputees
with missing fingers. However, because of missing fingers, it is non-trivial to generate training
data that maps EMG signal pattern into corresponding 3D joint angles of various fingers.
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Towards handling this challenge, we explore a mirrored bilateral training [22] scheme. In
this subsection, we introduce the biological foundations of mirrored bilateral training as well
as provide high level details on exploiting this opportunity for generating training data for
amputees.

A unilateral motion such as a motion with the right hand induces involuntary muscle
activation in the contralateral part of the human body such as the left hand. This is called as
mirrored bilateral motion and the corresponding activity in electromygraphy signals is called as
mirrored electromyography (MEMG). MEMG has been consistently observed in both healthy
and pathological cases over a number of simple and complex motor activities in daily life.
This is known to happen because of a motor overflow that causes the involuntary muscular
activity due to interhemispheric communication within the brain during motion activities [227].
Such interhemispheric communication leads to bilateral activation of motor relevant brain
regions. Although the evolution in humans have gone through an ontogenetic learning process
that decouples both hands to be independent of each other, the MEMG activity is said to be
a remnant of the basic mirror movement mode of the central nervous system [228]. This
facilitates mirrored motions under voluntary setting where both hands can move synchronously
in nearly identical fashion. As elaborated later in this section, NeuroPose will exploit this
property in an application for developing prosthetic devices for amputees.

A transradial amputation is one where a part of the arm is missing below the elbow beyond
a certain point along the radial bone. Such an amputation might occur because of a number of
reasons including injury, tumor, frostbite, infection etc. A number of prosthetic devices have
been proposed for such cases. This includes cosmetic prosthetic devices which do not move but
used solely for the purpose of appearance [229]. On the other hand, a body powered prosthesis
is attached to the body by a series of wires [230]. Moving the body in different ways will move
the prosthetic device for performing different activities. Finally, a myoelectric prosthesis is the
most advanced form of prosthetic device. EMG signals from the brain can be used to control
the prosthetic hand resulting in an effect that is similar to a real hand [231].

At a high level, transradial amputees will still retain the neuromuscular structure that is
responsible for precise finger motion. Even though the fingers might be missing, studies have
shown that the subjects with amputations are capable of generating neuromuscular potentials
that is responsible for a particular pattern of finger motion [22, 81, 82, 232]. By identifying the
appropriate patterns, an external prosthetic device can be attached to produce those actions thus
providing an experience that is close to a real hand.

While mapping the EMG signals to finger patterns for able bodied individuals is easy
because machine learning models can be trained to map the EMG signals to finger motions,
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the same is not feasible with amputees. The lack of a finger precludes training data that maps
the EMG signals to the motion of that finger. One possibility to handle this challenge is to let
the amputee emulate a few predefined finger motion patterns (flicking a finger etc), and record
the EMG signals to be used for training [82]. However, the action of the amputee might differ
from the predefined finger pattern in temporal alignment, bio-mechanical coupling as well as
the intensity of force applied, thus resulting in poor quality of training data. Mirrored bilateral

motion as described earlier can be exploited as an opportunity to handle this challenge. The
neural activation patterns are known to be similar in both hands for performing similar finger
motion activities [228]. Therefore, a machine learning model trained with the non-amputee
hand (without missing fingers) while inducing bilateral activation can potentially be used for
performing inferences on the hand with missing fingers (amputated hand). Thus, appropriate
control signals can be generated for controlling the prosthetic device attached to the amputated
hand. NeuroPose exploits this opportunity and provides insights into the feasibility of such a
mirrored bilateral training approaches for prosthetics capable of performing fine grained 3D
finger motion instead of discrete gestures.

5.3 Core Technical Modules

As discussed in Section 5.2, the neuromuscular interactions are such that an amputated hand
still preserves the muscular activation and exhibits strong similarities to the muscular activity
in the non amputated hand. Therefore, the training data, labels, and models developed from the
non amputated hand can be used for performing inferences on the amputated hand. To handle
any residual differences in neuromuscular activity between amputated and non amputated hand,
we develop an architecture based on representation learning to further improve the accuracy.
Fig. 5.1 depicts the high-level architecture of the representation learning framework used in
NeuroPose. The raw sensor input xi is first transformed into two variants (xi

1 and xi
2) based

on data augmentation techniques. The transformations add perturbations to the data while
still retaining the overall pattern. xi

1 and xi
2 are then fed as input to the neural network that

extracts representations hi
1 and hi

2 as shown in the self-supervised stage of the figure. Then,
the representations are projected into a latent space before comparing them using a contrastive

loss function that attempts to maximize the similarity between yi
1 and yi

2 while minimizing the
similarity between yk and yj , where k ̸= j. Since such a network tries to enforce similarity
among representations even though the inputs have been perturbed by data augmentation
techniques, it is known to learn efficient representations. Finally, the representations thus
learned are fine tuned with labeled data for predicting the 3D finger motion joint angles.
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Figure 5.1: Architecture for self-supervised and fine-tuning stages (DA = Data Augmentation)

Evaluated in Section 5.4 using the representations enhances robustness of adaptability of a
model trained from a non amputated hand for inference on the amputated hand.

Data Augmentation: Towards learning self-supervised representations, we employ data
augmentation techniques to our ML model. This helps avoid overfitting as well as teaches the
algorithm to look for stable features that measure similarity. The architecture in Fig. 5.1 needs
two data augmentation techniques at a given instant of time. We take a combination of two
from the following three techniques: (i) Temporal masking: We mask parts of the input data
along time axis so as to help our model in capturing the temporal dependencies in the sensor
data. Such strategy is popular in natural language processing such as BERT [208] where words
are masked in a sentence to force the language model to predict these words, thus facilitating
learning of efficient representations of sentences. Inspired by BERT, we add temporal masking
along time as an data augmentation technique. (ii) Noise Addition: We add Gaussian noise
to the input data to create augmented versions of the sensor data. Such a process of adding
randomness and enforcing similarity between differently augmented copies of the input will
teach the model to look for stable features and also help it to avoid overfitting issues. We
believe this also help facilitate the mirrored bilateral training process where the training and
test data come from different hands, with potential noise between them. (iii) DTW based data
augmentation: The speed of hand motion is one of the metrics that can vary across time and
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users. Various parts of the finger motion might be performed at a faster or slower pace. Towards
making the ML models robust to such variations, we augment the training data by stretching
and compressing different parts of the data using DTW [134] based algorithm with different
factors.

Contrastive Loss Function: The encoded representations h are passed through a projection
head as shown in Fig. 5.1, resulting in an output y = p(h) where p represents the action of
the projection head. We apply the contrastive loss function on y that maximizes the similarity
between two differently augmented copies of the same input. The contrastive loss function is
applied on y whereas we use representations h in the later phases for prediction of 3D finger
motion. The reasons for such a design choice are as follows. (i) Since the contrastive loss
function’s main goal is to maximize the similarity between differently augmented versions of
the same input, it might lose some information during the process. (ii) On the other hand, the
encoded representation h is one level before the projection head, and it offers the best trade-off
between capturing high-level robust representations without losing much information.

The mathematical form of the contrastive loss function that enforces similarity between
differently augmented samples of the same input xi is given by:

ℓi = − log exp(sim(yi
1, yi

2)/τ)∑2N
k=1 1i ̸=j exp(sim(yi, yj)/τ)

,

sim(u, v) = uT v

||u|| · ||v||

(5.1)

Here, (yi
1,yi

2) represents the output of the projection head from Fig. 5.1 that acts on
differently augmented versions xi

1, xi
2 of the same input xi. Given a batch of N input examples

{xi, ∀ i ∈ [1, N ]}, we have 2N similarity examples of the form {(xi
1, xi

2), ∀ i ∈ [1, N ]}.
For each similarity pair of the form (xi

1, xi
2), we have 2(N − 1) dissimilar pairs of the form

{(xi, xj), i ̸= j}. 1i ̸=j indicates dissimilar pairs when i ̸= j, and τ denotes a temperature
parameter that controls the penalty strength on dissimilar samples. In our experiments, we set τ

to 0.2 to encourage the model to have tolerance for similar samples within a batch. Both similar
and dissimilar pairs are considered in evaluating the contrastive loss function in Equation 5.1
thus training the network to maximize the similarity between similar pairs as well as minimize
the similarity between dissimilar pairs. The similarity metric sim(u, v) is also indicated in
Equation 5.1.

Prediction of 3D Finger Joints from Self-Supervised Representations: The representa-
tions h learned above based on the architecture in Fig. 5.1 are used for estimating 3D finger
joint angles. This is indicated as the fine-tune stage in Fig. 5.1. The input EMG data is first
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passed through the encoder-decoder which extracts representations h. For predicting the finger
joint angles using h, we follow a widely used evaluation protocol which can be used as a proxy
indicator for the efficiency of self-supervised learning. Specifically, a simple linear model with
two fully-connected layers takes the representations h and predicts joint angles. The weights of
the linear model are trained on top of the encoder-decoder network (encoder-decoder’s weights
are frozen after self-supervised stage in Fig. 5.1) in a supervised fashion.

5.4 Performance Evaluation

Mirrored Bilateral Training: The right and left hands are mirror images of each other. Thus,
the model built from one hand might be usable for the other hand (discussed in Section 5.2),
provided that the EMG channel numbers are replaced by their corresponding mirror images
(For example, from Fig.4.5, the mirror of channel 5 is channel 3. The exact mirrors of each
EMG channel is illustrated in Fig. 5.2). To validate this, we perform more experiments where
users perform arbitrary finger motions with mirrored bilateral training. The training data from
the left hand was then used for performing inferences on test data from the right hand. The
ideas in self-supervised learning from Section 5.3 have been used for processing the sensor data
to further reduce the noise due to difference in distribution of data across two hands. Fig.5.3
shows the performance.

Figure 5.2: Mapping of EMG channels for doing inference on the right hand with training data
from left hand

Performance Analysis over an Application in Gesture Recognition: NeuroPose performs
3D tracking of finger motion with a number of applications in augmented reality, virtual reality,
sports analytics, sign language recognition etc. We evaluate the feasibility of NeuroPose over a
real world application in recognition of alphabets in American Sign Language (ASL) shown in
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with MBT (MBT means Mirrored Bilateral Training, and SSL means self-supervised learning)

Figure 5.4(a). Four users were recruited to wear the Myo armband and perform the 26 ASL
alphabets 10 times each. Training data was collected from one user who performed these same
gestures. The classification was performed by comparing the R21 space of joint angles of the
test users with that of the training data. The gesture in the training database with the minimum
euclidean distance is declared as the inferred gesture. Fig. 5.4(b) depicts the confusion matrix
of the classification. Evidently, most gestures are classified correctly with an overall accuracy
of 80.22%. Gestures such as A and S are miss classified sometimes because their hand-pose is
similar. This demonstrates the feasibility of using NeuroPose in real world applications.

Latency Comparison over Phone Models: Fig. 5.5(a) shows the comparison of latency
over three different phone models - Sony Xperia Z3, Samsung Galaxy S20, OnePlus 9 Pro.
The NeuroPose (encoder-resnet-decoder) model takes 5 second sequence of EMG data as
input. The inference latency of processing each 5s of data using TensorflowLite on the three
different brands of smartphones are 0.067s, 0.012s, and 0.019s respectively. At each instant, by
processing the previous 5s of data as input, the model can provide an output in 0.067 seconds
even in the worst case of scenario of an older smartphone model (Sony Xperia Z3). This shows
how the machine learning models are lightweight thus ensuring realtime performance even
on low-end smartphones. However, the encoder-resnet-decoder model will incur a cost of
redundant processing to provide real-time performance – we will discuss the tradeoffs (Fig.
5.5(b)(c)). Furthermore, Fig. 5.5 (a) depicts the average per-sample processing latency of
different techniques – LSTM, encoder-decoder and encoder-resent-decoder (NeuroPose) across
all three brands of smartphone models – for relative comparison. The LSTM has a higher
processing latency due to the sequential nature of the model with strong dependencies on
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Figure 5.4: (a) ASL alphabets (b) Confusion matrix of NeuroPose’s performance in ASL
alphabet classification

previous hidden states. In contrast, the encoder-decoder models can exploit parallelism over
the entire 5s segment of data. While the increase in latency with LSTM in comparison to
encoder-decoder architecture is ≈ 2x for newer smartphones (OnePlus 9 Pro, Samsung S20),
the increase in latency can be upto 5x for older smartphones (Sony Xperia Z3).

Power Consumption Analysis: The MYO sensor consumes 40mW of power [219], which
lasts a day of constant usage. For profiling the energy of the TensorflowLite model, we use
Batterystats and Battery Historian [220] tools. We compare the difference in power between
the following two states across all three smartphone models (i) The device is idle with screen
on. (ii) The device is making inferences using TensorflowLite model. The idle display-screen
on discharge rate 3 − 5% per hour while the discharge rates for various models is shown in Fig.
5.5 (b). The power consumption is very low across all brands of phones. Since the encoder-
resnet-decoder processes data in chunks of 5s, it will incur a delay of atleast 5s if we process the
data only once in 5s. Towards making it real-time, we make a modification where at any given
instant of time, previous 5s segment of data is input to the network to obtain instantaneous
real-time results. This provides real-time tracking at the expense of power. Depicted in Fig. 5.5
(c) this entails continuous/redundant processing thus increasing the discharge rate to ≈ 20%
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Figure 5.5: (a) Latency comparison (b) Power consumption analysis (c) Power consumption
across real-time and energy saving modes

across all phones. The low-power mode trades off real time performance (5s delay) for power
savings. Depending on requirements of real-time latency or energy-efficiency, a user can
choose between the two modes. The above presented measurements on latency and power
consumption show the ability of NeuroPose to perform effectively on a range of embedded
smartphone operating systems.

5.5 Related Work

Finger Motion Tracking by Radio Frequency Reflections: Prior works have explored WiFi
signals to track motion of hand and classify discrete gestures by using a combination of wireless
channel state information (CSI), and doppler shift measurements [45–47]. SignFi [54] is an
innovative work that uses wireless channel measurements from WiFi APs for sign language
recognition. ExASL [55] tracks point clouds computed from range-doppler spectrum and angle
of arrival spectrum of mmWave reflections from the hand. This is used to classify upto 23
discrete hand motion gestures used in ASL. Google Soli [60] exploits reflections from mmWave
signals in combination with deep convolutional and recurrent neural networks to track 11 finger
motion gestures. In contrast to discrete gesture classification in the above works, NeuroPose

performs continuous 3D finger motion tracking. In additon, while the above approaches are
limited by range of coverage of mmWave and WiFi signals, NeuroPose offers a more ubiquitous
tracking.
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ElectroMyoGraphy: The use of EMG signals for hand pose tracking is an active area
with decades of research. Prior works perform classification of discrete hand poses [71–75] or
tracking of a predefined sequence of hand poses [74,75] using EMG sensors with a combination
of deep learning techniques based on CNN, RNN etc. Work in [76] can classify multi finger
gesture sequences using a 4 channel EMG sensor. A number of popular features based on
spectral power magnitudes, hudgins’ time domain features, correlation coefficients etc have
been used in conjunction with SVMs, nearest neighbors, and linear discriminant analysis based
algorithms to show the feasibility of gesture classification. Work in [77] uses Myo armband
similar to the one used in this paper to classify 5 gestures such as fist, wave-in, wave-out,
open, and pinch etc. A shallow feed forward neural network with 3 layers has been used
to perform this classification. Work in [78] shows that muscle synergy can be exploited to
reduce the dimensions of feature vectors in EMG based gesture classification. Evaluated over
five hand activities such as open, close, pinch, valgus, and grasp, the recorded EMG data
from the forearm have been compressed using non negative matrix factorization to extract
synergistic myo-electrical activities. The compressed feature set has shown to demonstrate a
higher recognition rate. Work in [79] uses forearm EMG signals to control a robotic arm. A set
of 9 gestures are detected to contral a 6 degree of freedom robotic arm. Ensembled bagged
trees, SVM, and neural networks have been used to perform the classification. Works [80]
can track joint angles for arbitrary finger motion, but requires a large array of more than 50
EMG sensors placed over the entire arm. Work in [81] tracks joint angles using EMG sensors
but only for one finger. In contrast to these works, NeuroPose performs accurate tracking of
continuous finger joint angles for arbitrary finger motions with only sparse EMG sensors.

Mirrored Bilateral Training: Work in [22] estimates the force on contralateral arm using
EMG signals measured from the other arm. A multilayer perceptron (MLP) based algorithm
has been used to make the association between EMG signals and the associated force in the
arm. Based on several experiments with tens of individuals , this paper shows that an accurate
estimation of forces in the contralateral limb can be done based on the EMG signal from the
other arm, thus showing promise. Similarly, work in [81] shows the feasibility of estimation of
flex and extension joint angles of one finger based on EMG data collected from the other hand.
A number of features such as zero crossings, mean absolute value, waveform length, slope
changes etc has been applied on EMG data. Furthermore, a state space model with parameters
estimated from contralateral arm is used to estimate the joint angle of one finger on the other
arm. The results show an estimation error under 1 degree thus indicating sufficient promise.
Work in [82] compares training via mirrored EMG from contralateral arm with training by
mimicking gestures on the same arm with potential amputation. Evaluated over more than
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20 gestures, a better performance is achieved by mirroring on the contralateral arm instead of
mimicking with the same arm that may have amputation. The main challenge with mimicking
is identified as the inability to estimate force involved in motion as well as misalignment over
time with between the imitation and the actual gesture. Work in [83] can perform wrist motion
classification using mirrored bilateral training. Based on the EMG data from the contralateral
arm, and employing techniques based on artificial neural networks for pattern classification,
upto 70% in accuracy has been shown in terms of classification of 4-6 wrist motion gestures. All
of the above works show promise in the technique of mirrored bilateral training. In contrast to
these works which either track discrete gestures or continuous motion of one finger, NeuroPose

shows the feasibility of mirrored bilateral training for continuous estimation of 21 degrees of
freedom involved in 3D hand pose estimation.

5.6 Conclusion

The feasibility of mirrored bilateral training has been shown for 3D finger motion tracking with
potential to develop prosthetic devices for amputees in this work. Semi supervised adaptation
strategies show promise in adapting a pretrained model from one user to a new user with
minimal training overhead. Finally, the inference runs in realtime on a smartphone platform
with a low energy footprint.
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Chapter 6 |
ZeroNet

6.1 Introduction

Finger motion tracking enables exciting IoT applications in sports analytics [13], healthcare and
rehabilitation [14, 233], sign languages [15], augmented reality (AR), virtual reality (VR), etc.
Analysis of finger motion of aspiring players can be compared to experts to provide automated
coaching support. In the context of healthcare, finger motion stability patterns are known to be
bio-markers for predicting motor neuron diseases [17, 170]. AR/VR gaming as well as precise
control of robotic prosthetic devices are some of the other applications that benefit from finger
gesture tracking [20, 21].

Motivated by the above applications and coupled by recent innovations in machine learning
(ML) and the availability of large scale training data, there is a surge of recent research
[31, 32, 150] in computer vision that track accurate finger poses from monocular videos. Given
that they do not require depth cameras, the range of applications enabled is far reaching.
However, such vision based techniques are affected by issues such as occlusions and the need
for good lighting conditions to capture intricate finger motions.

In contrast to vision, the main advantage of wearable IoT devices lies in enabling ubiquitous
tracking without external infrastructure while being robust to lighting and occlusions. However,
unlike vision, there is a dearth of large scale training data to develop robust ML models for
wearable devices. Towards overcoming this gap, this paper presents a system called ZeroNet.
This system requires zero training overhead for developing robust ML models for finger motion
analytics using smart-ring based Inertial Measurement Unit (IMU) sensors. In particular,
ZeroNet harvests training data from public videos of finger motions and develops ML models
that can be used for inferences on smart-rings with IMU sensors.
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Such a method of learning from one domain for performing inferences on a different domain
has been explored before. Unsupervised domain adaptation [225, 226] can adapt distributions
between source (video) and target (IMU) domains such that the model learnt on source domain
is used for inference on target domain. However, such techniques are hard to apply to our
problem domain since this still requires enough real training data (atleast in unlabelled form)
from IMU to achieve sufficient convergence of the domain adaptation process. Furthermore,
each user’s finger motion pattern as well as natural variations in sensor wearing positions could
lead to different distributions in the sensor data [99, 234] thus entailing more training data
for each setting. On the other hand, ZeroNet performs comparable to models developed with
semi-supervised domain adaptation [205, 206] which need partial labelled real IMU data and
even outperforms models fully trained on our own real IMU dataset (details in Sec. 6.6). Given
lack of large training datasets under diverse conditions for smart-rings, we believe ZeroNet’s
ability to provide promising accuracy without any training cost is an important first step to
bootstrap applications. With enough applications, more data can potentially be generated via
crowd-sourcing approaches to further push the accuracy of domain adaptation.

Fig. 6.1 illustrates the architecture of ZeroNet with the following sequence of actions.
(i) Appropriate sources of publicly available videos (YouTube, ViMeo, Flickr etc.) are first
identified as candidates for training data. (ii) Finger locations are then extracted from these
videos using computer vision techniques [235,236]. (iii) Appropriate motion metrics that can be
captured from IMU (acceleration, orientation etc) are then derived from these finger locations.
(iv) The training data thus extracted from videos is further enlarged using data augmentation
techniques (introducing variants of rotations, speed of gestures, temporal clipping etc) to create
a large and high quality training dataset. (v) Such synthetic datasets are used for training ML
models (vi) Finally, the trained models can be deployed directly for inferences on wearable
devices with zero training overhead. Inspired by favorable usability reviews of smart-rings in
monitoring activity in gym, sleep etc., [129–131] we place a sensor on the finger for gesture
inferences (details in Sec. 6.3).

Although in a similar spirit to recent works [102–105] showing the feasibility of harvesting
training data from videos for identifying upto ten classes of human activities, ZeroNet differs
from the above works in following ways: (i) Shows the feasibility of harvesting training data
from videos for a gesture recognition problem involving intricate finger motions. (ii) The
harvested training data from videos is combined with data augmentation techniques to enable
better generalizability of ML models. (iii) Shows the ability of recognition over 50 classes – a
five fold higher number of classes than prior work extracting training data from public videos.
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Figure 6.1: The flow of operations in ZeroNet. 3D finger pose and locations are first extracted
from videos. The location and pose information is transformed into acceleration and orientation
that can be captured by inertial sensors. Data augmentation techniques are then introduced
to create robust synthetic training datasets. The ML models developed on such datasets are
generalizable and directly used for inferences on wearable devices (smart-ring worn on finger)
without any training overhead.

Harvesting training data from videos for performing inferences on IMU is challenging
because: (i) The IMU and camera have differences in sensing modalities, coordinate systems
etc., thus requiring careful pre-processing to transfer knowledge between the two domains. (ii)
The speed/orientation of gesturing, and body sizes can differ across users. Similarly, the sensor
wearing position and orientation can vary due to natural errors in sensor placement. (iii) The
distribution of training data and test data will not match since they come from different sources.
Appropriate techniques are needed to generalize the model developed from video-based training
data to perform accurate inferences on wearable devices.

In solving the above challenges, ZeroNet exploits a number of opportunities. (i) The
sensor and camera coordinates can be appropriately aligned by measuring the orientation of the
wearable device to perform coordinate transformations. (ii) ZeroNet approximates IMU-like
sensor data from location estimates extracted from videos by performing systematic finite
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differences of locations to derive accelerometer data. Similarly, the angle between finger joints
and the vertical plane is extracted from videos to approximate a dimension of the orientation
data. (iii) Towards handling body size diversity, the location data from each video is normalized
to a measurement corresponding to a uniform body size (for example, by scaling the data by the
ratio of the shoulder length of the person in video to a standard shoulder length). (iv) Towards
enhancing the robustness and generalizability of ML models, we augment the training data by
creating synthetic variants of the data with varying speeds and magnitudes of acceleration. In
addition, variants of data with minor shifts in rotations is also added to provide robustness to
varying finger orientations or sensor positioning/displacement.

We implement ZeroNet on a wearable platform of a button shaped off-the-shelf Mbient
Sensor [237] worn as a ring on fingers. We extract training data for 50 gestures of finger motion
from a popular public video source of American Sign Language (ASL) tutorial [238]. We
develop a CNN based model using this data by exploiting the above enumerated opportunities.
Testing results on 10 users achieves a top-1 accuracy of 82.4% and a top-3 accuracy if 94.8%
which demonstrates the feasibility of our system. An implementation on Samsung Galaxy
S20 smartphones using TensorflowLite validates the low latency and energy efficiency of the
system.

A summary of our contributions in the paper include:
(i) Showing the feasibility of harvesting training data from videos for performing inferences

on IMU for finger gesture tracking.

(ii) A systematic pipeline that fuses data processing and data augmentation techniques for

better generalizability of ML models

(iii) Evaluation with 10 users that shows a top-1 accuracy of 82.4% and a top-3 accuracy

of 94.8% over 50 gestures.

The rest of the paper will expand upon this idea. Sec. 6.2 provides a background on the
nature of data in the domains of videos and IMU, while Sec. 6.3 introduces the IMU platform .
Sec. 6.4 will design a signal processing pipeline for systematically transforming video-based
training data into IMU-based data. Sec. 6.5 will discuss data augmentation techniques to handle
the domain difference between training and test data as well as for creating robust model that is
generalizable to any new user. Sec. 6.6 will provide results from our experiments. Sec. 6.7 will
survey related research and finally we conclude with limitations and future directions in Sec.
6.8.
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6.2 Background

The success of human activity recognition in machine learning depends on the availability
of large scale annotated datasets. For example Human 3.6m [239] has 3.6 million images of
various activities such as eating, walking, discussing, sitting, providing-directions, talking on
phone, making purchases etc. Similarly, the popular ImageNet database consists of 14 million
images. In contrast, for wearables, Daphnet [240] gait dataset has 5 hours of walking data
from 10 subjects and PAMP2 dataset [241] has 7.5 hours of sensor data from 9 subjects. Such
datasets are very small in comparison to vision datasets. Moreover to the best of our knowledge,
such datasets do not exist for finger motion tracking that use the recently emerging platform
of smart-rings. Towards overcoming this gap, this section briefly discusses extracting finger
locations from video data for harvesting training data. We also discuss the nature of IMU data
to be approximated with video data.

6.2.1 Video Data

Large amounts of video datasets are publicly available. For example, there are several YouTube
videos of sports activities, movie clips of human activities, sign language news etc. Exploiting
such datasets for harvesting training data can significantly reduce the overhead of training data
generation on wearable devices. In this paper, we harvest training data from a popular public
tutorial of sign language gestures [238]. We show the feasibility of recognition of 50 most
popular finger gestures without any training data from IMU.

We exploit state-of-the art computer vision techniques for extracting motion data from the
videos for training ML models. Fig. 6.1 shows an example of a frame from our video dataset.
We exploit techniques in [235] that can extract finger joint locations from simple RGB images,
also shown in Fig. 6.1. In particular, Xiang et al [235] use an efficient representation called
3D part orientation fields (POF) to encode 3D orientation of all body parts in a 2D image
space. The POFs are learnt by a CNN trained over a large dataset thus learning to predict
3D deformable mesh model of the whole body, face, and fingers. While RGB images do not
contain depth information, the CNN model exploits the known priors of shape and pose models
of human body in addition to applying constraints of temporal smoothness for extracting 3D
motion information. As shown in Fig. 6.1, the whole body shape is extracted from which we
only identify the finger locations from the red highlighted region. The extracted finger locations
is used by ZeroNet to develop ML models for IMU data as elaborated in further sections.
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Figure 6.2: (a) Perfectly aligned local and global frames (b) Misalignment between local and
global frames. Orientation captures the misalignment between local and global frames

6.2.2 IMU Sensor Data

Inertial Measurement Units (IMU) consists of accelerometer, gyroscope, and magnetometer
sensors widely embedded in wearable IoT devices for enabling a number of applications in
gesture recognition, augmented reality, smart health etc. We provide a brief overview of the
3D orientation of an object since it plays a critical role in modeling the data captured by these
sensors.

Consider a global frame of reference pointed towards "Up", "East", and "North" directions
(Fig. 6.2). Consider an object (e.g., IMU sensor) whose local frame of reference is also shown
in the figure. While the two frames are perfectly aligned in Fig. 6.2(a), there is a misalignment
between the two frames as shown in Fig. 6.2(b). The 3D orientation of an object captures
this misalignment between the local and global frames of reference. Consider a vector V

whose representation in the local and global frames are Vl = [Xl Yl Zl], and Vg = [Xg Yg Zg]
respectively. The 3D orientation of the object can be mathematically quantified using a 3 × 3
rotation matrix R which rotates the vector between the two frames of reference as indicated
below. î

Xl Yl Zl

ó
R =

î
Xg Yg Zg

ó
When an accelerometer sensor is under rest, it measures the projection of the gravity

vector on its three axes [242]. Similarly, the magnetometer sensor measures the projection
of the earth’s magnetic field on its three axes. Since the acceleration due to gravity and
the geomagnetic field are globally known vectors, the local measurements of these values
using the sensors can ideally be used for computing the rotation matrix R described above
to quantify the orientation of an object. However, in reality, the mobility of the sensor can
corrupt the measurements of gravity by the accelerometer, as well as the electromagnetic
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Figure 6.3: Button sized IMU worn as a ring

interference can interfere with the magnetometer. Therefore, the gyroscope sensor data which
measures the change in orientation (angular velocity) can be fused with estimates of orientation
from accelerometer and magnetometer to compute accurate 3D orientation estimates of an
object [136].

An accelerometer sensor measures the superposition of the gravity and acceleration due
to the linear motion of the wearable device. The measurement is relative to the sensor’s local

frame of reference. Therefore, the orientation estimates as discussed above is useful not only
in converting the accelerometer measurements to the global frame of reference but also in
subtracting the component of gravity from the acceleration measurements.

6.3 Platform Description

We begin with a simple platform with a ring-like sensor worn on the index finger as shown in
Fig. 6.3. Note that all fingers are involved in gesturing, but we place the sensor only on the
index finger. While we believe this is sufficient to show the feasibility of harvesting training
data from videos, this will cause miss-classifications among gestures with similar motion of the
index finger and different motion of other fingers. However, surprisingly, the accuracy with
just index-finger data is significant with very few miss-classifications due to the specific reason
noted here (details in Sec. 6.6). While the miss-classification rate might increase with number
of classes, we discuss opportunities with additional techniques and sensors in Sec. 6.8. The
majority of the study places the sensor on the index finger since it is more frequently involved
in gestures in our video dataset. However, we also conduct experiments to understand the best
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placement option among other fingers (Sec. 6.6).

Smart rings that can pair with phones wirelessly to stream information as well a monitor
activity are already available on the market [127, 128]. For example, the Oura ring [128] is
popular as a sleep tracking device and weighs between 4 and 6 grams, which is even lighter
than conventional rings, and packaged in a stylish design. It is low intrusive with users finding
it comfortable for wearing day and night, gym, pool etc [129], thus receiving favorable online
reviews for usability [129–131]. However, most of these platforms are closed and do not provide
access to raw sensor data. Therefore we use a button-shaped sensor from MbientLabs [237]
snugly fit on the finger like a ring as shown in Fig. 6.3. The sensor streams data wirelessly to a
smartphone which runs the ML models for gesture recognition. The ring generates 9 axis IMU
data - 3 axes each for Accelerometer, Magnetometer, and Gyroscope. This forms the input to
ZeroNet.

6.4 Synthetic Training Data from Videos

The 3D locations captured from the video will be transformed into synthetic accelerometer and
orientation data for training the ML models. A natural first step would be to simply double
differentiate the index finger location as extracted from the video to obtain the acceleration of
the index finger. However, such a simple differentiation will not emulate the accelerometer data
because of a number of differences between IMU and video data. In this section, we elaborate
these differences together with approaches in ZeroNet to address these differences. We begin
by discussing the basic pre-processing steps.

6.4.1 Pre-processing

A number of simple but critical pre-processing steps are needed to match the distribution of
the video and IMU dataset. We enumerate the main steps here: (i) A low pass filtering with a
cutoff frequency of 10Hz was applied on both video derived acceleration and IMU acceleration.
(ii) The orientation data extracted from videos posses a characteristic shape mainly because of
the noise in the camera data. Simply using these orientation estimates made the CNN model
memorize the shape and overfit. Thus, we regularized the orientation data using a smooth, low
parametric function so as to prevent the CNN model from memorizing the noise in the data.
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6.4.2 Extraction of Acceleration

Coordinate differences: The location data captured by cameras is relative to the camera’s
frame of reference. However, the locations can be transformed into torso coordinate frame
(TCF) as shown in Fig. 6.4. We chose our x-axis as the line joining the two ends of the shoulder

X

Z

Y
X

Y

Z

Torso Frame Local Frame

Sensor

Figure 6.4: The camera’s motion data in Torso Coordinate Frame can be aligned with the
sensor measure data relative to Local Frame using orientation estimates of sensor

when the user is in a stable pose. Similarly, we chose the z-axis to be in the plane of the torso
but perpendicular to x-axis. The y-axis is perpendicular to these two axes. Since we extract
entire shape of the human body using the work in [235], we identify the appropriate shoulder
and torso joints corresponding to the TCF. We then project the extracted locations from the
camera into TCF.

On the other hand, the acceleration measured by the sensors will be in the local frame

of reference which depends on the instantaneous orientation of the sensor as depicted in Fig.
6.4. Therefore, ZeroNet first converts the acceleration into the global frame of reference. The
difference between the global frame and the user’s facing direction can be roughly computed
when the sensor is in vertical free-fall position or if the user is walking a few steps [243, 244].
We adopt this approach in this paper for computing the difference between TCF and global

frame. Thus, the acceleration is first converted to global frame, and then to TCF by using the
orientation estimates of the sensor. After this transformation, the acceleration due to gravity is
subtracted from the result since the accelerometer measurement includes the sum of gravity
and linear acceleration. The video and IMU data will now be comparable with each other.

Fig. 6.5(a) compares the z-axis accelerometer data with double differentiated data of video
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locations before such coordinate transformations for a hand gesture. Evidently, the two data
look dissimilar. On the other hand, after performing appropriate transformations, the two
sources of data look similar as depicted in Fig. 6.5(b), which indicates the z-axis acceleration
along TCF.
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Figure 6.5: (a) The acceleration data from camera and video do not match before coordinate
alignment between TCF and LF (b) The data from the two domains match well after coordinate
alignment between TCF and LF

Double differences: While we considered tools like IMUSim [245] to convert location
data from videos to IMU data (e.g. acceleration), there is no support for simulating finger joints.
Therefore, we perform finite double differences as indicated by the equation below, as also
explored in prior work [103, 104].

at = pt−∆t + pt+∆t − 2 · pt

∆t2

This extracts accelerometer data at from locations pt extracted from videos. While the IMU
provides instantaneous acceleration, the finite time double differences is only an approximation.
Choosing a smaller ∆t reduces the error in approximation due to finite differences. However,
smaller ∆t also decreases the signal to noise ratio (SNR) of the generated acceleration signal
because the change in location may be too small over a small time interval whereas the noise
in the data is independent of time. We choose a value of ∆t as 0.1s which provides a tradeoff
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that works well in practice. An example is depicted in Fig. 6.5(b) where finite differences are
performed after the preprocessing steps such as low pass filtering.

Body size normalization and camera parameters: Difference in body sizes of users
can create differences in the recorded sensor data even for the same gesture. In addition, the
primary unit of estimate of locations from images is in pixels. Extraction of location in units of
cms from public videos will need information or estimates about the camera parameters [31].
Towards handling body size differences as well as to eliminate the need for camera parameters,
we normalize all location estimates from camera to the size of a standard human. In particular,
we measure the shoulder length in pixels and scale it with factor such that the shoulder length
is 27 cm. Such scaled locations are used for deriving synthetic accelerometer data. During
testing, the accelerometer measurements from a human are similarly scaled depending on how
their shoulder length compares with the standard length (27 cm). Fig. 6.6 shows an example
of comparison between video and IMU data before and after normalization. Experimentally
validated, the normalization step enables better similarity in sensor data despite the difference
in body sizes of users and not having the camera parameters.
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Figure 6.6: (a) The data from video and IMU domains can vary widely in magnitude because of
differences in body sizes and units of measurements (b) Normalization techniques in ZeroNet
renders the data from the two domains comparable
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6.4.3 Extraction of Finger Orientation

Fig. 6.7 shows the metacarpophalangeal (MCP) and proximal interphalangeal (PIP) joints of
the index finger. The angle made by the line joining these two joints with the vertical plane
can be extracted from these videos. The same piece of information can be extracted from the
orientation estimates of the IMU as indicated in the below equations.

yproj,xz = Rf ∗ R

0
1
0

 −
î
0 1 0

ó
Rf ∗ R

0
1
0



angle = arccos

yT
proj,xz

0
0
1


|yproj,xz|

Here, yproj,xz denotes the projection of the direction of the finger (line joining MCP and
PIP joints) on the XZ plane. The sensor is roughly aligned such that its local y-axis is along the
direction of the finger, but no careful calibration is needed. R is the 3 × 3 rotation matrix, Rf

indicates the misalignmentment between the user’s facing direction and the magnetic north.
We compute this by adopting ideas from past work [243, 244]. Thus, the angle between
MCP-PIP joints and the vertical axis as indicated above will be used as a virtual orientation
data for training the ML models in ZeroNet. While the orientation estimates of a IMU sensor
is 3 dimensional, we restrict ourselves to extracting the 1 dimensional angle information as
discussed above mainly because: (i) We can extract it reliably and compares well with the same
information extracted from IMU. (ii) We found that estimating rotation along the axis of the
index finger although possible in theory from the information extracted from videos, proved to
be unreliable and erroneous in practice.

6.5 Gesture Recognition Models with Synthetic Train-

ing Data

We explore two methods for exploiting the training data extracted from videos for performing
gesture recognition on IMU: (i) A simple DTW based model (ii) A Convolutional Neural
Network based machine learning model
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Figure 6.7: The angle depicted here can be extracted from videos and used as a training data
for inferences on IMU

6.5.1 Dynamic Time Warping

We begin by using dynamic time warping (DTW) [134] to compare the IMU data from an
unknown user gesture to video-based training dataset for gesture recognition. Briefly, DTW is
a pattern matching technique that inspects the overall shape of two signals to determine their
similarity. For example, Fig. 6.8(a) shows the z-axis accelerometer data from IMU and the
synthetic accelerometer data extracted from a video of the same gesture. Although the overall
shape is similar, parts of the motion traces happen at a faster rate or earlier for IMU while other
parts happen slower. DTW uses a dynamic programming optimization to minimally compress
and stretch the two sequences relative to each other such that they provide the best overlap.
Fig. 6.8(b) shows the two sequences after DTW optimization. DTW is known to do a good
job of matching such series with similar overall shape. The residual differences between the
two series determines the similarity score among them. The similarity score of an unknown
gesture is compared with all gestures in the training data. The gesture with the best match
would correspond to the correct gesture with high probability. The 3-axis accelerometer data
and the orientation of the index finger is used for performing the DTW matching as described
above.

6.5.2 Convolutional Neural Networks

Towards increasing the robustness of recognition, we take a data-driven ML approach in
addition to DTW. The architecture of the model is depicted in Fig. 6.9. The success of ML

84



0 0.5 1 1.5

Time in Seconds

-5

0

5

A
c
c
e

le
ra

ti
o

n
 (

m
/s

2
) Video

IMU

0 0.5 1 1.5

Time in Seconds

-5

0

5

A
c
c
e

le
ra

ti
o

n
 (

m
/s

2
) Video

IMU

Figure 6.8: (a) Accelerometer data for "More" extracted from video of one user in comparison
with IMU data of another user (b) Data from IMU is compressed and stretched to match with
video by DTW

models depend on availability of large scale high quality training datasets. In addition to
extracting the training data from videos, we exploit the following data augmentation techniques
to ensure stability, robustness, and convergence of the above ML model.

DTW based augmentation: The performance of gestures will vary widely across users.
The speed of hand motion is one of the metrics that can vary across users. Various parts of the
gesture might be performed at a faster or slower pace by different users. Towards making the
ML models robust to such variations, we augment the training data by injecting such variations
into existing training data. In particular, we stretch and compress different parts of the training
data with different factors to create new training data from existing samples.

Fig. 6.10 shows an example where two sequences A and B are aligned using DTW. Fig.
6.10 (b) shows the correspondence between samples in the two sequences, whereas Fig. 6.10
(a) depicts the same in matrix form. Given a training data sample A, we generate random
matrices similar to Fig. 6.10 (a) to create dynamically stretched and compressed versions of
the training data sample. In creating these matrices, we resample the original time series of the
training data with a stochastic non-uniform sampling such that compression/expansion ratio

85



5x2 conv,16

5x2 conv,32
5x2 conv,32

Conv BN ReLU MaxPool

.. ..Flatten

Fully Connected

50 class softmax
output

Input: IMU Data
(Acceleration 

+ Finger Orientation)
Dropouts 

Figure 6.9: The CNN based machine learning model in ZeroNet

varies between 0.25 to 2. Appropriate interpolation strategies are used since the resampling
positions may not coincide exactly with the positions in the original time series. Fig. 6.11

time

A

B
time

(a) (b)

Figure 6.10: DTW alignment matrix between two sequences A and B. Pictures adopted
from [9]

shows an example where two variants of new training data has been created from an existing
training data.

Orientation Variation: Similar to variations in gesturing where users perform at different
speeds, the orientation of the hand can vary during motion. Such variations can also happen
because of minor changes in the sensor wearing position or orientation across users. Fig. 6.12
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Figure 6.11: DTW synthetic training data
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Figure 6.12: Variation in orientation across users

shows an example where the same gesture is performed by two users with a minor shift in
the hand orientation. The ML model must be robust for adapting to such natural variations.
Therefore we augment training datasets emulating variations in hand orientation while gesturing.
The injected variations range from 0 to 10 degrees, but they are not random, rather they ensure
smoothness and continuity thus emulating a realistic gesture with small changes in orientation.
Fig. 6.13 shows examples of augmented data with varying orientations for a given gesture.

Temporal Clipping: We also hypothesize that the start and end periods of performance
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Figure 6.13: Examples of synthetic orientation data
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Figure 6.14: Examples of temporal clipping

of gestures by several users will vary. Different users might start the gesture from slightly
different positions as well as end the gesture prematurely or continue with extra motions beyond
the gesture. To help the model generalize under such diversity, we augment training data by
introducing versions of the training data with minor extrapolations or trimming of samples at
the begin and end of the gestures. Fig. 6.14 shows an example where two variants of synthetic
training data are added with random clipping at the beginning and end of an original training
data.

6.6 Implementation and Evaluation

Implementation: The sensor frontend includes an Mbient sensor [237] as described in Sec.
6.3 which is worn on the index finger as a ring. The 9-axis IMU data including accelerometer,
gyroscope, and magnetometer data is streamed to a smartphone. ZeroNet is implemented
on a combination of desktop and smartphone devices. The machine learning architecture is
implemented using TensorFlow [215] packages and the training is performed on a desktop with
Intel i7-8700K CPU, 16GB RAM memory, and Nvidia GTX 1080 GPU. We use the Adam
optimizer [216] with a learning rate of 1e-3, β1 of 0.9 and β2 of 0.999. To avoid over-fitting
issues that may happen in the training process, we apply the L2 regularization [217] on each
CONV layer with a parameter of 0.01 and also add dropouts [200] with a parameter of 0.1
following each RELU activations. Once a model is generated from training, the inference is
done entirely on a smartphone device using TensorFlowLite [10] on a Samsung Galaxy S20
smartphone with Android operating system.

User Study: All reported results in the paper are generated from a systematic user study
campaign. The study evaluates the classification accuracy of 50 gestures that represent the
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Figure 6.15: (a) Overall Accuracy vs Users (b) Top-1 Accuracy vs Gestures (c) Top-3 Accuracy
vs Gestures

top 50 ASL words. The training data is extracted from the following video source [238]. We
recruit 10 users aged 21-32 and weighs between 47 to 96kgs. It includes 7 males and 3 females.
During the data collection process, the user is first shown the video of a gesture. The user
practices performing the gesture several times. When the user feels comfortable performing the
gesture correctly, we let the user perform the gesture 5 more times and we record the sensor
data during this period. After this process, we repeat the procedure for the next gesture until
we finish collection of the data for all 50 gestures. The entire recorded dataset during the study
is solely used as a ’test data’ since the training data is extracted entirely from videos.

We specifically aim to answer the following questions.

• What is the overall gesture recognition accuracy? (Figs. 6.15(a), Figs. 6.20)

• Is the accuracy consistent across diverse gestures? (Figs. 6.15(b), Figs. 6.15(c))

• How does the accuracy vary across users? (Figs. 6.15)

• In cases of errors in recognition, what is the rank of the correct gesture among all the 50
gestures? (Figs. 6.16)

• How does the accuracy vary with the speed of gesturing? (Figs. 6.17)

• How does the accuracy vary with sensor placement on the hand? (Figs. 6.18)
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• What is the accuracy of the model transferred to the left hand? (Figs. 6.19)

• What is the role of various techniques of data augmentation in the final accuracy metric?
(Figs. 6.21)

• How does the accuracy vary with the size of the synthetic dataset? (Figs. 6.22)

• How does ZeroNet compare with models fine-tuned with real-data or models fully trained
on real data? (Figs. 6.22, Figs. 6.23)

• What is energy, latency, and compute profile of executing the ML models on embedded
devices? (Figs. 6.24)

Robustness to sensor wearing positions and diverse gesture patterns: Fig. 6.15(a)
depicts the overall accuracy as a function of users. Evidently, the accuracy is stable across users,
body sizes, motion patterns etc. In addition, the sensors were mounted naturally on the fingers
with y-axis roughly along the direction of the index finger. There was no special calibration
and hence the position/orientation across users would naturally vary. However, the accuracy is
robust to such variations. This is because of the inbuilt robustness to such natural variations
through the data augmentation techniques incorporated in the design of ZeroNet. While the
top-1 accuracy is 82.4%, the top-3 accuracy is around 94.8% which indicates promise for future
improvements.

Accuracy over gestures: Fig. 6.15(b) shows the confusion matrix over all 50 gestures
in our dictionary. The performance is consistent across all gestures. However, in certain
special cases, such as the gesture for "mother", and "father", there can be miss-classifications
because the index finger motion for these two gestures are very similar. Fig. 6.15(c) shows
the confusion matrix for top-3 accuracy which shows a higher accuracy because in many cases
of miss-classifications the correct word is occupies the second or third place in the rank of
softmax probabilities.

Rank of incorrect gestures: We provide further breakup of cases where the top identified
gesture is incorrect. Fig. 6.16 shows the rank of the correct gesture in case of erroneous
detections. Evidently, majority of the cases are rank-2 and 70.5%, 83.0% of cases are in
top-3 and top-5 ranks respectively. This indicates that appropriate application specific prior
information or context can be exploited to further imporve the accuracy of ZeroNet.

Accuracy over speed: Fig. 6.17 provides a breakup of accuracy of gestures executed at
varying speeds. Note that in addition to some gestures being inherently slow or fast paced,
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Figure 6.17: Accuracy over speed of gesturing

variations in pace can also occur because of user diversity. Regardless of the reason of variation,
the accuracy is robust at various possible speeds.

Accuracy vs Finger Position: An advantage of harvesting training data from videos is
that optimal sensor placement can be determined for any given application where there is a
tradeoff in number of sensors that can be used due to reasons including usability, accuracy,
power consumption etc. We conduct a small study to determine the optimal sensor placement
among index, middle, and ring fingers for the top 20 gestures from our video dataset [238]. The
little finger and thumb were excluded in the study since it is not comfortable to wear sensors on
those fingers. Fig. 6.18 shows that the top-1 accuracy values are 93.4%, 88.3%, and 85.1% for
index, middle, and ring fingers respectively. This indicates that the optimal sensor placement
among the three fingers is the index finger for the set of gestures considered in this application.

Model transfer between right and left hands: Fig. 6.19 shows the accuracy when the left
hand was used in gesturing. This is useful when the training data from videos of right-handed
users is used for performing inferences on left-handed users. The training data captured from
the right hand was appropriately mirrored to emulate a training data for the left hand. This
includes making the x-axis in Fig. 6.4 negative and projecting the acceleration and orientation
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Figure 6.18: ZeroNet can generate training data for any finger position, thus facilitating optimal
sensor positioning
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Figure 6.19: Model transfer from right to left hand

to the new TCF relative to the left hand. The transformed training data was used to train the ML
model in Fig. 6.9 to perform inferences when the sensor is worn on the left hand. Evidently,
the accuracy for such inferences is same as the right hand.

Performance comparison across techniques: Fig. 6.20 provides a breakup of accuracy
across techniques. Basic DTW already achieves a reasonable accuracy of 59.4%. On the
otherhand, the accuracy of the basic CNN model is slightly lower than DTW because of
the inability to generalize to diversity in user motion patterns. However, data augmentation
techniques in ZeroNet can make the CNN model robust to speed of gesturing, sensor positions,
orientation variation, noise etc, thus boosting the accuracy to 82.4%.

Breakup of performance gain from data augmentation: DTW based augmentation,
rotation based augmentation and time clipping individually achieve accuracies of 70.7%, 53.4%,
and 60.8% respectively as shown in Fig. 6.21. DTW-based augmentation performs the best
while the other techniques also offer non-trivial gain in performance relative to a baseline
without data augmentation. However, combining all of them yields the best performance.
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Figure 6.21: Role of individual data augmentation techniques

Training with Synthetic vs Real Data The first bar in Fig. 6.22 shows the performance
accuracy of training with real data alone. Evidently, the small size of the data leads to
overfitting and poor generalization thus leading to overall low accuracy. On the other hand, the
last bar depicts the effect of training with synthetic data which together with data augmentation
techniques leads to better generalization of the ML models and higher accuracy.
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Figure 6.22: Diversity in synthetic data leads to better generalization of the CNN model
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Figure 6.23: Model fine tuning with real IMU data

Effect of the size of synthetic data: Fig. 6.22 depicts the performance of the CNN model
as a function of the size of the synthetic data. The x-axis label denotes the size of the synthetic
data in multiples of the size of the real data. Evidently, higher size of synthetic data creates
more robustness in the training examples that the ML model sees during training. Thus, the
overall accuracy improves with size, ultimately saturating when the size of the synthetic data is
40 times of the real data.

ML models fine tuned with real IMU data: The CNN model that was trained in ZeroNet

using synthetic IMU data from videos was fine-tuned [209, 210] with real IMU data. Fig. 6.23
depicts the performance over users. Leave-one-out cross-validation was adopted across users.
The fine tuning improves the performance only marginally. We believe this is because the data
augmentation techniques sufficiently cover the space of variations thus generalizing the CNN
model to the maximal extent.

Energy, latency, and compute: we use Batterystats and Battery Historian [220] toolkits
for profiling the energy of the TensorflowLite model for inference using CNN and the DTW-
based classification model. We compare the difference between energy consumption in two
states (i) When the device is idle with screen on. (ii) The device is making inferences at
a rate of 2 gestures per second. The idle display-screen on discharge rate 4.95% per hour
while the discharge rates for various techniques is depicted in Fig. 6.24. Evidently, the power
consumption profile of the CNN model is very low. We believe the CNN model is more efficient
than the simple DTW because of inbuilt optimizations within the TensorFlowLite library [10].
The latency results are very much correlated with power consumption results. In particular,
each classification takes 2.2ms on average with CNN whereas it takes 266.4ms with the DTW
model. We believe the overall power consumption and latency profiles of the CNN model
enables energy efficient real time performance.
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Figure 6.24: The power consumption profile the CNN model is better than simple DTW because
of builtin optimizations in TensorFlowLite [10]

6.7 Related Work

Inertial Sensors: Inertial sensors have been used in many localization and gesture tracking ap-
plications. UnLoc [63] fuses information from smartphone sensors for extracting characteristic
fingerprints in indoor environments for localization. RisQ [64] recognizes smoking gestures for
appropriate intervention measures using smartwatches. Similarly, smartwatches are used for
eating activity recognition [65] and measuring calorie intakes. Smart rings are also being used
for ASL gesture recognition in recent times [224, 246]. DUI [66] detects blood alcohol level
based on user performance on smartphone activities. Other applications have been explored in
the areas of augmented and virtual reality, sports analytics, smart-health, and security [67–70].
In contrast to these works that create training datasets with user studies, crowdsensing etc,
ZeroNet exploits harvesting training data from publicly available videos.

Vision: Depth cameras including kinect [29] and leap motion [30] sensors have revolu-
tionized the gaming industry by gesture interfaces. Use of depth camera is one way to capture
finger motion. However, advances in machine learning, availability of large training datasets
as well as techniques for creation of synthetic datasets have enabled precise tracking of finger
motion even from monocular videos that do not contain depth information [31, 32, 150]. While
such works are truly transformative in nature, we believe wearable based solutions have benefits
over vision based approaches which are susceptible to occlusions, lighting, and resolution. In
addition, wearable devices offer ubiquitous solution with continuous tracking without the need
of an externally mounted camera.

Radio Frequency (RF): RF including WiFi, RFID, and mmWave hardware have been
used for a number of human activity recognition applications. WiSee [51] can detect hand
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gestures by measuring doppler shifts from WiFi reflections. 3D pose of the human body has
been detected even behind occlusions such as Walls using wireless body reflections [56, 57].
Heart rate, breathing, and physiological signals of interest to healthcare applications have
been detected using RF signals [58, 59]. Google project Soli [60] can detect fine grained
finger gestures using mmWave reflections. While RF based tracking, like vision, is completely
passive, we believe the advantage of wearable device is being completely ubiquitous without
the need for any external infrastructure.

Transfer Learning from Videos: Deep Inertial Poser [100] uses synthetic data from
motion capture videos (from cameras like ViCON [101]) instead of public videos for training
human pose tracking algorithms with 6 on-body IMUs. Such motion capture cameras can
provide high quality training data with mm level accuracy. However, creating such datasets
requires 6-8 costly ViCON cameras. We believe using publicly available videos is an easier
alternative. More recently, several innovative works [102–106] have explored the use of
YouTube-like videos for training human activity recognition (HAR) on wearable sensors. In
contrast to such works that classify tens of large scale motion activities (running, sitting, eating
etc.), ZeroNet performs recognition of fine grained finger motions over a larger class of gestures
with potential to applications in augmented and virtual reality, sign language recognition etc.
In addition, ZeroNet fuses the harvested training data with data-augmentation techniques for
better robustness of ML models.

Data Augmentation: Data augmentation enriches the quality of datasets to help ML models
generalize well and exhibit higher accuracy and robustness with limited quantity of training
data. Transformation such as rotation, scaling, translation and elastic distortions on images
have been explored to create more training data from existing datasets. [90–93]. Similarly,
image cropping, flipping, color shifting, and whitening are other techniques to create new
training data from existing datasets [94]. In the area of automatic speech recognition (ASR),
data augmentation techniques such as frequency axis distortions [95], speech rate variations,
vocal tract normalization [96] etc have been explored to improve the accuracy. In a similar
spirit, ZeroNet incorporates ideas in data augmentation for IMU datasets for better accuracy,
robustness, and generalizability of ML models. This is particularly important in the context
of IMU data since there is no large scale public datasets like computer vision or speech. Data
augmentation techniques have been explored in the context of wearable sensing for parkinson
disease gait monitoring [97] and construction activity monitoring [98]. More recently, data
augmentation for human activity recognition has been extensively studied in [99] for several
benefits including robustness to sensor wearing positions.
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Machine learning algorithm: Transfer-learning based domain adaptation is popular in
vision and speech. For example, AlexNet model [94] pretrained on ImageNet database [204]
has been fine-tuned for classifying images in medical domain [205], remote-sensing [206]
and breast-cancer [207]. Similarly, a pre-trained BERT language model [208] has been
fine-tuned for tasks in text-summarizing [209], question answering [210] etc. Adversarial
domain adaptation [225] using generative adversarial networks (GAN) is popular. Here,
an unsupervised game theoretic strategy is used to transform the distribution of the feature
representations from the target-domain into the distribution of the source-domain on which the
model was trained. If successful, the model trained on the source domain is directly useful for
performing inferences on a target domain. Similarly, other architectures for learning feature
transformations to adapt the feature representations from a source domain to a target domain
have been proposed [226]. Other works introduce advancements in machine learning for
resource-constrained devices [247–250]. However, such techniques are hard to apply to our
problem domain since this still requires enough real training data (atleast in unlabelled form)
from IMU to achieve sufficient convergence of the domain adaptation process. Furthermore,
each user’s finger motion pattern as well as natural variations in sensor wearing positions could
lead to different distributions in the sensor data [99, 234] thus entailing more real training
data under each setting. On the other hand, ZeroNet performs comparable to semi-supervised
domain adaptation techniques [205, 206] which need partial labelled real IMU data and even
outperforms models fully trained on our own real IMU dataset. We believe ZeroNet’s ability to
provide promising accuracy without any training overhead is a first step towards generating data
for unsupervised domain adaptation. Our approach is related to zero-shot learning [251], where
a ML model is trained to predict classes for which no training examples has been observed.
Appropriate representations are learnt for both training examples and class labels. By learning
the mapping between representations of known training examples and their classes, the mapping
between representations of a new example is made even if it belongs to an unseen class. One
difference between ZeroNet and classical zero-shot learning is that zero-shot learning needs
training data from the target domain for some classes, whereas ZeroNet does not need training
data for any classes.

6.8 Discussion and Future Work

Exploiting large scale video datasets: ZeroNet only scratches the surface in harvesting
training data from videos. 300 hours of videos are uploaded to YouTube every minute for
human activities ranging from sports, tutorials, physical exercises, speech, daily activities
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(cooking, eating, jogging) etc. Exploiting more videos for building ML models can enhance
the robustness.

Automated data augmentation: In ZeroNet, the amount of perturbations introduced in
the data for augmentation is fixed. Automated data augmentation [252] is an active area of
research where the parameters for data augmentation can be modeled as a learning problem.
We plan to incorporate the innovations from this area into ZeroNet as a part of the future work.

Augmented and Virtual Reality applications: AR and VR applications benefit from fine
grained tracking of hand and finger locations. Towards pushing the limits of accuracy, ZeroNet

will exploit video-based training data for free form tracking of 3D finger joint locations. Similar
to our analysis on finding the optimal finger to place the sensor, enough training data can be
generated from videos for analyzing the tradeoff between number and position of placement of
sensors and the expected accuracy.

6.9 Conclusion

Application of ML models for finger gesture recognition can enable a number of exciting
applications. However, unlike computer vision and speech, there is a dearth of large scale
training data for developing robust and sophisticated ML models. Towards addressing this
problem, this paper presents ZeroNet that extracts training data from publicly available videos of
annotated finger gestures. Appropriate data augmentation techniques are exploited to increase
the robustness and generalizability of ML models to natural patterns in user gesturing. A
systematic user study with 10 users over 50 gestures demonstrates a top-1% accuracy of 82.4%
and a top-3% accuracy of 94.8% with zero training overhead. While the results are promising,
we believe we have only scratched the surface. Exploiting the availability of large scale video
datasets that are publicly available can enhance the start of the art in a number of applications
including augmented reality, virtual reality, healthcare and rehabilitation etc.
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Chapter 7 |
mm4Arm

7.1 Introduction

Wireless signals, which are mainly used for communication networks, also have the potential
to extend our senses, enabling us to see behind closed doors and track moving objects through
walls [41, 253]. Accordingly, there is a growing interest in the community recently to develop
novel IoT applications for sensing by exploiting radio frequency signals [254–256]. Given
the compact size of modern wireless devices, this enables ubiquitous applications in the areas
of smart healthcare, sports analytics, AR/VR etc. Specifically, as these signals travel in the
medium, they traverse occlusions and bounce off different objects before arriving at a receiver;
hence, the reflected signals carry information about the environment. By exploiting this
property, this paper shows the feasibility of tracking precise 3D finger motion using mmWave
signals that are popularly used in 5G networks.

Motivation and Application: This paper presents mm4Arm, a system that quantifies
the performance of finger motion tracking for interactive applications using mmWave signals
through a carefully designed simulation and measurement study. We considered using mmWave
signal because FMCW-based radars are being used for ubiquitous applications in the areas
of smart healthcare [257], sports analytics, AR/VR [258], autonomous driving [259], etc.
Similar to the popular Google Soli platform [60], our main motivation is to enable wearable,
mobile computing, and AR/VR applications where conventional touch interaction may be
hard. Finger motion-based interfaces over the air are known to be a popular form of human-
computer interaction [260, 261]. In contrast to Soli, which can only detect 11 predefined
gestures, mm4Arm can perform arbitrary 3D motion tracking, thus allowing highly precise
control. Decades of prior research have shown that such a finer control can enable rapid and
fluid manipulation for highly intuitive interaction [262]. The finer precision of control can be
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Figure 7.1: mmWave reflections are captured from the surroundings from which the phases of
arm reflections are first isolated. After subjecting the phase measurements to preprocessing
techniques like low pass filters, deep learning based models are designed for extracting 3D
finger motion from the phase data. Domain adaptation is incorporated in the design for
decreasing the training overhead.

observed in the case of a fluid expert interaction with hand tools (e.g. watchmaker). We believe
mm4Arm’s accuracy can allow such a finer control. Therefore, regardless of the application, we
focus on enabling the core motion tracking framework by solving the underlying challenges.
We envision interesting applications of mm4Arm, such as developing prosthetic devices for
amputees considering that forearm vibrations remain intact despite amputations [22, 81, 232],
and discuss them in Section 7.9. We leave a thorough investigation of the application space for
future research.

Radio Frequency (RF) Sensing vs. Vision: Recent works [31, 32, 150] track 3D finger
motion using cameras placed in the environment. Powered by the latest advances in machine
learning combined with the availability of large-scale training data, precise tracking is possible.
However, cameras are susceptible to occlusions, lighting conditions, and interference from
objects in the background. Furthermore, they are known to suffer from privacy concerns [263].
In contrast, RF sensing based on mmWave signals as performed by mm4Arm can be privacy-
preserving and agnostic to lighting, resolution, and ambient conditions. Furthermore, RF
sensing can work through materials and non-line-of-sight conditions, allowing it to be embedded
into devices and environments.

Tracking Fingers by Observing the ForeArm: In this paper, we not only focus on tracking
the 3D finger motion using mmWave reflections, but based on observations via simulations
and measurements, we also identify the underlying conditions that enable precise tracking.
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A critical observation is that the small size of fingers does not provide stable reflections to
the level required for tracking. However, the data-driven analysis reveals that it is possible to
indirectly track fingers by measuring reflections from the forearm. Finger motion activation
involves neuro-muscular interactions, which induce minute muscular motions in the forearm.
Such muscular motion produces vibrations in the forearm. Thanks to the short wavelength
of mmWave signals, the phase measurements are extremely sensitive to small vibrations (up
to 0.63µm [264]), thus opening up opportunities for precise motion tracking. Moreover, the
forearm offers a rich texture and curvature and a much bigger surface for reflections, in contrast
to the small size of fingers, which facilitates robust tracking. mm4Arm analyzes such forearm
vibrations for 3D finger motion tracking.

We reiterate two critical observations made in this paper: (i) When 3D finger motion
tracking is of interest in contrast to predefined gesture classification, the reflections obtained
directly from fingers do not provide sufficient information. Very few reflections come back
to the radar due to the small size of fingers and dominant specular reflections. A similar
observation on specularity has been made earlier in the context of autonomous cars [265, 266].
(ii) Vibrations in the forearm during finger motion can capture rich information. Because of
the large surface of the forearm and its curvature, the reflections are more stable and robust to
natural variation in arm position, height, and orientation. This can be leveraged for 3D finger
motion tracking.

Contrast with Key Prior Work: As noted earlier, prior works on finger motion tracking
with radar devices are limited to discrete gesture classification. Google Soli [60] exploits
reflections from mmWave signals in combination with deep convolutional and recurrent neural
networks to track 11 finger motion gestures. mmASL [267] shows the feasibility of detecting
50 ASL gestures using reflections of mmWave signals. mHomeGes [268] uses mmWave
signals for tracking 10 hand gestures for user interface applications in settings like smart
home. RFWash [53] makes a creative use of mmWave radars for detecting hygienic methods of
handwashing and alerting users accordingly. In contrast to gesture and activity classification
where the search space is 10-50 predefined discrete classes, mm4Arm’s search space is a
continuous space of 3D finger motion with 21 degrees of freedom. The 3D finger locations
predicted by mm4Arm can serve as inputs to any gesture classification problem – independent
of a specific application. To the best of our knowledge, mm4Arm is the first work to perform
continuous 3D finger motion tracking using RF signals.

Challenges and Opportunities: Performing 3D finger motion tracking by sensing forearm
vibrations is non-trivial with many challenges: (i) As mentioned above, the search space for
the correct hand pose is high dimensional with 21 degrees of freedom. The complexity is
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Figure 7.2: We present an approach for 3D finger motion tracking using mmWave signals. The
figure shows a comparison between several real hand poses and the corresponding tracking
results from a depth camera and our proposed system, mm4Arm. A short demo is included in
this anonymous url [3].

comparable to human skeleton tracking; (ii) The vibrations due to motion of individual fingers
merge into each other with complex patterns; (iii) The vibration pattern can vary among users,
body sizes, anatomy, etc. While these challenges seem daunting, mm4Arm exploits a number
of opportunities to overcome the challenges: (i) mm4Arm leverages anatomical constraints in
finger motion towards narrowing down the search space of finger motion; (ii) Machine learning
(ML) models are designed by incorporating advances in encoder-decoder and skip connections
for learning the complex interrelationships between finger motions and the phase measurements
while working with limits of training data availability and stability in convergence; (iii) Domain
adaptation techniques are designed to develop a robust inferencing model for each user with
low training overhead.

System Design: Fig. 7.1 illustrates the high-level architecture of mm4Arm. The radar
illuminates the environment and captures reflections from the forearm and other objects in the
environment. The forearm reflections are first isolated from other multipath components (wall,
furniture, body, etc) based on characteristic phase variation in the forearm reflections. The phase
data from forearm reflections are then preprocessed with techniques like low pass filtering for
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eliminating high-frequency noise. Finally, an encoder-decoder based ML model processes the
phase data and generates 3D finger motion sequences by exploiting spatio-temporal constraints
of hand motion.

Implementation: mm4Arm is implemented using an off-the-shelf radar TI IWR6843ISK
[269] operating at 60 GHz band using frequency modulated carrier wave (FMCW). The
radar sensor data is pre-processed offline with MATLAB/python, and fed to ML modules
implemented in TensorFlow for 3D finger motion tracking. The median error is 5.73 degrees
(location error of 4.07mm), validated under a systematic user study with 10 users. The
accuracy degrades gracefully with the distance of the user from the radar (evaluated upto 5ft)
with robustness to environmental multipath and natural changes in arm position, height and
orientation. The accuracy is also consistent under non-line-of-sight conditions and clothing.
mm4Arm is implemented on modern smartphones - Samsung Galaxy S20, OnePlus 9 Pro –
with low power consumption and a latency ≈ 19ms.

Contributions: We make the following contributions. (i) Feasibility of finger motion
tracking by exploiting reflections from the forearm (ii) Free-from 3D finger motion tracking for
arbitrary hand motion with mmWave radar. (iii) Design of ML models that fuse anatomical
constraints of finger motion with sensor data for accurate 3D finger motion tracking. (iv) A
systematic validation with 10 users and implementation on embedded operating systems. Fig.
7.2 depicts some examples of mm4Arm’s tracking quality. A short demo is included in the
anonymous url [3].

7.2 Background

We begin with a brief overview of: (i) Relationship between finger motion and forearm vibration.
(ii) Anatomical constraints of the human hand to be incorporated in ML models for narrowing
down the search space for 3D finger motion tracking.

7.2.1 Relationship between Finger Motion and Forearm Vibration

Muscles responsible for motion of fingers are located in the forearm (Fig. 7.3). Depending
upon which fingers and the manner in which they need to move, a unique pattern of muscles in
the forearm are activated, thus inducing minute vibration in the forearm. mm4Arm tracks such
forearm vibrations for 3D finger motion tracking. We now provide a brief overview of forearm
muscular involvement during finger motions. Several muscles are involved in performing finger
motions. Fig. 7.3a and 7.3b depict the anatomical structure of the forearm where the muscles
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Figure 7.3: Muscles responsible for finger motion are located in the forearm [11]. Movement
of these muscles causes the forearm to vibrate during finger motion.

move. Extensor Pollicis Longus extends the thumb joints whereas Abductor Pollicis Longus

and Brevis performs thumb abductions. Extensor Indicis Proprius extends the index finger.
Extensor Digitorum extends the four medial fingers and Extensor Digiti Minimi extends the
little finger. Volar interossei and Dorsal interossei group of muscles are responsible respectively
for adduction and abduction of index, ring, and little fingers towards/away from the middle
finger. They are connected to the proximal phalanx and Extensor digitorum. Other muscles
that are involved in large scale motion and supporting strength include Supinator for forearm
motion, Anconeus and Brachioradiali for elbow joint, Extensor Carpi Ulnaris, Extensor Carpi

Radialis Longus and Brevis for wrist joint etc. The motion of these muscles in the forearm
induces vibrations in the forearm. The pattern of vibration is a function of what muscles need
to move to activate a specific finger motion pattern. mm4Arm exploits such forearm vibrations
for tracking 3D finger motion.

7.3 Overview of the Experimental Platform: mmWave

Radar and FMCW

mm4Arm adopts an FMCW radar for tracking forearm vibrations. An FMCW radar works by
emitting chirps. The chirp is reflected back by objects in the environment and based on the
time differences between transmission and reception of chirps and the doppler shifts, the radar
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Figure 7.4: (a) An FMCW signal with linearly increasing frequency (b) The reflected FMCW
signals from objects in the environment (c) A range-FFT will result in multiple peaks corre-
sponding to objects in the environment. Tracking the phase of the peak from forearm reflections
will facilitate finger motion tracking

can estimate the range (distance) of these objects and velocities.
A chirp and the working principle of FMCW radars are visualized in Fig. 7.4a, which shows

a sinusoidal signal with linearly increasing frequency, which is employed by TI IWR6843ISK

[269] radar, used in mm4Arm. Since the transmitted signals are frequency-modulated signals,
the reflected components will also be frequency-modulated signals. However, because they
are delayed, at any given point in time, there is a constant frequency difference between the
transmitted and reflected chirp as depicted in Fig. 7.4b. By computing the frequency difference
∆F between the transmitted and received chirps, the distance of the reflecting object can be
computed. The below equation precisely converts the frequency difference into the range (r) of
the object from the radar.

r = ∆F

Slope
(7.1)

where Slope refers to the rate at which the chirp frequency is linearly modulated.
Depicted in Fig. 7.4b, multiple reflected chirps from different multipath components

can be received at the radar. By performing an FFT operation (called range FFT), different
multipath components, and their ranges can be determined (Fig. 7.4c). The resolution at which
ranges can be computed can be expressed as a function of the chirp sweeping bandwidth B as
follows [270]:
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∆R = c

2B
(7.2)

where c is the speed of light. If the entire working bandwidth of the radar (3.705GHz) is
effectively swept by a chirp, the above equation predicts a range resolution of 4.05cm. While
this is good for applications like human activity recognition (running, sitting, etc.) where
the motion of objects is at larger scales, the resolution is not sufficient for tracking minute
micrometer-level vibrations needed for capturing the forearm vibrations during finger motion.
Towards capturing a higher resolution range information, mm4Arm exploits the phases. The
phase variations can capture minute changes in motion of the reflector, as per the below
equation.

∆ϕ = 2π∆r

λ
(7.3)

Given that the wavelength is in the order of millimeters (≈ 4mm), and a typical phase noise
of 0.057◦(based on our experimental observations and comparison with the ground truth of the
phase error), extremely small changes in range (∆r ≈ 0.63 um) can be detected from phase

variations. mm4Arm tracks such variations to sense minute vibrations in the forearm. Fig. 7.4c
depicts extraction of continuous phase changes from the radar.

The range-FFT will result in multiple peaks due to multipath reflections. Among these
peaks, the peak corresponding to reflection from the arm is first isolated (Section 7.5.1). By
measuring the phase of this FFT peak, and tracking its variations continuously over time and
across antennas helps identify rich patterns which are predictive of 3D finger motion.

7.4 Electromagnetic Simulations of Feasible Reflec-

tions

We conduct simulations using Remcom WaveFarer toolkit [271] in the 60 GHz spectrum to
understand what reflections are feasible for finger motion tracking. WaveFarer uses shoot and
bounce ray-tracing technique [272] in addition to techniques based on physical optics [273] (for
computing scattered fields), method of equivalent currents [274] (for diffraction effects), and
uniform theory of diffraction [275] (for multipath effect between objects). This enables highly
accurate simulations [276]. Such techniques have been successfully used in radar sensing
applications, such as autonomous driving [277]. Using this platform, we emulate the Texas
Instruments IWR6843ISK radio [269] at 60 GHz (used by mm4Arm) and place it in front of a
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Figure 7.5: Simulation results at 60 GHz: The blue lines visualize the rays that are transmitted
and returning back to the radar via reflections. We vary the height of the radar to observe all
surfaces on the hand that can yield stable reflections back to the radar. Results indicate that the
reflections from fingers are negligible even when the radar is placed close to fingers. However,
the large surface combined with texture and curvature of the forearm provides stable reflections
for 3D finger motion tracking.

CAD model of a human arm to obtain a preliminary assessment of feasibility of reflections.
The results are elaborated next.

Lack of stable reflections from fingers: Fig. 7.5 visualizes the simulation results of
reflected rays that arrive at the radar. Evidently, very few reflections from the palm and fingers
appear at the radar, even when the radar is placed close to the fingers. We observe that this is
mainly because of the small size of fingers coupled with the specular nature of the dominant
reflections that deflect the rays into random directions. A similar observation on specularity is
made in [265, 266], in the context of applications including autonomous cars. Also validated
by real experiments in Section 7.6, the ML models to capture 3D finger motion using such
reflections result in very high errors. Therefore, we seek alternative approaches for tracking the
motion of fingers.

Stable reflections from the forearm: While the small size of fingers do not provide stable
reflections, we observe that there is an opportunity to indirectly track fingers by focusing on
forearm reflections. Finger motion activation involves neuro-muscular interactions that trigger
minute muscular motions in the forearm, which in turn will induce vibrations in the forearm.
Simulation results in Fig. 7.5 also show that reflections from the forearm can be tracked reliably
at the radar owing to its larger surface, texture, and curvature, which can return significant
reflections back to the radar. The ability to obtain significant reflections from the forearm
allows mm4Arm to sense forearm vibrations and hence track finger motion. Note that The
mmWave signal doesn’t have to penetrate through the fat in the forearm, or have to go inside
the human body. We are actually measuring the surface vibration of the forearm caused by
muscle activating, and that vibration can cause phase variation of mmWave measurements.
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Figure 7.6: The reflection from fingers (Fingers-only) do not capture sufficient reflections and
the accuracy is close to naively predicting an always open palm. On the other hand, forearm
reflections (Forearm-only) can provide reliable prediction of 3D finger motion. Accordingly,
ForeArm reflections mainly contribute to the high accuracy in mm4Arm.

Validation of Simulation Outcome via Real Measurements: In contrast to high-fidelity
electromagnetic simulations, the real data does not offer fine enough resolution to visualize
the individual reflections from the radar. Therefore, we only provide the end result of 3D hand
pose prediction with real data (Fig. 7.6 shows joint angle errors). Towards this end, we obtain
the phase measurements from the mmWave radar, which is a superimposition of phases from
individual reflections, and analyze their variation over time in an attempt to capture the rich
spatiotemporal relationships to predict the 3D hand pose. We employ a deep learning model for
this prediction (detailed in Section 7.5.2). Specifically, we compare the following three cases:
(i) Finger-only: Analysis of reflections from fingers-only (forearm blocked by a metal sheet)
(ii) Forearm-only: Analysis of reflections from forearm-only (fingers blocked by a metal sheet)
(iii) mm4Arm: Analysis of all reflections from finger and forearm. We compare these three
cases with a naive baseline in Fig. 7.6, that always outputs the static hand pose with palm open.
We make three observations from Fig. 7.6. (i) With Finger-only, the error is higher and closer
to the naive baseline, indicating that finger reflections are not sufficient enough to capture 3D
hand pose, (ii) Forearm-only results in high accuracy which is comparable to vision based
approaches (evaluated in Section 7.7). (iii) This indicates that accuracy with mm4Arm as shown
in Fig. 7.6 is mainly due to forearm reflections, and any reflections captured from fingers are
too sparse to make any difference in the accuracy. The rest of the paper expands on the details
of the deep learning model and associated challenges and provides a thorough performance of

108



Figure 7.7: Tracking of FMCW peaks over time helps eliminate noisy peaks. The phase data
corresponding to the peak from the forearm reflection is used for 3D hand pose tracking

quantitative and qualitative results via systematic implementation and measurements.

7.5 From Forearm Vibrations to 3D Finger Joint Track-

ing

In this section, we describe the following key signal processing and ML modules designed for
tracking the 3D finger motion. (i) Isolation of arm reflection from other multipath components
(ii) Machine learning model for mapping RF phase data into 3D finger motion pattern by
exploiting the spatio-temporal relationships in finger movements. (iii) Domain adaptation
techniques for minimizing the training overhead for new users of mm4Arm.

7.5.1 Isolation of Forearm Reflection

As discussed in Section 7.2, a given range-FFT window will include the reflection from the
forearm as well as multipath reflections from other objects in the environment. We face two
main challenges in isolating the arm reflections: (i) Several noisy peaks show up in the range-
bin mainly because of hardware related artifacts. (ii) In addition to the noisy peaks, there will be
peaks corresponding to reflectors in the environment such as walls and furniture. Towards better
isolation of signal of interest from the above sources, mm4Arm tracks consistent peaks across
successive frames. Since the noisy peaks do not consistently appear at a given distance, they
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are eliminated. This step also eliminates reflections from dynamic multipath such as mobile
reflectors. Fig. 7.7 shows an example where the arm reflection is consistently tracked over time.
In addition to arm reflections, there also exists reflections from other objects in the environment.
In the real experiment, we are able to eliminate reflections from other environmental reflections
even when they are closer to the radar based on the isolation algorithm explained below. The
phase of the reflection from the arm would exhibit rapid variations whereas phase from other
reflectors will be somewhat monotonous.

Phase Variations of the ForeArm Reflection: The phase of the reflection from the
arm would exhibit rapid variations whereas phase from other reflectors will be somewhat
monotonous. By exploiting this property, mm4Arm isolates the reflections from the arm from
other multipath components. Fig. 7.8 depicts an example of phase variation from the arm in
comparison with phase variation from a wall reflection. The characteristic and higher level of
variations in the arm can be exploited for isolating the arm reflections from other multipath
components. By exploiting this property, mm4Arm designs a shallow convolutional neural
network to first classify reflections into two classes: (i) Reflections due to forearm vibrations
(ii) Reflections from other reflectors in the environment. The binary classifier provides high
accuracy of 99.4%, thus isolating the forearm reflections from other reflections.

Figure 7.8: Phase variation of forearm reflections is more pronounced than the variations from
other static objects

7.5.2 3D Finger Joint Tracking with Encoder Decoder Architecture

We design an encoder-decoder network as illustrated in Fig. 7.9. The size of convolution filters
and the number of filters at each layer are also specified. The network is designed to capture
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plausible finger pose sequences with spatial constraints across fingers with temporally smooth
variations. Instead of looking at one sensor sample at a time, the network captures a holistic
view of a large interval of time-series sensor data. This enables the network to enforce and learn
the key spatio-temporal constraints, as well as consider historical phase data while making hand
pose inferences. The network takes 2s of phase data as input and outputs the corresponding 3D
hand pose sequence. The various components of the ML model are elaborated next.

(i) Encoder: The encoder-decoder model maps a sequence of input RF phase data to a
sequence of 3D finger poses. Unlike discrete classes, the output space of the model is a
continuous domain R21. Among these 21 dimensions, 5 of the dimensions (ϕdip for four fingers
and ϕip for thumb) can be directly computed using Equations since it contains the constraints
between the PIP joint and the DIP joints of the 5 fingers of the human hand, which decreases 5
degrees of freedom total as each finger of hand is decreased by 1. Therefore, the actual output
of the network is only 16 dimensions. The size of the input is Y × T , which includes phase
samples from Y = 4 antennas, over T = 1000 samples at a sampling rate of 500 Hz (2 seconds).
The input first passes through an encoder network that consists of a series of convolutional
layers with the input downsized at each layer with maxpool operation. The encoder attempts
to capture a compact representation of the input to be used for hand pose extraction. Batch
normalization is used at each layer for accelerating convergence by controlling variation in the
input distribution at each layer [198].

Figure 7.9: Encoder Decoder Architecture. BN = Batch Normalization

(ii) Residual Blocks: We introduce residual blocks [190] with skip connections between the
encoder and decoder to increase the depth of the network. While the increase in depth allows
learning stronger features, the skip connections help achieve fast convergence.

(iii) Decoder: The decoder maps the encoded representations to 3D hand pose. Upsampling
layers are introduced so as to incrementally scale the size of output at each layer to eventually
match the dimensions of the output. We use nearest-neighbor interpolation technique [201] for
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performing upsampling. The output size is D × T where D = 16 is the number of joint angles
predicted, and T = 1000 samples (2 seconds at 500 Hz).

Loss Functions and Optimization: In equations below, ϕ̂ denotes the prediction by ML
models, whereas ϕ denotes training labels from depth camera (leap [30]).

Lmcp,f/e =
i=4∑
i=1

(ϕ̂i,mcp,f/e − ϕi,mcp,f/e)2 (7.4)

Lpip =
i=4∑
i=1

(ϕ̂i,pip − ϕi,pip)2 (7.5)

Lmcp,a/a =
i=4∑
i=1

(ϕ̂i,mcp,aa − ϕi,mcp,aa)2 (7.6)

where Lmcp,f/e denotes loss value of MCP joint angles with flex/extensions, Lpip denotes
loss value of PIP joint angles, and Lmcp,a/a is loss value of MCP joint angles with adduction/ab-
duction. The above equations capture the mean squared error (MSE) loss in prediction of joint
angles of MCP and PIP joints of the four fingers.

Lthumb = (ϕ̂th,mcp,aa − ϕth,mcp,aa)2 + (ϕ̂th,mcp,f/e − ϕth,mcp,f/e)2

+(ϕ̂th,tm,aa − ϕth,tm,aa)2 + (ϕ̂th,tm,f/e − ϕth,mcp,f/e)2
(7.7)

where Lthumb denotes loss value of the thumb. The above equations capture the MSE loss
in the MCP and TM joints of the thumb.

Lsmoothness = ||(∇ϕ̂t − ∇ ˆϕt−1)||22 (7.8)

where Lsmoothness denotes loss value of the smoothness constraint.The above equation
enforces constant velocity smoothness constraint in the predicted joint angles where ϕt above
is a representative vector of all joint angles across all fingers at a time step t.

The overall loss function is given by the below equation.

L = Lmcp,f/e + Lmcp,aa + Lpip + Lthumb + Lsmoothness (7.9)

Note that the loss function does not include ϕdip or ϕip because we compute them directly from
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anatomical constraints.
Applying Range of Motion Constraints: The constraints across various finger joints for

flex/extensions and abduction/adduction motions were described in Section 7.2. We apply such
constraints to the network in order to facilitate faster learning. Towards this, we first normalize
the predicted output of a joint angle by dividing it by the range constraint (for example, by
110◦ for ϕpip). We then apply the bounded ReLU activation (bReLU) function [202] to the last
activation layer in our network. Bounded ReLU activation(bReLU) is added a upper boundary
compared to normal ReLU function:

fbReLU(x) = min
Å

max(0, x), 1
ã

=


0 x ≤ 0

x 0 < x ≤ 1

1 x > 1

(7.10)

The bReLU outputs are multiplied again with their range constraints such that the unit of the
output is in degrees. The bReLU, in conjunction with other loss functions based on temporal
constraints (Equation 7.8), facilitates predicting anatomically feasible as well as temporally
smooth tracking results.

7.5.3 Decreasing Training Overhead via Domain Adaptation

For the encoder-decoder model proposed above, training separate models for each user will be
burdensome. Therefore, we explore domain adaptation strategies to pretrain a model with one
(source) user and fine-tune it to adapt to new users with low training overhead.

Transfer-learning based domain adaptation is popular in vision and speech processing. For
example, AlexNet model [203] pretrained on ImageNet database [204] was fine-tuned for
classifying images in medical domain [205], remote-sensing [206] and breast-cancer [207].
Similarly, a pre-trained BERT language model [208] was fine-tuned for tasks such as text-
summarizing [209], question answering [210], etc. This significantly reduces the burden of
training for a new task. In a similar spirit, we use a pretrained model from one user and
fine-tune it for a different user to significantly decrease the training overhead without losing
much accuracy.

The main steps in the domain adaptation process are as follows: (i) We generate a model for
one user (source) by extensively training the model with labeled data from that user – known
as the pretrained model. (ii) We collect small training data with only few labels from the new
(target) user. Instead of developing the model for the target user from scratch, we initialize

113



the model weights to be same as the pretrained model. (iii) We make all layers in the model
untrainable except certain layers which are made trainable (elaborated next). Using the few
labels from the target user, we update the trainable layers to minimize the loss function. This is
called fine tuning. The model thus generated will be used for making inferences on the target

user. We explore three different approaches for the choice of trainable layers as elaborated next.

Adapting the Batch Normalization Layers: Finetuning the BN layers can help contain
wide oscillations in the distributions of input fed from one layer to the next. Given the sufficient
success in BN layers (with only a few parameters) for accelerating convergence by minimizing
such covariate shift [198], we exploit them towards domain adaptation as well. The BN layers
will learn to sufficiently transform the distribution from target user to a distribution of the
source user on which the model is pretrained. Such a strategy has been exploited for image
processing applications [278, 279]. If successful, the pre-trained model from the source user
can be used for performing inferences on the target user with the finetuning steps discussed
here.

Fine Tuning the Last Layers: Retraining the last layer of the network for a new task,
while freezing the pre-trained layers from the rest of the network from another task is a popular
approach with applications in image and speech processing [207, 280]. The key intuition is that
a network learns meaningful representations through all layers leading upto the last few layers.
Thus the initial layers are frozen during the domain adaptation. The last layers are retrained to
take the representation computed by the frozen layers and compute the final output. We explore
this strategy by only retraining the last layer in Fig. 7.9 for adapting a pre-trained model from
one user for performing inferences on a new user.

Fine Tuning Whole Model: We continue to update the weights of the model pre-trained
from another user (without freezing any weights) with limited amounts of training data from
the target user. While fine-tuning the whole model might be problematic since the parameter
space can be huge, because of high-level similarity in the forearm structure among humans, our
experiments suggest that we do not face any issue with convergence. Prior studies also show
that fine-tuning the whole network might work for some domains, as has been validated with
PatchCamelyon dataset [281] for an image classification problem [282]. With fine-tuning the
entire network, our model converges well with improved accuracy with limited amounts of
training data. We also note that the accuracy saturates quickly with small amounts of training
dataset. Detailed evaluation, and comparison with other strategies on domain adaptation
discussed above, is provided in the next section.
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Figure 7.10: Experimental setup: Detailed view of IWR6843ISK radar and DCA1000EVM
board for data collection (Left) [12]. Forearm vibration detection by the radar (Right)

7.6 Experimental Setup, User Study, and Implementa-

tion

We validate mm4Arm based on a systematic user study to analyze the performance across users,
distance, multipath environments, joint angles, natural variations in forearm position/orientation,
etc. This section details the data collection, size of data for training and testing across settings.

7.6.1 Data Collection and User Study

The experimental setup is depicted in Fig. 7.10. We explain the details in this subsection.
Radio Frequency Frontend: mm4Arm’s frontend includes Texas Instruments IWR6843ISK

[269] mmWave radar operating in 60-64 GHz spectrum. Operating with an FMCW bandwidth
of 3.705GHz, we use the DCA1000EVM [283] platform to extract samples at 2 Msps, and
obtain reflections from the human arm. The extracted phases are further low pass filtered and
down-sampled to a sampling rate of 500 Hz. The phases extracted from the reflections are used
for 3D hand pose tracking. Because the technology depends on forearm vibration sensing, it is
important for the radar to have the visibility of the forearm. While the radar does not need to
be exactly perpendicular, and it is robust to some variation and arm orientations and height,
the accuracy can break down if the forearm is not clearly visible to the radar. However, even
with the current setting and a number of applications such as wearable, mobile computing, and
AR/VR applications where conventional touch interaction may be hard. The radar beam does
not need to be focused, we use off-the-shelf TI IWR6843ISK radar with its natural config, and
its field-of-view is +/- 60 degrees in Azimuth and +/- 15 degrees in Elevation [284].

Data Collection Methodology: Our user study protocol has been approved by the IRB
committee at our institute. We recruit 10 users (6 males, 4 females) in the age range of 22-47,
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weight range of 53-94 kgs, and height range of 5.1-6.2 ft. The users face the radar with distances
upto 1 − 5 ft from the radar device as depicted in Fig. 7.10. We also conduct experiments
under non-line-of-sight conditions. For stress-testing mm4Arm across all possible 3D finger
poses, we follow the guidelines from standard computer vision literature [285]. Accordingly,
while the users were allowed to perform arbitrary random finger motions, the study staff also
ensured that the users perform all base states of possible hand poses as defined in [285]. The
majority of possible hand poses are known to be one of such base states or transitioning
between these poses [286] based on anatomical feasibility constraints. After some practice
under the guidance of research staff, the users perform arbitrary finger poses as well as pass
through these base states in random order. This ensures good convergence of the ML models
as well as generalizability. There are no discrete classes of gestures since mm4Arm performs
tracking in a continuous R21 space.

Environment: mm4Arm isolates the peak from the forearm reflections (Section 7.5.1).
Thus, the performance is naturally robust to environmental multipath. To better validate this,
we conduct the testing under three different environments as shown in Fig. 7.11 with people
moving around in the environment naturally. One-third of the data is collected under each
setting with distances varying from 1-5ft. We compare the results across different environments

((a)) ((b))
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Dining 
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Kitchen Window
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TX

RX
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Figure 7.11: Environments for evaluation of mm4Arm (a) Balcony (b) Living Room (c) Kitchen

where training and testing data come from different environments.
Labels for Training and Testing: The collected data includes RF phase data from the

mmWave radar and the fingers’ 3D coordinates and joint angles captured by leap sensor [30].
While the radar provides RF phase data for 3D pose tracking, the leap sensor data serves as
the ground truth for validation and provides labels for training mm4Arm’s ML models. The
radar and leap data were synchronized by performing three distinct hand waving patterns at
the beginning of each experiment and matching the occurrence of such patterns in the leap
and radar phase data. Since mm4Arm performs continuous finger tracking instead of discrete
gesture classification, we use MSE (instead of cross-entropy) between predicted joint angles
(from radar) and ground truth (from leap) as the loss function.
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Training Data Collection: As discussed before, the data collection is split uniformly across
three environments in Fig. 7.11. Each user participates in 5 sessions in each environment, with
one session each over distances of 1, 2, 3, 4, 5 ft. This results in 15 sessions per user. Each
session lasts for 300 seconds, with enough rest between sessions. The user exits the study space
after a session and returns to continue with the next session. This enables the model to develop
robustness to natural changes in hand position, height, and orientation which can vary across
sessions.

Test Data: The above collected data is used for developing three kinds of models as
described below. For all cases, the training and testing data is taken from different multipath
environments (kitchen, balcony, living room). Other specifics about test cases for each model
are also described below. (i) Model with domain adaptation (mm4Arm): This is the default
version of mm4Arm, where a model for each user where a pre-trained model from a different
user is taken and fine-tuned using techniques in Section 7.5.3 such that only a small fraction
(90 seconds) of user-specific training data is used for developing a model for the user. (ii)
Multi-user model: This is a user-independent model. Here, we train a model based on training
data from multiple users. The trained model is directly used for inferences on a new user
without any training data from the new user. (iii) User-dependent model: As a baseline for
comparison, we compare our system mm4Arm that requires only 90s of user-specific training
data as noted above with a user dependent model that requires an excessive training overhead
of 1800s of training data per user. This training data comes from 6 sessions of that user (from
1-3ft) from two environments. Testing is done on the third environment. All three combinations
of train/test split (across the three environments) are considered for evaluation.

Data size: We believe the training data size is sufficient. mm4Arm has much fewer
parameters compared to some well-known network architectures, for instance, AlexNet has 61M
parameters [203] while our model has only 2M parameters. Our data size is also comparable
with regular vision solutions since our input frequency is 500 Hz and we require an excessive
training overhead of 1800s of pre-training data per user, while vision based dataset usually have
a FPS of 30-60Hz. Moreover, we have also applied skip connections in the residual blocks of
our network, helping the model to converge with fewer data samples.

7.6.2 Implementation

mm4Arm is implemented on a combination of desktop and smartphone devices. The ML
model is implemented with TensorFlow [215] packages and the training is performed on a
desktop with Intel i7-8700K CPU, 16GB RAM memory, and Nvidia GTX 1080 GPU. We use
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the Adam optimizer [216] with a learning rate of 1e-3, β1 of 0.9, and β2 of 0.999. To avoid
over-fitting issues that may happen in the training process, we apply the L2 regularization [217]
on each CONV layer with a parameter of 0.05, and also add dropouts [200] with a parameter
of 0.05 following each RELU activation. We apply anatomical constraints to the network in
order to facilitate faster learning. Towards this, we first normalize the predicted output of a
joint angle by dividing it by the range constraint, then apply the bounded ReLU activation
(bReLU) function to the last activation layer in our network. Our system is implemented on
a combination of desktop and smartphone devices. Once a model is generated from training,
the inference is made entirely on smartphones using TensorFlowLite [10]. We perform the
evaluation on OnePlus 9 Pro and Samsung Galaxy S20 smartphones.

7.7 Performance Results

This section provides a systematic evaluation of mm4Arm based on insights gathered from the
simulations, the experimental platform, and the corresponding data collected as elaborated in
the previous section. First, we summarize our findings and later expand on the details.

• The reflections captured directly from fingers are negligible, whereas the prominent
reflections generated from the forearm can provide reliable accuracy. The median error
in joint angle tracking is 5.73◦. The median error in location is 4.07mm.

• mm4Arm can track fingers under non-line-of-sight conditions and even when the forearm
is occluded from wearing clothes. The accuracy is robust to user diversity and natural
variation in arm position, height, and orientation. The multipath environment does
not impact the accuracy since the forearm reflections are isolated from other multipath
components.

• mm4Arm can track all finger joints as well as flex and abduction motions reliably.

• The model trained on left hand can be easily transferred for performing inferences on the
right hand. This is a key result with applications in the development of prosthetic devices
for amputees based on mirrored bilateral training (elaborated in Section 7.9).

• mm4Arm runs on smartphones with a latency of ≈ 19ms and low power consumption.

Unless explicitly stated otherwise, the reported results are obtained under the following
conditions: (i) The model with domain adaptation as described above is used. This is the default
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version of mm4Arm. The user-independent case is separately evaluated under multi-user models

(Fig. 7.12). The performance of user-dependent models is shown separately (Fig. 7.18b). (ii)
Results from data collected over a distance of 1-3ft from the radar are included. Other results
corresponding to 4ft and 5ft are discussed separately in Fig. 7.16a. (iii) The errors reported are
for flex/extension angles as they are prone to more errors with a high range of motion. Errors
for abduction and adduction are discussed separately (Fig. 7.16d).

To give a brief overview of our evaluation, we have a summary of the measurement
results: Fig. 7.12 depicts the accuracy as a function of different users averaged across all
joint angles. Fig. 7.13a depicts a setting where a user is wearing a long sleeve jacket. Fig.
7.13b shows the non-line of sight setting where the hand is hidden behind a room divider wall.
We also evaluate such robustness in Fig. 7.15a with users across 9 sessions at distances of
1-3ft over 3 environments. Fig. 7.15b provides a breakup of accuracy over different heights
of the forearm measured relative to the radar. Fig 7.15c depicts the accuracy breakup over
different settings. Fig. 7.16 depicts the accuracy vs distance, different fingers, finger joints and
abduction/adductions and flex/extensions. Fig 7.18a,b depicts Accuracy comparison of different
domain adaptation techniques and size of training data. Based on these results, the factor that
may obviously affect the accuracy includes distances between radar and users’ forearm and
domain adaptation techniques.

Qualitative Results: A short demo is included in this anonymous url [3]. Fig. 7.2 shows
samples of 3D finger motion tracking. We visualize the real hand with the corresponding
tracking by the leap sensor (ground truth) and our system mm4Arm (mmWave radar). Tracking
by mm4Arm closely follows the leap ground truth and the real hand. Samples in (f), and (g),
indicate that the tracking is consistent even when the fingers are moving. The overall results
suggest that mm4Arm can track the 3D finger motion pattern with good accuracy.

Overall Accuracy vs Users: Fig. 7.12 depicts the accuracy as a function of different
users averaged across all joint angles. While the multi-user model where the training data
is generated from 9 users and tested on an unknown user performs well with a median error
of 8.47◦, the tail errors and the deviation can be large. Domain adaptation in mm4Arm can
dramatically cut down the tail errors in addition to improving the median error to 5.73◦ (location
error of 4.07mm), thus leading to overall better accuracy, which is comparable to vision based
systems [31, 287]. Note that the location error is calculated by averaging the joint location
difference of predicted joint location and the ground truth joint location. The ground truth joint
locations can be fetched from Leap API [30]. The predicted joint locations can be calculated
by predicted joint angles, which is the output of our model, assuming we have the information
of users’ finger lengths. The accuracy is consistent across users, gender, body sizes, etc.
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Figure 7.12: mm4Arm with domain adaptation outperforms multi-user model for all users: (a)
Error in degrees (b) Error in millimeters

Non-Line-of-Sight Setting and Clothing: Fig. 7.13(a) (last bar) depicts a setting where
a user is wearing a long sleeve jacket (Hanes Full-Zip Eco-Smart Hoodie [288]) so that the
forearm is not directly visible to the mmWave radar. The accuracy does not affect much
because the thickness of the clothing material is typically much smaller to cause any significant
attenuation of mmWave signals. Similarly, Fig. 7.13(b) shows the non-line of sight setting
where the hand is hidden behind a room divider wall (YASRKML 3 Panel Room Divider [289]),
with a distance of 3ft between the radar and the hand. The chosen material is similar to typical
materials used for partitioning indoor spaces. The median error under this setting is 5.97◦

whereas the median error under line-of-sight setting at the same distance was 5.73◦. This
indicates the basic feasibility of sensing under non-line-of-sight conditions. Therefore, the
sensing device can be embedded into materials and environments thereby enhancing the ease
of deployment.
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Figure 7.13: (a) The accuracy remains stable when users wear long sleeve cloth (b) mm4Arm is robust to
Non-Line-of-Sight conditions

Performance Analysis over an Application in Gesture Recognition: mm4Arm performs
3D tracking of finger motion in a generic context and independent of any application. The
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Figure 7.14: Confusion Matrix of classification.

tracking results can be used for any application. We evaluate the feasibility of mm4Arm over
a real-world application in recognition of alphabets in American Sign Language (ASL) as
defined in [290]. The classification was performed by comparing the R21 space of joint angles
of the users with the joint angles corresponding to each gesture class. The gesture class with
the minimum Euclidean distance from the user’s finger joint angles is declared as the inferred
gesture. Fig. 7.14 depicts the confusion matrix of the classification. Evidently, most gestures
are classified correctly with an overall accuracy of 92.23%. Gestures such as A and S are
misclassified sometimes because their hand-poses are similar. This demonstrates the feasibility
of using mm4Arm in real-world applications.

Robustness to Variation in Arm Position, Height, and Orientation: The ML models
need to be robust to natural variation in arm position, height, and orientation. We evaluate such
robustness in Fig. 7.15(a) with users across 9 sessions at distances of 1-3ft over 3 environments
in Fig. 7.11. The domain adaptation data for test sessions come from a different environment
(and hence different session) than the training environment. As discussed in the user-study
methodology, users exit the study space after each session before coming back to start a new
session. This introduces natural variations in arm position, height, and orientation across
sessions. Yet, the accuracy is stable across all sessions, thus indicating that mm4Arm is robust
to the above variations. Furthermore, across these sessions, Fig. 7.15(b) provides a breakup of
accuracies over different heights of the forearm measured relative to the radar. The height is
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Figure 7.15: (a) Accuracy over sessions with variations in arm position/orientation (b) Accuracy
over different heights of the forearm relative to radar (c) Accuracy over environmental settings.

measured from the wrist joint. When the radar is pointing directly at the wrist joint, the height
is 0, and increases as we move downwards from the wrist to elbow. The accuracy is robust to
the height of the arm because the training data incorporates such diversity.

Robustness to Environmental Setting: Fig 7.15(c) depicts the accuracy breakup over
different settings. Since mm4Arm eliminates other multipath components before further pro-
cessing steps (Section 7.5.1), there would be almost no impact of multipath interference on the
accuracy. The accuracy is consistent across different settings.

Accuracy vs Distance: Fig 7.16a depicts that the accuracy is almost similar for 1-3ft.
However, beyond that distance, the accuracy starts to degrade gracefully. While the median
errors do not show much degradation the accuracy starts decreasing in the tail. With the
increasing distance of the user, the SNR of the forearm reflection decreases which results in
higher tail errors.

Accuracy vs Fingers: Fig. 7.16b depicts the accuracy for the four fingers and thumb.
The accuracy is averaged over ϕmcp,f/e, ϕpip, and ϕdip for the four fingers. For the thumb, the
accuracy is computed over ϕmcp,f/e, ϕtm,f/e, and ϕip. The ML models can accurately predict
the motion of all fingers. The accuracy of thumb is slightly higher because of a smaller range
of motion.
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Figure 7.16: Accuracy vs (a) Distance (b) Fingers (c) Finger Joints (d) abduction/adductions
and flex/extensions
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Figure 7.17: Transfer of model from left hand to the right hand.

Accuracy vs Finger Joints: Fig. 7.16c depicts the accuracy as a function of the three finger
joints – ϕmcp,f/e, ϕpip, and ϕdip. mm4Arm tracks all finger joints with consistent performance.
Fig. 7.16d depicts the accuracy as a function of flex/extensions and abduction/adductions.
Abduction/adduction angles have higher accuracy than flex/extensions because of a limited
range of motion.

Transferring Model from Left Hand to Right hand: Fig. 7.17 depicts the accuracy when
the model trained for the left hand is transferred for inferences on the right hand. Even without
domain adaptation, the direct use of a model trained on the left hand provides good accuracy
for inference on the right hand. After domain adaptation with small training data from the
right hand (90s), the accuracy is comparable to the left hand. This opens up possibilities of
developing ML models for amputees with missing fingers. A model can first be learnt from the
hand without amputation, which can then be transferred to the hand with amputation.

Comparison of Domain Adaptation Strategies: Fig. 7.18a depicts the comparison
of three domain adaptation strategies discussed in Section 7.5.3. Because of the high-level
similarity in forearm-vibration pattern across users, it turns out that fine-tuning the whole model
is feasible and achieves the best accuracy with stable convergence even with limited domain
adaptation data. Therefore, mm4Arm adopts a strategy that updates the whole network during
domain adaptation.

Accuracy vs Size of Training Data: Fig. 7.18b depicts the accuracy variation with the
size of training data for mm4Arm with domain adaptation in comparison to a baseline of the
user dependent model. With only 5% (90 s) of training data as the user dependent model, the
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Figure 7.18: (a) Accuracy comparison of different domain adaptation techniques. (b) Accuracy
vs size of training data. (c) Latency of Execution and (d) Power Consumption on Smartphones

mm4Arm with domain adaptation achieves a performance close to the user dependent model.
Thus, mm4Arm can adapt to a practical setting with limited training data.

Comparison with Vision: To give an idea of how mm4Arm performs compared to some
other solutions, we compare mm4Arm with SOTA camera based techniques – Vision1 [287]
and Vision2 [31] – as shown in Fig. 7.19. We note that mm4Arm’s accuracy is comparable
to camera-based approaches while offering other benefits over cameras such as not being
privacy-invasive, agnostic to lighting conditions, and the ability to work under basic occlusions,
thus allowing the mm4Arm system to be embedded in everyday devices and environments.

System Profiling: Latency, Power Consumption, and Processing Overhead: Fig. 7.18c
depicts the latency of mm4Arm’s ML models on modern smartphones - Samsung S20 and
OnePlus 9 Pro – with TensorFlowLite. The latency figures denote the overall time spent in
processing 2 seconds of input sensor data using the encoder-decoder architecture. The latency is
under 20ms on both smartphones which indicates low processing overhead. We use Batterystats
and Battery Historian [220] tools for profiling the energy of the TensorflowLite model. We
compare the difference in power between the following two states. (i) The device is idle with
screen on. (ii) The device is making inferences using TensorflowLite model. Depicted in
Fig. 7.18d, the idle display-screen on discharge rate is 3.85%, 3.40% per hour for two phones.
The discharge rates while executing the ML models is also summarized in the figure. Since
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Figure 7.19: Comparison with Vision

the encoder-decoder processes data in chunks of 2s, it will incur a delay of atleast 2s if we
process the data only once in 2s. Processing the model once in 2s will result in a discharge
rate of 8.19%, 7.97% per hour for the two phones. Towards making it real-time, we make
a modification where at any given instant of time, previous 2s segment of data is input to
the network to obtain instantaneous real-time results. This provides real-time tracking at
the expense of power. Depicted in Fig. 7.18d, this entails continuous/redundant processing
thus increasing the discharge rate to ≈ 20.77%, 19.96% per hour for the two phones. The
low-power mode trades off real-time performance (2s delay) for power savings. Depending
on requirements of real-time latency or energy efficiency, a user can choose between the two
modes.

7.8 Related Work

Table 7.1 provides a brief overview of mm4Arm in the context of key prior work. In the table,
21 DoF Tracking refers to the ability to track all finger joints which have a total of 21 degrees of
freedom (DoF). The related work falls under three categories as elaborated below. We compare
and contrast the need for mm4Arm with respect to each of these areas.

Vision: Depth cameras like kinect [29] and leap [30] sensors can track fingers. They
have revolutionized the gaming industry by gesture interfaces. Recently, even monocular
RGB cameras are able to capture 3D motion of fingers by exploiting advances in ML together
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Table 7.1: Scope of mm4Arm in the context of key prior works. To our best knowledge,
mm4Arm is the first work that performs 3D hand pose tracking with 21 degrees of freedom
using RF signals with benefits as highlighted in the table.

System Sensing Band Robustness to Lighting Non Line of Sight 21 DoF
Tracking
Google Soli [60] mmWave (60 GHz) ✓ ✓ ✗

mmASL [267] mmWave (60 GHz) ✓ ✓ ✗

RFWash [53] mmWave (60 GHz) ✓ ✓ ✗

SignFi [54] WiFi (5 GHz) ✓ ✓ ✗

WiSee [51] WiFi (5 GHz) ✓ ✓ ✗

FingerIO [143] Ultrasound (18-20 kHz) ✓ ✓ ✗

LLAP [291] Ultrasound (48 kHz) ✓ ✓ ✗

GANerated [292] Visible Light ✗ ✗ ✓

MediaPipe [293] Visible Light ✗ ✗ ✓

Leap [30] Visible Light and Infrared ✗ ✗ ✓

mm4Arm (This paper) mmWave (60 GHz) ✓ ✓ ✓

with the availability of large-scale training data [31, 32, 150]. While such works are truly
transformative in nature, vision-based approaches can be privacy-invasive and susceptible to
changes in lighting, background, and resolution. Digits [184] uses wrist-mounted infrared
cameras for 3D finger pose tracking. Similarly, DorsalNet [294] uses wrist-mounted visual
cameras for 3D finger motion tracking. FingerTrak [33] has innovatively designed wearable
thermal cameras to track 3D finger motion but has issues with background temperature stability
and the shifting of the camera on the hand as noted by the authors. In contrast to approaches
based on external cameras, or wearable cameras, we believe mm4Arm’s approach provides
a solution that is completely passive with robustness to lighting, resolution, and background
conditions. Furthermore, mm4Arm can track through materials and non-line-of-sight conditions,
allowing the system to be embedded into devices and environments

Radio Frequency Reflections: RF signals have been used for human body motion sensing
[41–43, 295–297]. They are also used to track the motion of the hand and classify discrete
gestures by using a combination of wireless channel state information (CSI), and Doppler shifts
[45–47]. mmWrite [52] performs handwriting recognition using mmWave radars. RFWash [53]
detects hand wash hygiene using mmWave radars near bathroom mirrors. SignFi [54] uses
CSI from WiFi APs for sign language recognition. ExASL [55] tracks point clouds computed
from range-doppler spectrum and angle of arrival spectrum of mmWave radars. This is used
to classify upto 23 discrete gestures used in ASL. Google Soli [60] and works in [298–300]
uses reflections from mmWave signals to track up to 11 finger motion gestures. mm4Arm

differs from above works in two ways: (i) In contrast to gesture and activity classification
where the search space is limited to 10 to 50 predefined discrete classes, mm4Arm’s search
space is a continuous space of 3D finger motion with 21 degrees of freedom (DoF). The 3D
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finger locations predicted by mm4Arm can serve as inputs to any gesture classification problem
– independent of a specific application. (ii) mm4Arm senses vibrations in the forearm for
3D finger motion tracking, which results in robust tracking in comparison to reflection from
fingertips that are not stable (details in Section 7.4).

Wearable Sensing: Sensor embedded gloves that use a combination of sensors like IMU,
flex, capacitive, pressure, etc are popular [15, 35–37, 39]. However, wearing gloves precludes
the user from performing natural and dexterous activities with fine precision as studied in
recent works [40]. Localization and human body tracking projects exploit IMU, and WiFi
sensors [41, 56, 221, 222, 301]. Similarly, IMU, WiFi, and acoustic signals have also been used
for hand gesture recognition [64, 136, 140, 141]. FingerIO [143], FingerPing [112] use acoustic
signals for finger gesture detection. uWave [142] uses accelerometers for user authentication
and interaction with a mobile device. Tomo [302] uses electrical impedance tomography with 8
electrodes on the arm for performing classification of 8 gestures. Interferri [303] uses acoustic
transducers for classification of 11 hand gestures Capacitative sensing has been systematically
investigated by Capband [108] for recognition of 15 hand gestures. ElectroRing [304] attaches
electrodes on the index finger and IMU sensors for detecting six different pinch-like finger
gestures. DeepASL [305] uses wearable camera for ASL translation of sentences with 56
commonly occurring ASL words. ThumbTrak [306] detects 12 finger gestures by measuring
relative distance between thumb and other fingers using proximity sensors. ZeroNet [27]
extracts training data from videos to classify 50 hand gestures. In contrast to gesture and
activity classification, as noted earlier, mm4Arm performs continuous 3D finger motion tracking.
AuraRing [168], tracks the index finger precisely using a magnetic wristband and ring on index
finger. In contrast to AuraRing, mm4Arm tracks all fingers. With a combination of deep learning
techniques based on CNN, RNN, etc, prior works on EMG sensing perform classification of
discrete hand poses [71–75] or track a predefined sequence of hand poses [74, 75]. The Myo
armband has been used for 3D finger motion tracking [25, 307]. However, EMG sensors need
calibration and warming of the skin to be in proper contact with the electrodes which can even
take up to 5 minutes during each instance of wearing, leading to usability issues [193,194,308].
In contrast to using wearable devices, mm4Arm’s RF-based sensing is passive, since the user
does not need to wear any sensor on the body.
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7.9 Applications, Limitations, and Future Work

■ Prosthetic Devices: A key benefit of mm4Arm lies in the ability to sense finger motion
directly from forearm vibrations instead of sensing from the fingers. Prior research has
shown that subjects with amputation in the hand will still retain forearm muscular activity
[22, 81, 82, 232], which manifests into forearm vibrations. Therefore, we plan to exploit the
findings in this paper for the development of prosthetic devices for amputees by detecting
forearm vibrations. However, because of missing fingers, it is non-trivial to generate training
data that map phase patterns into corresponding 3D joint angles of various fingers. Towards
handling this challenge, we plan to explore a mirrored bilateral training [22] scheme. At a high
level, the forearm muscular activity (and the corresponding vibrations) are known to be similar
in both hands for performing similar finger motion activities [228]. Therefore, an ML model
trained with the non-amputee hand (without missing fingers) while inducing bilateral activation
can potentially be used for performing inferences on the hand with missing fingers (amputated
hand). The results in Fig. 7.17 shows the basic feasibility of such an approach, since the model
trained on one hand can be used for performing inferences on the other hand. However, we
leave a thorough investigation for future work.

■ Touchless Interaction for IoT applications: We believe mm4Arm can enable a number
of touchless user interfaces such as typing on a virtual keyboard or gesture-based user interfaces.
This is particularly useful for interaction with devices with small form factors such as a
smartwatch, miniature IoT devices, game controls, robotic home assistants, mobile spectroscopy,
etc. Security-based applications can be enabled where a user can lock and unlock an IoT device
with a signature based on 3D finger motion pattern.

■ Smart Assistants for Deaf People: We envision a future application in accessibility.
Voice assistants like Amazon Alexa and Google Home are popular, but inaccessible to the deaf
community. The population of the deaf community is upward of 10 million in the US and about
466 million globally [115, 116, 309]. In this context, we believe touchless and fluid interaction
enabled by mm4Arm with 21 DoF 3D finger motion can enable deaf people to interact with
voice assistants by issuing complex commands like a natural language without being limited to
a set of predefined gestures.

■ Robotic Teleoperation: Complex and unstructured robotic operation, especially in an
unregulated environment may require human intelligence in addition to mechanical sturdiness
and robustness of a robot. This might include applications ranging from controlling a home
assistant robotic avatars or a robotic avatar in a dangerous industrial setting [310] in tasks
including grasping and manipulating objects in complex ways. Towards this end, we believe
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21 DoF finger motion tracking in mm4Arm can provide a solution for robotic avatar control,
which is particularly useful if the control is desired from anywhere, anytime.

■ Tracking Multiple Users Simultaneously: While this paper focuses on tracking a
single user, in principle, the algorithms presented could track concurrent changes from multiple
forearms as long as they occur at different distances from the radar. The reflections from
different users will fall in different range bins after the range-FFT (Section 7.3, Fig. 7.4).
These reflections can be isolated from other multipath reflections (Section 7.5.1), and the phase
variations of all users can be analyzed for tracking finger motion. We will conduct more studies
in the future to validate this approach.

■ Alternative ways of mapping forearm vibrations to finger motion: We considered
designing heuristics to map forearm vibrations to finger motion. To the best of our knowledge,
there is no closed form mapping between muscles, forearm vibrations and finger motions,
and we believe the neural network could learn the complex mapping above, for example,
WR-Hand [307] tracks 3D hand poses by inference EMG data to neural network. We plan to
explore alternative methods of doing this in the future.

■ Thick obstacle object in NLoS experiments: We did our non-line-of-sight(NLoS)
experiments using a dividing wall that is commonly used in office settings (YASRKML 3 Panel
Room Divider [289]), which is thinner than typical walls used to separate rooms. We plan to
explore the experiment in separate rooms with a thick wall in between in the future.

■ Potential weighting in loss functions: Regarding the Loss function(Equation 7.9),
We are inspired by prior computer vision works [31], who have a similar loss equation as
ours. However, different weightings in the loss function might potentially optimize mm4Arm’s
accuracy, and we will explore it in the future.

■ Size of Sensing Device: The current experimental setup is bulky. However, we note
that the actual mmWave chip is only 2cm×2cm in size, and the dimensions of the antenna is
2.5cm×3cm. This can be integrated into a compact PCB with a SoC microcontroller to stream
the range-FFT results from the radar to a smartphone. The development board used in mm4Arm

is only for the ‘prototypying phase’ as this is the standard procedure in many IoT applications
to extensively test the prototype before rolling out on a compact PCB [311]. Our future work
will include testing the feasibility of such a fabrication to create a smaller sensing device.
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7.10 Conclusion

Because of the ability to sense the sense environment around us, mmWave signals are being
increasingly considered for sensing applications in addition to high-speed networking. Through
a combination of high-fidelity electromagnetic simulations and real-world measurements, this
paper shows the feasibility of sensing forearm vibrations for 3D finger motion tracking using
mmWave signals. Anatomical constraints of finger motions were fused with ML advances
in encoder-decoder, Resnets, and domain adaptation in achieving reliable accuracy with low
training overhead. The inference is done with low processing and energy overhead on smart-
phones. Despite progress, we believe we have only scratched the surface. Opportunities exist
for developing IoT applications on top of mm4Arm in the areas of touchless user interfaces,
accessibility, prosthetic devices, etc.
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Chapter 8 |
Conclusion

This thesis unfolded my intensive exploration into the fascinating domain of finger tracking,
the applications of which span across diverse sectors such as sports analytics, healthcare and
rehabilitation, sign language translation, AR/VR, haptics, and prosthetic control.

I began with an investigation into discrete finger gestures, particularly their application in
American Sign Language translation. The development of the FinGTrAC system signified the
feasibility of tracking finger gestures using a minimally intrusive wearable sensor modality.
It showcased a significant stride from recognizing a limited number of gestures to hundreds,
with a robust recognition accuracy of 94.2%. This progress marked the effectiveness of data
preprocessing, filtering, pattern matching, and context fusion integrated into a Bayesian filtering
framework.

The transition into the 3D continuous hand pose tracking space resulted in the conception
of NeuroPose. Harnessing the power of wearable ElectroMyoGraphy (EMG) sensors, this
wearable sensor modality was able to extract intricate details of finger motion. A systematic
evaluation with a median error of just 6.24° substantiated the system’s robustness. Moreover,
the application of a mirrored bilateral training scheme, an extension of NeuroPose, innovatively
addressed the challenges in generating training data for prosthetic devices, emphasizing the
versatility of this approach.

In the realm of large-scale training data for machine learning models, ZeroNet emerged.
This system leveraged the power of publicly available video data to perform inferences on
Inertial Measurement Unit (IMU) sensors, another wearable modality. With a top-1 accuracy of
82.4% for recognition of 50 finger gestures, it confirmed the potency of data transformation and
augmentation techniques in ensuring the robustness and generalizability of machine learning
models.

Lastly, to alleviate the intrusive aspect of on-body sensors, the use of wireless sensor
modality, specifically mmWave sensors, was explored. The resulting system, mm4Arm,
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exploited the properties of mmWave signals for tracking 3D finger motion with remarkable
accuracy and energy efficiency. This venture validated the counterintuitive yet effective strategy
of focusing on the forearm instead of the fingers for stable reflections, thereby creating a system
that operates under typical occlusions and non-line-of-sight conditions.

In conclusion, the research progress in this thesis has unveiled a myriad of opportunities and
challenges associated with finger tracking technologies. Through the use of multiple modalities,
specifically wearable and wireless sensor modalities, I developed innovative systems that
improved the feasibility, accuracy, and efficiency of finger tracking. The insights gained from
this multi-modal approach will be pivotal in shaping the future of finger tracking technologies
and their applications, broadening their potential impact in our increasingly interconnected
world. It is my hope that this thesis will serve as a foundational platform for future research,
further propelling the advancement of Internet of Things applications for healthier, safer, and
more convenient lives.
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