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Abstract
Two important artifacts present in synthetic aperture radar (SAR) imagery are sidelobes
and grating lobes. Sidelobes are present for any scatterer in resolution cells away from
the target position due to the finite sampling interval of the target response. Uniform
sampling creates well-conditioned sidelobes that can be suppressed by applying tapered
windows across aperture and frequency samples. However, irregular sampling can cause
sidelobes to become large and randomly patterned, which reduces the effectiveness of
tapered windows. Grating lobes are regularly spaced replicas of a scatterer response that
occur when uniformly spaced aperture samples have a spacing greater than a quarter of
a wavelength.

When using a sparse aperture, either grating lobes or large sidelobes are created due
to the increased sampling interval. A sparse, uniformly sampled aperture suffers from
grating lobes. However, a sparse aperture with irregular sampling intervals generates
large, random sidelobes rather than grating lobes. 3-dimensional (3-D) imagery with
reduced sidelobes can be generated by applying the recursive sidelobe minimization
(RSM) technique to an image formed using a sparse aperture with irregular sampling
intervals. The RSM technique is an apodization method that is used to suppress sidelobes
in radar images. However, it cannot remove grating lobes when coupled with a sparse,
uniformly sampled aperture.

A method for suppressing the grating lobes associated with a uniformly sampled
aperture is presented that applies the methodology of RSM randomization in the frequency
domain. By using subbands with randomized center frequency during the RSM technique,
grating lobes and sidelobes can both be suppressed.

A systematic subaperture selection method is used to improve the speed of the RSM
in practical SAR imaging systems. Both approaches above are validated using computer
simulations using both point targets and realistic target models. They are also applied
to experimental data collected in a laboratory environment.
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Chapter 1 |
Introduction

1.1 Motivation
Radar technology provides an effective method for detecting the presence of a wide variety
of man-made objects, as well as a wealth of information about the natural environment.
The contrast in dielectric properties between the target and the surrounding propagation
medium creates electromagnetic wave reflections. The strength of these reflections
typically increases with the target-medium dielectric contrast. In an active radar system,
a waveform is generated in the transmitter, while the receiver measures the signal reflected
by the target, which is a delayed and distorted replica of the original waveform. The
received signals can be used to find the range, bearing (angle-of-arrival), and radial
velocity (related to the Doppler shift) of the target. Since all modern radar systems
employ coherent processing, both the phase and magnitude of the returned signals are
measured. In particular, the progression of the signal phase over fast- and slow-time,
contains important information about the target location and dynamics.

Synthetic aperture radar (SAR) is a method of coherently combining data collected
at multiple aperture positions to generate radar imagery of a surveyed scene. In SAR, a
radar passes over a scene of interest while collecting data. In unfocused radar data, targets
are often recognizable by their hyperbolic response along a linear aperture, but in more
challenging detection scenarios the data must be focused. SAR focusing integrates energy
coherently at locations containing coherent scatterers and incoherently in regions of
distributed clutter. This phenomenon is leveraged to improve the ratio of the peak target
power to the average clutter power, or signal-to-clutter ratio (SCR). Imaging creates
a reflectivity map of the scene that provides situational awareness of the surrounding
environment and an accurate estimate of the target location.

Clutter is an environmental phenomenon that generates its own return that competes
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with the target response in many cases. Clutter can be caused by discrete scatterers,
such as rocks and tree branches, which can have strong coherent responses. These types
of scatterers often produce false alarms in radar detection applications, where they are
mistakenly identified as a desired target. Clutter also results from distributed surfaces
or regions of weaker scatterers, where the response obscures the target signature and
presents its own noise-like response. Distributed clutter appears in myriad forms, from
foliage for surface target detection to the ground surface in ground penetrating radar
applications. One of the ever-present challenges in radar imaging is target detection
despite strong clutter interference.

This dissertation aims to contribute to the enhancement of technology employed in
humanitarian demining, focusing on the detection of explosive ordnances such as mines,
explosive remnants of war, and improvised explosive devices. According to data from the
United Nations in 2022, there were 9,198 casualties attributed to explosive ordnances,
disproportionately impacting civilians [1]. The global community is actively engaged in
detecting and removing these threats in both past and current conflict zones.

SAR emerges as a valuable tool for scanning extensive areas to identify potential
explosive targets. However, the efficacy of SAR is hindered by challenges posed by
distributed clutter and competing interference, creating obstacles in target detection.
This dissertation proposes methodologies to enhance target detection in the presence of
distributed clutter.

SAR systems have been employed in a wide variety of modalities, each optimized for
a specific application. Down-looking radar is used for ground penetrating radar (GPR)
because it effectively couples energy into the ground. On ground-based vehicles, these
systems generally consist of bumper-mounted arrays [2–5]. Forward-looking systems
can also be used for GPR applications [6–13]. This modality sacrifices the coupling of
energy into the ground for stand-off from its search area. Side-looking radar is used in a
variety of remote sensing applications. Side-looking systems are typically mounted on
large aerial platforms to scan wide areas searching for surface targets or shallow buried
targets [14–17].

Experimental demonstrations have confirmed the efficacy of low-frequency signals
in effectively penetrating dielectric media that are opaque to frequencies in the visual
spectrum [18, 19]. The systems in this domain have primarily functioned within the
frequency band spanning from 200 MHz to 4000 MHz. The utilization of low frequencies
has proven instrumental in facilitating target detection through obscuration, comple-
mented by ultra-wide bandwidths that contribute to enhanced resolution. Notably, the
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size of radio frequency (RF) components and antennas exhibits an inverse relationship
with the operating frequency. Therefore, such systems are better suited for mounting on
larger platforms.

The newest radio frequency electronics componentry has allowed for the reduction in
system size, weight, and power (SWAP) of radar systems, which has enabled the use of
small unmanned aerial vehicle (sUAV) platforms. Both side-looking and down-looking
modalities can be used, and switching modalities can be achieved by a change in antenna
orientation. The sUAV platform provides an advantage over ground-based and fixed-wing
platforms due to its maneuverability. The ability to implement unconventional flight
paths, including circular and 2-dimensional (2-D) raster scans, enables three-dimensional
(3-D) image formation. Some UAV mounted systems described in the literature are
designed to detect buried targets using a down-looking configuration, [20–22] while others
are configured as side-looking systems for surface target detection [23,24]. To date, the
mobility of sUAVs has not been leveraged to fly custom flight paths to generate 3-D
imagery. This dissertation explores the design of apertures enabled by the new era of
sUAV-based SAR systems.

The operation of sUAV platforms imposes constraints on SWAP, which, in turn, limits
the operational frequencies of these systems. In the context of the systems discussed in
the preceding paragraph, their frequency range extended from 500 to 4600 MHz. For
applications requiring penetration of lossy media, lower radar frequencies, from 300 to
500 MHz, could increase the system’s effectiveness. However, due to their limited SWAP
capabilities, sUAV-mounted systems do not typically operate below 500 MHz. This
limitation somewhat reduces these sensor’s effectiveness in detecting obscured targets.
In the case of the system examined in this dissertation, which is designed to detect
targets placed above the ground, the operational frequencies range from 2.2 to 3.7 GHz.
This sacrifice in penetrative capabilities is compensated by achieving improved imaging
resolution

1.2 Related Works
In most radar imaging applications, the goal is to detect a target obscured by clutter.
Traditionally, radar imagery is formed in two dimensions using a linear aperture. However,
there are many shortcomings associated with 2-D imaging. In Reference [25], different
radar modalities are compared for target detection in ground-penetrating radar. A
calibrated point target response is compared with clutter generated by rough ground
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surface and soil permittivity fluctuation. Target-to-clutter ratio (TCR) is evaluated as
a function of depth, with a 2-D down-looking planar aperture greatly outperforming
down-looking and side-looking linear apertures for targets buried deeper than 0.1 m.
One major advantage of a 3-D imaging system is the fact that each scatterer is imaged
at its true location in the 3-D space. By contrast, 2-D imaging systems are typically
affected by the projection of out-of-plane scatterer responses into the image plane, due to
the lack of resolution in the third dimension. Furthermore, in a 3-D image, distributed
clutter is separated into more resolution cells, lowering the average clutter power in each
cell. This principle equally applies to different modalities and, in this dissertation, it is
demonstrated in a near-field, side-looking geometry.

To generate 3-D imagery, a 2-D planar aperture must be used. In side-looking SAR
this can be accomplished using either a vertical, real aperture scanning along a horizontal
linear track, or a quasi-monostatic system sampling on a 2-D uniform grid [26]. A vertical
linear aperture implemented as an antenna array requires a complex radar architecture
to operate on multiple channels simultaneously. This configuration would be susceptible
to self-interference, and would require a high SWAP, unsuited for sUAV platforms at
S- and L-band frequencies. This dissertation is concerned with quasi-monostatic radar
systems, where a transmit and receive antenna are co-located on the same platform.
This configuration would require a large amount of time to sample the aperture space
at a sufficiently fine rate in each dimension. Completion of data collections over useful
imaging areas would place a heavy strain on UAV battery life and would be difficult to
implement in practice. Sparse apertures are investigated as a potential solution to the
challenging quasi-monostatic case.

Publications from the field of radio astronomy provide valuable insight into the
techniques presented in this dissertation. In radio astronomy extremely large arrays are
used to yield the narrow beamwidths necessary to resolve various cosmic electromagnetic
sources [27]. To avoid large secondary lobes the arrays must be sampled at less than
one-half wavelength separation. Many elements are required to satisfy this sampling
constraint, which makes these arrays extremely costly. Furthermore, element spacings less
than one-half wavelength are impractical due to increased coupling between elements [28].
Research sought to reduce the number of necessary elements without reducing the
performance of the arrays. One method of reducing elements is to increase the spacing
between uniformly spaced elements; however, this introduces large secondary beams
into the array pattern, called grating lobes. One method of reducing sidelobes applied
an amplitude taper across the array, but this required a complicated feed system and
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increased the mainlobe width [29]. It was found in Reference [30] that arrays with
arbitrarily distributed elements have more degrees of freedom than arrays with equally
spaced elements, implying that they require fewer elements and have lower sidelobes
than arrays with equally spaced elements.

The research that followed used different methods of investigating and synthesizing
nonuniformly distributed arrays to suppress sidelobes and grating lobes without greatly
affecting the mainlobe width. Reference [31] provides preliminary calculations for several
arrays of unequally spaced elements and computes universal pattern factors for different
sets of spacings. In this study, it was noted that certain patterns had sidelobes below
those for uniform arrays, implying that nonuniform element spacing can be used to
reduce sidelobes. Reference [29] presented a perturbation method that reduced the
sidelobes of an array with constant excitations. It was shown that this technique had no
effect on the beamwidth. However, this technique was only effective when the average
element spacing was less than one-half of a wavelength. In Reference [27], nonuniform
arrays were used to design a large 2-D array with reduced elements. In this study, it
was shown that nonuniform element spacing eliminates grating lobes. It was found that
the average minor lobe level increased as the observation angle increased. It was also
confirmed that nonuniform sampling reduced the sidelobe level beyond that of a uniformly
spaced array. Reference [28] showed that for moderate sidelobe levels, nonuniform arrays
can be designed using many fewer elements than Dolph-Chebyshev arrays for the same
beamwidth and sidelobe levels. It presented a lower limit to the sidelobe level, which
depends primarily on the number of elements. This paper confirmed that grating lobes
can be suppressed by suitably arranging an arbitrary set of elements. Furthermore, it
was shown that, for a nonuniform array, the 3-dB beamwidth is primarily determined
by the aperture length, as in the case of a uniformly distributed array. Reference [32]
first developed a theory which made it possible to express the radiation pattern as an
analytical expression using Poisson’s sum formula. This theory is used to predict the
behavior of sidelobes and yield a method of designing an array to produce a desired
beamwidth and sidelobe level with a reduced number of elements [33].

Reference [34] took a probabilistic approach to characterize antenna arrays with
elements placed at random according to a given distribution. It was found that the
pattern was independent of the distribution function for all investigated cases, and it was
shown that the probability of the sidelobes exceeding a certain level is the same at all
angles. For a given probability, the required number of elements is directly related to the
sidelobe level. In the probabilistic sense, the sidelobes are all equal and the pattern is
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analogous to the Dolph-Chebyshev array with uniformly spaced elements. This mirrors
the result in Reference [28]. This work treated probabilistic array patterns; however, it
was shown that individual realizations could have both higher and lower sidelobe levels
through a systematic design procedure. Reference [35] demonstrated that for uniformly
excited elements, the envelope of the grating lobes is flat if the element spacing increases
exponentially. Although the presented arrays were optimized to have flat grating lobes,
their main lobes were comparable to that of a uniformly spaced array of the same length.

The results from these publications have important implications in radar imaging.
Nonuniform sampling in antenna arrays has been used to effectively reduce grating lobes
from antenna patterns. Another critical result from these studies on nonuniform array
sampling is that the antenna pattern main beam width is preserved. Array pattern main
beam width is realized in radar imaging as resolution. These two principles are analogous,
as both are tied to the length of the antenna aperture. This implies that nonuniform
array distributions can be used without sacrificing resolution in the resulting images.
This will be demonstrated in this dissertation as well.

Nonuniform sampling is detrimental to radar imaging because it leads to increased
sidelobes. In the case of randomly distributed elements, the sidelobe power is increased
throughout the image. The recursive sidelobe minimization (RSM) algorithm, which
was developed to reduce multiplicative noise in radar imagery, is applied in this disserta-
tion [36]. This algorithm has been implemented for both forward-looking and side-looking
SAR modalities. The synchronous impulse reconstruction radar [12], for which the RSM
algorithm was originally designed, had relatively narrow observation angles. However, in
circular SAR targets are observed from a wide variety of angles. Reference [37] modified
the RSM to be more robust over a wide set of observation angles. The targets were
assumed to be anisotropic, so the application of the RSM algorithm over a circular
aperture resulted in a loss of scattering center information. An aperture selection method
was presented to avoid the loss of this information. Also, the aperture selection method
was modified to prevent the use of redundant aperture samples. The consideration for
the loss of scattering center information is important for observing targets over wide
angles. In this dissertation, the modeled and experimental targets have similar responses
to point targets, so the impact of using wide angles is less pronounced. Narrow apertures
are used, as well, so that information is not lost.

One should note that similar objectives of creating SAR images with sparsely sampled
radar data have been tackled using entirely different approaches under the category of
sparse reconstruction methods, which are part of the compressive sensing area of research
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and have been under investigation for the last decade [38]. The methodology employed
in sparse reconstruction algorithms is entirely different from the one presented in this
dissertation, and a direct comparison in performance between the two would not be
meaningful. The image reconstruction techniques used in this dissertation are based on
the classical matched filter theory, coupled with the RSM apodization scheme.

1.3 Dissertation Contributions
Sidelobes and grating lobes represent two types of SAR imaging artifacts that are part
of the wider category of multiplicative noise [39]. Any scatterer produces sidelobes in
resolution cells positioned away from its physical location, due to finite sampling extent.
When the aperture is sampled uniformly, these sidelobes are predictable and can be
mitigated by applying a tapered amplitude window across the aperture samples. However,
when the aperture is sampled at irregular intervals, the sidelobe spatial distribution is
random and can have very large peaks.

Grating lobes are replicas of a scatterer response that occur in the image at regular
intervals away from the scatterer’s physical location. They are typically a result of
regularly sampled apertures when the sampling interval exceeds a quarter of a wavelength
for monostatic radar systems. Eliminating the grating lobes with uniformly sampled
apertures imposes very stringent limits on the radar parameters. However, it is shown
that the aperture sampling rates can be reduced without introducing grating lobes if the
samples are collected at irregular intervals.

Based on the discussion in the previous paragraphs, the following challenge emerges:
design a SAR system that utilizes sparse aperture samples, while avoiding both large
sidelobes and grating lobes. To solve this problem, one can use a sparse, irregularly
sampled aperture, coupled with the recursive sidelobe minimization (RSM) technique,
which is an apodization method for sidelobe reduction in radar images [36]. One should
note that the RSM technique by itself does not remove the grating lobes when applied
to a uniformly sampled aperture; however, as shown herein, when RSM is combined with
an irregularly sampled aperture, it can effectively suppress both types of image artifacts.

Another approach to sidelobe and grating lobe suppression considers uniform, under-
sampled apertures and applies the RSM methodology in the frequency dimension of
the radar data. By processing the data in sub-bands with randomly selected center
frequencies at each RSM iteration, one can again achieve the simultaneous reduction in
both types of image artifacts.
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Both approaches considered in this dissertation are analyzed in a quantitative, system-
atic manner, with the goal to formulate the most efficient way to apply them to practical
SAR imaging systems. The approaches are also validated using computer simulations
that employ both point targets and realistic target models, as well as experimental data
collected in a laboratory setting.

1.4 Dissertation Overview
Chapter 2 is focused on general SAR. The near-field, side-looking SAR problem is
introduced, and a simplified point target response (PTR) is presented. The point
spread function (PSF) is derived for a linear and vertical 2-D grid aperture using the
matched-filter algorithm. Then, the principles of resolution and ambiguity are presented.
Simulations are used to validate the use of a generalized analytical PSF in the near-field.
Experimental data demonstrate the value of 3-D resolution in clutter reduction.

In Chapter 3, a set of sparse apertures and their simulated PSFs are presented. The
RSM algorithm is introduced and it is shown that the RSM technique can be paired
with a random aperture to generate ambiguity-free imagery. A systematic method of
subaperture selection is applied to the RSM algorithm to improve convergence speed.
Model data and experimental data are used to demonstrate the use of this technique in
practical scenarios.

Chapter 4 presents a modification to the RSM algorithm that removes both grating
lobes and sidelobes in imaging scenarios involving uniformly and sparsely sampled
apertures. A condition on the SAR parameters for grating lobe removal is derived. Both
the algorithm and the necessary condition for grating lobe removal are validated with
simulated, modeled, and experimental data.

Chapter 5 provides concluding remarks and discusses future work.
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Chapter 2 |
Synthetic Aperture Radar

2.1 SAR Configuration and Point Target Response
The analysis in this chapter assumes a radar system that operates using a stepped-
frequency waveform. In this approach, sinusoidal signals are transmitted at discrete
frequencies fl ranging from fc − B

2 to fc + B
2 (where B is the system’s bandwidth and fc

is the center frequency), in ∆f increments, and phase and magnitude information from
the scattered signals is collected at each frequency step. To obtain a 2-D or 3-D radar
image, the radar transmitter and receiver are moved across a synthetic aperture and the
frequency stepping procedure is repeated at each sampling position along the aperture.
A monostatic configuration is considered in this chapter, with propagation taking place
in free-space. The coordinate system is chosen such that the image is centered at the
origin, while the radar is placed at some range from the origin, as shown in Fig. 2.1.
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Figure 2.1. Aperture, image area, and point-target, with angles defined to the aperture center.

The SAR system considered here operates with a fixed aperture length and all aperture
samples are used in focusing each image pixel/voxel, similar to a SAR system operating
in spotlight mode. This is different from strip-map operation, where only a portion of
the synthetic aperture is used in the image formation of each pixel/voxel.

Position vectors are referenced to the center of the aperture, as shown in Fig. 2.2. A
point-target at the Cartesian position (xø, yø, zø) is characterized by the position vector
r⃗ø =

[
xø − xa yø zø − za

]T
. Furthermore, the length of r⃗ø is denoted by rø = |r⃗ø|.

The complex voltage signal received by the radar at aperture sample
r⃗m =

[
0 ym zm − za

]T
and frequency fl depends on the transmit and receive antenna

gains, the target scattering characteristics, and the radar-target propagation path [39].
Accounting for all of these factors requires knowledge of each factor, and modeling them
requires full-wave, computationally-intensive electromagnetic-wave solvers. It is assumed
that the antennas have frequency-independent gains and omnidirectional patterns within
the SAR system’s integration angle. The wavelength factor relating effective area and
gain is ignored as well. It is also assumed that the scattering from the point-target is
frequency- and angle-independent. Finally, path loss is ignored.

These simplifications result in the following expression for the point target response
(PTR):
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PTR(r⃗ø, r⃗m, fl) = A exp (−j2kl|r⃗ø − r⃗m|) , (2.1)

where kl = 2πfl

c
is the wavenumber characterizing the radar wave propagation and A is a

constant amplitude factor.

Point Target
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Figure 2.2. Top view of scene showing position vectors referenced to the center of the aperture.

2.1.1 PTR Phase

The PTR in Eq. (2.1) represents the received signal at aperture position m using frequency
l. A single aperture position and a single frequency yields a single phase value. These
parameters take a range of values throughout this chapter, and simulations are used to
demonstrate their effects.

A point-target is simulated at the origin. The SAR parameters are derived from an
experimental testbed introduced in Section 2.5. The radar testbed operates over the
band from 2.2 to 3.7 GHz, with a 1.5-MHz sampling step size. The aperture center is
fixed at the point r⃗m =

[
4 0 2

]T
m. Since the aperture position is fixed, |r⃗ø − r⃗m|

is a constant. The phase of the received signal, Φ(r⃗ø, r⃗m, fl), linearly increases with
frequency. Taking the derivative of the phase function yields the slope:
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∂Φ
∂f

= 4π

c
|r⃗ø − r⃗m|. (2.2)

The slope of the PTR is a function of the range to the target. The received signal is a
sinusoid whose frequency increases with the range to the target. A PTR is simulated
using the point-target described above and a frequency band from 2.2 GHz to 2.6 GHz.
The signal is oversampled so that the shape of the sinusoid is clear to the reader. The
simulated PTR is plotted with respect to frequency in Fig. 2.3. As the range (slope of
the phase in Eq. (2.2)) increases, the frequency of the sinusoid increases.
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Figure 2.3. Real and imaginary components of the PTR for a simulated point-target.

In traditional stripmap SAR, the platform moves along a linear path past a scene of
interest. For a fixed frequency, the phase of the received signal is proportional to the
range from the radar to the target. This is demonstrated in the following simulation.
A linear flight path at a height of z = 2 m and with length Dy = 5 m is considered.
The range from each aperture position to the point-target is plotted in Fig. 2.4. As
aperture position is changed linearly, the range changes approximately quadratically,
with a minimum occurring at the cross-range position of the target.
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Figure 2.4. Range to a point-target along a linear aperture.

The real and imaginary components of the PTR are plotted with fl = 3 GHz in Fig. 2.5.
As frequency increases, the rate of oscillation increases. The rate of these oscillations
determines how quickly a target response becomes incoherent at pixels other than the
target pixel. This is the principle underlying cross-range resolution and cross-range
ambiguity.
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Figure 2.5. Real and imaginary components of a PTR at a fixed frequency for a simulated
point-target.

2.2 Point Spread Function
The imaging process maps reflectivity values to pixel/voxel locations. Data are collected
in the frequency domain at a single aperture position m, creating a point-target response
whose phase slope is a function of the range to the target. The frequency samples are
collected at fl = fc + l∆f where l = −L

2 , ..., L
2 − 1. Since the signal is sampled in the

frequency domain, an inverse discrete Fourier transform (IDFT) is used to compute the
time-domain response of the point-target, also known as the point spread function (PSF).
An P -point IDFT operation is given by [40],

x(p) = 1
L

L
2 −1∑

l=− L
2

X(k) exp
(

j2π
kp

P

)
, (2.3)

where x(p) is the time-indexed variable with index p = P
2 − 1, ..., P

2 − 1, X(l) is the
frequency indexed variable with index l = −L

2 , ..., L
2 − 1, and L ≤ P . The frequency

domain is incremented by ∆f and the range domain is incremented by ∆r. The size of
the DFT is related to the incrementing variables by P = c

2∆f∆r
. Substituting for P , the

following analysis determines the PSF. Throughout the analysis, constant phase terms
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are removed.

PSF(p) = 1
L

L
2 −1∑

l=− L
2

PTR(r⃗ø, r⃗m, l) exp
(

j2π
2l∆fp∆r

c

)

= 1
L

L
2 −1∑

l=− L
2

exp
(

−j
2π(fc + l∆f)

c
2|r⃗ø − r⃗m|

)
exp

(
j2π

2l∆fp∆r

c

)

= 1
L

L
2 −1∑

l=− L
2

exp
(

−j
4πl∆f

c
|r⃗ø − r⃗m|

)
exp

(
j4π

l∆fp∆r

c

)

= 1
L

L
2 −1∑

l=− L
2

exp
(

j
4πl∆f

c
(p∆r − |r⃗ø − r⃗m|)

)

=
sin

(
2πL∆f∆r

c

(
p − |r⃗ø−r⃗m|

∆r

))
L sin

(
2π∆f∆r

c

(
p − |r⃗ø−r⃗m|

∆r

)) .

(2.4)

The final step in Eq. (2.4) is performed using the geometric series formula:

P
2 −1∑

p=− P
2

exp (jpu) = exp
(

−j
u(P − 1)

2

) sin
(

uP
2

)
P sin

(
u
2

) . (2.5)

The resulting PSF is an aliased sinc function [39]. An example is simulated in Fig. 2.6,
using a frequency band from 2.2 to 3.7 GHz with a 5–MHz frequency step size. The PSF
is plotted with respect to the range vector, rp = p∆r, for p = 0, ..., P − 1. The range of
the target is 4.472 m.
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Figure 2.6. 1-D PSF generated at a single aperture position

An important property for an imaging radar is its resolution, which is the ability to
separate closely spaced targets. According to the Rayleigh Criterion, the resolution of the
signal is given by half the mainlobe width [39]. The radial resolution, or range resolution,
is found by setting the numerator of the digital sinc equal to zero. Equivalently, this is
found by setting the argument of the sine function in the numerator equal to π. The
resolution is solved as

2πL∆f∆r

c

(
p − |r⃗ø − r⃗m|

∆r

)
= π

2B

c

(
p∆r − |r⃗ø − r⃗m|

∆r

)
= 1

2B

c
(rp − |r⃗ø − r⃗m|) = 1

δr = c

2B
,

(2.6)

where B = L∆f is the bandwidth of the signal, rp = p∆r is the range vector, and
δr = rp − |r⃗ø − r⃗m| is the change in range. The resolution for the PSF above is 0.1 m.

Resolution is determined by the mainlobe width of the time-domain signal. At a
single aperture position, only the range to the observed target can be determined; no
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other position information is available. From a 3-D imaging perspective, the target
response is a sphere of radius |r⃗ø − r⃗m| centered around the aperture position. This is
simulated for the single-point aperture case, with a frequency band from 2.2 to 3.7 GHz.
The resulting 3-D image is shown in Fig. 2.7. The ambiguity sphere is centered around
the aperture, and intersects the target’s position at the origin. A 2-D image is formed
by the intersection of the ambiguity sphere with the image formation plane (IFP) [41].
In this case, the IFP is the ground plane. The response in the ground plane is a circle,
centered in x and y around the center of the aperture.

(a) (b)

Figure 2.7. a) 3-D ambiguity of a single point and b) the 2-D ambiguity formed in the ground
plane.

A pixel at the cartesion position (x, y, z) is characterized by the position vector
r⃗ =

[
x − xa y z − za

]T
. The range from aperture sample m to the pixel at r⃗ is given

by |r⃗ − r⃗m|. Next, the index, p, that yields min
p

rp − |r⃗ − r⃗m| is found. The value of
the pixel at r⃗ø is the complex value of the range profile at index p. This process is
repeated for each pixel within the imaged area. The value of the pixel at r⃗ using aperture
position m is Im(r⃗) = PSFr(p). This is repeated at each aperture position, and the
resulting images are summed to generate the final complex image. This process is known
as time-domain backprojection or the delay-and-sum algorithm.

Backprojection is simulated below. An aperture of 333 elements with a separation of
0.006 m is used. The total aperture length Dy is 2 m. The target is at the origin, and
the frequency band from 2.2 to 3.7 GHz is used. The frequency step size is 5 MHz. At
each aperture position below, there is a circle of ambiguity centered around the aperture
element. Each of the circles contains the origin at its peak, but the radius of the circle
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changes as the range from the aperture element to the target changes. This causes
energy to add coherently at the origin and destructively interfere at other points. This
is demonstrated in Fig. 2.8 The target response is resolved along the circle around the
center of the aperture. Energy also focuses at a mirrored point on the other side of the
aperture. In practice, antennas are directional and imagery is only formed close to the
antenna line-of-sight, so this ambiguity can be ignored.

𝒎𝒎 = 𝟏𝟏 𝒎𝒎 = 𝟐𝟐 𝒎𝒎 = 𝟑𝟑𝟑𝟑𝟑𝟑 𝒎𝒎 = 𝟑𝟑𝟑𝟑𝟑𝟑

∑

Figure 2.8. Diagram demonstrating the combination of data to generate backprojection
imagery.

As shown in Fig. 2.8, adding aperture elements in the horizontal direction resolves the
image in the azimuthal direction. The aperture domain can be considered as the inverse
of the image domain, so a wide aperture results in narrow resolution. The aperture above
provides no vertical resolution because it has no vertical extent. The 3-D image resulting
from the above aperture is shown in Fig. 2.9. The resulting ambiguity is a ring of radius,∣∣∣∣r⃗ø −

[
0 yø 0

]T∣∣∣∣ centered around the aperture at the cross-range position of the target.
The strongest 20 dB of the response is plotted.
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Figure 2.9. Image with cross-range resolution, but no vertical resolution.

Next, a grid of 2-D aperture points is simulated to show the resulting vertical
resolution. The aperture is a square grid, shown in Fig. 2.10, with 0.05-m spacing in
both the horizontal and vertical directions.

-3 -2 -1 0 1 2 3

y (m)

0.5

1

1.5

2

2.5

3

3.5

z
 (

m
)

Figure 2.10. Vertical grid aperture

The resulting PSF is shown in Figure. 2.11. The added vertical dimension on the
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aperture results in vertical resolution.

Figure 2.11. 3-D PSF resulting from the grid aperture.

Closed-form analytic expressions for the PSF are derived using the matched filter
algorithm [39], which is equivalent to the backprojection algorithm described above. In
this approach, the radar received signal is correlated with the PTR of a hypothetical
point-target at an image cell located at r⃗ to estimate the reflectivity at that image cell.
In practice, only the conjugate phase of the PTR is used in the matched filter’s transfer
function. The PSF can be expressed as

PSF (r⃗, r⃗ø) =
L
2 −1∑

l=− L
2

M
2 −1∑

m=− M
2

PTR (r⃗ø, r⃗m, fl) exp (j arg{PTR∗ (r⃗, r⃗m, fl)}) ,

=
L
2 −1∑

l=− L
2

M
2 −1∑

m=− M
2

exp (−j2kl (|r⃗ø − r⃗m| − |r⃗ − r⃗m|)) ,

(2.7)

where L is the number of frequency steps, M is the number of aperture samples, and
arg{·} is the phase of the expression between the brackets.

In the most general case, the expression in Eq. (2.7) cannot be further simplified,
so the only way to rigorously determine the imgaing system’s resolution would require
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numeric simulations. However, analytic expressions for the resolution can be established
if certain simplifying assumptions are made.

First, the aperture vector length |r⃗m| is assumed to be much smaller than the pixel
and target vector lengths, |r⃗| and |r⃗ø|, respectively. This is equivalent to assuming a
narrow aperture. Making use of this assumption, the range to a pixel from aperture
sample m is approximated:

|r⃗ − r⃗m| ≈ r − yym + zzm

r
. (2.8)

A derivation of this approximation is available in Appendix A. A similar approximation
can be established for the range |r⃗ø − r⃗m| to obtain

|r⃗ø − r⃗m| − |r⃗ − r⃗m| ≈ rø − r − yøym + zøzm

rø
+ yym + zzm

r
. (2.9)

Furthermore, the approximation r ≈ rø is applied in the denominators in Eq. (2.9). This
assumption implies that the investigated pixel is relatively close to the point-target.
Finally, it is assumed that kl ≈ kc in the exponentials concerning y and z, implying
a narrow bandwidth. These assumptions allow the double sum to be separated. The
resulting PSF is approximated by the following expression:

PSF (r⃗, r⃗ø) =
L
2 −1∑

l=− L
2

exp (−j2kl (rø − r))

M
2 −1∑

m=− M
2

exp
(

−j2kc
ym (y − yø)

rø

)
exp

(
−j2kc

zm (z − zø)
rø

) (2.10)

In the following two subsections, a linear horizontal aperture and a grid like 2-D
vertical aperture are considered.

2.2.1 Linear Aperture

A linear synthetic aperture oriented along the y axis is considered first, as shown in
Fig. 2.1. The aperture is centered at y = 0 m and sampled at coordinates ym in ∆y

incremeents, with m = −M
2 , ..., M

2 − 1, while xa and za are the other two (fixed) aperture
sample coordinates. The image is created in the ground plane (z = 0 m) and we consider
a target placed in the ground plane as well (zø = 0 m).
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For that configuration, the resulting PSF is:

PSF (r⃗, r⃗ø) =
L
2 −1∑

l=− L
2

exp (−j2kl (rø − r))
M
2 −1∑

m=− M
2

exp
(

−j2kc
ym (y − yø)

rø

)
. (2.11)

Each of the separate factors is computed based on the geometric series formula. The
resulting PSF is

PSF (r⃗, r⃗ø) ≈
sin

(
2πB

c
(rø − r)

)
sin

(
2π∆f

c
(rø − r)

) ×
sin

(
2πAy

røλc
(y − yø)

)
sin

(
2π∆y
røλc

(y − yø)
) , (2.12)

where B = L∆f is the system bandwidth and Ay = M∆y is the aperture length.

2.2.2 Vertical Grid Aperture

Next, the grid-like vertical aperture shown in Fig. 2.12 is analyzed. The grid is centered
at (xa, 0, za) and treated as a set of N horizontal apertures, each containing M samples.
Samples are uniformly spaced in y and z directions with a spacing of ∆y and ∆z,
respectively. The image is now created in a 3-D cube, and the target is placed at an
arbitrary position within the cube.

The analysis begins with Eq. (2.11); however, there are now N linear apertures, so a
summation is added over n ∈ {−N

2 , ..., N
2 − 1}. Aperture sample height is now a function

of zn and the resulting PSF contains three separable summations:

PSF (r⃗, r⃗ø) =
L
2 −1∑

l=− L
2

exp (−j2kl (rø − r))
M
2 −1∑

m=− M
2

exp
(

−j2kc
ym (y − yø)

rø

)
N
2 −1∑

n=− N
2

exp
(

−j2kc
zn (z − zø)

rø

) (2.13)
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Figure 2.12. Grid aperture samples.

The resulting approximate PSF is:

PSF(r⃗, r⃗ø) ≈
sin

(
2πB

c
(rø − r)

)
sin

(
2π∆f

c
(rø − r)

) ×
sin

(
2πAy

røλc
(y − yø)

)
sin

(
2π∆y
røλc

(y − yø)
) ×

sin
(

2πAz

røλc
(z − zø)

)
sin

(
2π∆z
røλc

(z − zø)
) . (2.14)

2.3 Resolution and Ambiguity
According to the Rayleigh Criterion, the system’s resolution is taken as half the mainlobe
width in each direction [39]. The PSF expressions derived for the linear and grid apertures
are identical in the radial and y directions. The radial terms in each PSF can be expanded
in terms of x, y, and z using the following relations:

r = x cos θ cos ϕ + y cos θ sin ϕ + z sin θ

rø = xø cos θø cos ϕø + yø cos θø sin ϕø + zø sin θø.
(2.15)

23



where z = zø = 0 m for the linear aperture. Again, we assume that the pixel is close to
the target, so that θ ≈ θø and ϕ ≈ ϕø. The range vector difference is given by

rø − r ≈ (xø − x) cos θø cos ϕø + (yø − y) cos θø sin ϕø + (zø − z) sin θø

= (xø − x) (xø − xa)
rø

+ (y − yø) yø

rø
+ (zø − z) (zø − za)

rø

(2.16)

This shows that the first sinc expression in Eq. (2.14) can determine resolution in both
the x, y, and z directions. The resolution in each dimension is related to the radial
resolution from Eq. (2.6) by

δx = δrrø

|xø − xa|
,

δy = δrrø

|yø|
,

δz = δrrø

|zø − za|
.

(2.17)

where rø =
√

(xø − xa)2 + y2
ø + (zø − za)2. The resolution in each dimension is determined

by the minimum between the contributing expressions.

δx = c

2B

rø

|xø − xa|

δy = min
(

λcrø

2Ay

,
c

2B

rø

|yø|

)

δz = min
(

λcrø

2Az

,
c

2B

rø

|zø − za|

)
.

(2.18)

It is assumed that the squint angle ϕs is small. Typically, the radial component of the
resolution, relating to the bandwidth, determines the down-range resolution, δx. In the y

and z dimensions, the size of the aperture in that dimension determines resolution. These
expressions demonstrate the dependence that resolution has on target position. The
resolution in the downrange dimension is degraded as |yø| increases but is improved as
the height of the target approaches za. The cross-range resolution of the target improves
as the down-range position of the target approaches xa and as the height of the target
approaches za. Vertical resolution improves as the down-range position of the target
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approaches xa and degrades as |yø| increases. For the linear aperture, there is no vertical
extent (Az = 0 m) and rø ≫ |zø − za|, so there is no vertical resolution.

The nulls of the denominators in the PSFs determine the locations of the image
grating lobes. It is of interest to determine the distances from the mainlobe to the first
grating lobe in each dimension. This is known as the unambiguous image size. These are

Du
x = c

2∆f

rø

|xø − xa|
,

Du
y = min

(
λcrø

2∆y
,

c

2B

rø

|yø|

)
,

Du
z = min

(
λcrø

2∆z
,

c

2B

rø

|zø − za|

)
.

(2.19)

The analysis from this section indicates the parameters in the system design that
can be used to set the resolution and unambiguous ranges. For improved down-range
resolution (small δx), a wide frequency bandwidth is necessary, as well as a small slant
angle. To improve the cross-range resolution (decrease δy), a wide aperture, higher
frequencies, and a short radar-image range should be used. The unambiguous ranges
can be increased by reducing the sampling step size in frequency and aperture position,
respectively. Cross-range resolution is dependent on squint angle, which is defined as
the angle between antenna boresight and a vector perpendicular to the direction of
travel. To improve resolution (decrease δy) under this condition, a wide aperture, higher
frequencies, and a short radar-image range should be used. At large squint angles,
cross-range resolution is improved by increasing signal bandwidth. This dissertation
examines geometries with a small squint angle. Unambiguous range is determined by
sampling step size in frequency and aperture.

It should be noted that the radar sensing configurations addressed in this dissertation
do not satisfy the narrow bandwidth and narrow aperture assumptions made in this
chapter. Particularly, the experimental setup described in Section 2.5 involves a wide
frequency band and a wide angle aperture. Nevertheless, the formulas established in
Section 2.2 are still useful in characterizing an imaging system.

2.4 Simulations
The expressions derived in Section 2.2 are verified herein using simulated PSFs. Any
amplitude factors are ignored, such that all PSFs are normalized to their peak magnitudes.
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The matched filter method from Eq. (2.7) is used to form simulated PSFs. The analytical
PSFs derived in Section 2.2 are compared with the simulated PSFs to determine their
validity. A target is simulated at (xø, yø, zø) = (−1, 0.5, 1.5) m using the two types of
apertures referenced in Section 2.2. This position is used to demonstrate that the derived
PSF expressions are valid at any target position. As in the previous derivations, the
aperture is set at a fixed across-track position, xa = 4 m. Both the linear aperture and
the vertical grid aperture have horizontal extents of Dy = 5 m. The spacing between
samples is ∆y = 0.006 m. For the grid aperture, the vertical extent is Dz = 1.4 m,
and the vertical spacing between samples is ∆z = 0.05 m. The frequency band of the
simulation spans from 2.2 to 3.7 GHz with a 1.5-MHz sampling step size.

Figure 2.13. Linear and grid apertures and a point-target.

The simulated apertures and point-target are shown in Fig. 2.13. Typically, images
formed using a linear aperture are created in the ground plane. The images in Fig. 2.14
are formed in two horizontal planes. A Hanning window was applied in both range and
aperture dimensions in these images for sidelobe control. The first image is formed at the
height of the target (1.5 m), and the second image was formed in the ground plane. Since
there is no vertical resolution, the target response strength is the same at both heights.
The image created at the target height shows the target at the correct (x, y) position
and maintains the resolution dictated by the SAR parameters. The target response in
the ground plane is shifted in across-track position.
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(a) (b)

Figure 2.14. Image of point-target at (xø, yø, zø) = (−1, 0.5, 1.5) m created using a linear
aperture with the image formation plane set to (a) z = 1.5 m and (b) z = 0 m.

The shift in across-track position is due to the nature of the vertical ambiguity of
the radar image. Resolution is achieved on a sphere whose radius is the range from the
center of the aperture to the target. Due to the lack of vertical resolution, a circle of
ambiguity appears in the vertical plane perpendicular to the antenna’s direction of travel.
This circle, shown in Fig. 2.15, occurs at the cross-range position of the target. Vertical
resolution resolves the ambiguity along this circle. The lack of vertical resolution results
in out-of-plane scatterers and clutter projecting onto the image plane, degrading the
target detection performance [42].
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Figure 2.15. Circle of ambiguity around a linear aperture at a fixed cross-range position.

The expected resolution in each dimension at the height of the target is δx = 0.101 m
and δy = 0.051 m. 1-D slices of the image created at z = 1.5 m are shown in the x and
y dimensions below. These slices are compared with the formulas in Eq. (2.12). From
Fig. 2.16, it is clear that the analytic PSF follows the simulation closely. The simulated
resolution in the x-direction was 0.104 m, which is a slight deviation from the derived
resolution. In the y-direction, the simulated resolution is 0.06 m, which is 4 mm larger
than the analytical resolution. The simulated and analytical PSFs increasingly diverge as
a function of distance from the mainlobe. This occurs because the narrow band, narrow
aperture and small image assumptions used in the PSF derivation are not satisfied. For
the set of SAR parameters considered here, the wavefront curvature is large, so coherence
is lost quickly away from the target. However, these differences in side-lobe magnitude
do not detract from the utility of the PSF analysis. The resolution formulas derived for
an image formed in the xy-plane using a linear aperture are adequately accurate for the
purpose of determining the properties of an image given a set of radar parameters.
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Figure 2.16. Comparison plots of the simulated and analytic PSFs for the linear aperture in
the (a) x and (b) y directions over the target peak.

Next, the derived PSF for a vertical grid is compared with simulated data. Figure 2.17
shows images formed in horizontal planes placed at z = 1.5 m and z = 0 m for the
vertical grid aperture and target shown in Fig. 2.13. These images were formed using
a Hanning window in both the range and aperture dimensions. The dynamic range is
increased from 40 dB to 50 dB so that the artifacts in the ground plane image are visible.
The target is only present in the image formed at 1.5 m, which is the height of the target.
Vertical resolution has removed the ambiguity between those two images. The image
formed at the ground plane shows sidelobes from the target PSF. The strongest response
of these sidelobes is about 35 dB weaker than the peak of the target response.

(a) (b)

Figure 2.17. Image of point-target at (xø, yø, zø) = (−1, 0.5, 1.5) m created using a vertical
grid aperture with the image formation plane set to (a) z = 1.5 m and (b) z = 0 m.

Fig. 2.18 shows an image in the xz-plane at the cross-range position of the point-
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target. Vertical resolution is realized in the circle of ambiguity around the aperture whose
radius is equal to the range from the center of the aperture to the target. With vertical
resolution, a target is imaged at the true height and is not projected into any 2-D image
plane. This is true for any scattered response, including clutter.

Figure 2.18. Image in the xz-plane at the cross-range position of a point-target using a
vertical grid aperture.

Next, the resolution of the analytic PSF is compared with that of the simulated PSF.
According to Eq. (2.18), the resolution in the x-, y-, and z-directions are, respectively,
given as δx = 0.101 m, δy = 0.051 m, and δz = 0.185 m. Amplitude values through the
center of the target are shown in the x, y, and z directions for both the analytical and
simulated PSF in Fig. 2.19. In both the x-and y-directions, the simulated PSFs showed
the same results as in the case of the linear aperture. In the z-direction, the simulated
PSF had a resolution of 0.198 m, which is 7 mm coarser than that of the analytical PSF.
Thus, in the vertical dimension, the analytical expression is also valid.
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Figure 2.19. Comparison plots of the simulated and analytic PSFs for the vertical grid
aperture in the (a) x-, (b) y-, and (c) z-directions over the target peak.

These PSF simulations agree well with the analytical expressions derived in Sec. 2.2
despite the approximations applied in those derivations. This is particularly true with
regard to the PSF’s mainlobe, which determines the imaging system’s resolution. The
resolution is the most important performance metric of the imaging system, indicating
the system’s ability to accurately represent the scene under investigation.

Next, the effects of aperture sampling on grating lobe spacing are investigated. Data
are simulated for a point-target using an undersampled linear aperture and a vertical
grid aperture that is undersampled in both the vertical and horizontal directions. The
expressions in Eqs. 2.12 and 2.14 are compared with the simulated results to determine
their validity in estimating grating lobe position, magnitude, and shape.

First, a linear aperture is considered, with Ay = 2 m, xa = 4 m and za = 2.0660
m. The aperture is sufficiently sampled, so grating lobes are not present in the image.
Data are simulated for a point-target at (xø, yø, zø) = (0, 0, 1.5) m. The aperture and
point-target are shown in Fig. 2.20.
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Figure 2.20. Linear aperture and point-target.

The resulting image in xy-plane at z = 1.5 m is shown in Fig. 2.21. A window is
applied in the frequency domain for range sidelobe suppression. A window is not applied
in the aperture domain to preserve sidelobes for analysis.
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Figure 2.21. Image formed for aperture and point-target in Fig. 2.20.

The position of these artifacts can be described using ambiguity spheres around
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specific aperture points. First, the sidelobes are distributed on the intersection of the
image formation plane with the sphere of ambiguity around the aperture position at the
same cross-range position as the target. In this case, this is the central sample on the
aperture. This aperture sample position is (xc, yc, zc) = (4, 0, 2.0660) m. The intersection
of a plane and a sphere is a circle in that plane. The radius of this circle is the ground
range from the aperture sample to the target, rg,c =

√
(xc − xø)2 + (yc − yø)2. The image

formation plane is at the height of the target zø. The equation of the circle is given by

(x − xc)2

r2
g,c

+ (y − yc)2

r2
g,c

= 1. (2.20)

Next, the cat whiskers are distributed along the intersections of the IFP with ambiguity
spheres centered around the two ends of the aperture. The positions of the ends of the
aperture are given by (x1, y1, z1) = (4, −1, 2.0660) m and (x2, y2, z2) = (4, 1, 2.0660) m.
Circles describing the intersections of IFPs and ambiguity spheres follow the formula in
Eq. (2.20). Fig. 2.22 shows the circles discussed above. The image of the point-target
is plotted below with the aperture for reference. The circle around the center of the
aperture is plotted in green. The circle containing the cat whisker sidelobes are plotted
in red. These are labeled as bounding circles.
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Figure 2.22. Image of point-target formed using a linear aperture, annotated with curves
containing artifacts of interest.

33



These circles are important in determining the distribution of grating lobes in un-
dersampled apertures. Close to the target, the assumptions used to derive Eq. (2.12)
are valid. At these points, the grating lobes are distributed along the circle around the
center of the aperture. Furthermore, it can be assumed that they are displaced in the
y-direction only. As the grating lobes occur further from the target, they appear diffused
and do not match the analytical expression as well, with the energy dispersed between
the inner and outer bounding circle. This is demonstrated using the sparse aperture in
Fig. 2.23.

Figure 2.23. Undersampled linear aperture.

The resulting image is shown in Fig. 2.24. As discussed before, the grating lobes
close to the target are similar in shape to the primary target response. Further from the
target, the energy is more dispersed.
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Figure 2.24. Image formed using undersampled linear aperture.

Fig. 2.25 shows a comparison between a slice of this PSF at x = 0 m and the analytical
PSF. The close match between the simulated and analytical target response were already
demonstrated in Fig. 2.16. Here, the grating lobes and sidelobes are examined. In the
analytical PSF, the pattern repeats with no deviations. This is due to the assumption
that the aperture and bandwidth are both narrow. This simulation uses both a wide
aperture and a wide bandwidth, so the grating lobes do not follow the same pattern.
As the image sampling point gets further from the target, the width of the grating lobe
peaks spread in both range and cross-range, while their amplitudes decrease.
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Figure 2.25. Comparison between an analytical and simulated PSF for an undersampled
linear aperture in the cross-range direction.

The error in peak location is shown in Table 2.1. The PSF is symmetrical because
the target is centered with respect to the aperture, so only the grating lobes on one side
of the target are considered. Grating lobes of the same order have the same values. The
error in the peak position is extremely small for the grating lobes considered here.

Table 2.1. Grating lobe position and position error for a simulated undersampled linear
aperture.

Peak
Order

Analytical
Location (m)

Simulated
Location (m)

Error
(m)

1 0.41 0.42 0.01
2 0.82 0.825 0.005
3 1.23 1.245 0.015

The main differences between the simulated and analytical data are the peak value and
the grating lobe width. In the analytical PSF, each grating lobe has the same magnitude
and width as the mainlobe. The magnitude of the mainlobe peak is normalized to 0
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dB, and the nominal image cross-range resolution is δz = 0.105 m. Table 2.2 shows the
simulated peak magnitude and grating lobe width for the first three grating lobes. The
the first grating lobe has half the power of the mainlobe. The power drops off greatly
from there. Also, the resolution of the first grating lobe is very close to the mainlobe
resolution.

Table 2.2. SCR in imagery created using grid aperture and linear aperture.

Peak
Order

Simulated
Peak

Magnitude
(dB)

Simulated
Peak Width

(m)

0 0 0.084
1 −2.99 0.1125
2 −8.10 0.1950
3 −11.69 0.2150

For the vertical grid aperture, grating lobes are now resolved to specific heights
depending on where the sampling occurs. The same principles apply to the grating lobes
for the grid aperture. Grating lobes farther from the target response have lower peaks
and are more dispersed. The slant angle from the center of the aperture will cause a slight
tilt to the response. Fig. 2.26 shows a sparse vertical grid aperture and a point-target
at (xø, yø, zø) = (0, 0, 1.5) m. The aperture lengths of the aperture are Ay = 0.8 m and
Az = 0.8 m, while the aperture sample spacings are ∆y = 0.4 and ∆z = 0.4 m.
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Figure 2.26. Undersampled grid aperture and a point-target.

The resulting image is shown in Fig. 2.27.

Figure 2.27. 3-D image formed using an undersampled grid aperture.

A plot through the target in the y-direction is plotted in Fig. 2.28. The same pattern
is present as in the linear aperture. The width and magnitude of the grating lobe are
similar to those of the mainlobe at the target location, and the third grating lobe is more
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diffused.
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Figure 2.28. A plot along the y-axis through a point-target.

A plot through the target in the z-direction is shown in Fig. 2.29. Again, the resolution
of the simulated PSF is finer than the analytical PSF. The simulated PSF in this direction
is asymmetrical due to the slant angle from the aperture to the target. This disperses
the energy below the target quickly. The grating lobes above the target remain strong.
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Figure 2.29. A plot along the z-axis through a point-target.
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In this section, simulated PSFs were compared with the analytical PSFs in Eqs. 2.12
and 2.14. The analytical expressions were derived using a set of assumptions that were not
satisfied by the investigated SAR configuration; however, by comparing these expressions
with rigorous numerical simulations, it was shown that the analytical expressions provided
accurate estimates of important SAR parameters such as resolution and grating lobe
spacing. This is an important result for expediting the process of estimating SAR
system performance, as well as establishing a baseline for the system design. Analytical
expressions provide a much quicker method of calculation than numerical simulations,
with a negligible difference in accuracy, and they play an important role in the analysis
presented in Chapters 3 and 4.

2.5 Experimentation
In this section, the concept of vertical resolution is investigated further using measured
radar data. A radar was placed on a linear scanning system, shown in Fig. 2.30a. This
consists of both a horizontal and vertical linear scanner, which is able to step through
positions to generate a desired aperture.

The observed test scene is shown in Fig. 2.30b. Two surrogate metal landmines,
with a diameter of 0.3454 m and a height of 0.09 m, are used. The landmines are
placed 4 m in ground range from the scanner axis. They are labeled Target 1 and
Target 2, with Target 1 placed at a height of 1.4 m and Target 2 at a height of 0.7 m.
This experiment is designed to demonstrate the resolution afforded by the vertical grid
aperture. Furthermore, it is used to demonstrate the importance of vertical resolution in
imaging objects above the ground.
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(a) (b)

Figure 2.30. a) Scanner at ARL facility capable of both vertical and horizontal scanning. b)
Two landmines stacked vertically using styrofoam blocks.

The radar used to collect the data uses a Xilinx RF system-on-a-chip digital back-end
paired with a custom RF front end. The operating band of this system is 2.2 to 3.7 GHz.
A stepped-frequency waveform with a 1.5-MHz frequency step-size is used. The grid
aperture was sampled with an along track spacing of 0.006 m and a vertical spacing of
0.05 m. The across-track position of the scanner remains at 0 m.

The two apertures are shown in Fig. 2.31. In the first experiment, data were collected
with a linear aperture at a height of 2 m. Since the linear aperture does not achieve
vertical resolution, the imagery is formed in the ground plane. Data collected with a
vertical grid aperture have vertical resolution. Thus, a 3-D image can be created. Imagery
is shown as slices through the 3-D volume.
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Figure 2.31. Linear aperture, two landmines, and the image area.

The ground plane image created using the linear aperture is shown in Fig. 2.32.
Energy from objects at all heights are projected onto the ground plane. Thus, even
though these two targets are at different heights, it is difficult to distinguish them from
one another in the ground plane image. Furthermore, all clutter in the surrounding
environment that may be at different heights is projected into this area.

Figure 2.32. Ground plane image of the test scene using data collected with a linear aperture.

The images of the targets obtained with the 3-D imaging system, in horizontal planes
at z = 0.7 m and z = 1.4 m, are shown in Fig. 2.33
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(a) (b)

Figure 2.33. Horizontal slices of 3-D image containing vertically displaced landmines at (a)
z = 0.7 m and (b) z = 1.4 m.

The ability to detect targets in these images can be determined using SCR. This
ratio is defined as the ratio of the peak of the target to the mean of the pixel/voxel
power. Table 2.3 shows a list of SCR values for both of the landmine targets from the
images created using the linear aperture and vertical grid aperture. A circle of radius
0.3 m is used to remove the landmine from the calculation of the mean clutter power.
For the linear aperture, the image was created in the ground plane, so the target and
clutter values were taken from the same image for both Target 1 and Target 2. In general,
the images generated using the vertical grid apertures had better SCRs, resulting from
the spatial separation of the clutter. The SCR improvement using a grid aperture was
10.8 dB for Target 1 and 11.9 dB for Target 2. Part of why the SCR was smaller when
using a linear aperture was because Target 1 was included in the clutter mean for the
SCR calculation for Target 2, and vice versa. Spatially separating these targets would
improve the SCR.

Table 2.3. SCR in imagery created using grid aperture and linear aperture.

Target Aperture Peak (dB) Mean (dB) SCR (dB)
Target 1 Linear 59.3 34.3 25.0
Target 2 Linear 55.9 34.3 24.7
Target 1 Grid 59.8 24.1 35.8
Target 2 Grid 55.7 22.2 33.6
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Fig. 2.34 shows a comparison between a yz-slice of the image created using a vertical
grid at the cross-range position containing the targets. A model was created using
the same geometry and set of frequencies using the ARL finite-difference time-domain
(AFDTD) electromagnetic modeling software [43]. A simplified landmine model was used
to represent the target scene. There is excellent agreement between the images created by
the measured data and the modeled data. This shows that most of the artifacts present
in the experimental image are signals and sidelobes created by the targets themselves,
rather than artifacts from clutter or the imaging procedure.

(a) (b)

Figure 2.34. Comparison of imagery in an across-track-vertical slice of the 3-D image at the
along track position of the landmine targets between (a) experimental data and (b) modeling
data.

Finally, Fig. 2.35 shows a 3-D image created using the 3-D data volume from the grid
aperture data. The data are rendered by varying the opacity of the image proportionally
with the voxel strength. The strongest voxels are the most opaque and the weakest voxels
are transparent, and each dB correlates to 5% of transparency. A 20-dB dynamic range
is used for this representation so that the targets are displayed clearly; however, with
this representation the two targets are easily identified and localized in 3-D space.
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Figure 2.35. 3-D image of landmines.
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Chapter 3 |
Imaging Artifacts and the
Recursive Sidelobe Minimization
Technique

In Chapter 2, 3-D images were generated using a vertical grid aperture. The aperture
samples were uniformly spaced at an interval less than a quarter of a wavelength, resulting
in well-organized sidelobes that can be efficiently suppressed using an aperture window.
The strict sampling requirements necessary to avoid grating lobes leads to a large set of
aperture samples, which places a great strain on the experimental system. Small UAV
platforms have limited battery life, which restricts the number of aperture samples that
can be collected in a single flight. The ability to form imagery from a single pass of a
scene, rather than passing the scene many times to form a vertical grid aperture, would
allow the radar to scan and image much larger areas. This motivates the need for a
method of imaging using sparse apertures to reduce the number of necessary aperture
samples.

By reducing the number of aperture samples, the sample spacing increases beyond the
quarter-wavelength requirement. This creates either large random sidelobes or grating
lobes depending on the aperture sampling. Regular sampling in the aperture creates
grating lobes, which are coherent replicas of the target response that occur at periodic
spacings from the target position. It is shown that grating lobes are avoided if the spacing
between aperture samples is irregular. The resulting sidelobes are removed using the
RSM algorithm, which is an iterative apodization method used to suppress noncoherent
artifacts in an image. This technique does not remove grating lobes when applied to a
uniform aperture. However, the RSM is coupled with irregularly sampled apertures as a
method of sparse aperture 3-D imaging.
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3.1 Synthetic Aperture Radar Ambiguities
The expressions in Eq. (2.14) describe the PSF using a regularly sampled aperture. The
spacing of grating lobes is tied to aperture sample spacing. No analytical expression is
available for irregularly sampled apertures, so simulations are performed to characterize
PSFs for these cases.

Three apertures, shown in Fig. 3.1, are used to investigate the artifacts generated
using irregularly sampled apertures. The first aperture, a zig-zag aperture, is periodically
sampled along a curve, rather than in the horizontal or vertical direction. The second
aperture is sampled at irregular intervals. Finally, a uniformly sampled aperture is used
for comparison.

(a) (b)

(c)

Figure 3.1. Simulated point target for (a) a zig-zag aperture, (b) an irregularly sampled
aperture, and (c) a uniformly sampled aperture.

The resulting PSFs are plotted in Fig. 3.2. In the image generated using the zig-zag
aperture, there are sidelobes fanning out from the target response in the horizontal
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direction. This entire response is repeated above and below the target. The periodicity
indicates that the central responses that emulate the main target response are grating
lobes. For the aperture with irregular sampling, the artifacts are dispersed randomly
with no discernible pattern. These are labeled as sidelobes. For the uniformly sampled
aperture, the ambiguities are periodic in both the horizontal and vertical directions.
These peaks are grating lobes.

(a) (b)

(c)

Figure 3.2. Simulated PSFs for (a) a zig-zag aperture, (b) an irregularly sampled aperture,
and (c) a uniformly sampled aperture.

It was shown in this section that uniform sampling in the aperture domain generates
grating lobes in an image, while irregular aperture sampling avoids grating lobes. Fur-
thermore, even a pattern like the zig-zag aperture which is not periodic in the cross-range
or vertical direction creates grating lobes. In the next section, the RSM technique is
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introduced. The RSM technique is used to remove sidelobes, but does not reduce grating
lobes. It will be applied to the images presented here, and the results are analyzed.

3.2 Recursive Sidelobe Minimization
The RSM technique was designed to suppress multiplicative noise in SAR imagery.
A point target is simulated at the origin using the linear aperture shown in Fig. 2.13.
Fig. 3.3a shows an image of a point target formed using a randomly sub-sampled aperture,
where 20% of the elements of the linear aperture are randomly removed. The image
is formed in the ground plane without windowing to preserve the sidelobes for better
visualization. The sidelobes in this image are elevated due to gaps in the aperture
sampling, but the target response is unchanged despite these removed samples. Fig. 3.3b
shows an image formed using a different randomly sub-sampled aperture. These two
images highlight the fundamental principles underlying the RSM technique. First, the
target response is coherently integrated and normalized, so the choice of random subsets
do not change it. Second, energy is added noncoherently outside the target location in
the image to form sidelobes. These sidelobes change depending on the aperture points
used to form the image. Since the target response remains the same while the sidelobes
change, a minimum can be taken between the two images at each pixel which preserves
the target response and reduces sidelobe energy. Fig. 3.3c shows the resulting minimum
between the two images. The sidelobes in this figure are slightly lower than in the other
two images. To make this algorithm effective, hundreds or thousands of iterations are
required.
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Figure 3.3. Images formed using (a) a random subset of a linear aperture, (b) a different
random subset of a linear aperture, and (c) the minimum between the two images.

The steps of the RSM are as follows:

1. Radar data are collected over L frequencies at M aperture positions;

2. An initial image I1 is formed on a set of N image cells, using all M aperture
positions;

3. The RSM image Imq is initialized as Im1 = I1;

4. A random subset of the aperture is selected, and used to form an image I2;

5. The RSM image for Iteration 2 is set by Im2 = min (Im1, I2);

6. This process is repeated for Q iterations, where at each iteration a random subset
of the aperture elements is selected and used to form the image Iq. Then, the next
image is found by taking Imq = min (Imq−1, Iq).
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The RSM algorithm is applied to the apertures in Fig. 3.1 using completely random
subsets of the aperture. Fig. 3.4 shows the PSFs after 2000 iterations of the RSM.
Although a majority of the sidelobes in each image have been removed non-target
responses are still visible in the image obtained with the periodic aperture. An important
result is that the random aperture does not have any remaining artifacts after application
of the RSM algorithm. The reason for this difference is that the artifacts in the image
formed by the periodic apertures are a combination of sidelobes and grating lobes, whereas
the image created by the random aperture only contained sidelobes. This distinction
is important because the RSM algorithm applied to a uniform aperture cannot remove
grating lobes. The combination of pseudo-random aperture sampling and the
RSM technique can be used to generate sparse images with minimal artifacts.

Figure 3.4. PSFs after 2000 iterations of RSM for a) a zig-zag aperture, b) a random aperture,
and c) a periodic aperture.
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3.2.1 RSM Subaperture Selection

The RSM algorithm can be computationally intensive, particularly as the number of
aperture samples and the image size increase. For an aperture containing M samples,
one can form 2M − 2 possible subapertures, in which each sample is either selected or left
out. Thus, a 24-element aperture has 16,777,214 subapertures. This is too large to allow
the application of every combination of subapertures through the RSM algorithm, so it
is important to find a method of selection that can produce the largest improvement in
image quality for a given number of iterations.

To determine valuable subsets of the aperture, the image quality is assessed at each
iteration of the RSM algorithm. Two metrics are used to determine image quality. The
first metric is the peak artifact (PA), which measures the ratio of the target peak to the
peak artifact. This measurement is an indicator of grating lobes. The second metric
is the mean artifact (MA), which measures the mean artifact in the image referenced
to the target peak. The MA finds the general sidelobe level throughout the image. To
calculate these metrics, the image is split into two regions: the target region and the
artifact region. The target region is estimated by an ellipsoid whose radiuses are given
by the PSF resolution in each direction of Eq. (2.18). The ellipsoid is given by

(x − xø)2

δ2
x

+ (y − yø)2

δ2
y

+ (z − zø)2

δ2
z

= 1. (3.1)

The responses outside the ellipsoid are considered imaging artifacts. The MA for
the three apertures above are plotted over 2000 RSM iterations in Fig. 3.5. The image
associated with the periodic aperture had the best MA at −56.7 dB, the image resulting
from the zig-zag aperture had the second best MA at −55.0 dB, and the image formed
using a random aperture had the worst MA at −54.2 dB. This is explained by the fact
that sidelobes are increased by irregular sampling. The uniformly sampled aperture
generated the image with the lowest MA, but the image has four grating lobes. Grating
lobes have a negligible effect on MA because their response is only present in a small
fraction of the total number of image voxels. The image formed using a zig-zag aperture
also has grating lobes but a better MA than the image formed using a randomly sampled
aperture. Grating lobes generate false alarms and cannot be ignored in characterizing a
set of SAR parameters, so a metric for indicating grating lobes most also be used.
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Figure 3.5. The MA plotted for the zig-zag aperture, the random aperture, and the periodic
aperture.

The PA, which measures the peak artifact power referenced to the peak of the target,
is useful for detecting grating lobes. The PA for the three apertures in Fig. 3.2 are
plotted over 2000 RSM iterations in Fig. 3.6. The image generated using a randomly
sampled aperture had the best PA, with a value of −23.2 dB. The PA was about −11
dB in the images formed using zig-zag and periodically sampled apertures, indicating
the presence of grating lobes.
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Figure 3.6. The PA plotted for the zig-zag aperture, the random aperture, and the periodic
aperture.

It should be noted that, as opposed to the MA, the PA is not strictly decreasing.
The PA only decreases when the peak artifact is reduced specifically, which requires the
placement of a null at or near the peak artifact. This may only occur for a small set
of subapertures, so the PA is often constant until one of those specific subapertures is
selected.

The MA and PA are be used in conjunction to characterize the quality of an image
based on its artifacts. By tracking these metrics at each RSM iteration, it can be
determined which subapertures improve the image quality the most. A set of simulations
using the RSM technique are performed, where the subapertures are grouped by number
of elements. Group 1 has all one-element subapertures, Group 2 has all two-element
subapertures, and so on. This is tested for the 10-element aperture shown in Fig. 3.7.
The extents of the aperture are Ay = 0.457 m and Az = 0.5 m.
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Figure 3.7. Ten-element random aperture.

The set of all subapertures is split into groups containing every subaperture of a given
length. Group 1 contains all

(
10
1

)
= 10 single-element subapertures, Group 2 contains

all
(

10
2

)
= 45 two-element subapertures, and so on, where

(
n
k

)
= n!

k!(n−k)! . Group 10 is
excluded. An RSM simulation is performed separately for each group of subapertures.
The mean ambiguity is plotted in Fig. 3.8. The plots are split into two graphs to avoid
overcrowding. The MA increases most quickly in the lowest group and most slowly in the
highest group. This shows that the number of elements used in the subapertures should
be minimized to improve the speed of improvement when using the RSM technique. It
should be noted that the most total improvement occurs from Group 4.
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Figure 3.8. Mean ambiguity plotted for each group of subapertures: (a) subaperture groups
1–5 (b) subaperture groups 6–9.

Next, the PA is plotted in Fig. 3.9. Group 1 did not improve the peak response at all.
However, for Group 2 and beyond, the PA did not improve as much as the number of
elements increased. Thus, lower groups had the biggest impact on reducing grating lobes.
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Figure 3.9. Peak ambiguity plotted for each group of subapertures: (a) subaperture groups
1–5 (b) subaperture groups 6–9.

The low-element subapertures had the fastest improvement to the image. To improve
the speed of the RSM technique it is proposed that subapertures containing the minimum
number of elements be prioritized. For the fastest convergence, the subelements should
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be selected in order of group. In the proposed method, all subapertures from Group 1
are used, then all subapertures from Group 2, and so on. This is tested in a simulation
against a random selection of subaperture elements. A comparison of the MA and
PA using the organized method of subaperture selection and the random method of
subaperture selection are plotted in Fig. 3.10. The organized method leads to a faster
rate of convergence. The set of subapertures is finite, so eventually these two methods
result in the same image. However, as the number of elements in an aperture increases,
the number of subapertures becomes large and it would be too computationally inefficient
to use every subaperture. For this reason subaperture selection is important.
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Figure 3.10. Comparison of (a) MA and (b) PA using organized and random subaperture
selection in the RSM algorithm.

In this section, metrics were presented for analyzing the quality of an image. These
metrics were used to determine the collections of subapertures that led to the biggest
improvement in image quality during the RSM algorithm. It was determined that subaper-
tures with the least number of elements removed sidelobes more quickly. Furthermore, it
was shown that low-element subapertures decreased the power of grating lobes the most.
Subapertures with one element were an exception to this rule, as they had no effect on the
strongest grating lobes. A new method of RSM subaperture selection was presented that
organized subapertures based on the the number of elements, prioritizing low element
numbers. It was shown that this method of subaperture selection led to better image
quality metrics in fewer RSM iterations. This method will be crucial for apertures with
more elements where it is not feasible to use all combinations of subapertures.
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3.2.2 Monte Carlo Simulation

The irregularly sampled aperture presented in Fig. 3.1 provides anecdotal evidence that
random apertures can be paired with the RSM algorithm to generate imagery with
minimal artifacts; however, there is a variance between images formed using different
random apertures. The demonstration of this technique on a single instantiation of a
random aperture does not guarantee the effectiveness of this technique for any given
random aperture.

A Monte Carlo simulation was performed to generalize the performance of this
technique for the set of randomly sampled, twenty-element aperture within a 1 × 1 m
plane. In the following simulation, aperture samples are randomly selected from a uniform
grid with 6 mm sample spacing in both the y- and z-directions. Fig. 3.11 shows the grid
aperture of potential sample points, a randomly sampled twenty-element aperture, and a
point target.

Figure 3.11. A grid aperture of potential sample points, a randomly sampled, twenty-element
aperture, and a point target.

For each random aperture, an image is formed and 2000 RSM iterations are performed.
The PA is calculated for each aperture at each RSM iteration to determine the performance
of each aperture. From these values, the maximum, mean, and minimum PA at each
RSM iteration are determined to provide an estimate and bounds of performance given
twenty aperture elements sampled in a 1 × 1 m grid.

The PA for each aperture is plotted in Fig. 3.12a. In Fig. 3.12b, the minimum,
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mean, and maximum of the PA over all apertures are plotted at each iteration of the
RSM technique. The mimimum and maximum PA represent the best and worst cases,
respectively. The mean is used to estimate performance given a number of elements. The
maximum PA in this case is −16.3 dB. This is an outlier from the general trend; however,
this demonstrates that a collection of randomly sampled aperture points exists for which
this technique is not effective. The mean PA after 2000 iterations is −23.4 dB. This
result shows that, on average, this technique effectively removes artifacts. The minimum
PA is −26.3 dB.
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Figure 3.12. (a) PA from 50 Monte Carlo simulations with twenty-element apertures. (b)
Maximum, mean, and minimum PA for a Monte Carlo simulation using random twenty-element
apertures.

To demonstrate the importance of aperture sample density, this Monte Carlo sim-
ulation was repeated using randomly sampled apertures with fifteen elements. The
minimum, mean, and maximum are plotted in Fig. 3.13. The maximum PA from the
fifteen-element simulation is much higher than that of the twenty-element simulation.
The mean PA of the 15-element simulation is also higher, which confirms that, generally,
this technique performs better when using apertures with higher element densities. An
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interesting result is that the minimum PA is lower in the fifteen-element simulation.
This demonstrates the variance in performance that is present when randomly selecting
elements. Increasing the sample density does not guarantee better PA performance.
However, on the average, a larger number of aperture samples does provide lower artifact
levels in the RSM-processed image.
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Figure 3.13. Maximum, mean, and minimum PA for a Monte Carlo simulation using random
fifteen-element apertures.

3.3 Model Data
In Section 3.2, it is demonstrated that a sparse pseudo-random aperture can be paired with
the RSM technique to produce imagery with minimal artifacts. This was demonstrated
using a point target. The problem is more complicated in the case of extended targets.
One new development is the presence of additional scattering centers. The previous
simulations were performed on a point target, which consists of a single scattering center.
In modeled data, the target response is dependent on practical effects such as target
radar cross-section (RCS), target range, and antenna pattern. The inclusion of physical
phenomenology in the simulation impacts the ability of the algorithm to remove imaging
artifacts without affecting the target response.

A model was generated using the AFDTD software [43] to test if the RSM technique
using random apertures can be applied to extended targets. A metal cylinder with a
diameter of 0.3 m and a height of 0.15 m is simulated at (x, y, z) = (0.15, 0.5, 1.5) m.
Data are simulated for the frequency band from 2.2 to 3.7 GHz with a 15-MHz frequency
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step size. Data are simulated for random and periodic apertures. The random aperture
is a set of x points sampled from a grid aperture, where xm = 4 m, ym ∈ [−1.5, 1.5] m,
and zm ∈ [1.4, 2.6] m. The periodic aperture has xm = 4, m, ym ∈ [−1.08, 1.78] m, and
zm ∈ [1.53, 2.58] m. The spacing of the periodic aperture samples is ∆y = 0.71 m and
∆z = 0.35 m. The data are simulated using horizontal dipoles for radar antennas placed
in a quasi-monostatic configuration. The apertures and the target are plotted together
in Fig. 3.14.

Figure 3.14. (a) Random aperture and (b) periodic aperture with target overlaid.

A 2-D image in the plane z = 1.5 m formed using a fully populated linear aperture is
plotted in Fig. 3.15. The linear aperture is 2 m long, oriented in the y direction, with
its center at xa = 4 m and za = 2.5 m. The primary response results from the target,
whereas the secondary responses result from creeping waves, which travel around the
circumference of the target before traveling back to the radar. This image is used as a
baseline for comparison with the simulated 3-D images. The responses present in this
image result from modeled electromagnetic phenomena. Responses that occur in the
3-D image that do not coincide with the responses in this image are considered imaging
artifacts. The landmine is overlaid on the picture in translucent light green.
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Figure 3.15. Image of a short metal cylinder formed using a linear aperture. The target
contour is represented by the green circle.

The images of the cylinders using the random and periodic apertures without RSM
are shown in Fig. 3.16. The energy is more randomly dispersed in the image generated
using the random aperture, whereas the energy focuses at periodic intervals in the image
generated using the periodic aperture. These images confirm that the random aperture
produces large sidelobes, whereas the periodic aperture produces grating lobes.

Figure 3.16. Images using standard SAR imaging with (a) a random aperture and (b) an
undersampled periodic aperture.
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First, the recursive sidelobe minimization algorithm is demonstrated. Fig. 3.17 shows
the previous images after 2000 iterations of RSM. RSM completely removes the sidelobes
from the image formed using the random aperture. In the image formed using the
periodic aperture, the sidelobes are removed, the grating lobes are still present at a
spacing of ∆y = 0.280 m and ∆z = 0.555 m. According to the PSF formed using a
grid aperture the grating lobe spacing would be ∆y = 0.272 m and ∆z = 0.556 m.
Thus, the analytical PSF expression accurately predicts the grating lobe spacing. These
images confirm through modeling that by using a random aperture we can ensure that
artifacts in the image are sidelobes, which can be removed using the RSM algorithm.
The resolution of the two images is also different due to different aperture extents, hence
the target appears larger in the random aperture.

Figure 3.17. Images of a metal cylinder in HH polarization after 2000 iterations of RSM
generated using (a) a random aperture and (b) a periodic aperture.

The peak artifact is plotted in Fig. 3.18. The peak for the image formed using a
random aperture drops to 19.6 dB, while the peak artifact in the image formed using the
periodic aperture is 3.5 dB. The PA shown below is not monotonic, in contrast to the
PAs shown in Section 3.2. This discrepancy results from the inclusion of signal amplitude
characteristics in the model data. The target response magnitude varies at each aperture
sample due to differences in path loss, radar cross section (RCS), and antenna gain.
Images formed using different subapertures have different peaks based on these factors,
which can reduce the peak in the image. When the peak image value decreases but the
peak artifact value does not, then the PA increases. The MA will also increase if the
peak image value decreases more than the mean artifact power. The PA and MA are
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also non-monotonic when using experimental data. In Section 3.2, the signals have unit
amplitude at all aperture samples, so the peak never changes.
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Figure 3.18. Peak artifact plotted at each RSM iteration for the images of a metal cylinder
formed using the random and periodic apertures.

The modeled data include magnitude information that was ignored in the point target
response considered in Section 3.2 . The radar range equation describes the factors that
affect the received power of a bistatic system [39]:

Pr = PtGtGrλ
2σ

(4π)3R2
t R2

r

. (3.2)

where Pt is the transmitted power, Gt is the gain of the transmit antenna, Gr is the gain
of the receive antenna, λ is the wavelength at the center frequency of the transmitted
band, σ is the RCS of the target, rt is the range from the target to the transmit antenna,
and rr is the range from the target to the receive antenna. In this model, the antennas
are assumed to be monostatic. The antennas also have the same gain, which is a function
of frequency and look angle. This allows for the simplification G(fl, Θ) = Gt = Gr.
Second, the RCS of the target is a function of both frequency and look angle, so it is
denoted by σ(fl, Θ). Finally, the transmit and receive ranges are approximately equal:
r ≈ rt ≈ rr. The resulting receive power is
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Pr = PtG
2(fl, Θ)λ2σ (fl, Θ)

(4π)3r4 . (3.3)

Thus, each aperture position will have a different receive power depending on the angle
to the target, the range to the target, and the operating frequency. The received power
from a given scattering center can vary greatly across the aperture. This is demonstrated
in Fig. 3.19a. The left-most range profile shows the target from the lowest aperture
positions, whereas the right-most range profile shows the target from the highest aperture
positions. The response is strongest when the target is aligned with boresight of the
antennas. As the aperture sample gets farther away from this position in cross-range,
the power of the received signal decreases. The variation in magnitude is more drastic
in the vertical dimension. The variation in the signal magnitude across the horizontal
dimension is between 0.3 dB (at the top row of samples) and 2.3 dB (at the bottom
row of samples), whereas the variation in the signal magnitude in the vertical dimension
is 13.2 dB. The circular symmetry in the azimuthal dimension reduces the variation of
the response from the target as a function of the horizontal aperture sample position.
However, the target is not symmetrical in the vertical dimension, and the response is
extremely angle dependent.
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Figure 3.19. B-scan from (a) a random aperture and (b) a periodic aperture.

Another major challenge that results from the model data is the number of scattering
centers. The simulations that were used to demonstrate this algorithm in Section 3.2
were performed on a point target, which consists of one scattering center. However, in
real radar applications, targets contain numerous scattering centers leading to many
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different types of responses from a single target. Different scattering centers are stronger
at different angles. The RSM operates by forming images with different subapertures
and taking the minimum over many iterations. If different scatterers are emphasized at
different angles, then the use of the full aperture can lead to a reduction in the strength
of the primary scattering center. A strong coherent target response is important for
detection. By reducing the aperture extent, the scattering centers of a target are grouped
into a single resolution cell, reducing the risk of lowering the target peak.

Two random apertures are plotted in Fig. 3.20. A narrow aperture is compared with
a wider aperture to demonstrate the effect of a wide aperture on the RSM algorithm.
The first aperture has a horizontal extent of 1.596 m and a vertical extent of 0.933 m,
while the second aperture has a horizontal extent of 4.603 m and a vertical extent of 1.4
m.

Figure 3.20. Two random apertures for comparison.

B-scans of a metal cylinder for these two apertures are shown in Fig. 3.21. The
magnitude variation across the peaks of the bscans is 12.7 dB for the narrow aperture
and 19.1 dB for the wide aperture.
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Figure 3.21. B-scans of metal cylinder for (a) a narrow random aperture and (b) a wide
random aperture.

These variations in magnitude can reduce the peak magnitude as shown in Fig. 3.22.
The images are comparable in terms of removing the artifacts. The image formed with a
wider aperture has better resolution, but this image also has a lower target peak. Due to
the lack of variation across the aperture samples, the narrow aperture better preserves
the target response. The narrow angle has a peak of −0.2 dB, whereas the wide angle has
a peak of −4.5 dB. The difference of 4.3 dB is inconsequential in an ideal environment
with one target. However, in a practical image with discrete clutter, this would have a
large impact on target detection.

Figure 3.22. Image of a metal cylinder formed using (a) a narrow and (b) a wide aperture.
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3.4 Experimentation
Practical experimentation presents the most difficult test to this technique. Any errors
in the signal phase reduce coherence at the target. Also, interference between a target
response and ambiguities can reduce the target response over thousands of RSM iterations.
There are many sources of error in a practical experiment. These include system noise,
antenna position estimate error, experimental calibration error, and ambient interference.
Data from an experiment with a trihedral are used to verify this algorithm.

Fig. 3.23 shows a trihedral placed on a styrofoam block and a mechanical scanner
that is used to collect radar data. The scanner is able to scan in the cross-range and
vertical dimension. The antennas are vertically polarized and separated by 0.45 m in the
cross-range direction. The x direction is across-track, the y direction is along track on the
scanner, and the z direction is vertical on the scanner. The same radar hardware as in
Section 2.5 is used. The trihedral is at the position (xtri, ytri, ztri) = (−0.06, −0.16, 0.88)
m.

Figure 3.23. (a) Trihedral on a styrofoam block. (b) Scanning platform with antennas
mounted.

Measurements were taken along a grid in the yz plane at x = 4.3 m. A representation
of this grid is plotted in Fig. 3.24 using bistatic phase centers between the transmit and
receive antenna elements. The bistatic phase center is the midpoint between these two
elements in the aperture plane. This aperture has extents of Ay = 6 m and Az = 1.4 m,
and the sampling spacing is ∆y = 0.0012 m and ∆z = 0.05 m.
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Figure 3.24. Bistatic phase centers from experimental data.

To form imagery, these data are downsampled to the desired aperture shape. First,
an image is generated using a square 1-m-by-1-m grid. In terms of bistatic phase center,
the center of this grid is at (xa, ya, za) = (4.33, 0, 1.982) m. The resulting grid of bistatic
phase center samples is plotted with a marker indicating the location of the trihedral in
Fig. 3.25.

Figure 3.25. Grid aperture and measured trihedral.
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The resulting image is shown in Fig. 3.26. No window is used to form this image,
so there are sidelobes about 13 dB below the peak. This image shows that the imaging
system has good coherence.

Figure 3.26. 3-D image of a trihedral formed using a grid aperture.

Next, a random aperture is tested. The random narrow aperture from Fig. 3.14 is
used to select indices from grid aperture. This is accomplished by matching the aperture
positions in the simulated aperture to bistatic phase center positions from the physical
aperture. The antenna positions corresponding to those bistatic phase centers are then
used to form the image. The bistatic phase centers corresponding to the simulated
aperture are shown in Fig. 3.27.
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Figure 3.27. Random narrow aperture.

The image formed using this aperture with the RSM technique is shown in Fig. 3.28.

Figure 3.28. Image of a trihedral formed using a random aperture and the RSM algorithm.

The PA is plotted in Fig. 3.29. The grating lobes are successfully removed, with the
peak artifact at −20.0 dB after iterating through. This confirms that sparse random
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apertures can be paired with the RSM algorithms to generate radar imagery free of
artifacts.
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Figure 3.29. PA for image formed using random aperture.

Next, a wide random aperture is used. The plot of bistatic phase centers shown in
Fig. 3.30 is derived from the aperture in Fig. 3.20b.
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Figure 3.30. Wide random aperture.
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The resulting image is shown in Fig. 3.31. In this image, the target is visible and there
are minimal artifacts distributed around it after 2000 iterations of the RSM technique.

Figure 3.31. Image of trihedral formed using a wide random aperture and the RSM technique.

The PA is plotted in Fig. 3.32. The maximum ambiguity is 13.5227 dB below the
peak, which is about the level of an unwindowed sidelobe. This is a reasonable sidelobe
level; however, the peak has dropped 9.5096 dB below the original peak. This is a
large degradation for the target. In a single scatterer case, the maximum pixel value is
not important because it is not competing with other scatterers. However, in a more
complicated scene, this may present problems for target detection.
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Figure 3.32. PA from an image formed using a wide random aperture with the RSM technique.

76



Chapter 4 |
Modified RSM: Center Frequency
Randomization

In Chapter 3, it is demonstrated that an undersampled aperture that is periodically
sampled generates imagery with grating lobes. The RSM technique cannot remove
grating lobes, so a sparse periodic aperture cannot be paired with the RSM technique to
generate unambiguous radar imagery. However, the relationship between center frequency
and grating lobe spacing can be exploited to remove grating lobes in this case. In this
chapter, a modification to the RSM technique is proposed that allows for the use of
a periodic, undersampled aperture with no ambiguity in the resulting imagery. These
techniques are demonstrated on modeling and experimental data.

4.1 Point Target Simulations
For undersampled periodic apertures, grating lobes result in the cross-range and vertical
dimensions. It is assumed that the frequency step size is small enough that grating lobes
are not generated in the range dimension within the desired image depth. Grating lobe
spacings in the cross-range and vertical dimensions are given by Du

y = røλc

2∆y
and Du

z = røλc

2∆z
,

respectively. In each case, the spacing is proportional to the signal wavelength at the
center of the frequency band. The RSM technique applies iterative minimizations, so any
artifacts that change location from one iteration to another are removed. By applying
the RSM over aperture while randomizing center frequency (RSM-AFC), the grating
lobes are shifted and removed.

The RSM technique has been applied in the frequency domain before [19]; however,
it has not been applied in a manner that sufficiently randomizes center frequency for
grating lobe removal. The RSM technique has, also, never been applied for the purpose of
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removing grating lobes. Typically, the RSM technique with random frequency selection
(RSM-F) is applied by setting random frequency samples to 0 throughout the band at
each iteration. It is assumed here that the randomly selected frequency samples are
selected according to a uniform distribution. This does not sufficiently randomize the
center frequency of the band formed by the remaining frequency samples.

The following process is used in this dissertation to select frequency bands at each
iteration of the RSM while randomizing the center frequency. First, a random center
frequency fc,i is selected from the operating bandwidth according to the uniform distri-
bution, where i is the RSM iteration index. This guarantees that center frequency is
randomized. The list of available center frequencies is

{
fc − B

2 , fc − B

2 + ∆f, ..., fc + B

2

}
,

where ∆f = 15 MHz. Then a bandwidth Bi is randomly selected at iteration i from the
list of available bandwidths:

{
0, ∆f, ..., 2 min

(
fc,i −

(
fc − B

2

)
,
(

fc + B

2

)
− fc,i

)}
.

The minimum bandwidth (0 MHz) occurs when fc,i = fc − B
2 or fc,i = fc + B

2 . When
fc,i = fc, the list of available bandwidths is determined; Bi ∈ {0, ∆f, ..., B}. The resulting
distribution of center frequencies is shown in Fig. 4.1. In this case, the center frequency
is uniformly distributed. This is enforced by the selection process.
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Figure 4.1. Center frequency distribution using the new method of frequency selection.

For this new RSM process to completely remove the grating lobes, their locations
must be shifted enough that their nulls reach their original peak. Although the image
is formed in the near field, the apertures considered here are relatively narrow, so it is
assumed that the resolution of the grating lobe is approximately equal to the resolution
of the target. The peak of the grating lobe is at røλc

2∆y
, while the nulls around the grating

lobe occur at røλc

2∆y
− røλc

2Ay
and røλc

2∆y
+ røλc

2Ay
. The grating lobes are shifted by using subbands

with different center frequencies within the operating bandwidth. The maximum and
minimum frequencies of the bandwidth generate grating lobes with the most displacement
from the original grating lobe. To shift the grating lobe towards the target, the maximum
frequency is used. To shift the grating lobe away from the target, the minimum frequency
is used. To shift the grating lobes beyond the point where their null coincides with the
peak of the original grating lobe, we must have

røc

2fmax∆y
<

røc

2fc∆y
− røc

2fcAy

(4.1)

and
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røc

2fmin∆y
>

røc

2fc∆y
− røc

2fcAy

. (4.2)

Simplifying this expression yields

fc

fmax
< 1 − ∆y

Ay

(4.3)

and

fc

fmin
> 1 + ∆y

Ay

. (4.4)

In the z direction, we have

fc

fmax
< 1 − ∆z

Az

, (4.5)

fc

fmin

> 1 + ∆z

Az

. (4.6)

This property is explored in the following simulation. This problem is approached
from an aperture design perspective, with the frequency band fixed from 2.2 to 3.7 GHz
with a 15–MHz step size. First, a 1-m-by-1-m aperture is considered at the range x = 4 m.
Since the aperture length and the band are fixed, we can solve Eqs. (4.3 – 4.6) for ∆y and
∆z. In the y-direction, ∆y < 0.203 and ∆y < 0.341. Each of the inequalities correspond
to moving the grating lobes in a specific direction. If either of the two inequalities is
satisfied, then a null will be placed on the original peak and it will be removed. As a
result, the grating lobes are canceled for the maximum condition when ∆y < 0.341. The
problem is identical in y and z, so the same step size requirement is used in the z direction.
A second aperture, with Ay = 0.8 m, Az = 0.8 m, and xa = 4 m is considered. The
sampling conditions for this frequency band and these aperture extents are ∆y < 0.2727
m and ∆z < 0.2727 m. Here, ∆y and ∆z are set to 0.4 m so that the condition is not
satisfied. Fig. 4.2 shows these two apertures and a simulated point target.

80



(a) (b)

Figure 4.2. (a) An aperture that satisfies that sampling requirement for removing grating
lobes, and (b) an aperture that does not satisfy the sampling requirement for removing grating
lobes.

The resulting imagery, obtained by applying this modified version of RSM, is shown
in Fig. 4.3, displaying the strongest 40 dB. As expected, the image with tighter spacing
had no visible artifacts. The image that did not satisfy the requirement for removing
grating lobes did have extremely low grating lobes despite not satisfying this requirement.
Even though the null from the grating lobe did not pass completely over the original
grating lobe peak, it is shifted enough that a new minimum is taken at a greatly reduced
level from the original grating lobe strength. The grating lobe pattern is still visible
about 20 dB lower than the original pattern. This demonstrates that this technique is
effective even when the aperture sampling condition is not satisfied. The resulting peak
corresponds to the point on the grating lobe that can be shifted to line up with the
original grating lobe peak. In this case it is not a null, but it is 16.6208 dB below the
original peak.
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(a) (b)

Figure 4.3. Images formed with the aperture that (a) satisfies the sampling requirement to
remove grating lobes and (b) does not satisfy the sampling requirement.

The peak artifacts in these two simulations are plotted with respect to RSM iteration
in Fig. 4.4. The PA for the sufficiently sampled aperture is 24.9 dB, whereas the
insufficiently sampled aperture is 16.6 dB. Both peak artifacts are well below the target.
This shows that, even for an extremely sparse aperture, this technique can greatly reduce
grating lobes in an image. It is important to note that this technique benefits greatly
from a wide bandwidth, which allows for larger movement of the grating lobe location.
It is desirable for the artifacts to be greater than 20 dB below the target though, so it is
still recommended that the conditions in Eqs. 4.3 – 4.6 are satisfied.
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Figure 4.4. PA comparison between an aperture that satisfies the grating lobe condition and
an aperture that does not satisfy the grating lobe condition.

In this section, a modification to the RSM technique was presented that removes
grating lobes. By randomizing center frequency in each iteration of the RSM, grating
lobe spacing is randomized and grating lobes can be removed. This technique was
demonstrated using a simulation of a point target. A relationship between aperture
parameters and frequency parameters was also derived that guarantees grating lobe
suppression. This concept was also demonstrated using simulations of a point target.

4.2 Modeling
In Section 4.1, a new technique was demonstrated that removes grating lobes in an
image formed from an undersampled, periodic aperture. In this section, this technique is
validated for extended targets. As in Section 3.3, a cylinder is simulated using horizontally
polarized dipoles. This model is simulated with the periodic aperture shown in Fig. 4.5.
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Figure 4.5. Periodic aperture.

Fig. 4.6 shows imagery formed using this aperture. Fig. 4.6a shows imagery formed
using traditional RSM, while Fig. 4.6b shows imagery formed using RSM with frequency
center randomization. For the RSM technique, the grating lobes are not removed.
However, as in the simulations, randomizing center frequency throughout the RSM
algorithm reduces grating lobes.

(a) (b)

Figure 4.6. Image formed using (a) the RSM technique and (b) the RSM-AFC technique.
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The PA for both cases is plotted in Fig. 4.7. The PA is 3.5 dB using the RSM
algorithm and 25.4 dB using the RSM-AFC algorithm. When applying the conventional
RSM technique, the grating lobe level remains elevated to almost the same strength as
the target. The RSM-AFC technique lowers the grating lobes to the point that they do
not generate false alarms.
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Figure 4.7. PA for images formed using the RSM technique and the RSM-AFC technique.

4.3 Experimentation
The RSM-AFC algorithm is tested here using experimental data. Model data does not
consider practical effects such as system noise, filter roll-off, and interference. In order
for the algorithm to work in this environment, it needs to be changed so that it is more
robust to these challenges. An experiment is considered using a single trihedral placed on
a styrofoam block, shown in Fig. 4.8. The antenna elements and scanning platform are
also shown. The data are measured in a quasi-monostatic with the antennas separated
in y by 0.45 m.
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(a) (b)

Figure 4.8. (a) Trihedral on a styrofoam block. (b) Scanning platform with antennas mounted.

Measurements were made along a grid varying in the y and z directions. This grid
is shown in Fig. 4.9. The plotted points come from the bistatic phase center, which
is the geometric center of each transmit and receive antenna pair. Apertures from the
simulation and modeling sections are found by downsampling this grid.
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Figure 4.9. Bistatic phase centers from experimental data.

First, the spectrum of the scattered radar signal is analyzed. Fig. 4.10 shows the
spectrum when the aperture is at (x, y, z) = (4.33, −0.16, 1.882) m. At this position,
the aperture is at the same cross-range position as the target. It is not guaranteed that
a target response will have a strong SCR at a given frequency. When the RSM-AFC
technique was used in the modeling and simulation sections, frequency randomization
included the possibility of using a single frequency. However, the use of a single frequency
makes this technique more susceptible to problems like noise, interference, and low-RCS
responses.
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Figure 4.10. Received spectrum at a single aperture position.

An experiment is carried out to demonstrate the impact of practical effects on this
algorithm. First, the aperture in Fig. 4.2a is used. As demonstrated in Sections 4.1 and 4.2,
this aperture is narrow enough to avoid resolving multiple scattering centers and meets
the requirements for completely reducing grating lobes. In the simulation and modeling
sections the apertures are monostatic. For the experimental measurements, the antennas
are quasi-monostatic. The antenna elements for this experiment are selected by mapping
the simulated/modeled aperture to the closest phase center and using the corresponding
elements. The resulting antenna phase centers are shown in Fig. 4.11. This aperture is 1
m by 1 m and fixed at x = 4.3 m. The aperture spacing is 0.2 m in both the y and z

directions.
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Figure 4.11. Periodic aperture and trihedral.

Fig. 4.12 shows an image formed using the aperture above and the RSM-AFC
technique. The artifacts trace the locations where grating lobes and sidelobes originated.
The maximum sidelobe of the image is 10.9 dB below the peak. This is not an acceptable
sidelobe level in an image. Furthermore, the peak itself has been reduced to −14.4 dB.
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Figure 4.12. Image of trihedral after RSM-AFC algorithm.

To make the algorithm more robust, a minimum bandwidth for the subbands in each
iteration is employed. Using a frequency band improves processing gain and averages
the target response over that band. In the following simulation, a minimum bandwidth
of 200 MHz is used. Fig. 4.13 shows the resulting image. With the introduction of
required bandwidth, the span of allowable center frequencies is reduced. The span of
center frequencies in this simulation is 1.3 GHz, ranging from 2.3 to 3.6 GHz. With this
new set of frequencies the sampling requirement is given by ∆y = ∆z < 0.2826. The
aperture considered here satisfies the sampling requirements. This is confirmed in the
Fig. 4.13.
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Figure 4.13. Image of a trihedral after RSM-AFC algorithm with a minimum bandwidth at
each iteration.

Next, an aperture that does not meet the sampling requirements (the aperture in
Fig. 4.2b), is obtained by downsampling the experimental aperture. The bistatic phase
centers are plotted in Fig. 4.14. The aperture is 0.8 by 0.8 m, with each sample fixed at
x = 4.33 m. The sample spacing is ∆y = ∆z = 0.4 m.
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Figure 4.14. Undersampled aperture that does not satisfy the sampling conditions for grating
lobe removal.

The sampling requirement for complete grating lobe removal is not met in this case.
The resulting image is shown in Fig 4.15. After applying the RSM-AFC with a minimum
bandwidth constraint, the grating lobes are still present. This experimentally confirms
that the conditions in Eqs. 4.3 – (4.6) are required for complete grating lobe removal.
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Figure 4.15. Image of a trihedral after RSM-AFC algorithm for an aperture that does not
meet the sampling conditions to remove grating lobes.
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Chapter 5 |
Conclusion and Future Work

5.1 Summary
This dissertation presented new techniques for SAR imaging applications that use sparsely
sampled synthetic apertures. The emphasis in designing the data collection geometries
and the signal processing algorithms is on suppressing the sidelobes and grating lobes in
3-D radar imagery, with a reduced number of aperture samples.

In Chapter 2, analytical PSFs have been derived for linear and grid aperture geometries.
Many of the assumptions used in the closed-form PSF derivation are not valid in near-field
side-looking imaging scenarios, but simulated data show that the analytical PSF closely
estimates the mainlobe response. The analytical PSFs also accurately estimate grating
lobe spacings for undersampled apertures. They accurately estimate grating lobe width
in cases of extreme undersampling, where the grating lobe is close to the mainlobe
response. Experimental data were collected for two vertically displaced metal cylinders
using a linear aperture and a planar aperture. The benefits of 3-D resolution are shown
by comparing SCR for the two images.

Subsequently, images created with various sparse apertures were investigated in
Chapters 3 and 4. The RSM algorithm was applied to reduce sidelobes, and it was shown
that random apertures only generate sidelobes. This allows for sparse random apertures
to be used with the RSM algorithm to generate 3-D imagery with minimal artifacts. A
periodic undersampled aperture was shown to generate grating lobes, which cannot be
reduced using the RSM algorithm. An organized method of subaperture selection was also
introduced, which improved the convergence time of the RSM algorithm when compared
with random subaperture selection. This technique was then applied to modeled data of
a cylinder. The combination of a random aperture and the RSM technique successfully
imaged the cylinder, but it was shown that the target response can be affected by
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magnitude variation and aspect-dependent responses from different scattering centers
when a wide aperture is used. Aperture extent was limited for the rest of the dissertation
as a result. The combination of a random aperture with the RSM algorithm was also
applied to measured radar data of a corner reflector successfully.

Finally, the RSM-ACF algorithm was introduced to remove grating lobes from images
generated using undersampled, periodic apertures. By employing frequency subbands
with randomized center frequencies at each iteration of the RSM algorithm, the grating
lobe spacings are moved around, which allows them to be reduced. A necessary condition
for grating lobe removal was also derived for the SAR system parameters. The RSM-ACF
technique was applied to modeled radar data for a cylinder target and was shown to
be effective. The same technique was subsequently applied to experimental radar data
obtained from a corner reflector. Sub-bands of at least 200 MHz were used during the
center frequency randomization to make the algorithm more robust to interference and
variations in the target frequency response.

The techniques introduced in this study should have important applications to 3-D
imaging of difficult targets concealed in heavily cluttered environments, including buried
objects. They should be particularly suited to practical SAR implementations on UAV
platforms with high mobility, that allow flexible data collection geometries, but present
stringent SWAP requirements. These techniques were demonstrated at S-band frequencies,
which were selected as a trade-off between good penetration through media and good
cross-range and vertical resolution. For a fixed resolution, the aperture can be scaled to
apply this technique in a different frequency band for different applications. It can also
be applied to different radar processing techniques in addition to SAR. In Reference [44],
the technique using the RSM algorithm with a random aperture distribution is applied
to the problem of long-range surveillance in tracking radars.

5.2 Future Work
This dissertation applied fundamental imaging concepts to create new approaches to
sparse aperture imaging. Simulated examples were implemented on a point target and a
modeled cylinder before applying these techniques to measured data of a corner reflector.
This research opens the door to a long list of potential new techniques, scenarios, and
applications.
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5.2.1 Aperture Design

Extension of this work would study the effect of individual aperture samples on the
success of this algorithm. This is rooted in the use of the random aperture. Simulations
should be performed to determine a minimum sample density to avoid the generation
of grating lobes. This would involve the study of individual aperture positions and null
placement for different subapertures. These principles could be extended to on-the-fly
aperture design for minimizing the number of samples and RSM iterations necessary to
generate a radar image with no grating lobes.

5.2.2 Modeling

So far, this algorithm was only applied to metal cylinders in HH polarization. This work
should be extended to a variety of targets and polarizations to determine its behavior
for targets with different scattering centers. Modeling should also be performed with
multiple targets in the same scene to investigate how phenomena like multipath are
processed through the RSM and RSM-ACF. Finally, the impact of distributed clutter on
both the target response and the algorithm performance must be tested.

5.2.3 Experimental Data

This algorithm must be tested in more challenging scenarios with more challenging
targets. Distributed clutter, like foliage, should also be introduced. The algorithm would
need to adapted to low SCR scenarios where the target signal is not obvious or even
present at some aperture positions.

5.2.4 UAV Platform

The use of random apertures lends itself to SAR system implementation on a UAV
platform. The apertures in this dissertation were considered as flight paths of a single
quasimonostatic sensor. In the computer models, the apertures were typically randomly
distributed, which would prove difficult to construct in practice. An aperture synthesis
procedure should be developed which treats the aperture more as a spatial path to be
flown rather then a random set of points. Also, these realistic flight trajectories should
be tested on an sUAV platform for proof of concept.

As an alternative to constructing these apertures using the flight path of a single,
quasimonostatic sensor, these apertures could be constructed using a distributed set of
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quasimonostatic sensors operating in a coordinated manner. Two methods of sparse
imaging were presented in this dissertation. In the first method, random aperture samples
are paired with the RSM algorithm to generate low-artifact imagery. The considered
apertures represented flight paths constructed using a single quasi-monostatic platform.
It should be noted that these apertures could also be realized using multiple radar
platforms operating in a distributed manner. The use of multiple platforms would greatly
simplify the flight paths that each individual platform would need to fly. If coherence
is established across the platforms, then they can theoretically operate in a multistatic
mode. In multistatic radar, each platform transmits an orthogonal waveform, and each
waveform is received on all platforms. With N platforms operating coherently, there are
a maximum of N(N + 1)/2 independent channels as opposed to N independent channels
when the different platforms are not coherent. A coherent set of apertures can synthesize
an aperture much more quickly, and the resulting aperture is significantly less sparse.

The second technique applies a modified version of the RSM algorithm to uniformly
sampled apertures. In practice, these uniformly sampled apertures would be realized
using a vertical antenna array rather than as the flight path of a quasi-monostatic
platform. An antenna array could be replaced by a set of quasi-monostatic platforms
flown in an organized vertical pattern. This would be used to reduce the SWAP burden
on an individual radar platform. If SWAP is not an issue, then a set of platforms could
be stacked vertically in which each platform has a vertical array. This would increase
both the number of aperture samples and the aperture length, which would improve the
resolution in the resulting imagery.

5.2.5 Distributed Radar

A potential application for the techniques presented in this dissertation is distributed
radar. In distributed radar, a network of transmitters and receivers are geographically
separated, providing a wide set of observation angles for a region of interest [45]. This
leads to a naturally sparse aperture for imaging. Most targets of interest are anisotropic
scatterers, and the wide set of observation angles leads to a large variety of responses from
the target. This renders coherent processing extremely difficult, requiring complicated
rephasing of the received signals to maximize coherence at a known target location.
This technique assumes a point-like target, as well as a priori information on the target
location, so it is extremely difficult to implement in practice. However, it does provide
an upper bound to performance. A more reasonable implementation uses incoherent
processing to combine information from each of the distributed sensors. Future work
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should test the algorithms presented in this dissertation for noncoherent processing.
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Appendix A|
Derivation of the Range Approxi-
mation

For the monostatic geometry in Fig. 2.1, the range from aperture sample m to the point
target at r⃗o is approximated by the length of the difference between their position vectors:

|r⃗o − r⃗m| =
√

(xo − xa)2 + (ym − yo)2 + (zm − za − zo + za)2

=
√

(xo − xa)2 + y2
m + y2

o − 2yoym + (zo − za)2 + z2
m − z2

a − 2zmzo + 2zoza

=
(

1 + y2
m + (z2

m − z2
a) + 2zoza

r2
o

− 2 (yoym + zozm)
r2

o

)1/2

.

(A.1)

For further simplification, it is assumed that the aperture is small in the horizontal and
vertical directions with respect to the range from the target to the aperture center, with
|ym| << ro and z2

m − z2
a << r2

o . Furthermore, it is assumed that the point target is close
to the origin, with 2zoza << r2

o. Applying these assumptions the range is approximated
as

|r⃗o − r⃗m| ≈ ro

(
1 − 2 (yoym + zozm)

r2
o

)1/2

. (A.2)

The function f(x) can be evaluated at a by the Taylor series:

f(x) =
∞∑

n=0

f (n)(a)
n! (x − a)n , (A.3)

where f (n)(a) denotes the nth order derivative of f evaluated at a. A function can

98



be estimated by truncating this series. In this case, the function f(x) = (1 + x)
1
2 is

estimated at a ≈ 0, using a second order Taylor series approximation:

(1 + x)
1
2 ≈ 1 − yoym + zozm

r2
o

. (A.4)

This is inserted in Eq. (A.2), resulting in the range approximation:

|r⃗o − r⃗m| ≈ ro − yoym + zozm

ro

(A.5)
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