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Abstract
Cyber-physical systems (CPSs) have risen to prominence across multiple domains, in-
cluding power grids, drone networks and transportation systems, owing to their ability
to significantly enhance these applications through the integration of modern commu-
nication networks. Due to the existence of legacy devices and complex couplings of
cyber-physical spaces, secure and efficient management of CPSs imposes formidable
challenges. This dissertation aims at systematically exploring the CPSs in the dimensions
of attack recovery, system resilience, routing control, and attack design, through the lens
of estimation, optimization, and control.

In our first piece of work, we study the link state inference problem for attack recovery
in the smart grid through the lens of estimation. We consider a challenging attack
form named the joint cyber-physical attacks, where the physical part disconnects links
while the cyber part blocks the measurements from the attacked area. We try to fill
the gap that the existing works always assume a connected post-attack grid by jointly
inferring the link states and the power injection changes due to grid islanding using
unattacked observations. We first propose a linear programming-based algorithm for
link state estimation for the cases that islanding is possible. We develop a new analysis
framework to characterize the accuracy of the proposed algorithm at a finer granularity
than existing works. In addition, we extend the analysis into efficient polynomial-time
algorithms to verify the correctness of the link state estimation. Finally, we extend the
DC-based algorithms to AC model. The evaluations show that we can not only estimate
the line states with low error rate, but also verify the most of them.

In our second piece of work, we study a new trade-off between system resilience and
limited defending budget in smart grid, through the lens of optimization of the secured
PMU deployment. Specifically, instead of preventing the existence of all attacks through
achieving full observability by secured PMUs, we propose to deploy secured PMUs
to limit the attack impact so that any undetectable false data injection cannot cause
overload-induced link tripping. We formulate the problem as a tri-level mixed-integer
optimization problem. Then, we propose an alternating optimization framework together
with two constraint generation algorithms to solve PPOP optimally. For large grids,
we further develop a scalable polynomial-time heuristic algorithm. Finally, we extend
our solution to achieve the defense goal under AC power flow model. The numerical
evaluations demonstrate that our algorithms can significantly reduce the required number
of PMUs.

In our third piece of work, we aim to design performant overlay communication

iii



networks for CPSs through the lens of network state estimation and routing control.
Considering the demand of timely delivery of measurements and commands in CPSs,
and the trend of communication network virtualization, our objective is to achieve
congestion-free overlay routing over an uncooperative underlay network. To this end, we
first identified the minimum information necessary for such routing and introduced the
first-known polynomial-complexity algorithms to infer this information with guaranteed
accuracy. For the special case of symmetric tree-based routing, we developed an alternative
algorithm to enhance the inference accuracy. Subsequently, we devised a greedy algorithm
to estimate the required capacity information. Numerical evaluations, conducted using
the NS3 simulator, demonstrate the effectiveness of our proposed algorithms in avoiding
congestion.

In our fourth piece of work, we examined the attack design of cross-path attacks
in communication networks, through the lens of estimation of the shared network
components and optimization of the attack’s impact on the targeted services. We
initially developed novel reconnaissance algorithms to consistently reveal the locations
and parameters of the shared links through network tomography. Subsequently, we
explored two optimization objectives for allocating attack rates to maximally degrade
the performance of targeted paths. Extensive evaluations demonstrate that our proposed
algorithms can achieve a significantly larger performance impact compared to their
non-optimized counterparts.

In the ongoing work, we propose to develop a performant decentralized learning
framework for CPSs, through the lens of optimization of overlay routing and mixing
matrix. This endeavor is driven by the goal of enhancing CPSs with machine learning
capabilities and the necessity of distributing the training process across decentralized
agents. We aim to provide a strategy to minimize the total training time by balancing
the trade-off between the per-iteration communication time and the number of iterations
for convergence.
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Chapter 1 |
Introduction

1.1 Background on Cyber-Physical Systems
Cyber-physical systems (CPSs) have widely been recognized as a promising paradigm for
transforming industrial systems such as power grid [1], drone networks [2], transporta-
tion [3], and health care [4], etc. The opportunities of CPSs lie in the close integration of
advanced sensing, communication, computation, and control with the physical compo-
nents. The advanced communication networks in CPSs help achieve better monitoring
and control in the physical spaces.

The current state-of-the-art in CPSs reflects a dynamic interplay between advanced
technological innovations and practical applications across various domains. Recent
advancements have seen the integration of cutting-edge technologies such as the Internet
of Things (IoT), artificial intelligence (AI), and machine learning (ML) with CPSs,
driving significant improvements in system responsiveness, adaptability, and efficiency [5].
For instance, in smart grids, AI-driven predictive models are being employed to enhance
energy distribution and optimize renewable energy usage, reflecting a shift towards more
sustainable and efficient energy systems [6].

Moreover, the advent of 5G technology and beyond promises to revolutionize CPSs
by providing ultra-reliable low-latency communication (URLLC), which is crucial for
applications requiring real-time data processing and control [7]. This technological leap is
expected to unlock new possibilities in autonomous vehicle networks, remote healthcare,
and smart cities, where seamless and instantaneous communication is paramount. The
integration of these technologies within CPSs facilitates not only enhanced performance
but also new functionalities that were previously unattainable, highlighting the evolving
nature of CPS capabilities.

Looking ahead, the future of CPSs appears to be geared towards achieving higher
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levels of autonomy, intelligence, and inter-connectivity. The convergence of AI and ML
with CPSs is set to deepen, with systems becoming increasingly capable of autonomous
decision-making, predictive analytics, and self-optimization. This evolution will likely
usher in a new era of smart infrastructure, where CPSs can anticipate and respond to
changes in their environment in a proactive and efficient manner. Additionally, the focus
on enhancing cybersecurity measures and developing robust frameworks for data privacy
and ethics in CPSs will remain a critical area of research and development, ensuring the
trustworthiness and reliability of these systems.

In essence, the trajectory of CPSs points towards an increasingly interconnected and
intelligent ecosystem of cyber and physical components. The ongoing advancements
in technology and the continuous integration of these advancements into CPSs suggest
a future where these systems play a central role in driving innovation, efficiency, and
sustainability across all sectors of society. The challenge lies in harnessing these technolo-
gies in a manner that maximizes their potential while mitigating the associated risks,
particularly those related to security and privacy.

1.2 Motivations
However, the great opportunities come with greater challenges in system design and
management [8], among which we focus on the secure and efficient management in this
dissertation.

The inherent complexity of CPSs arises from their tightly coupled cyber and physical
components, which necessitate sophisticated algorithms for real-time data processing
and decision-making [9]. This complexity is further magnified by the need for robust
measures to defend against increasingly sophisticated attacks. As such, ensuring the
security and integrity of CPSs is paramount, particularly given their critical role in
infrastructure and their potential impact on public safety and economic stability [10].
The integration of advanced sensing and control technologies enables CPSs to respond
dynamically to changing environmental conditions and operational demands, thereby
enhancing efficiency and sustainability.

As discussed in [11], securing CPSs requires a systematical defending mechanism,
which can be decomposed into four components, as shown in Fig. 1.1. The first component
is prevention, which aims at postponing the attack onset by reducing information
leakage and detecting intrusion. However, there always exist attacks that can bypass
the prevention, which leads to the requirements of resilience. A resilient CPS is still
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Dibaji, S. M., M. Pirani, D. B. Flamholz, A. M. Annaswamy, K. H. Johansson, and A. Chakrabortty
(2019) “A systems and control perspective of CPS security,” Annual Reviews in Control, 47, pp. 
394–411.
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Propagation of attack without defense

Propagation of attack with defense mechanism

Figure 1.1. A systematical securing solution for CPSs.

functional (in an abnormal state without being broken) under attack by limiting the
attack’s impact. After observing the existence of attacks that have bypassed the detection
mechanism, we need to isolate the attacks for further actions. Finally, recovery of the
system back into its normal state is vital for maintaining a stable system.

Furthermore, the scalability of CPSs presents both a challenge and an opportunity
for the design of its communication networks [12]. These networks are crucial for
facilitating real-time data exchange and coordination, which become increasingly complex
as systems grow. Addressing scalability involves ensuring network robustness against
disruptions, achieving low latency for immediate system responsiveness, and securing
networks against cyber threats, notably Denial of Service (DoS) attacks [13]. Overlay
routing design is particularly significant in this context, offering a strategic approach
to optimize communication pathways, thereby enhancing efficiency and resilience [14].
Through adeptly tackling these design challenges, communication networks play a vital
role in enabling CPSs to scale effectively, ensuring reliable performance across a spectrum
of demands and conditions.

The evolution of CPSs is also driven by advancements in artificial intelligence (AI) and
machine learning (ML), which offer the potential to significantly enhance decision-making
processes within these systems [15]. By leveraging AI and ML, CPSs can learn from data,
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adapt to new situations, and predict future states, thereby improving their efficiency,
reliability, and overall performance. However, the integration of AI and ML into CPSs
introduces additional layers of complexity, particularly in terms of ensuring the security
and efficiency.

In conclusion, the development and deployment of CPSs hold the promise of revolu-
tionizing not only traditional industrial systems but also extending beyond them. The
challenges associated with their complexity, scalability, security, and the integration of
AI and ML, while significant, are not insurmountable. Overcoming these challenges is
both urgent and crucial for realizing the full potential of CPSs.

1.3 An Illustrative Example: Smart Grid
In this subsection, we use the smart grid as an example, as shown in Fig. 1.2, to
demonstrate the problems we plan to solve. In Fig. 1.2, the power grid is the physical
space to manage, where nodes are connected through power lines. Together with
switches and routers, the sensors for monitoring the power grid are connected in the
communication layer so that the control center can collect the sensor measurements for
further actions such as state estimation and load forecasting. It is worth noting that a
large portion of nodes (e.g., routers) for networking may be provided by the third party
(e.g., Internet Service Provider, ISP) and thus invisible to the grid operator. We will call
the communication network managed by the grid operator the overlay since it is layered
on the underlay ISP’s network. That is to say, a direct communication link from the
perspective of overlay may be composed of multiple underlay links.

The security threat to smart grid has long been an active research area. For example,
adversary may attack the power grid for manipulating the market to obtain a financial
gain [16]. The adversary may also be motivated by causing large-scale blackout [17], such
as the attacks on the Ukrainian power grid in 2015 [18]. Due to the severe consequences
of destabilization, secure control of the CPSs to stay stable is deemed necessary.

The joint cyber-physical attacks as shown in Fig. 1.2 has attracted lots of attention.
Specifically, the physical attack refers to the disconnection of links, while the cyber attack
can be either information blockage (also named denial-of-service attack) [19] or false
data injection [20]. According to [11], a comprehensive solution for CPS security requires
attack prevention, impact control, attack detection and attack recovery. The first problem
in this dissertation to solve is the attack recovery, which requires post-attack situation
awareness. Since the topological information, i.e., the link states, is vital for attack
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Figure 1.2. An example of smart grid network

recovery, we will study the link state inference after joint cyber-physical attacks.
The close integration of advanced networking system [21] introduce new challenges,

such as false data injection [20]. The second problem to study is the trade-off between
limited security budget and system resilience during the attack. It has long been realized
that advanced sensing equipment, such as phasor measurement units (PMUs), can help
defend against the attacks since they are not subjected to data injections. Many existing
works have studied optimal PMU deployment achieving full observability of the grid to
eliminate the existence of attacks. However, the high cost prevents PMU from being
fully deployed to achieve full observability in the short future, which results in a need for
a trade-off between full prevention and impact control under budget constraints. Thus,
we propose a new trade-off as well as the associated optimal deployment of PMUs
under the new defending goal.

The timely transmission of measurements from sensors and commands from the
control center is crucial for maintaining the controllability of smart grids [22], which is
essential for their efficiency and resilience. The virtualization and softwarization make
the congestion-free overlay routing design a challenging problem. Therefore, the third
problem addressed in this dissertation concentrates on the optimal control of overlay
routing over an uncooperative underlay network. One major challenge in operating
overlay networks lies in the uncooperative nature of the underlay networks, which implies
no direct information of the underlay network. Such lack of information results in possible
sub-optimal performance of the overlay applications due to the black-box optimization.
We will study the necessary information for achieving congestion-free overlay routing
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and algorithms to estimate this information.
The trend of network softwarization and virtualization has fundamentally altered

the way we build network systems, and makes modern communication networks appear
easier to manage. However, the complex interactions within the networks open the door
for new security threats. Thus, in the fourth problem in this dissertation, we study a
particular type of DoS attacks, called cross-path attacks, which stem from the sharing of
links between high-priority paths and low-priority paths. We will explore the impact of
this security threat on the performance degradation of the target service, which is the
high-priority communications for CPSs.

Due to the potential of significantly improving the system efficiency, introducing
machine learning into CPSs has been widely deemed promising. However, traditional
centralized training paradigm based on parameter server may not be suitable for CPSs
due to the data privacy requirements. In addition, centralized server is likely to be the
communication bottleneck and thus slows down the training. In the ongoing work, we
will study the decentralized learning over overlay networks. The objective is to minimize
the training time without causing congestion.

1.4 Roadmap and Research Problems
This dissertation has four main chapters addressing four different problems, focusing
onattack recovery, system resilience, routing control, and attack design problems of the
CPSs, through the lens of estimation, optimization, and control. Specifically:

1. Effective defense against cyber-physical attacks in power grids requires accurate
damage assessment. While some solutions have been proposed to recover the link
states within the attacked area, existing solutions are limited by the assumption of
a connected post-attack grid and the lack of verifiable performance guarantees. To
fill this gap, we study in Chapter 2 the recovery of link states under a cyber-physical
attack that disconnects links within the attacked area while blocking information
from that area. In contrast to existing solutions assuming a connected post-attack
grid or known post-attack power injections, we consider a more challenging scenario
where the attack may partition the grid into islands, which causes unknown changes
in power injections. To address this problem, we (i) propose a linear programming-
based algorithm to recover the link states within the attacked area under unknown
post-attack power injections, (ii) characterize the accuracy of the proposed recovery
algorithm under certain conditions, and (iii) develop efficient algorithms to verify
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the recovery results using observable information. Our numerical evaluations based
on the IEEE 300-bus system and the Polish grid demonstrate that the proposed
recovery algorithm is highly accurate in localizing failed links, most of which can
be successfully verified by the proposed verification algorithms.

2. Next, we consider the optimal PMU deployment for defending against coordinated
cyber-physical attacks to prevent severe consequences in Chapter 3. Existing
approaches focus on eliminating the existence of attacks by either securing existing
sensors or deploying secured PMUs. In this work, we improve this approach
by lowering the defense target from eliminating attacks to preventing outages
and reducing the required number of PMUs. To this end, we formulate the
problem of PMU Placement for Outage Prevention (PPOP) as a tri-level non-
linear optimization problem and transform it into a bi-level mixed-integer linear
programming (MILP) problem. Then, we propose an alternating optimization
framework to solve PPOP by iteratively adding constraints, for which we develop
two constraint generation algorithms. In addition, for large-scale grids, we propose
a polynomial-time heuristic algorithm to obtain suboptimal solutions. Finally, we
evaluate our algorithm on IEEE 30-bus, 57-bus, 118-bus, and 300-bus systems,
which demonstrates the potential of the proposed approach in greatly reducing the
required number of PMUs.

3. In Chapter 4, we study the optimal overlay routing control over an uncooperative
underlay for timely delivery of measurements and control commands. Overlay
network is a non-intrusive mechanism to enhance the existing network infrastructure
by building a logical distributed system on top of a physical underlay. A major
difficulty in operating overlay networks is the lack of cooperation from the underlay,
which is usually under a different network administration. In particular, the lack
of knowledge about the underlay topology and link capacities makes the design of
efficient overlay routing extremely difficult. In contrast to existing solutions for
overlay routing based on simplistic assumptions such as known underlay topology
or disjoint routing paths through the underlay, we aim at systematically optimizing
overlay routing without causing congestion, by extracting necessary information
about the underlay from measurements taken at overlay nodes. To this end, we
(i) identify the minimum information for congestion-free overlay routing, and (ii)
develop polynomial-complexity algorithms to infer this information with guaranteed
accuracy. Our evaluations in NS3 based on real network topologies demonstrate
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notable performance advantage of the proposed solution over existing solutions.

4. Then, we consider the impact of a particular DoS attack paradigm on modern
communication networks in Chapter 5. While softwarization and virtualization
technologies make modern communication networks appear easier to manage, they
also introduce highly complex interactions within the networks that can cause
unexpected security threats. In this work, we study a particular security threat
due to the sharing of links between high-security paths and low-security paths,
which enables a new type of DoS attacks, called cross-path attacks, that indirectly
attack a set of targeted high-security paths (target paths) by congesting the shared
links through a set of attacker-controlled low-security paths (attack paths). While
the feasibility of such attacks has been recently demonstrated in the context of
SDN, their potential performance impact has not been characterized. To this
end, we develop an approach for designing an optimized cross-path attack under
a constrained total attack rate, consisting of (i) novel reconnaissance algorithms
that can provide consistent estimates of the locations and parameters of the
shared links via network tomography, and (ii) efficient optimization methods to
design the optimal allocation of attack rate over the attack paths to maximally
degrade the performance of the target paths. The proposed attack has achieved
a significantly larger performance impact than its non-optimized counterparts in
extensive evaluations based on multiple network settings, signaling the importance
of addressing such intelligent attacks in network design.

5. At last in Chapter 6, we will discuss the limitations and potential extensions of the
works in this dissertation. Furthermore, we will demonstrate some details of optimal
overlay network design for decentralized learning as an illustrative example. Since
the training time is determined by both the per-iteration communication delay
and the number of interactions for convergence, we propose to find the optimal
trade-off between them to minimize the total training wall-clock time.
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Chapter 2 |
Link State Estimation under Cyber-
Physical Attacks

2.1 Introduction
Modern power grids are interdependent cyber-physical systems consisting of a power
transmission system (power lines, substations, etc.) and an associated control system
(Supervisory Control and Data Acquisition - SCADA and Wide-Area Monitoring Pro-
tection and Control - WAMPAC) that monitors and controls the states of the power
grid. This interdependency raises a legitimate concern: what happens if an attacker
attacks both the physical grid and its control system simultaneously? The resulting
attack, known as a joint cyber-physical attack, can cause large-scale blackouts, as the
cyber attack can blindfold the control system and thus make the physical attack on the
power grid more damaging. For example, one such attack on Ukraine’s power grid left
225,000 people without power for days [23].

One of the challenges in dealing with such attacks is that in case the measurements
(e.g., breaker status) within the attacked area are blocked by the cyber attacks, the
control center is unable to accurately identify the damage caused by the physical attack
(e.g., which lines are disconnected) and hence unable to efficiently schedule the repair-
ing/restoration. To address this challenge, solutions [19,24–27] have been proposed to
recover the state and topology of the power grid inside the attacked area under either
direct-current (DC) or alternating-current (AC) power flow models. However, existing
works are based on the limiting assumption that either the grid remains connected after
attack, or the post-attack power injections at all the buses are known, which is often
violated by large-scale attacks. In addition, most of the existing solutions lack the ability
to verify the correctness of the recovered state in real time, which can result in a costly
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Figure 2.1. The defense system in smart grid. The proposed methods focus on Topology
Recovery and Topology Verification.

waste of time and resources during restoration due to false alarms.
As shown in Fig. 2.1, the defense system in the smart grid is usually composed

of multiple subsystems [11], which can be categorized into pre-attack and post-attack
subsystems. The pre-attack subsystem aims to prevent the attack from taking effect.
For example, the prevention subsystem will reduce the information leakage, while the
detection subsystem intends to detect the invasion. For the advanced attacks that can
bypass all pre-attack modules, efficient recovery from the attacks, which is the focus of the
work, is desired. A key step before repairing/restoration is to learn the current topology
through line state estimation. In this work, we address this problem under a joint
cyber-physical attack, where the cyber attack blocks information from an attacked area
while the physical attack disconnects lines (i.e., transmission lines) within the area, with a
focus on scenarios where the physical attack causes islanding and hence unknown changes
in the power injections within the attacked area. Our first goal is to compute an estimate
F̂ of the failed lines within the attacked area (Topology Recovery). Then, in contrast
to existing works [24, 25, 28, 29], we add a novel step called Topology Verification
before repairing/restoration, to guide resource dispatch during repairing/restoration by
avoiding the cost due to false alarms.

2.1.1 Related Work

Power grid state estimation, as a key functionality for supervisory control, has been
extensively studied in the literature [30, 31]. Secure state estimation under attack is
of particular interest [20, 32]. Specifically, the attackers can launch denial-of-service
attacks [11, 19] or false data injection attacks [19, 20, 26, 32, 33] so that the control center
cannot correctly estimate the phase angles [34] or/and the topology [35] of the power
grid. Recently, joint cyber-physical attacks are gaining attention due to their stealthiness
and severe consequences [19,26].
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The resilience of the power grid to attacks requires both pre-attack prevention [36] and
post-attack restoration, the latter being the focus of this work. To facilitate the restoration,
several approaches have been proposed for detecting failed lines. In [28, 29], the problem
was formulated as a mixed-integer program, which becomes computationally inefficient
when multiple lines fail. The problem was formulated as a sparse recovery problem over an
overcomplete representation in [24, 25], where the combinatorial sparse recovery problem
was relaxed to a linear programming (LP) problem. Machine learning-based recovery
strategy was studied in [27]. All works discussed above assume DC power flow model.
Recently, the detection of failed link caused by attack was studied under the AC power flow
model [37–39]. Although the above works can successfully identify failures in some cases,
they all assume a connected post-attack grid and their recovery results cannot be verified
in real time. The works closest to ours are [19, 39], which established graph-theoretic
conditions to guarantee the recovery accuracy. Our work differs from [19, 39] in the
following aspects: (1) they still assume the grid to remain connected after attacks, while
our solution is applicable to a partitioned post-attack grid where the power injections
within the attacked area are unknown; (2) their conditions only characterize when all
the line states can be identified correctly, while we provide recovery conditions at a finer
granularity of individual lines. Such a finer granularity allows us to verify the states of
a subset of lines (in Step 2 in Fig. 2.1) when the conditions in [19,39] are not satisfied.

Besides blocking information as considered in this work, other types of cyber at-
tacks are also possible, e.g., injecting false data into measurements. We refer readers
to [17,33,40] and the references therein for details and leave failure localization under
such attacks to future work.

The recovery from the joint cyber-physical attacks considered in this work is more
challenging than traditional failure detection [41], since the jointly launched cyber attack
will block the information from the attacked area and thus obfuscate the locations of
the physical attack. Moreover, line failures due to naturally occurring faults typically
do not occur at the same time and are mostly self-clearing, i.e., they rarely lead to
line disconnection. On the contrary, a coordinated physical attack could take place
simultaneously at multiple places, which may even lead to islanding.

2.1.2 Summary of Contributions

We aim at estimating the power grid state within an attacked area from which measure-
ments have been blocked, with the following contributions:
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1. Motivated by an observation that the existing method and condition for recovering
the phase angles within the attacked area, previously developed for the case of
connected post-attack grid, remain valid in the case of islanding, we focus on the
recovery of the line states (i.e., breaker status of lines) within the attacked area
using the phase angles, for which under the DC power flow model we develop an
LP-based algorithm that allows for unknown changes in the power injections within
the attacked area (due to islanding).

2. We establish conditions under which the accuracy of the proposed algorithm is
guaranteed, which are further developed into verifiable conditions that can be
tested using observable information.

3. Based on the above conditions, we develop a polynomial-time algorithm to verify
the correctness of the estimated line states. We further provide an algorithm for
verifying the states of potentially more lines based on the line states verified by the
previous algorithm.

4. We extend the DC-based failed line detection and line state verification algorithms
to their AC-based variants.

5. Our evaluations on real grid topologies show that the proposed recovery algorithm
is highly accurate in localizing the failed lines with very few false alarms, and
most of the failed lines can be successfully verified by the proposed verification
algorithms.

Roadmap. Section 2.2 presents our models and problem formulation. Under the DC
power flow model, Section 2.3 presents the proposed algorithm for localizing failed lines
and its performance analysis. Section 2.4 presents conditions and algorithms for verifying
the correctness of the estimated line states. In Section 2.5, we extend the DC-based line
state detection and verification algorithms to the AC model. Section 2.6 evaluates our
solutions on real grid topologies, and Section 2.7 concludes the paper. All appendices
can be found in the supplementary file (proofs in Appendix 2.8.1).

2.2 Problem Formulation
Notation. The main notations are summarized in Table 2.1. Moreover, given a subgraph
X of G, VX and EX denote the subsets of nodes/lines in X, and xX denotes the subvector
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of a vector x containing elements corresponding to X. Similarly, given two subgraphs X
and Y of G, AX|Y denotes the submatrix of a matrix A containing rows corresponding
to X and columns corresponding to Y . For a set A, IC = 1 if condition C holds and
IC = 0 otherwise. We use Λ(·) ∈ {0, 1}m×n with one nonzero element in each row to select
entries from a vector such that Λ(·)x is a subvector of x. For a vector x, [x] denotes a
diagonal matrix with x on the main diagonal. For a complex-valued number x, we use
Re(x) and Im(x) to denote its real and imaginary part, respectively.

2.2.1 Power Grid Model

We model the power grid as a connected undirected graph G = (V,E), where V is the
set of nodes (buses) and E the set of lines (transmission lines). Each line e = (s, t) is
associated with a reactance rst (rst = rts) and a state ∈ {operational, failed} (assumed
to be operational before attack). Each node v is associated with a phase angle θv and an
active power injection pv. The phase angles θ := (θv)v∈V and the active power injections
p := (pv)v∈V are related by

Bθ = p, (2.1)

where B := (buv)u,v∈V ∈ R|V |×|V | is the admittance matrix, defined as:

Buv =


0 if u ̸= v, (u, v) ̸∈ E,
−1/ruv if u ̸= v, (u, v) ∈ E,
−∑w∈V \{u} buw if u = v.

(2.2)

By arbitrarily assigning an orientation for each line, the topology of G can also be
represented by the incidence matrix D ∈ {−1, 0, 1}|V |×|E|, whose (i, j)-th entry is defined
as

Dij =


1 if line ej comes out of node vi,
−1 if line ej goes into node vi,
0 otherwise.

(2.3)

It is worth noting that the proposed algorithms and analysis are not restricted to any
specific orientation assignment.

As illustrated in Fig. 2.2, we assume that the grid is organized as a composition of
multiple areas. Each area has a hybrid deployment of remote terminal units (RTUs) and

13



phasor measurement units (PMUs), which are responsible for collecting measurements.
The measurements will be communicated to Supervisory Control and Data Acquisition
(SCADA) or Wide Area Monitoring Protection and Control (WAMPAC) system for power
grid management. As envisioned by [42], we consider a heterogeneous smart grid with
several operators where multiple communication networks and protocols coexist. More
specifically, the measurements and control instructions can be communicated through
traditional fiber optic cables, power lines [43] or wireless links [44]. Due to the wide
range of communication media, heterogeneous protocols (such as DNP3 [45], IEEE 1901
FFT-OFDM [43], etc.) can coexist.

2.2.2 Attack Model

As illustrated in Fig. 2.2, we consider an adversary who launches joint cyber-physical
attacks during the interval between two consecutive state estimations for a specific area
H = (VH ⊆ V,EH ⊆ E). We assume that the attacks have successfully bypassed both
prevention and detection measures.

The physical part will disconnect a set F (|F | > 0) of lines within H by either
manipulating the breaker status or cutting the power lines.

The cyber part will take the form of Denial-of-Service (DoS) attacks to block
the measurements within H. In other words, although the control center can observe
the information in H̄ = (VH̄ ⊆ V,EH̄ ⊆ E), information within the attacked area H,
especially the post-attack topology and power injections, is blocked. Such DoS attacks
can be achieved by destroying communication media (wireless or wired link), congesting
the communication network (e.g., through telephonic floods), or remotely wiping the
data in servers [23].

One of the motivations behind such joint attacks is to cause service disruption for
consumers, especially critical infrastructures. Specifically, a large-scale line disconnection
due to physical attacks can cause islanding and the associated load shedding, which can
cause disruption of service to affected customers, and in the worst case, the collapse of
the whole island in absence of generation. It is worth noting that the role of cyber attack
considered in this work is not to hide the existence of physical attacks as considered in
false data injection [17, 33], but to hinder the recovery process [23]. More specifically,
repairing/restoration usually requires the knowledge of topology [46], which is normally
available at the control center through binary breaker status measurements. However,
the DoS attack will block such information and thus make the repairing/restoration
scheduling challenging.
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Figure 2.2. A cyber-physical attack that blocks information from the attacked area H while
disconnecting certain lines within H.

Formally, we denote x′ as the post-attack counterpart of the pre-attack value x.
Before attack, the control center has full access to measurements on power injections, line
flows, and the information of breaker status (the topology G = (E, V )). The physical
attack will change G to G′ = (V,E ′), where E ′

H̄
= EH̄ while E ′

H ̸= EH , as illustrated in
Fig. 2.2. The cyber attack will block the information within H = (VH , EH). To schedule
the repairing/restoration to recover from the attack, we need to recover the topology
information E ′

H or equivalently detecting the failed lines F .
This work focuses on “Topology Recovery” (detecting F̂ ) and “Topology verification”

during the recovery from a general class of attacks that result in power line disconnection
and information loss.
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Table 2.1. Notations
Notation Description
G = (V,E) power grid
H, H̄ attacked/unattacked area
F , Eo set of failed/operational lines after attack
B, D admittance/incidence matrix
θ, θ′ phase angles before/after attack
p, p′ active power injections before/after attack
Γ [ 1

re
]e∈E (re: reactance of line e)

∆ change in active power injections
D̃ hypothetical post-attack power flows (2.5)
η rounding threshold in FLD

SU , fU,g, fU,1(0) definitions related to hyper-node (2.16)

2.2.3 Voltage Recovery Problem

Our goal is to recover the post-attack state within H, based on the grid state before the
attack (e.g., B and θ) and the information from the unattacked area H̄ after the attack
(e.g., θ′

H̄
). In contrast to the previous works, we consider cases where the attack may

partition the grid into multiple islands, which can cause changes in active power injections
to maintain the supply-demand balance in each island. Let ∆ = (∆v)v∈V := p − p′

denote the change in active power injections due to such supply-demand balance, where
∆v > 0 if v is a generator bus and ∆v ≤ 0 otherwise.

We observe in [47, Theorem A.1] that the existing condition in [19, Theorem 1] for
recovering the phase angles θ′

H in a connected post-attack grid remains valid under an
attack that possibly partitions the grid into islands, which allows θ′

H to be recovered
through solving a linear system. Thus, we assume θ′

H to be known in the sequel to focus
on the recovery of the line states within H, i.e., the localization of F .

Remark: Alternatively, θ′
H can be obtained from secured PMUs as assumed in [48–50].

We refer to Appendix 2.8.3 for details, which which also provides guidelines on placing
secured PMUs for recovering θ′

H .
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2.3 Localizing Failed lines with Unknown Active Power
Injections
Although providing theoretical guarantees, the existing solutions for localizing failed
lines in [19,39] assume either a connected post-attack grid or a known ∆H , which cannot
be guaranteed in practice. To address this limitation, we will first present an algorithm
extended from [19] that can jointly estimate the failed lines F and the changes in power
injections ∆H (Section 2.3.1), and then analyze the algorithm’s accuracy in estimating
F under unknown ∆H (Section 2.3.2).

2.3.1 Algorithm

Our algorithm extends the failure localization algorithm in [19] (which assumes ∆H = 0)
by formulating the (F,∆H) joint estimation problem as the following optimization.

Constraints: Let x ∈ {0, 1}|E| be an indicator vector such that xe = 1 if and only if
e ∈ F . Due to B = DΓDT (see Table 2.1 for the definitions), we can write the post-attack
admittance matrix as B′ = B −DΓ[x]DT , which together with ∆ = p− p′ implies

∆H = BH|G(θ − θ′) + DHΓH [DT
G|Hθ

′]xH , (2.4)

where DG|H ∈ {−1, 0, 1}|V |×|EH | is the submatrix of the incidence matrix D only con-
taining the columns corresponding to lines in H1. For simplicity, we define

D̃ := DΓ[DTθ′]. (2.5)

For line ek = (i, j), D̃i,k = −D̃j,k = θ′
i−θ

′
j

rij
, which indicates the post-attack power flow on

line ek if it is operational.
In addition, ∆H is subject to the following constraints:

pv ≥ ∆v ≥ 0, ∀v ∈ {u |u ∈ VH , pu > 0} , (2.6a)

pv ≤ ∆v ≤ 0, ∀v ∈ {u |u ∈ VH , pu ≤ 0} , (2.6b)

1T∆ = 0, (2.6c)
1Because we focus on the post-attack recovery stage as shown in Fig. 2.1, we implicitly assume in

(2.4) that the grid has reached the post-attack steady state. This means that each island is assumed to
have reached a steady state in the case of islanding.
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which ensure that (i) the bus type will remain the same after attack, (ii) the load will
not increase after islanding, and (iii) the total power is balanced. It is worth noting that
(2.6c) is ensured by (2.4), which implies that 1T∆H −1TBH|G(θ−θ′) = (1TD̃H)xH = 0
since 1TD̃H = 0 by definition (2.5). This implies that any ∆H satisfying (2.4) will satisfy
1T∆H = 1TBH|G(θ − θ′) = 1T∆∗

H (∆∗
H : the ground-truth power injection changes in

H), and thus satisfy (2.6c). Hence, we will omit (2.6c) in the sequel.
Objective: The problem of failure localization aims at finding a failed line set F̂ that

is as close as possible to the ground-truth set F , while satisfying all the constraints. The
solution is generally not unique, e.g., if both endpoints of a line l ∈ EH are disconnected
from H̄ after the attack, then the states of l will have no impact on any observable
variable, and hence cannot be determined. To resolve this ambiguity, we set our objective
as using the fewest failed lines to satisfy all the constraints. This idea has been applied
to failure localization in power grid in various forms [19, 24, 25]. Mathematically, the
problem is formulated as

(P0) min
xH ,∆H

1TxH (2.7a)

s.t. (2.4), (2.6a)− (2.6b), (2.7b)

xe ∈ {0, 1}, ∀e ∈ EH , (2.7c)

where the decision variables are xH and ∆H . Although binary linear programming is
generally hard, (P0) is only a special case and hence needs to be analyzed separately.

Lemma 2.3.1. The optimization (P0) is NP-hard.

By relaxing the integer constraint (2.7c), (P0) is relaxed into

(P1) min
xH ,∆H

1TxH (2.8a)

s.t. (2.4), (2.6a)− (2.6b), (2.8b)

0 ≤ xH ≤ 1. (2.8c)

where 0 ≤ xH ≤ 1 denotes element-wise inequality. To take into account the error on
recovered θ′, we can add a noise term in (2.6a)-(2.6b). For example, by denoting ϵ as a
tunable noise term, (2.6a) becomes pv + ϵ ≥ ∆v ≥ −ϵ. We assume ϵ = 0 in the rest of
the paper to focus on the recovery from the information loss caused by the attack. The
problem (P1) is a linear program (LP) which can be solved in polynomial time. Based on
(P1), we propose an algorithm for localizing the failed lines, called Failed Line Detection
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(FLD) as given in Alg. 1, where the input parameter η ∈ (0, 1) is a threshold for rounding
the factional solution of xH to an integral solution (η = 0.5 in our experiments). We will
illustrate how to set η at the end of Section 2.4.

Algorithm 1: Failed Line Detection (FLD)
Input: B,p,∆H̄ ,θ,θ

′,D, η
Output: F̂

1 Solve the problem (P1) to obtain xH ;
2 Return F̂ = {e : xe ≥ η}.

2.3.2 Analysis

We now analyze when FLD can correctly localize the failed lines, the results of which will
lay the groundwork for the verifiable conditions in the next section. In the sequel, ∆∗

H

denotes the ground-truth power injection changes in H and x∗
H denotes the ground-truth

failure indicators.
According to (2.6), we decompose VH into VH,L for nodes with pv ≤ 0 and VH,S for

the rest. Define Eo ⊆ EH as the set of lines that operate normally after failure, and
F ⊆ EH as the failed lines. We make the following assumption:

Assumption 1. As in [19], we assume that for each line (s, t) ∈ EH , θ′
s ̸= θ′

t, as
otherwise the line will carry no power flow and hence its states cannot be identified2.

First, we simplify (P1) into an equivalent but simpler optimization problem. To
this end, we combine the decision variables ∆H and xH of (P1) into a single vector
yH = [∆T

H ,x
T
H ]T ∈ R(|EH |+|VH |) (where [A,B] denotes horizontal concatenation), and

explicitly represent the solution to yH that satisfies (2.4). Notice that (2.4) can be
written as [I|VH |,−D̃H ]yH = BH|G(θ − θ′) (I|VH |: the |VH | × |VH | identity matrix). The
ground-truth solution y∗

H = [(∆∗
H)T , (x∗

H)T ]T certainly satisfies (2.4). Next, consider the
null space of [I|VH |,−D̃H ], whose dimension is |EH |. It is easy to verify that [d̃Te ,uTe ]T

(e ∈ EH) are |EH | independent vectors spanning the null space of [I|VH |,−D̃H ], where
d̃e is the column vector of D̃H corresponding to line e, and ue is a unit vector in R|EH |

2This assumption essentially means that we will ignore the existence of such lines in failure localization.
Specifically, in the case of islanding, if an island has a total blackout (because of not containing
load/generation or frequency collapse), then lines in this island will be excluded from failure localization.
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with the e-th element being 1 and the other elements being 0. Therefore, any pair of
(∆H ,xH) satisfying (2.4) can be expressed as

yH =
 ∆H

xH

 =
 ∆∗

H

x∗
H

+
∑
e∈EH

ce

 d̃e

ue

, (2.9)

where ce’s are the coefficients. Based on the decomposition of VH into VH,L and VH,S,
D̃H and ∆H can be written as

D̃H =

Eo F[ ]
VH,L D̃H,L,o D̃H,L,F

VH,S D̃H,S,o D̃H,S,F

, (2.10a)

∆H =

[ ]
VH,L ∆H,L

VH,S ∆H,S
. (2.10b)

Let D̃H,L := [D̃H,L,o, D̃H,L,F ], D̃H,S := [D̃H,S,o, D̃H,S,F ], and c := (ce)e∈EH
∈ R|EH |.

Since ∆H,L and ∆H,S are constrained differently in (2.6a) and (2.6b), we introduce
ΛL = [I|VH,L|,0] and ΛS = [0, I|VH,S |] such that ∆H,L = ΛL∆H , ∆H,S = ΛS∆H ,
D̃H,L = ΛLD̃H and D̃H,S = ΛSD̃H . According to (2.9), for FLD to correctly lo-
calize the failed lines, it suffices to have x∗

e + ce ≥ η for all e ∈ F and x∗
e + ce < η for

all e ∈ Eo. Equivalently, it suffices to ensure that the optimal solution ĉ to the following
optimization problem satisfies ĉe ≥ η − 1 for all e ∈ F and ĉe < η for all e ∈ Eo:

min
c

1Tc (2.11a)

s.t. D̃H,Lc ≤ −∆∗
H,L, (2.11b)

− D̃H,Lc ≤ −(ΛLpH −∆∗
H,L), (2.11c)

− D̃H,Sc ≤∆∗
H,S, (2.11d)

D̃H,Sc ≤ ΛSpH −∆∗
H,S, (2.11e)

− c ≤ x∗
H , (2.11f)

c ≤ 1− x∗
H , (2.11g)

where (2.11a) is equivalent to (2.8a), (2.11b)-(2.11c) correspond to (2.6b), (2.11d)-(2.11e)
correspond to (2.6a), (2.11f)-(2.11g) correspond to (2.8c), and the change of variables
xH ,∆H into c based on (2.9) ensures the satisfaction of (2.4). This equivalent formulation
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of (P1) will help to simplify our analysis by eliminating the equality constraint (2.4). For
notational simplicity, we will omit the subscript H in the sequel unless it causes confusion.

Next, we use (2.11) to analyze the accuracy of FLD. Let F̂ be the failed line set
returned by FLD. We first define Qm = F \ F̂ as the set of missed failed lines, and
Qf = F̂ \ F as the set of operational lines that are falsely detected as failed. Note that
according to (2.11), a failed line e ∈ F is missed if and only if ĉe < η − 1. Similarly,
an operational line e ∈ Eo is falsely detected as failed if and only if ĉe ≥ η. To express
this in a vector form, we define Wm ∈ {0, 1}|Qm|×|EH | as a binary matrix, where for
each i = 1, . . . , |Qm|, (Wm)i,e = 1 if the i-th missed line is line e and thus we have
Wmĉ ≤ (η − 1)1. Similarly, Wf ∈ {0, 1}|Qf |×|EH | is defined such that (Wf )i,e = 1 if the
i-th false-alarmed line is line e, which leads to −Wf ĉ ≤ −η1. For ease of presentation,
we define

AT
D := [D̃T

L ,−D̃T
L ,−D̃T

S , D̃
T
S ] ∈ R|EH |×2|VH |, (2.12a)

AT
x := [−I|EH |, I|EH |] ∈ R|EH |×2|EH |, (2.12b)

W T := [W T
m ,−W T

f ] ∈ R|EH |×(|Qm|+|Qf |), (2.12c)

gTD := [−(∆∗
L)T , (−p′

L)T , (∆∗
S)T , (p′

S)T ], (2.12d)

gTx := [(x∗)T ,1T − (x∗)T ] ∈ R1×2|EH |, (2.12e)

gTw := [(η − 1)1T ,−η1T ] ∈ R1×(|Qm|+|Qf |), (2.12f)

where p′
L = pL−∆∗

L and p′
S = pS−∆∗

S denote the post-attack active power injections at
VH,L and VH,S. Then the constraints in (2.11) can be written as [AT

D,A
T
x ]Tc ≤ [gTD, gTx ]T ,

and the optimal solution must satisfy Wc ≤ gw. The following observation is the
foundation of our analysis.

Lemma 2.3.2. A line e ∈ F cannot be missed by FLD if for Qm = {e} and Qf = ∅,
there is a solution z ≥ 0 to

[AT
D,A

T
x ,W

T ,1]z = 0, (2.13a)

[gTD, gTx , gTw,0]z < 0. (2.13b)

Similarly, a line e′ ∈ Eo cannot be falsely detected as failed by FLD if there exists a
solution z ≥ 0 to (2.13) where W is constructed according to Qf = {e′} and Qm = ∅.

The proof is by contradiction: if e ∈ F \ F̂ , then for W corresponding to Qm = {e}
and Qf = ∅, there must be no z ≥ 0 satisfying (2.13); similar argument holds for e′ ∈ Eo
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by assuming e′ ∈ F̂ \ F . See detailed proof in Appendix 2.8.1.
For ease of presentation, we will introduce a few notations as follows. Denote D̃u as

the row in D̃ corresponding to node u, and D̃u,e as the entry in D̃u corresponding to line
e. Recall that as defined in (2.5), if e = (u, v), then D̃u,e = (θ′

u − θ′
v)r−1

uv . We decompose
the l.h.s of (2.13a) into AT

DzD + AT
x [zx−, zx+] + W T

mzw,m + W T
f zw,f + z∗1 such that its

row corresponding to line e can be written as

∑
u∈VH

(
D̃u,ezD,u − D̃u,ezD,−u

)
+
(
zx+,e − zx−,e

)
+ IQm(e)zw,m,e − IQf

(e)zw,f,e + z∗. (2.14)

Similarly, the l.h.s of (2.13b) can be expanded into

∑
u∈VH

(
gD,uzD,u + gD,−uzD,−u

)
+

∑
e∈EH

[zx+,e(1− x∗
e) + zx−,ex

∗
e] + gTwzw + z∗, (2.15)

where gTwzw = ∑
e∈EH

[IQm(e)zw,m,e(η−1)− IQf
(e)zw,f,eη], gD,u := −∆∗

u and gD,−u := −p′
u

if pu ≤ 0, whereas gD,u := p′
u and gD,−u := ∆∗

u if pu > 0. Then, a solution z ≥ 0 satisfies
(2.13) if ∀e ∈ EH , we have (2.14) equal to 0 and (2.15) less than 0.

Equipped with Lemma 2.3.2, we are ready to explicitly characterize what types of
lines are guaranteed to be correctly identified. Specifically, we will show that a line
will satisfy the conditions in Lemma 2.3.2 if its endpoints satisfy certain conditions. To
make our conditions as general as possible, we introduce a generalization of node called
hyper-node as follows (a single node is also a hyper-node):

Definition 2.3.1. A set of nodes U ⊆ VH is a hyper-node if they induce a connected
subgraph before attack.

We define a few properties of a hyper-node U . Define EU as the set of lines with
exactly one endpoint in U , i.e, EU := {e|e = (s, t) ∈ EH , s ∈ U, t /∈ U}. If EU ∩ F ̸= ∅,
we define

D̃U,e :=
∑
u∈U

D̃u,e, (2.16a)

SU := {e ∈ EU \ F | ∃l ∈ EU ∩ F, D̃U,lD̃U,e > 0}, (2.16b)

fU,0 := max
e∈SU

|D̃U,e|, where fU,0 := 0 if SU = ∅, (2.16c)

fU,1 := min
e∈EU ∩F

|D̃U,e|, (2.16d)

fU,g :=


∑
u∈U gD,u if ∃l ∈ EU ∩ F, D̃U,l < 0,∑
u∈U gD,−u otherwise.

(2.16e)
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Figure 2.3. An example of hyper-node (arrow denotes the direction of a power flow or a
hypothetical power flow).

Example 1. Consider an attacked area H as shown in Fig. 2.3, where blue circles
denote nodes (buses) while the direction of each line indicates the direction of power flow3.
Suppose that F = {l2, l6} and all nodes are load buses. Nodes u1, u2 and u3 form a hyper-
node U , where EU = {l2, l4, l6, l7}, SU = {l7}, fU,0 = |D̃U,l7|, fU,1 = min{|D̃U,l2 |, |D̃U,l6|}
and fU,g = −∑v∈U ∆∗

v. D̃U,l1 = D̃u1,l1 + D̃u2,l1 = 0 since l1 /∈ EU , while D̃U,l2 = D̃u2,l2 ̸= 0
since l2 ∈ EU .

Based on these definitions and Lemma 2.3.2, we are ready to present a condition
under which a failed line l ∈ F will not be missed by FLD (see proof in Appendix 2.8.1).

Theorem 2.3.1. A failed line l ∈ F will be detected by FLD, i.e., l ∈ F̂ , if there exists
at least one hyper-node (say U) such that l ∈ EU , for which the following conditions hold:

1. ∀e, l ∈ EU ∩ F , D̃U,eD̃U,l > 0,

2. SU = ∅, and

3. fU,g + (η − 1)|D̃U,l| < 0.

Based on similar arguments, the following condition can guarantee that an operational
line l ∈ Eo will not be falsely detected by FLD (l /∈ F̂ ) (see proof in Appendix 2.8.1). For
notational simplicity, we extend the definition of fU,g to a hyper-node U with EU ∩F = ∅:

fU,g :=


∑
u∈U gD,u if ∃l ∈ EU \ F, D̃U,l > 0,∑
u∈U gD,−u otherwise.

(2.17)

3These may be hypothetical power flows, as a failed line carries no flow.
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Theorem 2.3.2. An operational line l ∈ Eo will not be detected (as failed) by FLD, i.e.,
l /∈ F̂ , if there exists at least one hyper-node (say U) such that l ∈ EU , for which the
following conditions hold:

1. ∀l, l′ ∈ EU ∩ Eo : D̃U,lD̃U,l′ > 0,

2. SU = ∅ if EU ∩ F ̸= ∅, and

3. fU,g − η|D̃U,l| < 0.

Remark: Theorems 2.3.1 and 2.3.2 provide sufficient conditions for FLD to correctly
identify the states of a line l based on the direction and magnitude of “power flows”
around a hyper-node U at the “endpoint” of l (i.e., l ∈ EU): The (hypothetical) power
flows on all the lines of the same state (failed or operational) around U should be in
the same direction, i.e., all going into or out of U (condition 1); all lines of different
states around U should have opposite (hypothetical) power flow directions (condition 2);
the magnitude of the (hypothetical) power flow on the line of interest (i.e., l) should be
sufficiently large (condition 3).

2.4 Verifying Estimated Line States
Although the conditions in Section 2.3.2 can guarantee the accuracy of FLD, they are
not testable in practice since the ground-truth (F and ∆∗) is required. In this section,
we will develop conditions requiring only observable information such that they can be
verified during operation.

To this end, we first notice that ∆u for some u ∈ VH can be recovered directly. For
example, if the adjustment of power injections after islanding follows proportional load
shedding/generation reduction [51, 52]4, then we have the following observations (see
proof in Appendix 2.8.1):

Lemma 2.4.1. Let N(v; H̄) denote the set of all the nodes in H̄ that are connected to node
v via lines in E\EH . Then under the assumption of proportional load shedding/generation
reduction, ∆v for v ∈ VH can be recovered unless N(v; H̄) = ∅ or every u ∈ N(v; H̄) is
of a different type from v with ∆u = 0.

4Under this assumption, either the load or the generation (but not both) will be reduced upon the
formation of an island. Moreover, if nodes u and v are in the same island and of the same type (both
load or generator), then p′

u/pu = p′
v/pv. More details are given in Appendix 2.8.2.
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Define UB ⊆ VH as the node set such that ∀u ∈ UB, ∆u has been recovered (e.g.,
through Lemma 2.4.1). Our key observation is that for any hyper-node U , D̃U,l for any
l ∈ EU can be computed with the knowledge of θ′, and fU,g can be upper-bounded by

f̂U,g :=
∑

u∈U∩UB

fu,g +
∑

u∈U\UB

|pu|, (2.18)

where fu,g is defined in (2.16e) for U = {u}. Since fu,g is known for nodes in UB and pu

(power injection at u before attack) is also known, f̂U,g is computable. We now show
how to use this information to verify the results of FLD based on Lemma 2.3.2 and
Theorems 2.3.1–2.3.2. We note that our solution remains valid even if UB = ∅, which
only affects the tightness of the upper bound f̂U,g.

2.4.1 Verification without Knowledge of Ground Truth

We first tackle the lines whose states can be verified without any knowledge of the ground
truth line states.

2.4.1.1 Verifiable Conditions

The basic idea is to rule out the other possibility by constructing counterexamples to the
theorems in Section 2.3.2 if the estimated line state is incorrect.

lines in 1-edge cuts: If line e = (u1, u2) forms a cut of H, i.e., (VH , EH \ {e}) contains
more connected components than H, then by breadth-first search (BFS) starting from
u1 and u2 respectively without traversing e, we can construct two hyper-nodes U1 and
U2 such that EU1 = EU2 = {e} and thus SU1 = SU1 = ∅. For example, in Fig. 2.3, line
e := l6 is a 1-edge cut, and thus U1 := {u4, u5} and U2 := VH \ U1 satisfy this condition.
Then the following verifiable conditions are directly implied by Theorems 2.3.1–2.3.2:

Corollary 2.4.0.1. If e ∈ F̂ and min{f̂U1,g, f̂U2,g} − η|D̃U1,e| < 0, then we can verify
e ∈ F . If e ∈ EH \ F̂ and min{f̂U1,g, f̂U2,g} + (η − 1)|D̃U1,e| < 0, then we can verify
e ∈ EH \ F .

Proof. If e ∈ F̂ and min{f̂U1,g, f̂U2,g}− η|D̃U1,e| < 0, then e must have failed, since other-
wise e would have been estimated as operational according to Theorem 2.3.2. Similarly,
if e ∈ EH \ F̂ and min{f̂U1,g, f̂U2,g}+ (η− 1)|D̃U1,e| < 0, then e must be operational, since
otherwise e would have been estimated as failed according to Theorem 2.3.1. Note that
as our verification is based on contradiction, f̂Ui,g should be computed as if e ∈ EH \ F
to verify e ∈ F̂ and vice-versa.
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lines in 2-edge cuts: If lines e1, e2 ∈ EH together form a cut of H but each individual
line does not, then by BFS starting from the endpoints of e1 (or e2) without traversing
e1 or e2, we can construct two hyper-nodes U1, U2 such that EU1 = EU2 = {e1, e2}. For
example, as e1 := l4 and e2 := l7 form a 2-edge cut of H in Fig. 2.3, U1 := {u6, u7} and
U2 := VH \ U1 satisfy this condition. Moreover, any pair of lines in a cycle C form a
2-edge cut if they are not in any other cycle in H, e.g., any pair of lines in the cycle
{l1, l3, l5} satisfy this condition. Based on this observation, we provide the following
conditions for verifying the states of such lines

Theorem 2.4.1. Consider a hyper-node U with EU = {e1, e2} and e1, e2 ∈ EH \ F̂ . If
D̃U,e1D̃U,e2 < 0, then e1, e2 are guaranteed to both belong to EH \ F if

1. f̂U,g + (η − 1) min{|D̃U,e1|, |D̃U,e2|} < 0, and

2. η < 1−min{ f̂U,g+|D̃U,e1 |
|D̃U,e2 | ,

f̂U,g+|D̃U,e2 |
|D̃U,e1 | }.

If D̃U,e1D̃U,e2 > 0, then we can verify:

1. e1 ∈ EH \ F if (1− η)|D̃U,e1| > f̂U,g + |D̃U,e2 |,

2. e2 ∈ EH \ F if (1− η)|D̃U,e2| > f̂U,g + |D̃U,e1 |.

Theorem 2.4.2. Consider a hyper-node U with EU = {e1, e2} and e1 ∈ F̂ , e2 ∈ EH \ F̂ .
If D̃U,e1D̃U,e2 > 0, then the states of e1, e2 are guaranteed to be correctly identified if

1. f̂U,g − η|D̃U,e1| < 0, f̂U,g + (η − 1)|D̃U,e2| < 0, and

2. either η > f̂U,g+|D̃U,e2 |
|D̃U,e1 | or η < 1− f̂U,g+|D̃U,e1 |

|D̃U,e2 | .

If D̃U,e1D̃U,e2 < 0, then we can verify:

1. e1 ∈ F if η|D̃U,e1| > f̂U,g + |D̃U,e2 |,

2. e2 ∈ EH \ F if (1− η)|D̃U,e2| > f̂U,g + |D̃U,e1 |.

Theorem 2.4.3. Consider a hyper-node U with EU = {e1, e2} and e1, e2 ∈ F̂ . Then, we
can verify:

1. e1 ∈ F if η|D̃U,e1| > f̂U,g + |D̃U,e2 |,

2. e2 ∈ F if η|D̃U,e2| > f̂U,g + |D̃U,e1 |.

While in theory such verifiable conditions can also be derived for lines in larger cuts,
the number of cases will grow exponentially. We also find 1–2-edge cuts to cover the
majority of lines in practice (see Fig. 2.11).
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2.4.1.2 Verification Algorithm

Based on Theorems 2.4.1–2.4.3, we develop an algorithm Verification Of sTatEs (VOTE)
(Alg. 2) for verifying the line states estimated by FLD, which can be applied to lines
in 1–2-edge cuts. Here, Ea denotes the set of all the lines in 1-edge cuts of H, while Ec
denotes the set of 2-edge cuts. In the algorithm, lines in Ea are tested before lines in Ec
since it is easier to extend the knowledge of UB based on the test results for Ea. As for
the complexity, we first note that the time complexity of each iteration is O(|EH |+ |VH |)
due to BFS. Then, it takes O(|EH |) iterations to verify Ea and O(|EH |2) iterations for
Ec, which results in a total complexity of O(|EH |2(|EH |+ |VH |)).

Algorithm 2: Verification Of sTatEs (VOTE)
Input: D̃,p,∆H̄ , UB, η, Ea, Ec, F̂
Output: Ev

1 Ev ← ∅; /* verifiable lines */
2 foreach e = (u1, u2) ∈ Ea do
3 Construct hyper-nodes U1 and U2 such that EU1 = EU2 = {e};
4 if e ∈ F̂ then
5 Add e to Ev if min{f̂U1,g, f̂U2,g} − η|D̃U1,e| < 0;
6 else
7 Add e to Ev if min{f̂U1,g, f̂U2,g}+ (η − 1)|D̃U1,e| < 0;
8 if e is verified to be in EH \ F then
9 Add ui to UB if ∆ui

(i = 1, 2) can be recovered through Lemma 2.4.1;
10 foreach {e1, e2} ∈ Ec do
11 Construct hyper-nodes U1 and U2 such that EU1 = EU2 = {e1, e2};
12 Test the satisfaction of Lemma 2.4.1, 2.4.2, or 2.4.3 for U1 and U2,

respectively;
13 Add ei (i = 1, 2) to Ev if it is verified;

2.4.2 Verification with Partial Knowledge of Ground Truth

VOTE assumes no knowledge of the ground-truth line states, even if the states of some
lines are already verified, e.g., line set Ev verified by VOTE. We observe that such
partial knowledge of the ground truth can be exploited for better approximation of the
unknown terms in (2.13) and thus verifying lines where VOTE fails. Following this idea,
we propose a follow-up step designed to verify the states of additional lines in EH \ Ev.
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2.4.2.1 Verifiable Conditions

Recall that the idea for verifying the correctness of e ∈ F̂ (or e ∈ EH \ F̂ ) is to construct
a solution to (2.13) as if e ∈ EH \ F (or e ∈ F ). Specifically, it can be shown that for
a line e ∈ F̂ , if there exists z ≥ 0 for (2.13) where W is constructed for Qf = {e} and
Qm = ∅, then e is guaranteed to have failed since otherwise it must have been estimated
to be operational. The challenge is the unknown gD, gx, and gw due to unknown F and
∆∗

H . To tackle this challenge, we approximate these parameters by their worst possible
values (in terms of satisfying (2.13)), which leads to the following result (see proof in
Appendix 2.8.1).

Theorem 2.4.4. Given a set Ev of lines with known states, we define ĝD ∈ R2|VH | and
ĝx ∈ R2|EH | as follows:

ĝD,u =

gD,u if u ∈ UB
|pu| if u /∈ UB

ĝx,e =

gx,e if e ∈ Ev
1 if e /∈ Ev

(2.19)

and define ĝD,−u and ĝx,−e similarly. Then, a line l ∈ F̂ is verified to have failed if there
exists a solution z ≥ 0 to

[AT
D,A

T
x ,w

T ,1]z = 0, (2.20a)

[ĝTD, ĝTx , gw,0]z < 0, (2.20b)

where w ∈ {0, 1}|EH | is defined to be Wf with Qf = {l}, and gw := −η. Similarly,
a line e ∈ EH \ F̂ is verified to be operational if ∃z ≥ 0 that satisfies (2.20), where
w ∈ {0, 1}|EH | is defined to be Wm with Qm = {e}, and gw := η − 1.

2.4.2.2 Verification Algorithm

All the elements in (2.20) are known, and thus the existence of a solution can be checked
by solving an LP. Based on this result, we propose an algorithm VOTE with Partial
Ground truth (VOTE-PG) (Alg. 3) for verifying the estimated states of the remaining
lines, which iteratively updates Ev. Each iteration of VOTE-PG involves solving O(|EH |)
LPs, each of which has a time complexity that is polynomial5 in the number of decision
variables (|EH |) and the number of constraints (|VH |+ |EH |) [53]. Since VOTE-PG has
at most |EH | iterations, the total time complexity of VOTE-PG is polynomial in |EH |

5The exact order of the polynomial depends on the specific algorithm used to solve the LP [53].
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Figure 2.4. Guidelines for applying the proposed algorithms.

and |VH |.

Algorithm 3: VOTE with Partial Ground truth (VOTE-PG)
Input: D̃,p,∆H̄ , UB, η, EH , Ev, F̂ , ĝD, ĝx

1 while EH \ Ev ̸= ∅ do
2 Ēv ← Ev;
3 foreach e ∈ EH \ Ev do
4 if ∃z ≥ 0 satisfying (2.20) for e then
5 Ēv ← Ēv ∪ {e};
6 Update ĝx;
7 if |Ēv| > |Ev| then
8 Ev ← Ēv;
9 else

10 break;

Summary and Guidelines: In summary, Lemma 2.3.2 is the foundation of our
results. Based on Lemma 2.3.2, we develop Theorems 2.3.1-2.3.2 to understand the
relationship between the feasibility of (2.13) in Lemma 2.3.2 and the magnitudes/direc-
tions of power flows. Equipped with Lemma 2.3.2 and Theorems 2.3.1-2.3.2, we develop
Theorems 2.4.1-2.4.3 based on verifiable conditions, which lead to the first verification
algorithm (VOTE in Alg. 2). Then, we develop Theorem 2.4.4 to provide more verifiable
conditions, which supports the second verification algorithm (VOTE-PG in Alg. 3).

The proposed algorithms form a three-step pipeline: FLD → VOTE → VOTE-PG,
where FLD will estimate a set of failed lines (F̂ ), based on which VOTE will identify a
subset of lines (Ev) whose estimated states can be verified to be correct, and VOTE-PG
will try to expand Ev.

All the proposed algorithms contain a parameter η. From Line 2 of FLD in Alg. 1, it
is easy to see that a smaller η will make FLD less likely to miss failed lines. However, a
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smaller η will also make a failed line harder to be verified as analyzed in Theorem 2.4.1-
2.4.3. Similarly, an operational line is less likely to be detected as failed by FLD but
harder to be verified with a larger η. Fortunately, there is no need to tune η. As shown in
Fig. 2.4, the operator can run the proposed method with different values of η in parallel.
For each value of η, the proposed method will return a set of lines with verified states
(which are guaranteed to be consistent with the ground-truth states). Then, the operator
can take the union of the sets obtained under different η values to recover more line
states.

Remark: If control center knows that the post-attack grid remains connected, both
Lemma 2.3.2 and VOTE can be enhanced. The details are given in Appendix 2.8.4.

2.5 Extension to AC Power Flow Model
So far we have assumed the DC power flow approximation as described in Section 2.2.
As the real grid behaves according to the AC power flow model, the natural questions
are: (i) if we can directly apply the DC-based solution (FLD) under the AC model, and
(ii) if we can adapt these algorithms to work better under the AC model.

For the first question, it is easy to see that FLD can be directly applied under the
AC model. As for the verification algorithms, we have the following result (see proof in
Appendix 2.8.1).

Lemma 2.5.1. The DC-based line state verification algorithms VOTE can correctly
verify the line states under the AC model.

Despite the applicability of DC-based algorithms, the approximation error in the DC
power flow model degrades the performance of failure detection and verification (see
Section 2.6.1). Fortunately, we will show that FLD can be easily adapted to suit the
AC model. Since only minor modification is needed, we will use “AC-X” to denote the
AC-based modification of result “X”.

2.5.1 Detection: Adaptation of FLD to AC-FLD

We first show how to adapt the failure detection algorithm FLD. Some notations neces-
sary for presenting the results under the AC model are shown in Table 2.2. Specifically,
Df,u,e = 1 and Dt,v,e = 1 if and only if ∃e = (u, v) ∈ E, i.e., D = Df −Dt. Based on
a similar discussion as in Section 2.2.3, we assume that the voltage after attack (v⃗′) has
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been recovered through existing mechanisms [39, Lemma 1] or secured PMUs. We refer
to Appendix 2.8.3 for details.

Table 2.2. Notations for AC power flow
Notation Description
p/q ∈ C|V | Active/reactive power injection

∆p/∆q ∈ C|V | Active/reactive power injection change
v⃗u = vue

j·θu / lu Nodal voltage/current
Y = G + jB Bus admittance matrix

Df/Dt ∈ {0, 1}|V |×|E| From/to end incidence matrix
Yf/Yt ∈ C|E|×|V | From/to end line admittance matrix

The key is to extend (P1) in (2.7) to the AC model. To this end, we first derive
the counterpart of (2.4). Recall that x ∈ {0, 1}|E| indicates which lines have failed,
i.e., xe = 1 indicates e ∈ F . Recalling that [x] denotes the diagonal matrix with
x on the main diagonal and noticing that the post-attack bus admittance matrix is
Y ′ = Y −Df [x]Yf +Dt[x]Yt, we can transform the AC power flow equation l′H = Y ′

H|Gv⃗
′

into

l′H = YH|Gv⃗
′ −Df,H|G[xH ]Yf,H|Gv⃗

′ −Dt,H|G[xH ]Yt,H|Gv⃗
′. (2.21)

Then, by left multiplying the conjugate of both sides of (2.21) by [v⃗′
H ], we have

∆p,H = pH − Re
(
[v⃗′
H ]YH|Gv⃗′

)
+ D̃p,HxH , (2.22a)

∆q,H = qH − Im
(
[v⃗′
H ]YH|Gv⃗′

)
+ D̃q,HxH , (2.22b)

where D̃p,H = Re
(
D̃H

)
, D̃p,H = Im

(
D̃H

)
, and

D̃H = [v⃗′
H ]
(
Df,H|G[Yf,H|Gv⃗′] + Dt,H|G[Yt,H|Gv⃗′]

)
. (2.23)

Here we slightly abuse the notation for D̃H since it indicates the hypothetical power
flow after attack in (2.4) for DC model and (2.23) for AC model, respectively. Let
VH,L,I = {u ∈ VH,L : qH,u ≤ 0}. Then, we introduce the row selection matrix ΛI ∈
{0, 1}|VH,L,I |×|VH | to select entries in qH corresponding to nodes in VH,L,I . Similarly, we
introduce VH,L,C = {u ∈ VH,L : qH,u > 0} and the associated ΛC ∈ {0, 1}|VH,L,C |×|VH |. As
the counterpart of (2.6b) for reactive power, we have

0 ≥ ΛI∆q,H ≥ ΛIqH ,0 < ΛC∆q,H ≤ ΛCqH . (2.24)
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Now, we are ready to give the counterpart of (P1) in (2.8) under the AC power flow
model, referred to as AC-(P1), as follows

min
xH

1TxH (2.25a)

s.t. (2.22), (2.24), (2.6a)− (2.6b), (2.25b)

0 ≤ xH,e ≤ 1,∀e ∈ EH , (2.25c)

Thus, FLD can be adapted to the AC model by replacing (P1) in (2.8) by AC-(P1) in
(2.25), which will be called AC-FLD in the sequel.

2.5.2 Verification: Adaptation of VOTE(-PG) to AC-VOTE(-PG)

We now show how to adapt the verification algorithms VOTE. Although Lemma 2.5.1
guarantees that VOTE/VOTE-PG can still be used to verify the estimated line states
under the AC model, they are developed under the DC model and thus have degraded
performance (see Section 2.6.1). To address this issue, we will develop AC-based counter-
parts of VOTE(-PG) by deriving the counterpart of Lemma 2.3.2 for AC-FLD, which is
the foundation of the verification algorithms.

To begin with, we will transform (2.25) into an equivalent LP without equality
constraints, as in the transformation of (P1) into (2.11). To achieve this, we notice that
any feasible (p′

H , q
′
H ,xH) satisfying (2.22) can be represented as (2.26):


∆p,H

∆q,H

xH

 =


∆∗

p,H

∆∗
q,H

x∗
H

+
∑
e∈EH

ce


d̃p,H,e

d̃q,H,e

ue

. (2.26)

Then, we modify the definitions in (2.12) as follows: we keep Ax,W , gx, gw the same,
and redefine AD and gD as

AT
D :=

[
ΛT
LD̃

T
p,H ,−ΛT

LD̃
T
p,H ,−ΛT

SD̃
T
p,H ,Λ

T
SD̃

T
p,H

ΛT
I D̃

T
q,H ,−ΛT

I D̃
T
q,H ,−ΛT

CD̃
T
q,H ,Λ

T
CD̃

T
q,H

]
, (2.27a)

gTD :=
[
−ΛT

L∆
∗T
p,H ,−ΛT

Lp
′∗T
H ,ΛT

S∆
∗T
p,H ,ΛSp

′∗T
H

−ΛT
I ∆

∗T
q,H ,−ΛT

I q
′∗T
H ,ΛT

C∆
∗T
q,H ,Λ

T
Cq

′∗T
H

]
. (2.27b)

Equipped with (2.26) and (2.27), we can obtain the following LP that is equivalent to
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(2.25):

min
c

1Tc (2.28a)

s.t. ADc ≤ gD, (2.28b)

Axc ≤ gx, (2.28c)

where (2.28b) corresponds to (2.25b) while (2.28c) corresponds to (2.25c). Since the fea-
sible region of (2.11) can also be written in the form of (2.28b)-(2.28c), AC-Lemma 2.3.2
for AC-FLD has the same form as Lemma 2.3.2 with AD and gD redefined as in (2.27).
See Appendix 2.8.1 for the proof of AC-Lemma 2.3.2.

Since Theorem 2.4.1-2.4.4 are all proved by contradiction based on Lemma 2.3.2, the
corresponding algorithms (VOTE based on Theorem 2.4.1-2.4.3 and VOTE-PG based on
Theorem 2.4.4) can be easily adapted to AC-VOTE and AC-VOTE-PG with changed
AD and gD. In Appendix 2.8.5, we provide the adapted theorems and discuss how they
are used in AC-VOTE and AC-VOTE-PG.

2.6 Performance Evaluation
We will primarily evaluate our findings on the Polish power grid (“Polish system - winter
1999-2000 peak”) [54] with 2383 nodes and 2886 lines (where parallel lines are combined).
The ground-truth power grid states are generated according to AC power flow model.
Key solutions (FLD, VOTE and VOTE-PG) will also be evaluated on the IEEE 300-bus
system extracted from MATPOWER [54] to test their generality. We generate the
attacked area H by randomly choosing one node as a starting point and performing
a BFS to obtain H with a predetermined |VH |. The generated H consists of buses
topologically close to each other, which will intuitively share communication lines in
connecting to the control center and can thus be blocked together once a cyber attack
jams some of these lines. Note, however, that our solution does not depend on this
specific way of forming H. We then randomly choose |F | lines within H to fail. We vary
|VH | and |F | to explore different settings, and for each setting, we generate 70 different
H’s and 300 different F ’s per H. In contrast to previous works [19,24–27] where |F | ≤ 3,
we focus on the scenarios where both |VH | and |F | are large such that there are likely to
be internal nodes in H whose post-attack active power injections cannot be recovered,
and there are likely to be island formation in the post-attack grid. In our simulations,
we assume that all viable islands have survived the attack (i.e., no frequency collapse),
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Figure 2.5. Performance of DC-FLD under the AC power flow model in Polish system
(|VH | = 40).

but this assumption is not necessary for our algorithms.
We evaluate two types of metrics: (1) how accurate FLD is, and (2) how often the

line states estimated by FLD can be verified. Each evaluated metric is shown via the
mean and the 25th/75th percentile (indicated by the error bars) when applicable. The
threshold η is set to 0.5.

2.6.1 Performance Loss of DC-based Algorithms

We start by evaluating the performance of the DC-based versions of FLD, VOTE, and
VOTE-PG (denoted by DC-*) under the AC power flow model, since they are applicable
under the AC model as discussed in Lemma 2.5.1. In Fig. 2.5, we compare the performance
of DC-FLD and AC-FLD in terms of miss rate and false alarm rate. In Fig. 2.6, we
compare the performance of the combination of DC-VOTE and DC-VOTE-PG with
their AC variants. We observe that although the DC-based algorithms are still applicable
under the AC power flow model, the approximation error of the DC model leads to
performance degradation in both detection and verification. Such observations validate
the importance of deriving their AC variants, as shown in Section 2.5. In the rest of this
section, all algorithms (including both proposed and benchmark algorithms) refer to their
AC variants developed as in Section 2.5.
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Figure 2.6. Performance of DC-VOTE + DC-VOTE-PG under the AC power flow model in
Polish system (|VH | = 40).
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Figure 2.7. Prob. that assuming ∆ = 0 leads to a feasible solution in Polish system
(|VH | = 40).

2.6.2 Performance of Line State Recovery

First, we observe that for a nontrivial size of H (|VH | ≥ 20), there almost always exists u ∈
VH for which we cannot recover ∆H,u by Lemma 2.4.1. We also observe that the solution
in [19] (which assumes ∆ = 0) is often infeasible, as shown in Fig. 2.7. These observations
confirm the necessity of jointly estimating F and ∆H during failure localization.

Next, we compare FLD with benchmarks in localizing the failed lines. We consider
two benchmarks: (i) the solution extended from [39], i.e., i.e., estimating F by supp(y)
for the solution to min ∥y∥1 s.t. (2.22), assuming the knowledge of true ∆p,H and ∆q,H ,
and (ii) min ∥y∥1 s.t. ∥pH−Re

(
[v⃗′
H ]YH|Gv⃗′

)
+D̃p,HyH∥ ≤ ∥pH∥, which is adapted from
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Figure 2.8. Performance comparison on miss rate in Polish system (|VH | = 40).

the solutions in [24, 25]. In addition, we consider a variant of AC-FLD that removes the
constraints (2.24) and (2.22b) to see the importance of adding constraints on reactive
power. Note that benchmark (i) should be treated as a “performance upper bound” as it
assumes more knowledge (of ∆H) than our proposed algorithm.

As shown in Fig. 2.8, benchmark (i) demonstrates the best performance with regard to
both the miss rate and the probability of having no miss, while FLD performs much better
than benchmark (ii). This confirms the importance of knowing or estimating power injec-
tion changes in failure localization. Regarding the false alarm as shown in Fig. 2.9, FLD
performs even better than benchmark (i). This is because the decision variable x in bench-
mark (i) combines the information about both the failed lines and the phase angles θ′

H , and
thus does not fully exploit the knowledge of θ′

H . We also notice that adding the constraints
(2.24) and (2.22b) can significantly improve detection accuracy by exploiting the knowl-
edge on reactive power injections. Furthermore, from the specific number of false alarm-
s/misses in Fig. 2.10, we see that besides having very few false alarms, FLD also correctly
detects most of the failed lines with only a couple of misses for the majority of the time.

2.6.3 Performance of Line State Verification

In this subsection, we evaluate the performance of the proposed verification algorithms
(VOTE and VOTE-PG) in terms of the fraction of verifiable lines.

We first evaluate the fraction of verifiable lines in Ea (lines in 1-edge cuts) and Ec

(lines in 2-edge cuts, i.e., Ec := ⋃
s∈Ec

s), as shown in Fig. 2.11. For each generated
case (combination of H and F ), denote Ea,v := Ea ∩ Ev and Ec,v := Ec ∩ Ev. Then in
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Figure 2.9. Performance comparison on false alarm rate in Polish system (|VH | = 40).
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Figure 2.10. Number of false alarms/misses of FLD in Polish system (|VH | = 40).

Fig. 2.11(a), we evaluate the fractions of testable and verifiable lines in Ea (Ec) among
failed lines, i.e., |Ea∩F |

|F | ( |Ec∩F |
|F | ) and |Ea,v∩F |

|F | ( |Ec,v∩F |
|F | ). The evaluation for operational

lines is conducted similarly in Fig. 2.11(b). As can be seen, (i) the fractions of testable
and verifiable lines both stay almost constant with varying |F |, which demonstrates the
robustness of VOTE; (ii) among the testable lines (Ea ∪ Ec), most of the failed lines are
verifiable, but only half of the operational lines are verifiable.

Next, we use two metrics to evaluate the value of VOTE-PG. The first metric is
the fraction of lines verified by VOTE-PG but not VOTE, as shown in Fig. 2.11 as
‘VOTE-PG’. The second is the percentage of cases that VOTE-PG can verify additional
lines, given in Table 2.3. We observe that VOTE-PG can usually verify more lines based
on the results of VOTE.
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Figure 2.11. Fraction of testable/verifiable lines in Polish system (|VH | = 40).

Table 2.3. Percentage of cases that VOTE-PG verifies additional lines in Polish system
Type of lines |F | = 3 |F | = 6 |F | = 9 |F | = 12
Failed lines 24.12% 38.94% 48.72% 57.43%

Operational lines 88.15% 91.45% 92.13% 92.45%
All lines 90.34% 93.61% 95.22% 95.71%

Then, we compare the fraction of verifiable lines (‘Verifiable – VOTE + VOTE-PG’)
to the fraction of lines whose states are guaranteed to be correctly estimated by FLD
according to Lemma 2.3.2 (‘Guaranteed’) and the actual fraction of lines whose states
are correctly estimated by FLD (‘Experiment Results’), as shown in Fig. 2.12. We see
that over 80% of the lines are verifiable. Nevertheless, the fraction of lines whose states
are correctly estimated by FLD is even higher: out of all the failed lines, over 80% will
be estimated as failed and verified as so, while another 10% will be estimated as failed
but not verified; out of all the operational lines, over 80% will be estimated and verified
as operational, while the rest will also be estimated as operational but not verified. We
have confirmed that the set of verifiable lines is a subset of the set of lines for which
FLD is guaranteed to be correct (by Lemma 2.3.2), which is in turn a subset of the set
of correctly identified lines.

To validate our key observations, we repeat the experiments in Fig. 2.12 on the IEEE
300-bus system, as shown in Fig. 2.13. Compared with the results from the Polish system,
most of the results from the IEEE 300-bus system are qualitatively similar. One notable
difference is that although most of the failed lines remain verifiable in the 300-bus system,
only half of the operational lines are verifiable. This indicates that most (80-90%) of the
unverifiable lines are operational. To understand such a phenomenon, we observe that

38



3 6 9 12
|F|

0

0.2

0.4

0.6

0.8

1

F
ra

ct
io

n 
of

 li
ne

s

Verifiable: VOTE + VOTE-PG
Guanranteed
Experiment Results

(a) Fraction of failed lines

3 6 9 12
|F|

0

0.2

0.4

0.6

0.8

1

F
ra

ct
io

n 
of

 li
ne

s

Verifiable: VOTE + VOTE-PG
Guanranteed
Experiment Results

(b) Fraction of operational lines
Figure 2.12. Comparison between verifiable lines, theoretically guaranteed lines, and actually
correctly identified lines in Polish system (|VH | = 40).
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Figure 2.13. Comparison between verifiable lines, theoretically guaranteed lines, and actually
correctly identified lines in IEEE 300-bus system (|VH | = 40).

many operational lines carry small post-attack power flows, which makes the conditions
in Theorem 2.4.1-2.4.3 hard to satisfy. On the contrary, the values of hypothetical power
flows on failed lines are usually large.

2.6.4 Summary of Observations

1. While the DC-based detection/verification algorithms can be applied in a grid
that follows AC power flow equations, their AC-based variants provide better
performance.
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2. Under the possibility of islanding caused by the physical attack, existing failed line
detection algorithms fail with high probability due to the change of power injections
(Fig. 2.7), but the proposed FLD can handle the change of power injections and
achieve high accuracy.

3. Despite its high accuracy, FLD can still miss failed lines and falsely report failures
on operational lines, which will cause problems during recovery.

4. The proposed line state verification algorithms (VOTE and VOTE-PG) can substan-
tially reduce the waste of resources during recovery by providing reliable information
on the verifiable line states.

2.7 Conclusion
We investigated the problem of power grid state estimation under cyber-physical attacks
that may decompose the grid into islands. Our focus was on recovering the line states
within the attack area, due to an observation that existing solutions and their recovery
conditions for recovering the phase angles (developed for the case of connected post-attack
grid) remain applicable in the case of islanding. To handle the challenge of unknown
changes in the power injections within the attack area caused by islanding, under the
DC model we proposed an LP-based algorithm to jointly estimate the line states and the
power injection changes within the attacked area. We established theoretical conditions
under which the line states estimated by the proposed algorithm are guaranteed to be
correct, including both more general conditions that depend on the ground-truth line
states and less general conditions that only depend on observable information. The
latter conditions are further used to develop two polynomial-time algorithms to verify
the correctness of the estimated line states. In addition, we extend all results obtained
under the DC model to their variants under the AC power flow model. Our evaluations
based on the Polish power grid and the IEEE 300-bus system showed that the proposed
algorithm is highly accurate in localizing the failed lines, and the correctness of its output
can be verified in the majority of cases.

Compared to the previous solutions for line state estimation that label lines with
binary states (failed/operational) without guaranteed correctness, our solution labels
lines with ternary states (failed/operational/unverifiable), where the states of verifiable
lines are identified with guaranteed correctness. This, together with the observation that
most of the unverifiable lines are operational, provides valuable information for planning

40



repair/restoration in the recovery process.

2.8 Appendices

2.8.1 Appendix A: Additional Proofs

Lemma 2.3.1. We will prove the claim by a reduction from the subset sum problem, which
is known to be NP-hard [55]. Given any set of non-negative integers {fi ≥ 0}ni=1 and a
target value T , the subset sum problem determines whether there exists {xi ∈ {0, 1}}ni=1

such that ∑n
i=1 fixi = T . For each subset sum instance, we construct the following

star-shaped attacked area H: let H = (VH , EH) such that VH is composed of n + 1
nodes, where node u0 is the hub with pu0 = 0 and θ′

u0 = 0, and node ui (i ∈ [n] for
[n] := {1, . . . , n}) is incident to only one link ei = (u0, ui), with pui

= −fi, θ′
ui

= −fi,
and rei

= 1. In addition, u0 is connected to v ∈ VH̄ , with θ′
v = ∑n

i=1 fi − T , through link
e0 = (u0, v) with re0 = 1.

By substituting (2.4) and pu0 = 0, (2.6b) for node u0 becomes D̃H,u0xH = Bu0|Gθ
′,

where D̃H,u0 is the row of D̃H corresponding to node u0. Since (D̃H,u0)i = θ′
u0 −θ′

ui

rei
, it

is easy to check that D̃H,u0xH = ∑n
i=1 fixi. Moreover, Bu0|Gθ

′ = ∑n
i=1 fi + θ′

u0 −θ′
v

re0
= T .

Since ui (i ∈ [n]) is connected to only one link ei = (u0, ui), we have that D̃H,ui
xH = −fixi

and Bui|Gθ
′ = −fi. Thus, (2.6b) for ui becomes −fi ≤ −fixi ≤ 0, which is satisfied

whatever value xi takes. Therefore, a subset sum instance returns true if and only if the
instance of (P0) constructed as above is feasible, which completes the proof.

Lemma 2.3.2. We prove the lemma in two steps. First, note that c∗ = 0 corresponding
to the ground-truth F is feasible for (2.11). If F̂ is returned by Alg. 1 with e ∈ Qm,
there must exist a corresponding optimal solution ĉ to (2.11) with ĉe ≤ η − 1 and
1T ĉ ≤ 1Tc∗ = 0. Together with the feasibility constraints in (2.11), ĉ must satisfy

[AT
D,A

T
x ,W

T ,1]T ĉ ≤ [gTD, gTx , gTw, 0]T , (2.29)

where W and gw are defined such that e ∈ Qm. To prove e /∈ Qm, we only need to
show the infeasibility of (2.29), which can be proved if there is no solution to (2.29)
when W and gw are defined for Qm = {e}, Qf = ∅. This is because a linear system
must be infeasible if there is no solution to a subset of its inequalities. According to
Gale’s theorem of alternative [56], there is no solution to (2.29) if and only if there exists
solutions z ≥ 0 to (2.13), which completes the proof.
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Theorem 2.3.1. We will prove by showing that there is a solution to (2.13) for Qf = ∅
and Qm = {l} where l ∈ EU . We prove this by directly constructing a solution z for
(2.13) as follows: ∀u ∈ U , if D̃U,l < 0, set zD,u = 1; otherwise, set zD,−u = 1. Set
zw,m,l = |D̃U,l|, zx−,e′ = |D̃U,e′| for e′ ∈ EU \ F , zx+,e = |D̃U,e| for e ∈ EU ∩ F \ {l}, and
other entries of z to 0. Note that (x∗)e′ = 0,∀e′ ∈ EU \F , and (1−x∗)e = 0,∀e ∈ EU ∩F .
Then, we will demonstrate why (2.13) is satisfied under this assignment of z. First, (2.14)
for link l is expanded as −|D̃U,l|+ zw,m,e = 0, and (2.14) for e ∈ F \ {l} is expanded as
−|∑u∈U D̃u,e|+ zx+,e = −|D̃U,e|+ zx+,e = 0 due to condition 1). Second, since SU = ∅,
for all e′ ∈ EU \ F , the corresponding row in (2.13a) is expanded into |D̃U,e′ | − zx−,e′ = 0.
Other rows of (2.13a) holds trivially since they only involve the zero-entries in the
constructed z. Thus, (2.13a) holds under this assignment. As for (2.13b), its l.h.s can
be expanded as fU,g + (η − 1)|D̃U,l| < 0 due to condition 3). According to Lemma 2.3.2,
l ∈ EU ∩ F will not be missed, which completes the proof.

Theorem 2.3.2. Similar to the proof of Theorem 2.3.1, we will prove by showing that
there is a solution to (2.13) for Qf = {l} and Qm = ∅ where l ∈ EU . We construct the
following z: ∀u ∈ U , if D̃U,l < 0, set zD,u = 1; otherwise, set zD,−u = 1. Set zw,f,l = |D̃U,l|,
zx−,e′ = |D̃U,e′ | for e′ ∈ EU \ (F ∪ {l}), zx+,e = |D̃U,e| for e ∈ EU ∩ F , and other entries
of z to 0. Then, it is easy to check that (2.13a) is satisfied. As for (2.13b), considering
that gTx zx = ∑

e′∈EU \F x
∗
e′ + ∑

e∈EU ∩F (1 − x∗
e) = 0 since (x∗)e′ = 0, ∀e′ ∈ EU \ F and

(1− x∗)e = 0, ∀e ∈ EU ∩ F , the l.h.s of (2.13b) can be expanded as

gTDzD + gTx zx − ηzw,f,l = fU,g − η|D̃u,l| < 0, (2.30)

where fU,g = ∑
u∈U gD,u if D̃U,l > 0 and fU,g = ∑

u∈U gD,−u if D̃U,l < 0, and the last
inequality holds due to condition 3). Thus, according to Lemma 2.3.2, l /∈ F̂ , which
completes the proof.

Lemma 2.4.1. As failures can only occur within EH , nodes in N(v; H̄) must be in the
same island as v after the attack. Under the proportional load shedding policy, we know
that (i) if ∃u ∈ N(v; H̄) of the same type as v, then we can recover the post-attack active
power at v by p′

v = pvp
′
u/pu and thus recover ∆v; (ii) if ∃u ∈ N(v; H̄) of a different type

from v (e.g., u is a generator bus but v is a load bus) and ∆u ̸= 0, then ∆v must be zero.
This proves the claim.

Theorem 2.4.1. We first prove the case that D̃U,e1D̃U,e2 < 0. Given e1, e2 ∈ EH \ F̂ where
F̂ is returned by Alg. 1, there are 3 possible forms of mistakes when the ground truth
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failed link set F is unknown, and we will prove the impossibility for each of them. If
e1 ∈ F, e2 ∈ EH \ F , Theorem 2.3.1 guarantees that e1 /∈ Qm due to condition 1), which
introduces contradiction. Similarly, e2 ∈ F, e1 ∈ EH \F is also impossible. If e1, e2 ∈ Qm,
assume without loss of generality that η < 1 − f̂U,g+|D̃U,e1 |

|D̃U,e2 | . Then, we construct the
following z: ∀u ∈ U , zD,u = 1 if D̃U,e2 < 0 or zD,−u = 1 if D̃U,e2 > 0, zw,m,e2 = |D̃U,e2|,
zx−,e1 = |D̃U,e1 |, and other entries of z are 0. Then, (2.13a) holds for sure and (2.13b)
holds since it can be expanded as f̂U,g + (η − 1)|D̃U,e2|+ |D̃U,e1| < 0 due to condition 2).
According to Lemma 2.3.2, it is impossible to have e1, e2 ∈ Qm, which verifies that
e1, e2 ∈ EH \ F .

Next, for D̃U,e1D̃U,e2 > 0, we show how to verify e1. If e1 ∈ Qm, regardless of the true
state of e2, we construct the following z for Lemma 2.3.2: ∀u ∈ U , zD,u = 1 if D̃U,e1 < 0
or zD,−u = 1 if D̃U,e1 > 0, zw,m,e1 = |D̃U,e1|, zx+,e2 = |D̃U,e2|, and other entries of z are 0.
Then (2.13) holds due to condition 1), which contradicts the assumption that e1 ∈ Qm.
The verification condition for e2 can be derived similarly.

Theorem 2.4.2. We first prove the impossibility of each possible mistake if D̃U,e1D̃U,e2 > 0.
First, we rule out the possibility that e1 ∈ Qf , e2 ∈ EH \ F according to Theorem 2.3.2
and condition 1). Similarly, according to Theorem 2.3.1 and condition 1), e1 ∈ F while
e2 ∈ Qm is also impossible. Next, we prove the impossibility of e1 ∈ Qf , e2 ∈ Qm by
constructing a solution z to (2.13). Specifically, if η > f̂U,g+|D̃U,e2 |

|D̃U,e1 | , then ∀u ∈ U , we set
zD,u = 1 if D̃U,e1 > 0 or zD,−u = 1 if D̃U,e1 < 0, zw,f,e1 = |D̃U,e1|, zx−,e2 = |D̃U,e2 |, and
other entries of z as 0. If η < 1− f̂U,g+|D̃U,e1 |

|D̃U,e2 | , then ∀u ∈ U , we set zD,u = 1 if D̃U,e2 < 0 or
zD,−u = 1 if D̃U,e2 > 0, zw,m,e2 = |D̃U,e2|, zx+,e1 = |D̃U,e1|, and other entries of z as 0. It is
easy to check the satisfaction of (2.13) under both constructions above, which rules out
the possibility of e1 ∈ Qf , e2 ∈ Qm according to Lemma 2.3.2 and e1 ∈ F, e2 ∈ EH \ F is
thus guaranteed.

Next, we prove the verification condition for e1 /∈ Qf if D̃U,e1D̃U,e2 < 0. We prove by
constructing a solution z as follows regardless of the states of e2: ∀u ∈ U , if D̃U,e1 < 0, we
set zD,−u = 1; otherwise, we set zD,u = 1. Then, we set zw,f,e1 = |D̃U,e1|, zx+,e2 = |D̃U,e2 |,
and other entries of z as 0. Then, (2.13a) holds for sure and (2.13b) holds since it can
be expanded as f̂U,g − η|D̃U,e1| + |D̃U,e2| < 0 due to condition 1), which rules out the
possibility of e1 ∈ Qf according to Lemma 2.3.2 and thus verifies that e1 ∈ F . The
verification condition for e2 /∈ Qm can be proved similarly.

Theorem 2.4.3. We only prove the verification condition for e1 ∈ F since the condition
for e2 can be proved similarly. We prove by contradiction that constructs a solution to
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(2.13) if e1 ∈ Qf . Specifically, with condition 1), we can always construct a z for (2.13)
as follows regardless of the states of e2: ∀u ∈ U , zD,u = 1 if D̃U,e1 > 0 or zD,−u = 1 if
D̃U,e1 < 0 and zw,f,e1 = |D̃U,e1 |. In addition, if D̃U,e1D̃U,e2 > 0, we set zx−,e2 = |D̃U,e2|;
otherwise, we set zx+,e2 = |D̃U,e2|. Finally, other entries of z are set as 0. It is easy
to check the satisfaction of (2.13a), and (2.13b) holds since it can be expanded as
[gTD, gTx , gTw,0]z ≤ f̂U,g + |D̃U,e2| − η|D̃U,e1| < 0, where the last inequality holds due to
condition 1). Thus, we must have e1 /∈ Qf according to Lemma 2.3.2.

Theorem 2.4.4. We only prove for the case that l ∈ F̂ since the case that e ∈ EH \ F̂ is
similar. First note that if ∃z0 ≥ 0 that satisfies (2.13) for W constructed according to
Qf = {l} and Qm = ∅, then for any W corresponding to Qf that contains l, we can always
construct a non-negative solution to (2.13) based on z0 by setting zw,f,e′ = 0,∀e′ ∈ Qf \{l}.
Thus, according to Lemma 2.3.2, l can be verified as l ∈ F if ∃z ≥ 0 for (2.13) where W

is constructed for Qf = {l} and Qm = ∅, since otherwise l must have been estimated to
be operational. Thus, we only need to prove that any solution to (2.20) is a solution to
(2.13) when Qf = {l} and Qm = ∅. To this end, let z̄ ≥ 0 be a feasible solution to (2.20).
First, (2.13a) holds since it is the same as (2.20a) in this case. As for (2.13b), we have

[gTD, gTx , gw,0]z̄ ≤ [ĝTD, ĝTx , gw,0]z̄ < 0, (2.31)

where the first inequality holds since 0 ≤ [gTD, gTx ] ≤ [ĝTD, ĝTx ] (element-wise inequality),
while the second inequality holds since z̄ satisfies (2.20). Therefore, z̄ is also a feasible
solution to (2.13), which verifies that l ∈ F .

Lemma 2.5.1. It is easy to see that Alg. 1 without modification is applicable under the
AC model.

To prove the applicability of Alg. 2-3, we only need to prove that DC-based Lemma 2.3.2
holds under the AC model since Theorem 2.4.1-2.4.4 are proved by contradiction based
on Lemma 2.3.2. It is worth noting that (2.4) no longer holds for the ground-truth ∆p, x
and θ′ due to the difference between DC model and AC model. However, suppose θ′

DC is
the recovered phase angles under the DC model, then there exists a corresponding ∆∗

DC

that is compatible with (2.4) under x∗. Then, any solution of (P1) will be in the form of
 ∆H

xH

 =
 ∆∗

DC

x∗
H

+
∑
e∈EH

ce

 d̃e

ue

, (2.32)

which is similar to (2.9) with ∆∗ changed into ∆∗
DC. That is to say, (2.11) is still an
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equivalent LP of (P1) in (2.8) by replacing gD as

gTD = [−(∆∗
DC,L)T , (−p′

DC,L)T , (∆∗
DC,S)T , (p′

DC,S)T ]. (2.33)

Thus, with gD changed into (2.33), DC-based Lemma 2.3.2 holds under the AC model,
which completes the proof.

AC-Lemma 2.3.2. Similar to the proof of Lemma 2.3.2, we have c∗ = 0 that corresponds
to the ground-truth F and is feasible for (2.28). If F̂ is returned by AC-Alg. 1 with
e ∈ Qm, there must exist a corresponding optimal solution ĉ to (2.25) with ĉe ≤ η − 1
and 1T ĉ ≤ 1Tc∗ = 0. Together with the feasibility constraints (2.28b)-(2.28c), ĉ must
satisfy

[AT
D,A

T
x ,W

T ,1]T ĉ ≤ [gTD, gTx , gTw, 0]T , (2.34)

where gD and AD are defined in (2.27). It can be seen that (2.34) has exactly the same
form of (2.29). Then, following the same proving procedure in Lemma 2.3.2, we can have
AC-Lemma 2.3.2.

2.8.2 Appendix B: Proportional Loadshedding/generation Reduction

We consider adjusting load/generation in the case of islanding [51,52], under which either
the load or the generation (but not both) will be reduced upon the formation of an island.
Moreover, if nodes u and v are in the same island and of the same type (both load or
generator), then p′

u/pu = p′
v/pv.

We take the island that initially has supply > demand as an example to explain the
policy. Typically, this reduction is performed through governor action, whose droop
coefficient (say, Ri for the ith generator) determines the ratio in which generation is
decreased. The total reduction in generation is equal to

supply− demand = ∆f
∑
i∈I

1
Ri

,

where I is the set of generators in this island, and ∆f is the change in frequency in the
island after generation reduction, i.e., pu − p′

u = ∆f
Ru

. Typically, 1
Ri

is chosen proportional
to the machine rating of the generator – the higher the machine rating, the larger the
value of 1

Ri
. By assuming the proportional load shedding/generation reduction, we

consider the generators to be fully loaded before the disturbance.. This implies that
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1
Ru

= Kpu for some constant K, and thus p′
u

pu
= p′

v

pv
= 1−K∆f for any two generators

u, v in this island.
In the case of demand more than supply in an island, the frequency nadir during

the inertial phase becomes low enough to activate underfrequency relays, and the load
shedding action that follows leads to balance of supply and demand. Since generators
are assumed fully loaded, we do not consider increase of generation.

2.8.3 Appendix C: Recovery of Phase Angles and Voltages

Under the assumption that G remains connected after the attack and thus ∆ = 0, [19]
showed that the post-attack phase angles θ′

H can be recovered if the submatrix BH̄|H

of the admittance matrix has a full column rank. Below, we will show that the same
condition holds without this limiting assumption.

Specifically, we have the following lemma that extends [19, Lemma 1] to the case of
arbitrary ∆ (“supp”: indices of non-zero entries in the input vector).

Lemma 2.8.1. supp(B(θ − θ′)−∆) ⊆ VH .

Proof. For a link (s, t), define a column vector xst ∈ {−1, 0, 1}|V |, which has 1 in s-th
element, −1 in t-th element, and 0 elsewhere. The failure of links in F changes the
admittance matrix by6

B′ = B +
∑

(s,t)∈F
Bstxstx

T
st, (2.35)

where Bst is the (s, t)-th element in B. Before the attack, we have Bθ = p. After the
attack, we have B′θ′ = p′ = p−∆. Therefore, the following holds:

Bθ −B′θ′ = ∆ (2.36)

⇒ B(θ − θ′)−∆ =
∑

(s,t)∈F
Bstxstx

T
stθ

′ (2.37)

⇒ supp(B(θ − θ′)−∆) ⊆
⋃

(s,t)∈F
{s, t} ⊆ VH , (2.38)

where (2.37) is obtained by plugging in (2.35) into (2.36).

Using Lemma 2.8.1, we prove that the recovery condition in [19, Theorem 1] remains
sufficient even if the post-attack grid may be disconnected.

6There was a typo in the proof of [19, Lemma 1], which claimed that B′ = B −
∑

(s,t)∈F bstxstx
T
st.
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Theorem 2.8.1. The phase angles θ′
H within the attacked area can be recovered correctly

if BH̄|H has a full column rank.

Proof. By Lemma 2.8.1, we see that BH̄|G(θ − θ′)−∆H̄ = 0. Writing this equation in
more detail shows that

BH̄|H(θH − θ′
H) + BH̄|H̄(θH̄ − θ′

H̄)−∆H̄ = 0 (2.39)

⇒ BH̄|Hθ
′
H = BH̄|HθH + BH̄|H̄(θH̄ − θ′

H̄)−∆H̄ . (2.40)

Since both BH̄|H and the righthand side of (2.40) are known to the control center, we
can uniquely recover θ′

H if BH̄|H has a full column rank.

The phase angles θ′
H can be recovered not only through Theorem 2.8.1, but also

through the secured PMUs, whose measurements and communications to the control
center are much harder to attack due to the security mechanisms in modern WAMPAC
network design [57]. It is widely accepted that secured PMUs can be used to defend
against cyber attacks [48–50].

In the following, we provide guidelines for choosing nodes on which to install secured
PMUs.

Corollary 2.8.1.1. Let EM,H̄|H ⊆ EH̄|H denote a matching (a set of links without
common endpoints) covering nodes VH̄M

⊆ VH̄ and VHM
⊆ VH . Then θ′

H can be recovered
almost surely 7 if there is a secured PMU measuring the (voltage) phase angle at each
u ∈ VH \ VHM

.

Proof. Since the PMUs at u ∈ VH \ VHM
will directly report θ′

u, the only unknown term
left in (2.40) is θ′

HM
. Next, we will show that θ′

HM
can be uniquely determined by (2.40)

with the aid of θ′
u, u ∈ VH \ VHM

measured by secured sensors. To achieve this, we
re-write the left-hand-side (l.h.s) of (2.40) as

BH̄|Hθ
′
H = BH̄|HM

θ′
HM

+
∑

u∈VH\VHM

BH̄|u · θ′
u, (2.41)

where the second term on the right-hand-side is known due to PMUs. By plugging
(2.41) back into (2.40), we obtain an equation in θ′

HM
that can uniquely determine

θ′
HM

if BH̄|HM
has a full column rank. This condition holds almost surely according

7In probability theory, an event happens almost surely if it happens with probability one. In other
words, among all possible combinations of {re}e∈E , the set of reactance values for EH̄|H resulting in θ′

H

uncoverable is a measure zero set in the real space.
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to [19, Corollary 2] since the subgraph corresponding to BH̄|HM
contains the matching

EM,H̄|H .

Discussion: Under the North American SynchroPhasor Initiative (NASPI) [58], the
number of PMUs is steadily growing [59], and installing PMUs is becoming part of routine
transmission system upgrades and new construction [60]. Some utilities have achieved
full observability in their networks, e.g., Dominion Power has piloted the PMU-based
linear state estimator [61,62]. These trends motivate us to consider failure localization
based on phase angles.

Although fully equipped PMUs can measure both voltage phasors at buses and current
phasors at their incident lines, each phasor to be measured requires extra instrumentation.
To this end, we will show that measuring voltage phasors alone is almost good enough in
that: under normal conditions, voltage phasors can be used to compute line currents;
after attacks, the voltage phase angles can be used to estimate link states (and hence
currents) with high accuracy (see Sections 2.3). Measuring only voltage phasors by PMUs
has also been assumed in prior works [48].

Previous discussion is based on DC power flow model. In [39, Lemma 1], the conditions
for recovering phase angles [19, Lemma 1] are extended to the AC power flow model to
recover complex-valued voltages (v⃗′

H) after attack. Next, we will show that the conditions
in [39, Lemma 1] still hold even if the post-attack grid may be disconnected, as in our
extension of [19, Lemma 1] to Theorem 2.8.1.

Theorem 2.8.2. The voltages v⃗′
H within the attacked area can be recovered almost surely

if ∃EM,H̄|H ⊆ EH̄|H with VHM
= VH .

Proof. Due to the attack model discussed in Section 2.2.2, we have l′
H̄

= Y ′
H̄|Gv⃗

′ = YH̄|Gv⃗
′.

Then, by denoting x as the conjugate of x and [x] as the diagonal operation of x, we
have

[v⃗′
H̄ ]Y ′

H̄|Gv⃗
′ = [v⃗′

H̄ ]l′
H̄

= p′
H̄ + jq′

H̄ , (2.42)

which leads to

ΞH̄|H

 Re(v⃗′
H)

Im(v⃗′
H)

 =
 p′

H̄
− Re([v⃗′

H̄
]Y ′

H̄|H̄ v⃗
′
H̄

)
q′
H̄
− Im([v⃗′

H̄
]Y ′

H̄|H̄ v⃗
′
H̄

)

 (2.43)

ΞH̄|H =
 GH̄|H −BH̄|H

BH̄|H GH̄|H

 . (2.44)
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It is easy to see that we can uniquely recover both Re(v⃗′
H) and Im(v⃗′

H) if ΞH̄|H has full
column rank. According to [39, Lemma 1] and [19, Corollary 2], ΞH̄|H has full column
rank almost surely if there is a matching between the nodes VH and VH̄ that covers the
nodes VH .

It is easy to see that Corollary 2.8.1.1 holds under the AC power flow model by
comparing (2.43) and (2.40).

2.8.4 Appendix D: Special Case: Known Post-Attack Power Injec-
tions

In this section, we extend our results to the special case that the control center can either
know that the grid after attack remains connected or fully recover the power injections.
We first extend [19, Lemma 2] as follows.

Lemma 2.8.2. There exists a vector x ∈ R|EH | that satisfies supp(x) = F , and

DHx = BH|G(θ − θ′)−∆H . (2.45)

Proof. Note that by definition, xst defined in the proof of Lemma 2.8.1 is the same as
the column corresponding to link (s, t) in D. Define a vector y ∈ R|E| by

ye =

 Bst(θ′
s − θ′

t) if e = (s, t) ∈ F,
0 o.w.

(2.46)

Then it is easy to see that ∑(s,t)∈F Bstxstx
T
stθ

′ = Dy. By (2.37), we have B(θ−θ′)−∆ =
Dy. Considering only the equations corresponding to VH yields

BH|G(θ − θ′)−∆H = DHyH , (2.47)

where we have used the fact that yH̄ = 0. Thus x = yH satisfies the conditions in the
lemma.

Based on this result, [19, Theorem 2] can be easily extended as follow:

Theorem 2.8.3. The failed links F within the attacked area can be localized correctly if:

1. H is acyclic (i.e., a tree or a set of trees), in which case (2.45) has a unique
solution x for which supp(x) = F , or
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2. H is a planar graph satisfying (i) for any cycle C in H, |C ∩ F | < |C \ F |, and
(ii) F ∗ is H∗-separable8, in which case the optimization min ∥x∥1 s.t. (2.45) has a
unique solution x for which supp(x) = F .

Proof. Condition (1) is implied by [19, Lemma 3], which proved that DH has a full
column rank if and only if H is acyclic. This combined with Lemma 2.8.2 shows that if
H is acyclic, then (2.45) only has one solution, and hence the support of this solution
must be F .

Condition (2) is implied by the proof of [19, Theorem 2], which showed that if H
satisfies this condition, then any x for (2.45) satisfies ∥x∥1 ≥ ∥x∗∥1, where x∗ is a vector
satisfying the conditions in Lemma 2.8.2. Moreover, it showed that ∥x∥1 = ∥x∗∥1 only if
x = x∗. Thus, x∗, whose support equals F , can be computed by minimizing ∥x∥1 s.t.
(2.45).

Next, based on Theorem 2.3.1-2.3.2, we give an specific condition of H under which
F can be correctly recovered even if ∆∗ is unknown.

Corollary 2.8.3.1. If the grid stays connected after failure, H is acyclic, and H contains
either no load bus or no generator bus, then Alg. 1 is guaranteed to detect F correctly,
i.e., F̂ = F .

Proof. We only prove the case that H contains no generator bus since the other case can
be proved similarly. We first prove that any failed link l ∈ F will not be missed (l ∈ F̂ ).
Under Assumption 1, link l must have one endpoint (say u) such that D̃u,l < 0. Next,
we will build a hyper-node U such that the induced subgraph is a tree rooted at node u.
Specifically, such hyper-node can be constructed by breadth-first search (BFS) starting
from node u. In the first iteration of BFS, we start with U = {u} and add a neighbor vi
of u into U if e = (u, vi) ∈ F with D̃u,lD̃u,e < 0 or e = (u, vi) ∈ EU \F with D̃u,lD̃u,e > 0.
Then, we repeatedly add node v into U if ∃e = (s, v) ∈ EU ∩ F such that D̃U,lD̃U,e < 0
or ∃e = (s, v) ∈ EU \F such that D̃U,lD̃U,e > 0. This procedure will terminate since H is
acyclic, and the constructed U will satisfy condition 1) and condition 2) of Theorem 2.3.1.
Since all nodes u ∈ U are load buses, D̃U,l < 0, and the grid stays connected after failure,
we have fU,g = −∑u∈U ∆u = 0, which satisfies condition 3) of Theorem 2.3.1. Thus, we
have F ⊆ F̂ .

Next, we show that any operational link e ∈ EH \ F will not be falsely detected by
8Here H∗ is the dual graph of H, and F ∗ is the set of edges in H∗ such that each edge in F ∗ connects

a pair of vertices that correspond to adjacent faces in H separated by a failed link.
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Alg. 1 (e /∈ F̂ ). Under Assumption 1, link e must have have one endpoint (say u) such
that D̃u,e > 0. The hyper-node U can be constructed as follows: start with U = {u}, add
node v into U if ∃e′ = (s, v) ∈ EU ∩ F or ∃e′ = (s, v) ∈ EU \ F such that D̃U,eD̃U,e′ < 0.
The resulting hyper-node must satisfy condition 1) and condition 2) of Theorem 2.3.2.
Again, we have fU,g = −∑u∈U ∆u = 0, which leads to satisfaction of condition 3) in
Theorem 2.3.2. Therefore, we have F̂ ⊆ F .

Now we demonstrate how to modify Alg. 1-3 if the grid after attack is known to stay
connected. In this case, Alg. 1 is modified by replacing constraints (2.6a) and (2.6b)
with ∆H = 0 (implied by the assumption of the connected post-attack grid). Next, we
demonstrate how Alg. 2-3 will change in this case. To this end, we study the effect of
∆H = 0 on Lemma 2.3.2. Noting that according to (2.9), any pair of (∆H ,xH) satisfying
(2.4) can be represented by c ∈ R|EH | as

∆H = ∆∗
H + D̃Hc, xH = x∗

H + I|EH |c. (2.48)

Thus, we have D̃Hc = 0 due to ∆H = ∆∗
H = 0, which is equivalent to requiring D̃Hc ≤ 0

and −D̃Hc ≤ 0. Accordingly, AD and gD in (2.13), which is used to model (2.6a) and
(2.6b) in Lemma 2.3.2, now become AT

D := [D̃T
H ,−D̃T

H ], gD := 0. The direct implication
of gD = 0 is that fU,g = ∑

u∈U fu,g = 0,∀U ⊆ VH . That is to say, Theorems 2.4.1-2.4.3
still hold for the modified Alg. 1 except that f̂U,g = 0, which implies the following result:

Corollary 2.8.3.2. If it is known that the post-attack grid G′ = (V,E \ F ) is connected,
then the state of any link that forms a 1-edge cut of H will be identified correctly by a
variation of Alg. 1 that replaces the constraints (2.6a) and (2.6b) by ∆H = 0.

Proof. As in the proof of Corollary 2.4.0.1, for any link e = (u1, u2) ∈ F̂ forming a cut of
H, we can verify that e ∈ F if min{fU1,g, fU2,g} − η|D̃U1,e| < 0 (otherwise, e must have
been estimated as operational by Theorem 2.3.2). Since fUi,g = 0 (i = 1, 2) if the grid
remains connected after the attack and |D̃U1,e| > 0 by Assumption 3, e ∈ F can always
be verified. Similar argument applies to any link l ∈ EH \ F̂ .

By Corollary 2.8.3.2, the verification of the link states in Ea can be skipped if the
post-attack grid is known to stay connected.

Finally, we experimentally study the benefits of knowing the connectivity, as shown
in Fig. 2.14 and Table 2.4. Specifically, ‘X-agnostic’ denotes the performance of ‘X’
without knowing the connectivity, while ‘X-known’ denotes the counterpart that adopts
the modification in this section. The meaning of ‘X’ is the same as that in Fig. 2.12. In
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Table 2.4. Percentage of cases of connected post-attack Polish system (|VH | = 40)
|F | = 3 |F | = 6 |F | = 9 |F | = 12
57.12% 26.33% 11.87% 5.04%

Table 2.5. Percentage of cases of connected post-attack IEEE 300-bus system (|VH | = 20)
|F | = 2 |F | = 4 |F | = 6 |F | = 8
73.73% 51.10% 32.89% 18.54%

Table 2.4, we evaluate the percentage of randomly generated cases (H and F ) in which
the post-attack grid G′ remains connected. We observe that (i) the knowledge of
connectivity can help verify more than 10% additional failed links and 30% additional
operational links; (ii) when |F | is small (e.g., |F | ≤ 3), G′ remains connected in the
majority of the cases. These results indicate the value of the knowledge of connectivity.
In Fig. 2.15 and Table 2.5, we evaluate the same metrics on IEEE 300-bus system, the
results of which are similar as that in Polish grid.

2.8.5 Appendix E: Adaptation of Verification Algorithms to AC Power
Flow Model

In this section, we will show how to obtain AC-Theorem 2.4.1–2.4.4 and the associated
AC-VOTE and AC-VOTE-PG.

Recall that the AC variants of gD and AD are given in (2.27). In this section, gD, AD,
and the associated fU,g refer to the values given in (2.27). For the ease of presentation,
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Figure 2.14. Performance comparison for connected post-attack Polish system (|VH | = 40).
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Figure 2.15. Performance comparison for connected post-attack IEEE 300-bus system
(|VH | = 20).

we first give the complete statement of AC-Lemma 2.3.2.

Lemma 2.8.3 (AC-Lemma 2.3.2). A line e ∈ F cannot be missed by FLD if for Qm = {e}
and Qf = ∅, there is a solution z ≥ 0 to

[AT
D,A

T
x ,W

T ,1]z = 0, (2.49a)

[gTD, gTx , gTw,0]z < 0. (2.49b)

Similarly, a line e′ ∈ Eo cannot be falsely detected as failed by FLD if there exists a
solution z ≥ 0 to (2.13) where W is constructed according to Qf = {e′} and Qm = ∅.

2.8.5.1 AC-VOTE

Recall from (2.23) that the counterpart of (2.5) under the AC model is

D̃ = [v⃗′]
(
Df [Yf v⃗′] + Dt[Ytv⃗′]

)
, (2.50)

which indicates the “power flows” after attack. Recall from (2.22b) that D̃p,H = Re
(
D̃H

)
and D̃q,H = Im

(
D̃H

)
. Then, we define D̃p,U,e and D̃q,U,e following (2.16), where D̃ is

replaced by D̃p and D̃q. Then, AC-Theorem 2.4.1-2.4.3 are given as follows:

Theorem 2.8.4 (AC-Theorem 2.4.1). Consider a hyper-node U with EU = {e1, e2} and
e1, e2 ∈ EH \ F̂ . If D̃p,U,e1D̃p,U,e2 < 0, then e1, e2 are guaranteed to both belong to EH \ F
if
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1. f̂U,g + (η − 1) min{|D̃p,U,e1|, |D̃p,U,e2|} < 0, and

2. η < 1−min{ f̂U,g+|D̃p,U,e1 |
|D̃p,U,e2 | ,

f̂U,g+|D̃p,U,e2 |
|D̃p,U,e1 | }.

If D̃p,U,e1D̃p,U,e2 > 0, then we can verify:

1. e1 ∈ EH \ F if (1− η)|D̃p,U,e1| > f̂U,g + |D̃p,U,e2|,

2. e2 ∈ EH \ F if (1− η)|D̃p,U,e2| > f̂U,g + |D̃p,U,e1|.

Theorem 2.8.5 (AC-Theorem 2.4.2). Consider a hyper-node U with EU = {e1, e2} and
e1 ∈ F̂ , e2 ∈ EH \ F̂ . If D̃p,U,e1D̃p,U,e2 > 0, then the states of e1, e2 are guaranteed to be
correctly identified if

1. f̂U,g − η|D̃p,U,e1| < 0, f̂U,g + (η − 1)|D̃p,U,e2 | < 0, and

2. either η > f̂U,g+|D̃p,U,e2 |
|D̃p,U,e1 | or η < 1− f̂U,g+|D̃p,U,e1 |

|D̃p,U,e2 | .

If D̃p,U,e1D̃p,U,e2 < 0, then we can verify:

1. e1 ∈ F if η|D̃p,U,e1| > f̂U,g + |D̃p,U,e2|,

2. e2 ∈ EH \ F if (1− η)|D̃p,U,e2| > f̂U,g + |D̃p,U,e1|.

Theorem 2.8.6 (AC-Theorem 2.4.3). Consider a hyper-node U with EU = {e1, e2} and
e1, e2 ∈ F̂ . Then, we can verify:

1. e1 ∈ F if η|D̃p,U,e1| > f̂U,g + |D̃p,U,e2|,

2. e2 ∈ F if η|D̃p,U,e2| > f̂U,g + |D̃p,U,e1|.

We sketch the proofs below. Recall that the key of our proof for Theorem 2.4.1-2.4.3
is to find a solution for (2.13a). That is to say, the key to prove their AC variants is to
find solution for (2.49). To achieve this, we first rewrite (2.49) as follows

[AT
p,D,A

T
q,D,A

T
x ,W

T ,1]z = 0, (2.51a)

[gTp,D, gTq,D, gTx , gTw,0]z < 0. (2.51b)

where Ap,D (Aq,D) denotes the submatrix of AD that involves D̃p,H (D̃q,H), and gp,D

(D̃q,H) denotes the subvector of gD that involves active (reactive) power injections. Next,
we consider a subsystem of (2.51) given below:

[AT
p,D,A

T
x ,W

T ,1]z = 0, (2.52a)
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[gTp,D, gTx , gTw,0]z < 0. (2.52b)

Suppose there exists a solution [zp, zA, zx, zw, z∗] that is feasible to (2.52), then it is easy
to see that [zp,0, zA, zx, zw, z∗] must also be feasible to (2.51). Notice that (2.52) is the
same as (2.13a) with D̃ replaced as D̃p. Thus, following the proof of Theorem 2.4.1-2.4.3,
we have AC-Theorem 2.4.1-2.4.3.

Considering the similarity between Theorem 2.4.1-2.4.3 and their AC variants, AC-
VOTE takes the same form as VOTE with D̃ replaced as D̃p.

2.8.5.2 AC-VOTE-PG

It is worth noting that the only difference in gD between (2.27b) and (2.12) is the
additional part corresponding to the reactive power qH and q′∗

H in (2.27). Thus, as
shown in (2.53), we denote gp,D,L,u := −∆∗

p,H,u and gp,D,L,−u := −p′∗
H,u, gp,D,S,u := p′∗

H,u

and gp,D,S,−u := ∆∗
p,H,u. Similarly, we denote gq,D,I,u := −∆∗

q,H,u and gq,D,I,−u := −q′∗
H,u,

gq,D,C,u := q′∗
H,u and gq,D,C,−u := ∆∗

q,H,u.

gD AD



gp,D,L,u −ΛL∆
∗
p,H ΛLD̃p,H

gp,D,L,−u −ΛLp
′∗
H −ΛLD̃p,H

gp,D,S,−u ΛS∆
∗
p,H −ΛSD̃p,H

gp,D,S,u ΛSp
′∗
H ΛSD̃p,H

gq,D,I,u −ΛI∆
∗
q,H ΛID̃q,H

gq,D,I,−u −ΛIq
′∗
H −ΛID̃q,H

gq,D,C,−u ΛC∆
∗
q,H −ΛCD̃

T
q,H

gq,D,C,u ΛCq
′∗
H ΛCD̃q,H

. (2.53)

Then, by following the proof of Theorem 2.4.4, we have

Theorem 2.8.7 (AC-Theorem 2.4.4). Given a set Ev of lines with known states, we
define ĝx ∈ R2|EH | exactly the same as that in Theorem 2.4.4. We define ĝp,D,L,u as
follows:

ĝp,D,L,u =

gp,D,L,u if u ∈ UB
|pu| if u /∈ UB

(2.54)
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and define ĝp,D,L,−u, ĝp,D,S,u and ĝp,D,S,−u similarly. Then, we define ĝq,D,I,u as follows:

ĝq,D,I,u =

gq,D,I,u if u ∈ UB
|qu| if u /∈ UB

(2.55)

and define ĝp,D,I,−u, ĝq,D,C,u and ĝq,D,C,−u similarly. Then, a line l ∈ F̂ is verified to have
failed if there exists a solution z ≥ 0 to

[AT
D,A

T
x ,w

T ,1]z = 0, (2.56a)

[ĝTD, ĝTx , gw,0]z < 0, (2.56b)

where w ∈ {0, 1}|EH | is defined to be Wf with Qf = {l}, and gw := −η. Similarly,
a line e ∈ EH \ F̂ is verified to be operational if ∃z ≥ 0 that satisfies (2.20), where
w ∈ {0, 1}|EH | is defined to be Wm with Qm = {e}, and gw := η − 1.

Thus, AC-VOTE-PG takes the same form as VOTE-PG, where solving (2.20) in
Line 4 becomes solving (2.56).
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Chapter 3 |
Preventing Outages under Coordi-
nated Cyber-Physical Attack with
Secured PMUs

3.1 Introduction
Coordinated cyber-physical attacks (CCPA) [33] have gained a great deal of attention due
to the stealthiness of such attacks and the potential for severe damage on to the smart
grid. The power of CCPA is that its physical component damages the grid while its cyber
component masks such damage from the control center (CC) to prolong outages and po-
tentially enable cascades. For instance, in the Ukrainian power grid attack [23], attackers
remotely switched off substations (damaging the physical system) while disrupting the
control through telephonic floods and KillDisk server wiping (damaging the cyber system).

Defenses against CCPA can be broadly categorized into detection and prevention.
Attack detection mechanisms aim at detecting attacks that are otherwise undetectable
using traditional bad data detection (BDD) by exploiting knowledge unknown to the
attacker [63]. However, the knowledge gap between the attacker and the defender may
disappear due to more advanced attacks, and relying on detection alone risks severe
consequences in case of misses. Therefore, in this work, we focus on preventing attacks
using secured sensors.

We consider a powerful attacker with full knowledge of the pre-attack state of the grid
and the locations of secured PMUs. The attacker launches an optimized CCPA where the
physical attack disconnects a limited number of lines and the cyber attack falsifies the
breaker status and the measurements from unsecured sensors to mask the physical attack
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while misleading security constrained economic dispatch (SCED) at the CC. Such attacks
can result in severe cascading failures. For example, under the setting in Section 3.5,
CCPA in absence of secured PMUs can cause initial overload-induced tripping at 2, 1,
and 2 lines in IEEE 30-bus, 57-bus, and 118-bus systems, respectively. Moreover, the
re-distribution of power flows on the initially tripped lines may cause cascading outages.
Take IEEE 118-bus system as an example. There is an attack that physically disconnects
line 144 and manipulates the measurements to cause overload-induced tripping at line
109. These initial outages will trigger a cascade that eventually results in outages at 82
lines 1. This observation highlights the importance of defending against such attacks.

While attack prevention traditionally aims at eliminating undetectable attacks by
deploying secured PMUs to achieve full observability [67], this approach can require a
large number of PMUs. With budget constraint, the operator may want to gradually
deploy PMUs with a lower defending goal as the trade-off. To address this issue, we lower
the goal to preventing undetectable attacks from causing outages. Specifically, we want
to deploy the minimum number of secured PMUs such that the attacker will not be able
to cause overload-induced line tripping due to overcurrent protection devices. The key
novelty of our approach is that we allow undetectable attacks to exist but prevent them
from causing any outages, hence potentially requiring fewer secured PMUs. For instance,
we can prevent overload-induced tripping using 71% fewer secured PMUs compared to
the requirement of full observability in IEEE 118-bus system.

3.1.1 Related Work

Attacks: False data injection (FDI) is widely adopted to launch cyber attacks in CCPA
to bypass the traditional BDD [33]. A typical form of FDI is load redistribution at-
tack [68], which together with physical attacks [17,33,69] that alter grid topology, aims
to mislead SCED by injecting false data for economic loss or severe physical consequences
such as sequential outages [17]. Bi-level optimization is widely adopted for analyzing
the impact of CCPA on state deviation [70] or line flow changes [71–74]. In this work,
we extend them into a stronger attacker that jointly optimizes the location of physical
attacks and the attacking target.

Defenses: To eliminate the existence of FDI with minimal cost, different strategies
1This simplified example is based on the DC power flow model for illustrative purposes. Under the

quasi-steady-state modeling assumption, it is assumed that the power grid can always reach a steady
state. In practice, factors such as voltage collapse during the transient phase [64], preventive control
measures [65], and other considerations [66] may lead to a different number of tripped lines than initially
anticipated from such line tripping in this example.
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have been studied, such as directly protecting meters [48, 74–78] or deploying secured
PMUs [50,67, 79]. Due to the connection between observability of the grid and FDI [80],
solutions on achieving full observability through PMUs [81,82] can also be leveraged to
defend against FDI. Unlike the aforementioned works, our work only aims to prevent
attacks from causing outages, which can significantly reduce the required number of
secured PMUs.

Tri-level optimization is widely used for modeling interactions among the defender,
the attacker and the operator in smart grid. To name a few, a tri-level model is proposed
in [83] to find the optimal set of lines to protect from physical attacks to minimize load
shedding. In [84,85], budget-constrained equipment protection are studied. In [86], the
network component hardening problem is studied in distribution networks. The work
closest to ours is [74], which formulates a tri-level optimization to defend against CCPAs
by securing sensor measurements, with a different objective of minimizing the number
of overloaded lines under a budget constraint. Besides the different objective, [74] also
differs from our work in that: (i) their physical attack is limited to a single line and not
optimized, and accordingly, their defender simply minimizes the sum of overloaded lines
across all attack instances (each disconnecting a single line); (ii) their defender is allowed
to select individual meters to protect. In contrast, we consider physical attacks that
can disconnect multiple lines at optimized locations, and our defense is via deploying
secured PMUs that offer protection at the granularity of one-hop neighborhoods. These
differences make our problem much more challenging, while enabling our solution to
defend against stronger attacks.

3.1.2 Summary of Contributions

We summarize our contributions as follows:

1. Instead of eliminating the existence of FDI, we investigate the optimal secured
PMU Placement for Outage Prevention (PPOP) problem to defend against CCPA,
where we formulate a strong attacker that jointly optimizes physical attack locations
and target lines. The proposed approach can potentially require fewer PMUs than
approaches that eliminate FDI.

2. We propose an alternating optimization algorithm to solve PPOP by generating
additional constraints from each infeasible PMU placement. Specifically, we demon-
strate how to generate “No-Good” constraints and “Attack-Denial” constraints to
solve PPOP optimally.
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3. We develop a heuristic algorithm for PPOP to produce a possibly suboptimal
solution. The complexity of the proposed heuristic is polynomial in the grid size,
which makes it scalable to large networks.

4. We systematically evaluate the proposed solution on IEEE 30-bus, IEEE 57-bus,
IEEE 118-bus, and IEEE 300-bus systems. The results demonstrate that the
proposed solution can help to save the secured PMUs, which sheds light on the
practical deployment of secured sensors to defend against CCPA.

Roadmap: We formulate our PPOP problem in Section 3.2 and demonstrate both
exact algorithms and inexact heuristic to solve PPOP in Section 3.3. We evaluate the
performance of PPOP in Section 3.5 and conclude the paper in Section 3.6. For the ease
of reading, we put some technical details and proofs in the Section 3.7.

3.2 Problem formulation
Notations: For a matrix A, we denote by ai its i-th column and Ak its k-th row. We
slightly abuse the notation | · | in that |A| indicates the cardinality if A is a set and the
element-wise absolute value if A is a vector or matrix. Logical expression↔ indicates the
“if and only if” logic, while → denotes the “if then” logic. When the operators ≥,≤,=
are applied to two vectors, they indicate element-wise operations. Let a ∈ Rna , b ∈ Rnb

be two vectors, then a⊕ b ∈ Rna+nb indicates the vertical concatenation of a and b. Let
⌈a⌉ denote the element-wise ceiling. If na = nb = n, then a⊙ b := (aibi)ni=1 denotes the
Hadamard product, i.e., the element-wise product. We use Λ(·) ∈ {0, 1}m×n with one
nonzero element in each row to select entries from a vector such that Λ(·)x is a subvector
of x.

3.2.1 Power Grid Modeling

We model the power grid as a connected undirected graph G = (V,E), where E denotes
the set of lines (lines) and V the set of nodes (buses). Under the DC power flow
approximation, which is widely adopted for studying security issue on grid [17,33,67–74],
each line e = (s, t) is characterized by reactance re = rst = rts. The grid topology can be
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represented by the admittance matrix B := (Buv)u,v∈V ∈ R|V |×|V |, defined as

Buv =


0 if u ̸= v, (u, v) ̸∈ E,
−1/ruv if u ̸= v, (u, v) ∈ E,
−∑w∈V \{u} Buw if u = v.

(3.1)

Besides B, the grid topology can also be described by incidence matrix D ∈ {−1, 0, 1}|V |×|E|,
which is defined as follows:

Dij =


1 if line ej comes out of node vi,
−1 if line ej goes into node vi,
0 otherwise,

(3.2)

where the orientation of each line is assigned arbitrarily. By defining Γ ∈ R|E|×|E| as
a diagonal matrix with diagonal entries Γe = 1

re
(e ∈ E), we have B = DΓDT and

f = ΓDTθ ∈ R|E| where f denotes the line flows. By defining network states as phase
angles θ := (θu)u∈V and active powers as p = (pu)u∈V , the relationship between p,θ and
f is given as

p = Bθ = Df , (3.3)

The CC will periodically conduct state estimation, whose results will be used for SCED to
re-plan the power generation [17, 68]. Formally, let z = [zTN , zTL ]T ∈ Rm denote the unse-
cured meter measurements, where zN ∈ RmN denotes the power injection measurements
over (a subset of) nodes and zL ∈ RmL denotes the power flow measurements over (a sub-
set of) lines. Let ΛN and Λp be two row selection matrices such that zN = ΛNz = Λpp.
Similarly, we define row selection matrices ΛL and Λf such that zL = ΛLz = Λff .
Then, we have

z = Hθ + ϵ for H :=
 ΛpB

ΛfΓD
T

 , (3.4)

where H is the measurement matrix based on the meter locations and the reported
breaker status, and ϵ is the measurement noise. In the rest of the paper, we assume that
the measurements satisfy the conditions of [87, Theorem 5] such that H has full column
rank to support unique recovery of θ from (3.4) (before attack). If θ̄ is the estimated
phase angle from z and H, then BDD will raise alarm if ∥z −Hθ̄∥ is greater than a
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predefined threshold.
Given p0 := Bθ̄, the CC will conduct SCED to calculate new generation to meet

the demand with minimal cost. Specifically, let Λg ∈ {0, 1}|Vg |×|V |, Λd ∈ {0, 1}|Vd|×|V | be
row selection matrices for generator/load buses in p, where Vd and Vg denote the sets
of load buses and generator buses, respectively. Denote θ̂ as the decision variable where
Bθ̂ represents the new power injection after SCED, and ϕ ∈ R|Vg | as the cost vector for
power generation. Then, SCED can be formulated as follows [17]:

ψs(p0,D) = arg min
θ̂

ϕT (ΛgBθ̂) (3.5a)

s.t. ΛdBθ̂ = Λdp0, (3.5b)

ΓDT θ̂ ∈ [−fmax,fmax], (3.5c)

ΛgBθ̂ ∈ [pg,min,pg,max], (3.5d)

where fmax ∈ R|E| indicates the normal line flow limits, pg,min and pg,max denote lower/up-
per bounds on generation, and (3.5b) indicates that demands on all load buses are satisfied.

3.2.2 Modeling Coordinated Cyber-Physical Attack (CCPA)

In this section, we formulate the attack model according to a load redistribution attack [68]
that aims at causing the maximum outages, so that a defense against this attack can
prevent outage under any attack under the same constraints. In the sequel, “ground
truth” means the estimated value based on unmanipulated measurements, which may
contain noise.

t0 t1 t2 timet3

෩𝐻, ෨𝐵, ෩𝐷 𝐻, 𝐵, 𝐷

Physical attack

Before 

attack

CCPA 

deployed

SCED 

at CC

Post-SCED 

steady state

𝑢0

𝑢5

𝑢1

𝑢3 𝑢4

𝑢2

Figure 3.1. Timeline of an instance of CCPA

For ease of presentation, we summarize the timeline of the entire attack process, as
shown in Fig 3.1. Specifically,

• At t0, the attacker estimates θ0 and p0 := B̃θ0 by eavesdropping on z0 and H̃ .

• At t1, CCPA is deployed to change the ground-truth from z0, H̃ ,θ0 to z1,H and
θ1, respectively.
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• At t2, the CC receives falsified information, i.e., H̃ and z̃2, which leads to θ̃2. Then
the CC will deploy a new dispatch of power generation as p̃3 := B̃θ̃3, where θ̃3

denotes the associated predicted phase angles.

• At t3, the new dispatch takes effect and reaches steady state, with the true phase
angles θ3 and power flows f3.

Key notations at different time instances are summarized in Table 3.1, where “—” means
that the information is not available to the CC at the given time instance.

Table 3.1. Notations v.s. Timeline
time t0 t1 t2 t3

True measurement matrix H̃ H H H

Measurement matrix at CC — — H̃ H̃

True phase angle θ0 θ1 θ2 = θ1 θ3

Phase angle at CC — — θ̃2 θ̃3

True measurement z0 z1 z2 = z1 z3

measurement at CC — — z̃2 —

First, we model the influence of attacks on SCED. We define ac ∈ Rm to be the
cyber-attack vector, which changes the measurements received by the CC to z̃2 = z2 +ac,
and ap ∈ {0, 1}|E| the physical-attack vector, where ap,e = 1 indicates that line e is
disconnected by the physical attack. As the physical attack changes the topology, we
use G̃ to denote the pre-attack topology and G the post-attack topology. Accordingly,
B̃, D̃, H̃ denote the pre-attack admittance, incidence, and measurement matrices, and
B,D,H their (true) post-attack counterparts, related by

B = B̃ − D̃Γdiag(ap)D̃T , D = D̃ − D̃diag(ap), (3.6)

and H = H̃ − [(ΛpD̃Γdiag(ap)D̃T )T , (ΛfD̃diag(ap))T ]T . Falsified measurements in z̃2

and breaker status will mislead CC to an incorrect state estimation and thus falsified
SCED decisions. Hence, overload-induced line tripping can happen at t3.

To bypass BDD, the attacker has to manipulate breaker status information to mask
the physical attack, misleading the CC to believe that the measurement matrix is H̃

instead of H . Also, measurements have to be modified into z̃2 such that BDD with z̃2

and H̃ as input will not raise any alarm. Below, we will derive constraints on ap and ac

such that the modified data can pass BDD under the assumption that the pre-attack
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data can pass BDD as assumed in FDI [33]. Considering that z̃2 = z2 + ac, ac should be
constructed such that

∥z̃2 − H̃θ̃2∥ = ∥z0 − H̃θ0 + z2 + ac − z0 + H̃θ0 − H̃θ̃2∥

= ∥z0 − H̃θ0∥, (pre-attack residual) (3.7)

which leads to the following construction of ac:

ac = z0 − z2 + H̃(θ̃2 − θ0) (3.8)

= H̃θ0 + ϵ0 − (Hθ2 + ϵ0) + H̃(θ̃2 − θ0) (3.9)

=
 ΛpB̃

ΛfΓD̃
T

 θ̃2 −

 ΛpB

ΛfΓD
T

θ2. (3.10)

Besides (3.8), there may be additional constraints on ac to avoid causing suspicion.
Specifically, following [68], we assume that all the power injections at generator buses
are measured and not subject to attacks, i.e.,

ΛgD̃f̃2 = ΛgB̃θ̃2 = ΛgBθ2 = ΛgDf2 = Λgp0, (3.11)

recalling that Λg is the row selection matrix corresponding to generator buses. Moreover,
by representing the maximum normal load fluctuation through α ≥ 0, the magnitude of
falsification at load buses needs to be constrained due to load forecasting [17,68], which
can be modeled by 2

−α|p0| ≤ B̃θ̃2 − p0 ≤ α|p0|. (3.12)

Following the convention in [68,72], the attack is constrained by a predefined constant
ξp denoting the maximum number of attacked lines and another constant ξc denoting the
maximum number of manipulated measurements, i.e.,

∥ap∥0 ≤ ξp, ∥ac∥0 ≤ ξc. (3.13)

In addition, we constrain ap so that the graph after physical attack remains connected,
2In contrast to [88] that only imposes the magnitude constraint on measured buses, constraint (3.12)

is imposed on all buses (although subsumed by (3.11) for generator buses). This is because under the
assumption of full-rank measurement matrix (Section 3.2.1), the CC can recover all the phase angles
and hence the power injections at all the buses, and thus the attacker needs to avoid causing too much
deviation in the power injections at all the buses.
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which is needed for stealth of the attack according to [17, 70]. Specifically, defining
fcon ∈ R|E| as a pseudo flow and u0 as the reference node, we can guarantee network
connectivity at t2 by ensuring

D̃ufcon =

|V | − 1, if u = u0,

−1, if u ∈ V \ {u0},
(3.14a)

−|V | · (1− ap,e) ≤ fcon,e ≤ |V | · (1− ap,e). (3.14b)

With lines oriented as in D̃, (3.14a) (flow conservation constraint) and (3.14b) (line
capacity constraint) ensure the existence of a unit pseudo flow from u0 to every other
node in the post-attack grid and hence the connectivity of the post-attack grid, where
fcon,e > 0 if the flow on e is in the same direction of the line and fcon,e < 0 otherwise.

As shown in [17], attacks that mislead SCED can cause initial outage at t3, which
can cause cascading outages at other lines since significantly overloaded lines will be
automatically tripped by protective devices and the associated power flow will be re-
distributed. Specifically, let fmax ∈ R|E| be the power flow limits imposed in SCED and
γ := (γe)e∈E be the threshold for overload-induced tripping, i.e., e will be tripped by
protection devices (i.e., having an outage) if

|fe| > γefmax,e. (3.15)

3.2.3 Modeling the Protection Effect of Secured PMUs

Phasor Measurement Units (PMUs) exhibit enhanced resilience against false data injection
attacks [50], attributed to their advanced features. Firstly, PMU measurements are
marked with high-precision timestamps, synchronized via GPS, complicating the execution
of covert attacks. Secondly, PMUs sample the grid’s state at a rate of 60 to 120 frames
per second [89], a frequency significantly higher than that of traditional Remote Terminal
Units (RTUs). This high sampling rate generates time series data that characterizes the
system’s dynamics, thereby facilitating the use of advanced detection algorithms [90].

Let β ∈ {0, 1}|V | be the indicator vector for PMU placement such that βu = 1 if
and only if a secured PMU is installed at node u. We define Ω(β) := {u|βu > 0} and
the inverse process β(Ω) : βu = 1 if u ∈ Ω and βu = 0 otherwise. Let Nu be the node
set containing neighbors of node u (including u) and Eu be the line set composed of
lines incident on u. According to [50], by measuring both voltage and current phasor, a
PMU on node u can guarantee the correctness of phase angles in Nu and protect lines in

65



Eu from both cyber and physical attacks. Formally, we define xN ∈ {0, 1}|V | such that
(xN,u = 1)↔ (∃v ∈ Nu such that βv = 1), which can be modeled as

∆−1Aβ ≤ xN ≤∆−1Aβ + ∥∆∥∞ − 1
∥∆∥∞

, (3.16)

where ∆ ∈ Z|V |×|V | is a diagonal matrix with ∆uu = |Nu|, while A := A + I is the
adjacency matrix of the grid with added self-loops at all nodes. Similarly, we define ζ to
be any constant within [0.5, 1) and xL ∈ {0, 1}|E| satisfying (xL,e = 1)↔ (∃v with e ∈
Ev and βv = 1), which can be linearlized as

0.5|D|Tβ ≤ xL ≤ 0.5|D|Tβ + ζ. (3.17)

We assume that the PMU locations are known to the attacker, thus the cyber attack
is constrained as follows:

xN,u = 1→ θ̃2,u = θ2,u,∀u ∈ V, (3.18a)

xL,e = 1→ ap,e = 0, ∀e ∈ E. (3.18b)

Note that (3.16)-(3.18) implicitly protect the power flow measurements on lines incident
to a PMU. To see this, suppose that e = (s, t) and βs = 1. Then we must have
xN,s = xN,t = xL,e = 1 due to (3.16)-(3.17). By (3.18), it is guaranteed that z̃2,e :=
(θ̃2,s − θ̃2,t)/rst = (θ2,s − θ2,t)/rst =: z2,e.

3.2.4 Optimal PMU Placement Problem

Our main problem, named PMU Placement for Outage Prevention (PPOP), aims at
placing the minimum number of secured PMUs so that no undetectable CCPA can
cause overload-induced tripping. To achieve this, we model the problem as a tri-level
optimization problem (an overview of PPOP is given in Fig. 4 in Appendix 3.7.1).

The middle-level optimization is the attacker’s problem, which aims to maximize
the number of overloaded lines without being detected. Instead of using ac as decision
variable, we propose to formulate over f̃i,fi and θ̃i,θi where i ∈ {2, 3}. In the rest of the
paper, we will apply big-M modeling technique that introduces sufficiently large constants
denoted as M(·) for linearization. The calculation of M(·) is given in Appendix 3.7.2.
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Specifically, the constraints on θ2 and f2 are:

−M2,a,e (1− ap) ≤ f2 ≤M2,a,e (1− ap) , (3.19a)

D̃f2 = p0, (3.19b)

−M2,fap ≤ ΓDθ2 − f2 ≤M2,fap. (3.19c)

The constraints (3.19a) and (3.19b) guarantee the consistency between f2 and p0 given
ap, where ap,e = 1 will force f2,e = 0. The role of (3.19c) is to force the consistency
between f2 and θ2 for all e with ap,e = 0, which is necessary for the uniqueness of f2.
Similarly, we can transform (3.7)-(3.13) into constraints over f̃2, θ̃2, and ap, which are

− fmax ≤ f̃2 ≤ fmax, (3.20a)

ΓD̃T θ̃2 − f̃2 = 0, (3.20b)

θ̃2,u − θ2,u ≤M2,θ · (1− xN,u), (3.20c)

θ̃2,u − θ2,u ≥ −M2,θ · (1− xN,u), (3.20d)

− α|p0| ≤ D̃f̃2 − p0 ≤ α|p0|, (3.20e)

ΛgD̃f̃2 = Λgp0, (3.20f)

∥Λf

(
f̃2 − f2

)
∥0 + ∥Λp

(
D̃f̃2 − p0

)
∥0 ≤ ξc, (3.20g)

∥ap∥0 ≤ ξp, (3.20h)

where (3.20a)-(3.20b) guarantee the validity of f̃2 as in (3.19a)-(3.19c), (3.20c)-(3.20d)
linearize (3.18a) (M2,θ defined in Appendix 3.7.2), while (3.20e), (3.20f), and (3.20g)–
(3.20h) correspond to (3.12), (3.11), and (3.13), respectively. It is worth noting that
there exists an ac in the form of (3.10) for any f̃2 and θ̃2 satisfying (3.20) due to the
relationship between f̃2, θ̃2 and ac shown in (3.10) and (3.20b). Moreover, the constraints
on θ3, θ̃3, and f3 are

pg,min ≤ ΛgB̃θ̃3 ≤ pg,max (3.21a)

− fmax ≤ ΓDT θ̃3 ≤ fmax, (3.21b)

ΛdB̃θ̃3 = ΛdD̃f̃2 (3.21c)

−M3,a(1− ap) ≤ f3 ≤M3,a(1− ap), (3.21d)

ΛdD̃f3 = Λdp0, ΛgD̃f3 = ΛgB̃θ̃3, (3.21e)

−M3,fap ≤ ΓD̃Tθ3 − f3 ≤M3,fap, (3.21f)
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where (3.21a)-(3.21c) describe the feasible region of θ̃3 under false data injection, and
(3.21d)–(3.21f) are used to enforce the power flow equation (3.3) at t3, where ΛgB̃θ̃3 is
the post-SCED generation predicted by the attacker. While a straightforward formulation
of the power flow equation should be

ΓDTθ3 = f3, ΛdDf3 = Λdp0, ΛgDf3 = ΛgB̃θ̃3, (3.22)

such a formulation will introduce bilinear terms DTθ3 and Df3, as the post-attack inci-
dence matrix D is a function of the physical-attack vector ap that is also a decision variable
for the attacker. To avoid the bilinear terms, we use (3.21d) to force f3,e = 0 when ap,e = 1
(line e is disconnected), and (3.21f) to force Γed̃Te θ3 = ΓedTe θ3 = f3,e when ap,e = 0.
Moreover, under (3.21d), we observe that Df3 = ∑

e∈E def3,e = ∑
e∈E d̃ef3,e = D̃f3, as

de = d̃e if ap,e = 0 and def3,e = d̃ef3,e = 0 if ap,e = 1, which explains (3.21e).
Thus, the attacker’s problem, which defines the optimal attack strategy, can be

formulated as:

ψa(β) := max ∥π∥0 (3.23a)

s.t. (3.14), (3.16)− (3.21), (3.23b)

θ2,u0 = θ3,u0 = θ̃2,u0 = θ̃3,u0 = 0, (3.23c)

θ̃3 = ψs(B̃θ̃2, D̃), (3.23d)
|f3,e|
fmax,e

> γe ↔ πe = 1,∀e ∈ E, (3.23e)

where yc := θ̃2 ⊕ θ̃3 ⊕ θ2 ⊕ θ3 ⊕ f2 ⊕ f3 ⊕ f̃2 ⊕ fcon and yb := π ⊕ ap ⊕ xN ⊕ xL

are continuous and binary decision variables, respectively. Here, πe = 1 if and only if
line e is overloaded to be tripped, which is ensured by (3.23e). Thus, the objective is
to maximize the number of overload-induced tripped lines due to the attack-induced
load redistribution. The constraints (3.23c) fixes the phase angle at the reference node,
denoted as node u0. The constraint (3.23d) incorporates the lower-level optimization of
SCED (3.5) by specifying the post-SCED generation, determined by θ̃3.

We formulate the upper-level PMU placement problem as

min ∥β∥0 (3.24a)

s.t. ψa(β) = 0 (3.24b)

where the decision variable is β ∈ {0, 1}|V |, and ψa(x) defined in (3.23) denotes the

68



maximum number of lines that will be tripped according to (3.15) at t3. In the sequel,
we call (ap,ac, e) an attack tuple, which is called “successful” under PMU placement β if
there exists a feasible solution to (3.23) with physical attack ap and cyber attack ac such
that πe = 1. Moreover, we call (ap, e) a successful attack pair under β if it can form a
successful attack tuple under β.

Remark 1: While the above formulation treats the load profile p0 as a constant, it can
be easily extended to handle the fluctuations in loads. This can be modeled by treating
p0 as a decision variable in the attacker’s optimization, constrained by the expected range
of fluctuation, e.g., p0 ∈ [κp(0), κp(0)], or the union of ranges around multiple operating
points:

p0 ∈
i0⋃
i=1
{κip(i) ≤ p ≤ κip

(i)}. (3.25)

This enlarges the solution space for the attacker, which changes the meaning of ψa(β) to
the maximum number of tripped lines under the worst load profile and the worst attack
under this load profile. Clearly, a PMU placement that avoids overload-induced tripping
in this worst scenario can avoid overload-induced tripping in any scenario encountered
during operation, as long as the load profile stays within the predicted range.

Remark 2: In practice, PMUs are often deployed in stages. Thus, it may be desirable
that a temporary PMU placement designed to prevent outages can be augmented into an
optimal PMU placement βopt in the long run (e.g., a minimum placement that provides
full observability). This can be modeled by adding a constraint in (3.24) that requires
β ≤ βopt.

3.3 Solving PPOP
The PPOP problem (3.23)-(3.24) is a tri-level non-linear mixed integer problem, which
is notoriously hard [91]. In this section, we first formally prove that the problem is
NP-hard, and then demonstrate how to transform it into a bi-level mixed-integer linear
programming (MILP) problem. Next, we propose an alternating optimization framework
based on constraint generation to solve the problem optimally. Finally, to accelerate the
computation, we develop a polynomial-time heuristic.
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3.3.1 Hardness and Conversion to Bi-Level MILP

Although multi-level non-linear mixed integer programming is generally hard, PPOP is
only a special case and hence needs to be analyzed separately. Nevertheless, we show
that PPOP is NP-hard (See proof in Section. 3.7.5).

Theorem 3.3.1. The PPOP problem (3.24) is NP-hard.

The attacker’s problem (3.23) can be linearized into a MILP (see details in Sec-
tion 3.7.1), which implies that PPOP can be converted into a bi-level MILP.

Instead of solving the PPOP problem (3.24), we will focus on a variant by considering
a stronger attacker that relaxes the constraints in (3.23). Specifically, we will relax (3.23d)
by omitting the optimality requirements in (3.5), i.e., (3.23d) is replaced by (3.5b)-(3.5d).
Such replacement results in a relaxed attacker’s problem ψ

a
(β), whose feasible region is

described by (3.23b), (3.23c), (3.23e) and (3.5b)-(3.5d). The relationship between ψ
a
(β)

and ψa(β) is summarized as follows:

Lemma 3.3.1. Every feasible solution to ψa(β) is also feasible to ψ
a
(β).

Proof. In terms of the feasible region, the only difference between ψa(β) and ψ
a
(β) is

the constraint on θ̃3. It is easy to see that ψ
a
(β) has less constraints on θ̃3 than ψa(β),

which completes the proof.

Then, we denote PPOP-r as the PMU placement problem that replace (3.24b) as

ψ
a
(β) = 0. (3.26)

The relationship between PPOP and PPOP-r is summarized as follows:

Theorem 3.3.2. Every feasible PMU placement (i.e., β) to PPOP-r is also feasible to
PPOP.

Proof. The direct implication of Lemma. 3.3.1 is that if there exists (yc,yb) such that
ψa(β) ≥ 1, we must have ψ

a
(β) with (yc,yb). In other words, if ψ

a
(β) = 0 for the given

β, we must have ψa(β) = 0, which completes the proof.

In the sequel, we will replace PPOP as PPOP-r and use these two terms interchange-
ably. It is reasonable to consider PPOP-r instead of PPOP since the cost in SCED (i.e.,
ϕ) may change over time. Therefore, a PMU placement should be be robust under all
possible costs in SCED.
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3.3.2 An Alternating Optimization Framework

Algorithm 4: Alternating Optimization
1 Initialization: k = 1, β̂(k) = 0;
2 while True do
3 Solve (3.23) under β̂(k) to obtain ψa(β̂(k));
4 if ψa(β̂(k)) > 0 then
5 Add constraints to (3.24);
6 k ← k + 1, obtain β̂(k) by solving (3.24), with (3.24b) replaced by the

generated constraints
7 else break ;
8 Return β̂(k), indicators of the selected PMU placement;

As a bi-level MILP, PPOP is still difficult to solve due to the integer variables in
(3.23) and (3.24). Since one of the fundamental challenges in solving bi-level MILPs is the
lack of explicit description of the upper-level optimization’s feasible region, we propose
an alternating optimization framework shown in Alg. 4 to solve PPOP by gradually
approximating the feasible region of the upper-level optimization through constraint
generation. In Sections 3.3.3–3.3.4, we will give two concrete constraint generation
methods for Line 5 of Alg. 4 based on the results of (3.23).

In the sequel, we assume that solving (3.23) returns a successful attack tuple
(a(k)

p ,a(k)
c , e(k)) if ψa(β̂(k)) > 0.

3.3.3 Alternating Optimization with No-Good Constraints (AONG)

In this section, we give the first specific algorithm under the framework of Alg. 4, in
which the added constraints in Line 5 are motivated by the following observation:

Lemma 3.3.2. Given β̂ and Ω(β̂) := {u ∈ V : β̂u > 0}, if there exists a successful
attack tuple (ap,ac, e), then for all β with Ω(β) ⊆ Ω(β̂), there exists a successful attack
tuple.

Proof. For any β with Ω(β) ⊆ Ω(β̂), (ap,ac, e) remains a successful attack tuple.

The above observation indicates that at least one PMU must be placed in Ω(β̂)c :=
V \ Ω(β̂). Therefore, the optimal β can be obtained in an iterative manner: during each
iteration, we use the PMU placement β̂ from the previous iteration (initially, β̂ = 0) to
solve (3.23) for ψa(β̂). If ψa(β̂) = 0, β̂ is the final solution; otherwise, we will add the
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following “No-Good” constraint: ∑i:β̂i=0 βi ≥ 1 to (3.24) for the next iteration to rule
out the infeasible solution β̂.

However, the above procedure will converge very slowly as |Ω(β̂)c| is usually large. To
speed up convergence, we augment each discovered infeasible solution β̂ into a maximal
infeasible solution β̂′ to narrow down candidate solutions. This can be achieved by
solving the following problem:

max ∥β̂′∥0 (3.27a)

s.t. ψa(β̂′) ≥ 1, (3.27b)

β̂′
u = 1,∀u ∈ V with β̂u = 1, (3.27c)

which has the same decision variables as (3.23) and the additional β̂′. Algorithm AONG
adds the following “No-Good” constraint in Line 5 of Alg. 4:

∑
i:β̂′

i=0

βi ≥ 1. (3.28)

AONG solves PPOP optimally, as proved in Appendix 3.7.5.

Theorem 3.3.3. AONG converges in finite time to an optimal solution to (3.24).

Given the MILP formulation of (3.23) in Appendix 3.7.1, it is easy to write (3.27)
as a MILP and solve it by existing MILP solvers. It is worth noting that solving (3.27)
suboptimally does not affect the optimality of AONG. Thus, we can also apply heuristic
algorithms (e.g., LP relaxation with rounding).

3.3.4 Alternating Optimization with Double Constraints (AODC)

Building on AONG, we develop an additional constraint as a complement of (3.28) to accel-
erate convergence, in the special case where ξc =∞ and ψs(p,D) returns the set of θ’s sat-
isfying (3.5b)-(3.5d), i.e., it returns the feasible region of SCED rather than a single solu-
tion. Such a special case is worth consideration because (i) ξc =∞ represents the strongest
cyber attack, and (ii) relaxing the optimality requirement in (3.23d) means that the at-
tacker is allowed to pick a solution for SCED within its feasible region, both making the at-
tack stronger and hence the resulting PMU placement more robust in preventing outages.

Below we will first introduce the new constraints, called “Attack-Denial” constraints,
and then give the AODC algorithm, in which both “No-Good” constraints and “Attack-
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Denial” constraints are added in Line 5 of Alg. 4. The new constraints are motivated by
the following observations about AONG:

1. Cold start. The efficiency of (3.28) can be characterized by the number of infeasible
β’s that are cut out. Let {β̂(k)}Kk=1 be the PMU placements obtained in the first
K iterations of Alg. 4 and {β̂′(k)}Kk=1 the corresponding augmented placements
obtained from (3.27). Then, the number of feasible β’s for the next iteration is at
least (

2|
⋂K

k=1 Ω(β̂′(k))c| − 1
)
· 2|V |−|

⋂K

k=1 Ω(β̂′(k))c| (3.29)

if ⋂Kk=1 Ω(β̂′(k))c ̸= ∅, as placing at least one PMU in ⋂K
k=1 Ω(β̂′(k))c will satisfy

(3.28) for every placement in {β̂′(k)}Kk=1. This implies that the number of β’s
that are cut out is at most 2|V |−|

⋂K

k=1 Ω(β̂′(k))c|. Therefore, the first K “No-Good”
constraints (3.28) added in Alg. 4 will be inefficient if |⋂Kk=1 Ω(β̂′(k))c| is large.
We observe that |⋂Kk=1 Ω(β̂′(k))c| is large at the beginning of Alg. 4 and decreases
quickly as ∥β̂(k)∥0 increases.

2. Repeated successful attacks. Another cause of inefficiency is that for many PMU
placements enumerated by AONG, there exist successful attacks based on the same
attack pair (ap, e), indicating that new constraints are needed to better defend
against identified attacks.

These observations motivate us to generate constraints that can invalidate the identified
attack pairs.

The above observations motivate the following idea of “Attack-Denial” constraints:
given a successful attack pair (a(k)

p , e(k)) under β(k), the added constraints should guarantee
that any PMU placement satisfying the constraints can prevent attacks that fail lines
according to a(k)

p from causing overload-induced tripping at line e(k). We focus on
(a(k)

p , e(k)) instead of (a(k)
p ,a(k)

c , e(k)) due to the following observations:

1. The number of (a(k)
p ,a(k)

c , e(k))’s is infinite since a(k)
c is continuous, but the number

of (a(k)
p , e(k))’s is finite.

2. Given xN and (a(k)
p , e(k)), (3.23b)-(3.23e) reduce to a linear system with only the

continuous variables contained in yc under the assumptions that ξc = ∞ and
ψs(p,D) returns the set of θ’s satisfying (3.5b)-(3.5d). The linear system can be
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summarized as

F
(k)
1 yc = s

(k)
1 , (3.30a)

F
(k)
2 yc ≤ s

(k)
2 + F3xN , (3.30b)

where F
(k)
1 , F

(k)
2 , F3, s

(k)
1 , s

(k)
2 are constant matrices/vectors defined in Ap-

pendix 3.7.3. An attack pair (a(k)
p , e(k)) can form a successful attack if and only

if (3.30) has a feasible solution.

The above assumptions (i.e., ξc =∞ and ψs(p,D) returns all the θ’s satisfying (3.5b)-
(3.5d)) are needed because: (i) ξc = ∞ implies that we no longer need the binary
variables used to linearize (3.20g) (i.e., wf and wp in (40) in Appendix 3.7.1); (ii) when
the lower-level optimization returns the feasible region of (3.5), (3.23d) can be replaced
by (3.5b)-(3.5d) without introducing binary variables required for transforming (3.5) into
its KKT conditions [68].

Our key observation is that a PMU placement β can defend against an attack pair
(a(k)

p , e(k)) by either preventing the physical attack a(k)
p or making (3.30) infeasible. The

former can be achieved by adding constraint ∑
l:a(k)

p,l
=1 xL,l ≥ 1 (i.e., at least one attacked

line must be incident to a PMU). The latter holds according to Gale’s theorem of
alternative [56] if and only if there exists q

(k)
1 and q

(k)
2 ≥ 0 satisfying

(F (k)
1 )Tq(k)

1 + (F (k)
2 )Tq(k)

2 = 0, (3.31a)

(s(k)
1 )Tq(k)

1 + (s(k)
2 + F3xN)Tq(k)

2 < 0, (3.31b)

where q
(k)
1 ∈ Rm1 and q

(k)
2 ∈ Rm2 can be treated as the dual variables for (3.30a) and

(3.30b), respectively.
Based on the above observation, the “Attack-Denial” constraints for defending against

(a(k)
p , e(k)) are:

(F (k)
1 )Tq(k)

1 + (F (k)
2 )Tq(k)

2 = 0, (3.32a)

(s(k)
1 )Tq(k)

1 + (s(k)
2 + F3xN)Tq(k)

2 ≤ wa,k − 1, (3.32b)∑
l:a(k)

p,l
=1

xL,l ≥ wa,k, (3.32c)

q
(k)
2 ≥ 0, wa,k ∈ {0, 1}, (3.32d)

where q
(k)
1 , q(k)

2 , and wa,k are newly introduced variables. Note that (3.31b) and (3.32b)

74



are equivalent when wk = 0 since we can scale q
(k)
1 and q

(k)
2 to satisfy (3.32b) if (3.31b)

holds. The binary variable wa,k indicates which approach to use for defending against
(a(k)

p , e(k)). When wa,k = 0, (3.32c) holds trivially, in which case β defends against
(a(k)

p , e(k)) by satisfying (3.31), i.e., preventing the cyber attack from causing overload-
induced tripping at line e(k). When wa,k = 1, q(k)

1 = 0 and q
(k)
2 = 0 will satisfy the

constraints (3.32a)-(3.32b), in which case β defends against (a(k)
p , e(k)) by preventing the

physical attack a(k)
p .

Now, we are ready to present the AODC algorithm, where β̂(K+1) in Line 6 of Alg. 4
is obtained by solving:

min ∥β∥0 (3.33a)

s.t. (3.16)− (3.17), (3.32) for k = 1, · · · , K, (3.33b)∑
i:β̂′(k)

i =0

βi ≥ 1, k = 1, · · · , K, (3.33c)

β ∈ {0, 1}|V |, (3.33d)

where the decision variables are β, xN , xL, q(k)
1 , q(k)

2 , and wa,k for k = 1, · · · , K.
To convert (3.33) to a MILP, we linearize (F3xN )Tq(k)

2 using McCormick’s relaxation.
Concretely, note that

(F3xN)Tq(k)
2 =

∑
u∈V

xN,u

(
m2∑
i=1

F3,i,uq
(k)
2,i

)
,∀k. (3.34)

Assuming that ∑i F3,i,uq
(k)
2,i ∈ [MF ,MF ], we introduce a continuous auxiliary variable yu

and the following constraints:

MFxN,u ≤ yu ≤MFxN,u, (3.35a)

yu ≤
(
m2∑
i=1

F3,i,uq
(k)
2,i

)
+MFxN,u −MF , (3.35b)

yu ≥
(
m2∑
i=1

F3,i,uq
(k)
2,i

)
+MFxN,u −MF . (3.35c)

Note that yu = ∑m2
i=1 F3,i,uq

(k)
2,i if xN,u = 1 and yu = 0 otherwise, i.e., yu = xN,u

(∑m2
i=1 F3,i,uq

(k)
2,i

)
.

Then, (F3xN)Tq(k)
2 in (3.32b) can be replaced by ∑u∈V yu subject to (3.35).

AODC guarantees an optimal solution at convergence in the considered special case
(see proof in Appendix 3.7.5).
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Theorem 3.3.4. If ξc =∞ and ψs(p,D) returns the feasible region of (3.5), then AODC
will converge in finite time to an optimal solution to (3.24).

Although in the worst case AODC may still enumerate all the attack pairs, which
can be exponential in |E|, we have observed that in practice it usually converges after
identifying a relatively small set of “typical attack pairs”, as shown in Table 3.7.

3.3.5 Efficient Heuristics

Although Alg. 4 is guaranteed to find the optimal solution, the computational complexity
can grow exponentially with the network size due to the requirement of solving MILPs
in each iteration, which motivates us to develop polynomial-time heuristics. A scenario
of particular interest is when ξp is small, i.e., ξp = O(1). In this case, the total number
of attack pairs is polynomial in |E|, and thus the number of iterations in AODC and the
complexity of computing a new attack pair in each iteration are both polynomial in |E|.
Our focus in this case is thus on solving (3.33) approximately in polynomial time.

Relaxation: One idea is to directly relax the MILP version of (3.33) into an LP.
However, simple LP relaxation will not work:

1. The LP relaxation will invalidate the McCormick relaxation (3.35) for the bilinear
term (F3xN)Tq(k)

2 .

2. The feasible region is significantly extended by the LP relaxation due to the adopted
big-M modeling technique.

3. Given a continuous solution β̃ obtained from the LP relaxation, it is non-trivial to
determine which subset of Ω(β̃), if any, can achieve our defense goal.

We have developed a polynomial-time heuristic that can find a better PMU placement.
The core of our heuristic is a different “LP relaxation” of (3.33). Recall that the main
challenge in directly relaxing the MILP version of (3.33) is the invalidation of (3.35) for
linearizing (F3xN)Tq(k)

2 . To overcome this issue, we make the following observation (see
proof in Appendix 3.7.5):

Lemma 3.3.3. Define Λx,p,Λx,n ∈ {0, 1}|V |×m2 such that (Λx,pq2)u is the dual variable
for (3.20c) and (Λx,nq2)u is the dual variable for (3.20d). Suppose that the linear system

(F (k)
1 )Tq(k)

1 + (F (k)
2 )Tq(k)

2 = 0, (3.36a)
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(s(k)
1 )Tq(k)

1 + (s(k)
2 + F3)Tq(k)

2 ≤ −1, (3.36b)

(Λx,p + Λx,n)q2 ≤MqAβ, (3.36c)

q
(k)
2 ≥ 0, 1 ≥ β ≥ 0 (3.36d)

for attack pair (a(k)
p , e(k)) is feasible under β = β̌, where Mq is a large constant (defined

in Appendix 3.7.2). Then, β = ⌈β̌⌉ satisfies (3.16)–(3.17) and (3.32) with wa,k = 0 for
the attack pair (a(k)

p , e(k)).

Lemma 3.3.3 suggests that given an attack pair (a(k)
p , e(k)), we can relax the mixed

integer “Attach-Denial” constraints (3.32) into the linear constraints (3.36) and round up
the fractional solution to obtain a valid PMU placement, which is guaranteed to prevent
the given attack pair from forming successful attack tuples. According to Gale’s theorem
of alternative,

(
(Λx,p + Λx,n)q(k)

2

)
u
> 0 only if at least one of (3.20c) and (3.20d) is

effective for making (3.30) infeasible3. Since (3.20c)-(3.20d) is effective if and only if
xN,u = 1 (under the constraint of xN,u ∈ {0, 1}), we use (Λx,p + Λx,n)q(k)

2 as a proxy of
xN in Lemma 3.3.3.

Lemma 3.3.3 motivates us to formulate the following LP based on a given set C of
infeasible PMU placements and a given set {(a(k)

p , e(k))}Kk=1 of attack pairs:

min
∑
u∈V

βu (3.37a)

s.t. (3.36) for k = 1, · · · , K, (3.37b)∑
i:β̂i=0

βi ≥ 1,∀β̂ ∈ C, (3.37c)

where (3.37b) models relaxed “Attack-Denial” constraints and (3.37c) models relaxed
“No-Good” constraints. In this sense, (3.37) is a “LP relaxation” of (3.33). However,
instead of directly computing a PMU placement from (3.37) which still faces some of
the issues for simple LP relaxation, our idea is to use the result of (3.37) to identify
important nodes for PMU placement to defend against the given attack pairs in the case
of wa,k = 0 in (3.32). We will account for the case of wa,k = 1 separately in the proposed
algorithm to avoid scaling and numerical issues.

Algorithm: The details of the proposed heuristic is given in Alg. 5, which relies on the
function UpdateCandidate(·) shown in Alg. 6. The logic behind the heuristic is similar to
that in AODC, i.e., iteratively updating PMU placements based on newly found attack

3We say that an inequality in (3.30) is effective for making (3.30) infeasible if removing it will change
the feasibility of (3.30).
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Algorithm 5: 3-phase Secured PMU Placement
/* Phase-1: find a set A0 of attack pairs */

1 Initialization: k = 1, β̂(k) = 0, A0 = ∅, C = ∅;
2 while ψa(β̂(k)) > 0 do
3 A0 ← A0 ∪ {(a(k)

p , e(k))}, where (a(k)
p , e(k)) is obtained by solving (3.23) under

β̂(k);
4 C ← C ∪ {β̂(k)}, k ← k + 1;
5 obtain β̌(k) by solving (3.37) over C and A0;
6 Rounding: β̂(k) ← ⌈β̌(k)⌉;

/* Phase-2: find candidate placements {Ωi}Kc
i=1 to defend against A0

*/
7 Set Ωi := {ui}, i = 1, · · · , Kc, where {ui}Kc

i=1 are the indices of the largest Kc

elements of β̌(k) that is obtained in the last iteration of phase-1;
8 {Ωi}Kc

i=1, C ← UpdateCandidate
(
{Ωi}Kc

i=1,A0, C
)
;

/* Phase-3: augment {Ωi}Kc
i=1 to find a placement Ω with

ψa (β(Ω)) = 0 */
9 while True do

10 A ← ∅;
11 for i← 1 to Kc do
12 if ψa (β(Ωi)) > 0 then Generate (a(i)

p , e
(i)) and A ← A∪ (a(i)

p , e
(i));

13 else Return Ω∗ = arg minΩj :ψa(β(Ωj))=0 |Ωj| if
|Ω∗| ≤ 1 + minΩj :ψa(β(Ωj))>0 |Ωj|;

14 {Ωi}Kc
i=1, C ← UpdateCandidate

(
{Ωi}Kc

i=1,A, C
)
;

pairs. The questions are: (i) how to generate initial placements, (ii) how to find attack
pairs that can cause outages under given placements, and (iii) how to update the given
placements to defend against the newly found attack pairs, all in polynomial time. Since
this algorithm is designed for the case of ξp = O(1), under which question (ii) is easily
solvable, our focus will be on questions (i) and (iii).

We answer question (i) in two phases. Specifically, in phase-1, we iteratively find a set
of attack pairs A0 such that solving (3.37) over A0 leads to a fractional solution β̌ with
ψa
(
⌈β̌⌉

)
= 0. Then in phase-2, we search for a set of candidate PMU placements {Ωi}Kc

i=1

to defend against A0 in the hope that |Ωi| < |Ω(⌈β̌⌉)|. The motivation for maintaining
Kc > 1 candidates is to avoid the situation where the computed placement is effective in
defending against the given attacks but ineffective for other attacks.

We answer (iii) in Alg. 6, which iteratively augments a given set of candidate place-
ments {Ωi}Kc

i=1 to defend against a given set A of attack pairs. For each candidate
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placement not effective against all the attack pairs in A, Alg. 6 will generate KL and
KA new candidate placements in Line 7 and Lines 8-9, respectively. Then, Line 10 will
select the Kc placements most effective in defending against the attack pairs in A from
the pool of Kc · (KA +KL) candidate placements. We now characterize the complexity
of Alg. 5 (see proof in Appendix 3.7.5).

Theorem 3.3.5. If ξp = O(1), then the complexity of Alg. 5 is polynomial in |V |, |E|,
and Kc.

Algorithm 6: UpdateCandidate
(
{Ωi}Kc

i=1, A, C
)

1 Initialization: Ai = A, i = 1, · · · , Kc;
2 while ∃i such that Ai ̸= ∅ do
3 Q ← ∅;
4 for i← 1 to Kc do
5 if Ai = ∅ then Q ← Q⋃{Ωi} and continue;
6 else C ← C ∪ {β(Ωi)} ;
7 Q ← Q⋃(Ωi ∪ {vj}) for j = 1, · · · , KL, where vj can prevent the j-th

most physical attacks in Ai ;
8 Solve (3.37) over A, C, and the constraints βu = 1, ∀u ∈ Ωi, which results

in β̌;
9 Q ← Q⋃(Ωi ∪ {uj}) for j = 1, · · · , KA, where uj is the index of the j-th

largest element in {β̌u}u∈V \Ωi
;

10 Update {Ωi}Kc
i=1 as the Kc elements in Q that can defend against the most

attack pairs in A;
11 Ai ← {(ap, e) ∈ A|Ωi cannot defend against (ap, e)}, ∀i = 1, . . . , Kc;
12 Return {Ωi}Kc

i=1 and C;

3.4 Extension to AC Power Flow Model
So far we have assumed the DC power flow approximation for the power grid given in
Section 3.2.1. It remains to validate the resulting PMU placement under the AC power
flow model that describes the grid state more accurately. To this end, we will address
the following questions: given a PMU placement ΩDC ⊆ V obtained under the DC power
flow model, (i) how to test the feasibility of ΩDC in preventing outages under the AC
power flow model, and (ii) how to refine ΩDC if needed to achieve our defense goal under
the AC power flow model.

79



3.4.1 Testing a PMU Placement under AC Model

One challenge to answer the first question is the nonlinear and nonconvex nature of AC
power flow based SCED (AC-SCED), which invalidates the transformation of (3.23) into a
single-level MILP through KKT conditions. Another challenge lies in formulating a single
optimization to maximize the overloading of a target line after SCED (at t3 in Fig. 3.1).
Specifically, since solving nonlinear AC power flow equations usually requires iterative
methods (e.g., Newton-Raphson method [31]), we cannot directly formulate the AC-SCED
at t2 and the corresponding ground-truth grid state at t3 in an optimization problem.
Existing works handled this challenge by approximating the grid state at t3 by the DC
power flow model [92, 93] or DC-based line outage distribution factors [40, 94]. However,
such DC-based approximations cannot be directly used to compute the magnitude of
currents, which determines the overloading and related tripping of lines.

In the following, we provide a method, as shown in Alg. 7, to check the existence of an
AC-based CCPA that can cause overloading under a given PMU placement. To overcome
the challenges discussed before, we first remove the optimality requirement in AC-SCED,
similar to our derivation of “Attack-Denial” constraints in Section 3.3.4. Omitting this
optimality requirement is equivalent to allowing the attacker to choose the objective for
AC-SCED, which enlarges the feasible region for the attacker’s optimization. To jointly
model the current at t3 and the AC-SCED at t2, we adopt the linearized approximation of
AC power flow equations [95]. Based on these two strategies, we formulate the following
optimization problem for the attacker to maximize the magnitude of current on a given
target line et under a given physical attack (i.e., ap):

max |Î3,et|2 (3.38a)

s.t. Constraints on ṽ2, θ̃2 to bypass BDD, (3.38b)

ACOPF constraints on ṽ3, θ̃3, (3.38c)

Constraints to solve v̂3, θ̂3, |Î3|, (3.38d)

where ṽ2, θ̃2 denote the voltage magnitudes and phase angles estimated at t2 by the
control center based on falsified measurements, ṽ3, θ̃3 denote the same variables predicted
by AC-SCED for t3 (computed at t2), and v̂3, θ̂3, |Î3| denote the approximated ground-
truth of voltage magnitudes, phase angles and line current magnitude at t3. The details
of (3.38) are given in Appendix 3.7.4. Similar to Table 3.1, for a given variable x, we
use x̃2 to denote its estimate based on falsified measurements at t2, x2 to denote its
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ground-truth value at t2, x̃3 to denote the value predicted by AC-SCED (at t2) for t3,
and x3 to denote the ground-truth value at t3. Given the voltage magnitudes ṽ3 and the
phase angles θ̃3, the approximated values of x at t3 is denoted as x̂3.

In (3.38), we have the following three types of constraints and decision variables:

1. Constraint (3.38b) is the counterpart of (3.20) under the AC power flow model, in
which the main decision variables are ṽ2 and θ̃2. Similar to (3.20), we use ṽ2 and
θ̃2 as the decision variables to model the cyber attack that can bypass the BDD.
Following [40], we adopt the quadratic convex (QC) relaxation [96] in (3.38b) to
model the AC power flow equations.

2. As the counterpart of (3.21a)-(3.21c) under the AC power flow model, (3.38c)
models the reaction of AC-SCED to the falsified measurements based on the QC
relaxation.

3. The real grid state at t3 is formulated in (3.38d) as the counterpart of (3.21d)-(3.21f),
based on the approximation of AC power flow equations proposed in [95].

As we have enlarged the feasible region for the attacker in (3.38b)-(3.38c) by using the QC
relaxation, (3.38) models a stronger attack, and hence a PMU placement that prevents
overloading under this attack can prevent overloading under the original attack. We will
use x∗ to denote the value of decision variable x in the optimal solution to (3.38).

Based on (3.38), we develop an algorithm to check the feasibility of a PMU placement
Ω ⊆ V in preventing outages under AC-based CCPA, shown in Algorithm 7. Specifically,
at Lines 2, we compute v2,θ2, |I2| by solving power flow equations. Thus, the counterpart
of (3.19) is no longer needed to compute the real grid states after physical attacks. Then,
at Line 3, we obtain the optimal solution (|Î∗

3,et
|, ṽ∗

3, θ̃
∗
3) to (3.38) for the given attack

pair (ap, et) (recall that |Î∗
3,et
| is the approximated current magnitude on line et at time

t3 while |I∗
3,et
| is the corresponding true value). Alg. 7 considers the PMU placement Ω to

successfully defend against (ap, et) (i.e., preventing overloading at line et under physical
attack ap) if one of the following conditions hold:

1. no cyber attack ac can bypass the BDD, i.e., (3.38) is infeasible, as checked in
Line 9, or

2. |Î∗
3,et
| ≤ Îmax,et and |I∗

3,et
| ≤ γeImax,et , as checked in Lines 4–7, where Îmax,et (derived

in Theorem 3.4.1) is the threshold used by Alg. 7 to detect the tripping of line et
based on the approximated current magnitude |Î∗

3,et
|.
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The use of Îmax,e rather than γeImax,e allows us to compensate for the approximation
error at t3. As stated in Theorem 3.4.1, under a properly-set Îmax,e, a PMU placement
Ω is guaranteed to achieve our defense goal under the AC model if Ω can pass the test
of Alg. 7, i.e., no overloading is reported. How to bound the approximation errors as
assumed in Theorem 3.4.1 is not the focus of this work; we refer interested readers to [95]
for details.

Theorem 3.4.1. Assume that the approximation used in (3.38d) satisfies |v̂3,u − v3,u| ≤
ϵv,u, |θ̂3,u − θ3,u| ≤ ϵθ,u, ∀u ∈ V and |p̂3,f,e − p3,f,e| ≤ ϵp,e, |q̂3,f,e − q3,f,e| ≤ ϵq,e, ∀e ∈ E.
Then, there exists ϵI,e,∀e ∈ E (see proof in Appendix 3.7.5 for details) and Îmax,e :=
γeImax,e − ϵI,e such that any PMU placement passing the test of Alg. 7 can prevent
overload-induced tripping under the AC power flow model.

Algorithm 7: Test Feasibility of Ω under AC Model
1 for each possible attack pair (ap, et) under the given PMU placement Ω do
2 Obtain v2,θ2, |I2| from AC power flow equations;
3 Solve (3.38) to obtain |Î∗

3,et
|, ṽ∗

3, θ̃
∗
3;

4 if (3.38) is feasible AND |Î∗
3,et
| ≤ Îmax,et then

5 Compute |I∗
3,et
| from AC power flow equations;

6 if |I∗
3,et
| ≤ γeImax,et then

7 Continue;
8 else Terminate and report overloading;
9 else if (3.38) is infeasible then

10 Continue;
11 else Terminate and report overloading;

3.4.2 Refining PMU Placement

In the case that the DC-based PMU placement ΩDC fails the test by Alg. 7, we provide
a simple heuristic to augment it into a new placement ΩAC that can achieve our defense
goal under the AC model. The intuition is to iteratively augment ΩDC by placing more
PMUs until the resulting placement ΩAC can pass the test of Alg. 7. The key question is
which node to add. To answer this question, we first augment ΩDC into a PMU placement
ΩC := Ω(βC) that can achieve full observability by solving (3.39):

min
βC ∈ {0, 1}|V |

∥βC∥1 (3.39a)
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s.t. βC ≥ β(ΩDC), (3.39b)

AβC ≥ 1, (3.39c)

where (3.39b) guarantees ΩDC ⊆ ΩC , and (3.39c) forces ΩC to achieve full observability.
Then equipped with ΩC , we augment ΩDC into ΩAC by Alg. 8. If a PMU placement cannot
defend against an attack pair (ap, et) (Line 6), then we update the PMU placement by
the following rules:

1. If there exists a node u ∈ ΩC that can prevent the physical attack ap as in (3.18b),
we add node u to the current PMU placement (Line 8).

2. Otherwise, we add the node in ΩC with the maximum deviation in phase angle due
to false data injection (Line 11), with ties broken arbitrarily.

Algorithm 8: Augment PMU Placement for AC Model
1 Initialization: ΩAC = ΩDC;
2 while True do
3 Test ΩAC through Alg. 7;
4 if No overloading is reported then Return ΩAC;
5 else
6 Let (ap, et) be the attack pair under which overloading is reported, and

U := {u ∈ V : ∃e with ap,e = 1, Du,e ̸= 0} (all end-nodes of
physically-attacked lines);

7 if ΩC ∩ U ̸= ∅ then
8 Arbitrarily choose a node u ∈ ΩC ∩ U ;
9 else

10 Let θ̃2,θ2 be the falsified/true phase angles at t2 under attack pair
(ap, et);

11 Set u := arg maxv∈ΩC
|θ̃2,v − θ2,v|;

12 ΩAC ← ΩAC ∪ {u};

3.5 Numerical Experiments
Simulation Settings: We evaluate our solution against benchmarks in several standard
systems: IEEE 30-bus, IEEE 57-bus, IEEE 118-bus, and IEEE 300-bus system, where
the system parameters as well as load profiles are obtained from [97]. The parameters for
our evaluation are set as follows unless specified otherwise: We set α = 0.25 according
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to [17]. We allow θ̃3 to take any value specified by the attacker subject to (3.5b)-(3.5d),
which makes our defense effective under any SCED cost vector. The attacker’s capability
is set as ξp = 2, ξc =∞ (no constraint on the number of manipulated meters). We set the
overload-induced tripping threshold to γe = 1.2,∀e ∈ E, which is slightly smaller than the
one used in [17] to make the solution more robust. For Alg. 5, we set Kc = KA = KL = 10.

In the rest of this section, we will compare the performance of Alg. 4 (AONG or
AODC) and Alg. 5 with the following benchmarks: (i) PMU placement to achieve full
observability as proposed in [98]; (ii) greedily placing PMUs in the descending order of
node degrees until attack-induced overload-induced tripping is prevented, referred to
as “GreedyDegree”. Benchmark (i) represents the current approach, and benchmark (ii)
represents a baseline solution under the lowered goal of defense.

Savings in the Number of PMUs: In Table 3.4, we compare the number of secured
PMUs required by the proposed algorithms (Alg. 4, Alg. 5) with the benchmarks under
the nominal operating point [97]. The minimum number of PMUs required to avoid
outages, given by Alg. 4 (either AONG or AODC), is significantly smaller than what is
required to achieve full observability. Alg. 5 closely approximates the minimum for the
tested systems, but a simple heuristic such as GreedyDegree does not. For IEEE 300-bus
system, we have skipped Alg. 4 as neither AODC nor AONG can converge within 72
hours. The details of PMU locations are given in Table 3.2 for DC model and Table 3.3
for AC model. Specifically, in Table 3.2, we give the PMU locations according to the
best proposed solution ΩPPOP to PPOP, which is consistent with Table 3.4. In Table 3.3,
we present the PMU locations of the solution that can pass the test of Alg. 7 under AC
power flow model, obtained by Alg. 8.

First, in Table 3.2, we give the PMU locations according to the best proposed solution
ΩPPOP to PPOP, which is consistent with Table 3.4.

Table 3.2. PMU Locations of PPOP under DC Model
Location of PMUs

IEEE 30-bus system 15, 23
IEEE 57-bus system 12,13,25
IEEE 118-bus system 17,34,37,42,49,72,85,100,118

IEEE 300-bus system
8,20,22,34,38,43,44,48,49,54,64,68,
74,77,79,89,90,94,99,109,119,132,

138,152,185,190,203,216,221,270,271

Then, we evaluate the scenario when the solution by PPOP is used as a temporary
PMU placement that will eventually be augmented into a placement achieving full
observability, as discussed at the end of Section 3.2 (Remark 2). To this end, we evaluate
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Table 3.3. PMU Locations of PPOP under AC Model
Location of PMUs

IEEE 30-bus system 5,15,23
IEEE 57-bus system 12,13,25
IEEE 118-bus system 17,34,37,42,49,62,72,85,100,118

IEEE 300-bus system

8,20,22,34,38,43,44,48,49,54,64,68,
74,77,79,81,89,90,94,99,109,119,132,

138,152,175,185,190,197,203,216,
221,270,271

Table 3.4. Comparison of the Required Number of PMUs
30-bus 57-bus 118-bus 300-bus

Alg. 4 (optimal) 2 3 9 —
Alg. 5 2 3 10 31

GreedyDegree 3 3 14 85
Full observability 10 17 32 87

the following metrics: (i) the minimum number of PMUs required by PPOP |ΩPPOP|, (ii)
the minimum number of PMUs for achieving full observability |ΩFO|, (iii) the size of a
full-observability placement ΩC augmented from ΩPPOP given by (3.39), and (iv) the size
of the optimal solution Ω′

PPOP to a variation of PPOP with the additional constraint that
Ω′

PPOP ⊆ ΩFO. In Table 3.5, we observe that (i) |Ω′
PPOP| is only slightly larger than |ΩPPOP|,

i.e., most of the cost savings by PPOP is still achievable when its solution is required to
be consistent with the optimal long-term solution that achieves full observability, but (ii)
|ΩC | can be notably larger than |ΩFO| for large systems, i.e., augmenting an arbitrary
solution to PPOP to achieve full observability may require notably more PMUs compared
to a clean-slate solution.

Table 3.5. Comparison of #PMUs under Temporary/Long-term Placement
30-bus 57-bus 118-bus 300-bus

|ΩPPOP| 2 3 9 31
|Ω′

PPOP| 2 3 10 34
|ΩC | 10 17 33 95
|ΩFO| 10 17 32 87

Impact of System Parameters: We evaluate the impact of various system parameters
on the number of PMUs required by PPOP, given by Alg. 4 (by Alg. 5 for the 300-bus
system).

First, we study the effect of α introduced in (3.12), where a larger α implies a larger
feasible region for the attacker. It can be seen from Table 3.6 that (i) PPOP can still
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Figure 3.2. #PMUs required by PPOP
#PMUs required by full observability (ξc=|V |+|E| means no ξc-constraint).

significantly reduce the required number of PMUs compared to “Full observability” (see
Table 3.4) even if α is large, and (ii) PPOP benefits from a small value of α, which
signifies the importance of precise load forecasting in defending against CCPA.

Table 3.6. Number of PMUs in PPOP under varying α
30-bus 57-bus 118-bus 300-bus

α = 0.01 1 1 4 24
α = 0.10 1 2 6 30
α = 0.25 2 3 9 31
α = 0.50 3 3 11 34

Then, we vary ξp and ξc to evaluate the impact of the attacker’s capability. As shown
in Figure 3.2, (i) defending against a stronger attacker requires more PMUs as expected,
(ii) PPOP still requires much fewer PMUs than “Full observability” when the attacker can
disconnect multiple lines and manipulate all the meters (except for the secured PMUs),
which is stronger than the attack model considered in [17,74], and (iii) PPOP can save
a larger fraction of PMUs in IEEE 57-bus system since fmax given in [97] is large.

In addition, we consider the case that the load profile p0 can vary as shown in
(3.25). We assume p0 ∈ [κp(0), κp(0)], where p(0) is the nominal load profile from [97],
κ = 0.5 and κ is set to the maximum value that keeps (3.5) feasible under κp(0). In
our evaluations, we set κ as 1.95, 2.69, 2.41 and 1.61 for IEEE 30-bus, 57-bus, 118-bus
and 300-bus systems, respectively. For the given range, PPOP requires 3, 4, 19, and 33
PMUs for the 30-bus, 57-bus, 118-bus, and 300-bus systems, which is more than what
is required under a single load profile as expected. Nevertheless, PPOP can still save

86



PMUs compared to “Full observability” as shown in Table 3.4.
Computational Efficiency: We compare AODC and AONG in terms of the number

of iterations (which is also the number of examined attack pairs) and the running time,
which is evaluated in a platform with Intel i7-8700 CPU with Gurobi as the solver. Since
any feasible solution to (3.27) can form an “No-Good” constraint, we set an upper-bound
on the time for solving (3.27), which is 1200 seconds. As shown in Table 3.7, while the
two algorithms perform similarly for small systems, AODC converges notably faster for
larger systems such as the 118-bus system thanks to its reduced solution space due to the
adoption of both “No-Good” and “Attack-Denial” constraints. Note that both algorithms
converge after examining a small fraction of possible attack pairs (the total number of
attack pairs is 33620, 252800, and 3200130 for these systems, respectively).

Table 3.7. Number of iterations/Convergence time (103 sec)
30-bus 57-bus 118-bus

AODC 8/0.021 3/2.188 16/26.64
AONG 7/0.014 4/2.163 78/74.44

Moreover, we use IEEE 118-bus system as an example to demonstrate the trade-off in
tuning the parameters Kc, KA, KL for Alg. 5 (assuming KA = KL). We run Alg. 5 for 5
times under each setting due to the randomness in solving (3.23) and breaking ties. The
results are given in Fig. 3.3, where the bar denotes the mean and the error bar denotes
the minimum/maximum. In Fig. 3.3 (b), we show the speedup of the heuristic compared
to AODC in convergence time, i.e., (time of AODC)/(time of heuristic). We observe
that (i) Alg. 5 can return a good solution when Kc ≥ %10 · |V | and KA = KL ≥ Kc, and
(ii) under this configuration, Alg. 5 is significantly faster than AODC at a small cost of
requiring a couple of more PMUs.

Extension to AC model: We compare the solution ΩAC obtained by Alg. 8 with the
best previous solution ΩDC obtained under the DC approximation. As shown in Table 3.8,
although the DC-based solution may need augmentation to defend against AC-based
CCPA, the gap (i.e., |ΩAC|− |ΩDC|) is small. More importantly, |ΩAC| is still much smaller
(by 60–80%) than the number of PMUs |ΩFO| required to achieve full observability (see
Table 3.5), indicating the efficacy of our approach of first computing an initial solution
under the DC approximation and then augmenting it to achieve our defense goal under
the AC model. We note that the values of |ΩAC| in Table 3.8 are only upper bounds on
the number of PMUs required to prevent outages under AC-based CCPA, suggesting
great potential of saving PMUs by adopting the proposed defense goal.
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Figure 3.3. The performance of Alg. 5 under different Kc, KA, and KL.

Table 3.8. Number of PMUs Under AC Power Flow Model
30-bus 57-bus 118-bus 300-bus

|ΩAC| 3 3 10 34
|ΩDC| 2 3 9 31

3.6 Conclusion
We formulate a tri-level optimization problem under the DC power flow model to find
the optimal secured PMU placement to defend against the coordinated cyber-physical
attack (CCPA) in the smart grid. Rather than completely eliminating the attack, we
propose to limit the impact of the attack by preventing overload-induced outages. To
solve the proposed problem, we first transform it into a bi-level MILP and then propose
an alternating optimization algorithm framework to obtain optimal solutions. The core of
the proposed algorithm framework is constraint generation based on infeasible placements,
for which we develop two constraint generation approaches. Furthermore, we propose a
polynomial-time heuristic algorithm that can scale to large-scale grids. In addition, we
demonstrate how to extend the obtained PMU placement to achieve our defense goal
under the AC power flow model. Our experimental results on standard test systems
demonstrate great promise of the proposed approach in reducing the requirement of
PMUs. Our work lays the foundation for tackling a number of further questions in future
work, e.g., how to characterize the optimal attack without solving MILPs, how to directly
optimize the PMU placement for outage prevention under the AC model, and how to
improve the robustness of the solution against the failures of PMUs themselves.
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3.7 Appendices

3.7.1 Appendix A: MILP Formulation of Attacker’s Problem

In this section, we will demonstrate how to transform (3.23) into a MILP, which can be
efficiently solved by existing solver such as Gurobi.

To begin with, we give an overview of the PPOP, as shown in Fig. 3.4.

The Proposed Formulation (PPOP) 
• Framework

• Tri-level optimization problem

PMU deployment 
Optimization

Attacker’s problem

SCED

Whether successful 
attack exists

PMU placement

Result of SCED under 
the given attack

An attack

Figure 3.4. Overview of the PPOP

We first consider the case that lower-level optimization (3.5) returns the set of θ’s
satisfying (3.5b)-(3.5d), i.e., it returns the feasible region of SCED rather than a single
solution. In this case, (3.23) becomes a single-level problem.

Below, we show how to convert the single-level formulation of (3.23) into a MILP. To
convert (3.18) and (3.23e) into linear constraints, we introduce a constant M2,θ (defined
in Appendix 3.7.2) such that (3.18a) holds if and only if the following holds:

θ̃2,u − θ2,u ≤M2,θ · (1− xN,u), (3.40a)

θ̃2,u − θ2,u ≥ −M2,θ · (1− xN,u), (3.40b)

and similar conversion applies to (3.18b). As for (3.23e), by defining a sufficiently large
constant Mπ,e (see Appendix 3.7.2) and two binary auxiliary variables πn,e, πp,e to get
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rid of the absolute value operation, (3.23e) is transformed into

−Mπ,e · (1− πp,e) <
f3,e

fmax,e
− γe ≤Mπ,e · πp,e, (3.41a)

−Mπ,e · (1− πn,e) <
−f3,e

fmax,e
− γe ≤Mπ,e · πn,e. (3.41b)

We claim that πe = πn,e + πp,e. To see this, suppose that f3,e ≥ 0. Then, we must have
− f3,e

fmax,e
− γe ≤ 0 and thus πn,e = 0, while |f3,e|

fmax,e
− γe = f3,e

fmax,e
− γe and thus πp,e = πe.

Notice that we must have πe = 1 if |f3,e| − γe · fmax,e > 0, while |f3,e| − γe · fmax,e ≤ 0
leads to πe = 0.

To linearize (3.20g), we introduce binary variables wf ∈ {0, 1}|mL| and wp ∈ {0, 1}|mN |

for data injection on line measurements and node measurements, respectively. Then,
(3.20g) can be transformed into (see definitions of Mc,f , Mc,p in Appendix 3.7.2)

−Mc,fwf ≤ Λf

(
f̃2 − f2

)
≤Mc,fwf , (3.42a)

−Mc,pwp ≤ Λp

(
B̃θ̃2 − p0

)
≤Mc,pwp, (3.42b)

1Twf + 1Twp ≤ ξc. (3.42c)

Together, the above techniques transform (3.23) into a MILP. Specifically, the binary
decision variables are {πn,πp,ap,wf ,wp}, continuous variables are {θ̃2, θ̃3,θ2,θ3,f2,f3, f̃2,fcon},
where wf ,wp are introduced auxiliary variables. Then, the full formulation without
considering the optimality of (3.5) is given as follows.

max ∥πp + πn∥0 (3.43a)

s.t.

∆−1Aβ ≤ xN ≤∆−1Aβ + ∥∆∥∞ − 1
∥∆∥∞

, (3.43b)

1
2 |D|

Tβ ≤ xL ≤
1
2 |D|

Tβ + ζ, (3.43c)

− (1− ap) ≤ diag (γ ⊙ fmax)−1 f2 ≤ 1− ap, (3.43d)

D̃f2 = p0,−M2,fap ≤ ΓDθ2 − f2 ≤M2,fap, (3.43e)

− fmax ≤ f̃2 ≤ fmax, ΓD̃
T θ̃2 − f̃2 = 0, (3.43f)

− α|p0| ≤ D̃f̃2 − p0 ≤ α|p0|, (3.43g)

ΛgD̃f̃2 = Λgp0, (3.43h)

−Mc,fwf ≤ Λf

(
f̃2 − f2

)
≤Mc,fwf , (3.43i)
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−Mc,pwp ≤ B̃θ̃2 − p0 ≤Mc,pwp, (3.43j)

1Twf + 1Twp ≤ ξc, ∥ap∥0 ≤ ξp, (3.43k)

θ̃2,u − θ2,u ≤M2,θ · (1− xN,u), (3.43l)

θ̃2,u − θ2,u ≥ −M2,θ · (1− xN,u), (3.43m)

pg,min ≤ ΛgB̃θ̃3 ≤ pg,max, (3.43n)

− fmax ≤ ΓDT θ̃3 ≤ fmax, (3.43o)

ΛdB̃θ̃3 = ΛdD̃f̃2, (3.43p)

−M3,a(1− ap) ≤ f3 ≤M3,a(1− ap), (3.43q)

ΛdD̃f3 = Λdp0, ΛgD̃f3 = ΛgB̃θ̃3, (3.43r)

−M3,fap ≤ ΓD̃Tθ3 − f3 ≤M3,fap, (3.43s)

θ2,u0 = θ3,u0 = θ̃2,u0 = θ̃3,u0 = 0, (3.43t)

− ·(1− πp,e) <
f3,e

Mπ,efmax,e
− γe
Mπ,e

≤ ·πp,e,∀e, (3.43u)

− ·(1− πn,e) <
−f3,e

Mπ,efmax,e
− γe
Mπ,e

≤ ·πn,e,∀e, (3.43v)

D̃ufcon =

|V | − 1, if u = u0,

−1, if u ∈ V \ {u0},
, (3.43w)

− |V | · (1− ap,e) ≤ fcon,e ≤ |V | · (1− ap,e) (3.43x)

The constraints (3.43b)-(3.43c) correspond to (3.16)-(3.17), (3.43d)-(3.43e) correspond
to (3.19a)-(3.19c), (3.43f)-(3.43k) correspond to (3.20), (3.43l)-(3.43m) correspond to
(3.40), (3.43n)-(3.43s) correspond to (3.21), (3.43t) corresponds to (3.23c), (3.43u)-(3.43v)
correspond to (3.23e), (3.43w)-(3.43x) correspond to (3.14).

If we do not relax the optimality requirements in (3.5), we need to introduce additional
binary variables {rfl, rfu, rgl, rgu} and continuous dual variables {µb,µc,µd,µe,µg} to
transform (3.5) into a linear system by using its KKT conditions [68]. Specifically, we
add the following linear system into (3.43) for the completeness of KKT conditions of
(3.5):

B̃ΛT
dµb + D̃Γµc + D̃Γµd + B̃ΛT

g µe − B̃ΛT
g µg = −B̃ΛT

g ϕ (3.44a)

µc −Mrfl ≤ 0, (3.44b)

ΓD̃T θ̃3 +Mrfl ≤M − fmax (3.44c)

µd −Mrfu ≤ 0, (3.44d)
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− ΓD̃T θ̃3 +Mrfl ≤M − fmax (3.44e)

µe −Mrgl ≤ 0, (3.44f)

ΛgB̃θ̃3 +Mrgl ≤ pg,min +M1 (3.44g)

µg −Mrgu ≤ 0, (3.44h)

−ΛgB̃θ̃3 +Mrgu ≤ −pg,max +M1 (3.44i)

rgl + rgu ≤ 1 (3.44j)

rfl + rfu ≤ 1 (3.44k)

µc,µd,µe,µg ≥ 0 (3.44l)

Compared to the attacker’s formulations in [71, 88] that also optimize the location of
physical attacks, the key advantage of (3.23) is avoiding McCormick’s relaxation for
bilinear terms (3.22) and reducing the numbers of variables and constraints. Specifically,
McCormick’s relaxation in [88] will introduce 2|E||V | additional continuous variables
and 8|E||V | additional constrains. The cost of avoiding bilinear term in (3.23) is the
additional variables f2,f3, f̃2 and the associated constraints, although the benefit usually
outweighs the cost. For example, for the IEEE 118-bus system, the formulation in [88]
has 44436 continuous variables and 178, 596 constraints, while (3.23) only has 1216
continuous variables and 5, 802 constraints.

3.7.2 Appendix B: Calculation of Big-M

In this section, we will explain how to calculate M2,a,e in (3.19a), M2,f in (3.19c), M3,a

in (3.21d), M2,θ in (3.40), M3,f in (3.21f), Mπ,e in (3.41), MF ,MF in (3.35), Mc,f ,Mc,p

in (3.42) and Mq in (3.36c). In this section, we denote N = (V,E) as the graph before
physical attack while N ′ = (V,E ′) as the graph after attack.

We first show how to calculate M2,a, M2,f and M2,θ. Suppose that the power grid is
designed to be robust to N − k contingency. Then, the value of M2,a depends on ξp − k.
If ξp− k ≤ 0, then we can set M2,a,e := fmax,e or M2,a,e := γefmax,e, since no ap can cause
overloading. Otherwise, we set M2,a,e := C2,aγefmax,e with a parameter C2,a > 1. In our
simulations, we find that C2,a := 3 suffices since ξp − k is usually small. Next, we bound
|θ2| by defining Mθ2,u ≥ maxap |θ2,u| and Mθ2 ≥ maxap maxu |θ2,u| since the value of θ2

depends on ap. An intuitive way of obtaining Mθ2,u is enumerating all possible values of
ap, whose time complexity is polynomial in |E| and |V | if ξp = O(1). Here we provide
another way of bounding Mθ2,u. Due to our assumption of the connected N , there exists
at least one path in N connecting the reference node u0 to each node u ∈ V . Moreover,
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for each path connecting u0 and u, say Pa(u0, u) := (e0, e1, · · · , eJ) where e0 = (u0, v1),
ej = (vj, vj+1) and eJ = (vJ , u), we have θ2,u− θ2,u0 = θ2,s− θ2,v1 + θ2,v1−· · ·+ θ2,vJ

− θ2,t,
which leads to

max
ap
|θ2,u| = max

ap
|θ2,u − θ2,u0|

≤
J∑
j=0

rej
M2,a,ej

:= MPa(θ2,u) (3.45)

since θ2,u0 = 0 in our assumption and |θ2,vj
− θ2,vj+1 | ≤ rej

M2,a,ej
due to (3.19a). Denote

np as the number of different paths connecting u and u0. Then, since the physical attack
will disconnect at most ξp lines, we set Mθ2,u := max{MPai

(θ2,u)}min{ξp+1,np}
i=1 .

Equipped with Mθ2,u, u ∈ V , we can calculate M2,f and M2,θ. We define an intermedi-
ate constant M2,f,e for each line such that M2,f = maxe∈EM2,f,e. Then, for e = (u, v) we
can set M2,f,e := re(Mθ2,u +Mθ2,v) since |Γed̃Te θ2 − f2,e| > 0 only if ap,e = 1 and f2,e = 0.

To obtain M2,θ, we first bound Mθ̃2,u
≥ maxap,ac |θ̃2,u|, u ∈ V in a similar way as that

in (3.45). Specifically, since θ̃2 is estimated by CC based on the topology N , we can
arbitrarily choose one path (e0, e1, · · · , eJ) in N that connects u and u0 and set

Mθ̃2,u
:=

J∑
j=0

rej
fmax,ej

≥ max
ap,ac
|θ̃2,u|. (3.46)

Then, we can set M2,θ := maxu∈V (Mθ̃2,u
+Mθ2,u).

Now, we are ready to demonstrate the calculation of M3,a and M3,f . As for M3,a, we
only require M3,a,e > γefmax,e and M3,a ≥ maxe∈E γefmax,e so that the attacker can cause
outages over any lines. In practice, we can set M3,a := cmaxe∈E γefmax,e with c > 1.
As for M3,f , we again first show that we can bound |θ3,u| ≤ Mθ3,u without hurting the
attacker’s objective. We notice that the topology of grid at t3 before lines facing outage
automatically disconnect themselves is still N ′. Thus, we can set Mθ3,u similarly as Mθ2,u,
except that (3.45) becomes:

max
ap
|θ3,u| ≤

J∑
j=0

rej
Ma,ej

:= MPa(θ3,u). (3.47)

Then, we can set Mθ3,u := max{MPai
(θ3,u)}min{ξp+1,np}

i=1 , M3,f,e := re(Mθ3,u + Mθ3,v) for
e = (u, v) ∈ E, and M3,f = maxe∈EM3,f,e.

Equipped with M3,a,e, Mπ,e can be easily set as c · (M3,a,e

fmax,e
+ γe) with any constant
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c > 1.
We can set MF as 0 since q2 ≥ 0 and F3,i,u ∈ {0,−M2,θ}, ∀i, u. There is no simple

guidelines for MF in (3.35) since it is the bound for dual variables. In practice, we can
initialize MF to a given value and solve (3.33) for each attack pair separately. Then, we
iteratively decrease MF until (3.33) is feasible under each attack pair separately. In our
simulations, we set MF := −M2

2,θ. Equipped with MF , we can set Mq := 2MF

M2,θ
.

Finally, we demonstrate how to set Mc,f and Mc,p. Due to (3.19a) and (3.20a), we have
|f̃2,e − f2,e| ≤ (1 + γe)fmax,e, which implies that we can set Mc,f := maxe∈E(1 + γe)fmax,e.
Similarly, we can set Mc,p := α∥p0∥∞ due to (3.20e).

3.7.3 Appendix C: The Coefficient Matrices in Attacker’s Problem

In this section, we will demonstrate the details of (3.30). The linear system (3.30a) is
the composition of (3.20f), (3.21e) and (3.21c), which can be expanded into:


ΛgB̃ 0 0

0 0 ΛdB

0 −ΛgB̃ ΛgB

ΛdB̃ −ΛdB̃ 0



θ̃2

θ̃3

θ3

 =


Λgp0

Λdp0

0

0

 (3.48)

as well as θ̃2,u0 = θ̃3,u0 = θ3,u0 = 0. For a given attack pair (ap, e) and the corresponding
θ2, the expansion of (3.30b) is

θ̃2 θ̃3 θ3 s2 + F3xN



B̃ 0 0 p0 + α|p0|
−B̃ 0 0 −p0 + α|p0|
I|V | 0 0 θ2 +Mθ(1− xN)
−I|V | 0 0 −θ2 +Mθ(1− xN)

0 0 −ΓedTe −γefmax,e

0 D̃TΓ 0 fmax

0 −D̃TΓ 0 fmax

0 ΛgB̃ 0 pg,max

0 −ΛgB̃ 0 −pg,min
D̃TΓ 0 0 fmax

−D̃TΓ 0 0 fmax

(3.49)
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Table 3.9. Notations for AC power flow
Notation Description
p/q ∈ C|V | Active/reactive power injection
v⃗u = vue

j·θu node voltage
Ỹbus = G̃bus + jB̃bus Bus admittance matrix
Ỹf/Ỹt ∈ C|E|×|V | From/to end admittance matrix

Cf/Ct ∈ {0, 1}|E|×|V | From/to end incidence matrix
pf/pt ∈ C|E| From/to end active power flow
qf/qt ∈ C|E| From/to end reactive power flow
|If |2/|It|2 ∈ C|E| Square of from/to end current magnitude

Imax ∈ R|E| Limit on line current magnitude
Îmax ∈ R|E| Threshold for line tripping

Ỹc = G̃c + jB̃c ∈ C|E| line charging
Z̃ = Z̃R + jZ̃I ∈ C|E| line impedance
ỸL = G̃L + jB̃L ∈ C|E| line admittance

Vmax/Vmin ∈ R|V | Limit on node voltage magnitude
θmax/θmin ∈ R|E| Limit on phase angle difference for lines

p̂3/q̂3 ∈ R|V | approximated power injections at t3
p̂f,3/q̂f,3 ∈ R|E| approximated line power flow at t3

Specifically, the first two rows of (3.49) correspond to (3.20e), the next two rows corre-
spond to (3.40), the 5-th row indicates the outage at the target line, the 6-th and 7-th
rows correspond to (3.21b), the 8-th and 9-th rows correspond to (3.21a), and the last
two rows correspond to (3.20a).

3.7.4 Appendix D: Details of the Attacker’s Problem Under AC
Power Flow Model

For completeness, we summarize the necessary notations for presenting AC power flow
model in Table 3.9. Specifically, we denote Cf as the From end incidence matrix, in
which Cf,e,i = 1 if and only if we have e = (i, k) ∈ E. The To end incidence matrix Ct is
defined similarly, where Ct,e,k = 1 if and only if we have e = (i, k) ∈ E.

We provide details about (3.38), where we adopt QC relaxation proposed in [96] for
(3.38c) and linearized approximation proposed in [95] for (3.38d). As for the constraint
on false data injection to bypass BDD (3.38b), we follow [40] to formulate QC relaxation-
based constraints.

To begin with, we demonstrate the basics on QC relaxation for AC power flow
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equations. Recall from Table 3.9 that the complex voltage on node i is v⃗i := vie
j·θi . Then,

we introduce auxiliary variables cii, cik and sik in the hope that

cii = v2
i , (3.50a)

cik = vivk cos θik (3.50b)

sik = vivk sin θik, (3.50c)

where θik = θi − θk. As proposed in [96], we first introduce the notation ⟨x⟩·, which
indicates an auxiliary variable as well as the associated constraints with x as input.
Concretely, ⟨x2⟩T indicates the auxiliary variable x̆ together with the following constraints:

〈
x2
〉T
≡

 x̆ ⩾ x2

x̆ ⩽ (xu + xl)x− xuxl
, (3.51)

where x ∈ [xl, xu] is pre-assigned bound. Similarly, we have

⟨xy⟩M :=



x̆y ⩾ xly + ylx− xlyl
x̆y ⩾ xuy + yux− xuyu
x̆y ⩽ xly + yux− xlyu
x̆y ⩽ xuy + ylx− xuyl

(3.52a)

⟨sin x⟩S :=

 s̆x ⩽ cos
(
xu

2

) (
x− xu

2

)
+ sin

(
xu

2

)
s̆x ⩾ cos

(
xu

2

) (
x+ xu

2

)
− sin

(
xu

2

) (3.52b)

⟨cosx⟩C :=

 cx ⩽ 1− 1−cos(xu)
(xu)2 x2

c̆x ⩾ cos (xu)
(3.52c)

Equipped with (3.51) and (3.52), the QC relaxation-based constraints on cii for each i ∈ V
can be written as cii ∈ ⟨v2

i ⟩
T , while the constraints on cik and sik for each e = (i, k) ∈ E

are

cik = cki, (3.53a)

sik = −ski, (3.53b)

c2
ik + s2

ik ≤ ciickk, (3.53c)

cik ∈
〈
⟨vivk⟩M · ⟨cos θik⟩C

〉M
, (3.53d)

sik ∈
〈
⟨vivk⟩M · ⟨sin θik⟩S

〉M
. (3.53e)
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For simplicity, we will omit the auxiliary variables and the associated constraints
for modeling (3.53d) and (3.53e). We assume that (3.53d) and (3.53e) are imposed
when QC relaxation is adopted. For (3.38b), the decision variables we focus are
c̃2,ii, ∀i ∈ V, c̃2,ik, s̃2,ik,∀e = (i, k) ∈ E, e = (k, i) ∈ E, θ̃2, ṽ2 and |Ĩ2,f |2, |Ĩ2,t|2. Then, the
constraints (3.38b) can be written as

Λg(p̃2 − p0) = 0,Λg(q̃2 − q2) = 0 (3.54a)

Λg(ṽ2 − v2) = 0, (3.54b)

c̃2,ii = v2
2,i,∀i ∈ Vg, (3.54c)

−Λd|p̃0| ≤ αΛd(p̃2,i − p̃0) ≤ αΛd|p̃0|, (3.54d)

−Λd|q̃0| ≤ αΛd(q̃2,i − q̃0) ≤ αΛd|q̃0|, (3.54e)

(1− η)Vmin ≤ ṽ2 ≤ (1 + η)Vmax (3.54f)

(1− η)θmin,e ≤ θ̃2,e ≤ (1 + η)θmax,e,∀e ∈ E (3.54g)

|Ĩ2,f | ≤ Imax, |Ĩ2,t| ≤ Imax (3.54h)

p̃2,i =
∑

k=1,...,n
G̃ikc̃2,ik − B̃iks̃2,ik, (3.54i)

q̃2,i =
∑

k=1,...,n
−B̃ikc̃2,ik − G̃iks̃2,ik, (3.54j)

p̃2,f,e = G̃f,e,ic̃2,ii + G̃f,e,kc̃2,ik − B̃f,e,ks̃2,ik, (3.54k)

q̃2,f,e = −B̃f,e,ic̃2,ii − B̃f,e,kc̃2,ik − G̃f,e,ks̃2,ik, (3.54l)

p̃2,t,e = G̃∗
t,e,kc̃2,kk + G̃t,e,ic̃2,ik + B̃t,e,is̃2,ik, (3.54m)

q̃2,t,e = −B̃∗
t,e,kc̃2,kk − B̃t,e,ic̃2,ik + G̃t,e,is̃2,ik, (3.54n)

p̃2,i = cTf,ip̃f,2 + cTt,ip̃t,2 +R(Ysh,ic̃2,ii) (3.54o)

q̃2,i = cTf,iq̃f,2 + cTt,iq̃t,2 − I(Ysh,ic̃2,ii) (3.54p)

c̃2,ii = v2
2,i, ṽ2,i = v2,i, θ̃2,i = θ2,i,∀i with xN,i = 1, (3.54q)

c̃2,ik = v2,iv2,k cos θik,∀e = (i, k) with xL,e = 1, (3.54r)

p̃2,e = p2,e, q̃2,e = q2,e, ∀e = (i, k) with xL,e = 1, (3.54s)

Ĩ2,f,e = I2,f,e, Ĩ2,t,e = I2,t,e,∀e = (i, k) with xL,e = 1, (3.54t)

where p0 and q0 indicates the ground-truth power injections at t0, (3.54i)-(3.54j) are
imposed for each node i ∈ V , (3.54k)-(3.54n) are imposed for all e = (i, k) ∈ E,
cf,i/ct,i is the i-th column of Cf/Ct, Ysh denotes the diagonal matrix of node shunt,
R(x)/I(x) denotes the real/imaginary part of x, (3.54q)-(3.54t) indicates the protection
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effect of PMUs, and η ∈ [0, 1) is a manually assigned factor for ṽ2 and θ̃2 not to raise
alarms in control center. Besides (3.54), we impose the following constraints according
to [99, Chapter 5] for each e = (i, k) ∈ E into (3.38b) :

|Ĩ2,f,e|2 = 1
|Ze|2

(c̃2,ii + c̃2,kk − 2c̃2,ik) + 2G̃c,ep̃2,f,e − 2B̃c,eq̃2,f,e − |Yc,e|2 c̃2,ii, (3.55a)

p̃2,f,e + q̃2,f,e = Z̃R,e
(
|Ĩ2,f,e|2 − 2(G̃c,ep̃2,f,e − B̃c,eq̃2,f,e)

+ |Yc,e|2 c̃2,ii
)

+ G̃c,e(c̃2,ii + c̃2,kk), (3.55b)

p̃2,f,e + q̃2,f,e = Z̃I,e
(
|Ĩ2,f,e|2 − 2(G̃c,ep̃2,f,e − B̃c,eq̃2,f,e)

+ |Yc,e|2 c̃2,ii
)
− B̃c,e(c̃2,ii + c̃2,kk), (3.55c)(

1 + 2Z̃R,eG̃c,e − 2Z̃I,eB̃c,e

)
c̃2,ii − c̃2,kk = 2(Z̃R,ep̃2,f,e

+ Z̃I,eq̃2,f,e)− |Z̃e|2
(
|Ĩ2,f,e|2 − 2(G̃c,ep̃2,f,e − B̃c,eq̃2,f,e)

+
∣∣∣Ỹc,e∣∣∣2 c̃2,ii

)
(3.55d)

All equations in (3.55) should hold simultaneously.
Similarly, the decision variables we will focus on in (3.38c) are c̃3,ii,∀i ∈ V, 3̃2,ik, s̃3,ik, ∀e =

(i, k) ∈ E, e = (k, i) ∈ E, θ̃3, ṽ3 and |Ĩ3,f |2, |Ĩ3,t|2. Then, the constraints (3.38c) are
similar to (3.54) and (3.55), with (3.54a)-(3.54h) changed into

pg,min ≤ Λgp̃3 ≤ pg,max, qg,min ≤ Λgq̃3 ≤ qg,max, (3.56a)

Λd(p̃3,i − p̃2,i) = 0, Λd(q̃3,i − q̃2,i) = 0, (3.56b)

Λg(p̃3,i − p̃2,i) = 0 (3.56c)

Vmin ≤ ṽ3 ≤ Vmax, θmin,e ≤ θ̃3,e ≤ θmax,e,∀e ∈ E, (3.56d)

|Ĩ3,f | ≤ Imax, |Ĩ3,t| ≤ Imax. (3.56e)

Following [95], the decision variables in (3.38d) are v̂2
3,i, θ̂3,i, p̂3,i, q̂3,i,∀i ∈ V , p̂f,3 ∈

R|E|, q̂f,3 ∈ R|E| and |Î3|2 ∈ R|E|. Next, we define pLf,3,e and qLf,3,e for e = (i, k) ∈ E with
ap,e = 0 as follows:

pLf,3,e = G̃L,e

(
θ̂ik,0θ̂3,ik −

θ̂2
ik,0

2 + v̂i,0 − v̂k,0
v̂i,0 + v̂k,0

(v̂2
3,i − v̂2

3,k)−
(v̂i,0 − v̂k,0)2

2

)
+R(Ỹc,e)v̂2

3,i

(3.57a)
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qLf,3,e = −B̃L,e

(
θ̂ik,0θ̂3,ik −

θ̂2
ik,0

2 + v̂i,0 − v̂k,0
v̂i,0 + v̂k,0

(v̂2
3,i − v̂2

3,k)−
(v̂i,0 − v̂k,0)2

2

)
− I(Ỹc,e)v̂2

3,i,

(3.57b)

where v̂ik,0 and θ̂ik,0 are obtained from any base case system operating condition. In our
work, we set it as v̂ik,0 = v2,ik and θ̂ik,0 = θ2,ik for each given (ap, et). Then, we have
three types of constraints in (3.38d). Specifically, by appropriately setting η3,p,i and η3,q,i

(see proof of Theorem 3.4.1 for details) to tolerate the approximation error, for each
i ∈ V , we have

−η3,p,i ≤Dip̂3,f + v̂2
3,i

|V |∑
k=1

G̃ik − p0,i ≤ η3,p,i. (3.58)

For each i ∈ Vd, we have

−η3,q,i ≤Diq̂3,f − v̂2
3,i

|V |∑
k=1

B̃ik − q̃3,i ≤ η3,q,i, . (3.59)

For each e = (i, k) ∈ E with ap,e = 0, we have

pf,3,e = G̃L,e

v̂2
3,i − v̂2

3,k

2 − B̃L,eθ̂ik + pLf,3,e, (3.60a)

qf,3,e = −B̃L,e

v̂2
3,i − v̂2

3,k

2 − G̃L,eθ̂ik + qLf,3,e, (3.60b)(
1 + 2Z̃R,eG̃c,e − 2Z̃I,eB̃c,e

)
v̂2

3,i − v̂2
3,k = 2(Z̃R,ep̂3,f,e

+ Z̃I,eq̂3,f,e)− |Z̃e|2
(
|Î3,f,e|2 − 2(G̃c,ep̂3,f,e

− B̃c,eq̂3,f,e) +
∣∣∣Ỹc,e∣∣∣2 v̂2

3,i

)
(3.60c)

3.7.5 Appendix E: Additional Proofs

Theorem 3.3.1. We will reduce the dominating set problem to PPOP. Given a graph
N = (V,E), the dominating set problem aims to find a minimum set of vertices V1 ∈ V
such that ∀u ∈ V \ V1, u has at least one neighbor in V1. The dominating set problem is
known to be NP-hard. Notice that given the grid N = (V,E) the parameters for the
proposed problem (3.24)-(3.23) are p0,Γ, ξp, ξc,α and {γe}e∈E. We will prove for any
given connected grid and the associated dominating set problem, there exists a parameter
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setting for the proposed problem such that V1 is a minimal dominating set if and only if
V1 is an optimal solution to (3.24), i.e., ∀u ∈ V, xN,u = 1.

Given any p0, suppose that θ0 is the associated phase angle without attack, i.e., p0 =
B̃θ0, and θ̂0 is the the solution to (3.5), i.e., θ̂0 = ψs(p0, D̃), which gives f̂0 := ΓD̃T θ̂0.

Then, we set p0 = 0, ξp = 0, ξc =∞, α =∞ and Γ as identity matrix, which results
in θ0 = θ̂0 = 0 and f̂0 = 0. In addition, we set γe = 0, ∀e ∈ E, which transform (3.23e)
to

|ΓedTe θ3| = 0↔ πe = 0. (3.61)

Next, we show by contradiction that |ΓedTe θ3| = 0 holds for all e ∈ E only if θ̃2 = 0 = θ0.
Suppose θ̃2 ̸= 0, we must have B̃θ̃2 ̸= 0, which leads to 0 ̸= θ̃3 = ψs(B̃θ̃2, D̃) and thus
ΛgB̃θ̃3 ̸= 0 due to the constraint (3.23c). The non-zero ΛgB̃θ̃3 implies that ∃e ∈ E such
that ΓedTe θ3 ̸= 0. That is to say, the constraint (3.24b) holds only when θ̃2 = θ0 = 0,
which indicates that the defender has to place PMUs to guarantee that the only feasible
solution to (3.23) is ac = 0. In another word, β needs to satisfy ∀u ∈ V, xN,u = 1, which
completes the proof.

Theorem 3.3.3. First, we introduce some definitions: B := {β|ψa(β) = 0} denotes
the set of feasible solutions, Bc := {β|ψa(β) ≥ 1} the infeasible solutions, M(Bc) :=
{β|(β,β′ ∈ Bc) ∧ (β′ ≥ β) → (β′ = β)} the maximal infeasible solutions, and P :=
{β̌ ∈ [0, 1]|V ||∀β ∈ M(Bc) : ∑u:βu=0 β̌u ≥ 1} the polytope excluding all the maximal
infeasible solutions.

Then, based on the results in [100], we have the following characterization:

Lemma 3.7.1. The following statements hold: (i) P ∩ {0, 1}|V | = B; (ii) ∀β′ ∈M(Bc),∑
u:β′

u=0 βu ≥ 1 defines a facet of P.

Proof. To prove statement (i), we first prove that B ⊆ (P ∩ {0, 1}|V |) by contradiction.
Suppose ∃β1 ∈ B but β1 /∈ P . Then by definition of P , there must exist β′

1 ∈ Bc such that∑
u:β′

1,u=0 β1,u = 0, which implies Ω(β1) ⊆ Ω(β′
1). By Lemma 3.3.2, we must have β1 ∈ Bc,

which contradicts with the assumption that β1 ∈ B. Thus, B ⊆ (P ∩ {0, 1}|V |). Then,
we prove (P ∩ {0, 1}|V |) ⊆ B by contradiction. Suppose there exists β̌ ∈ (P ∩ {0, 1}|V |)
but β̌ /∈ B, which implies that β̌ ∈ Bc. That is to say, ∃β̌′ ≥ β̌ such that β̌′ ∈ M(Bc).
Then by definition of P, we have ∑u:β̌′

u=0 β̌u ≥ 1. However, since β̌′ ≥ β̌, ∀u : β̌u = 0,
we must have β̌u = 0 and leads to ∑u:β̌′

u=0 β̌u = 0, which introduces contradiction. In
summary, P ∩ {0, 1}|V | = B.
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We then prove statement (ii) by contradiction, i.e., ∃β̌′ ∈M(Bc) such that when we
remove the inequality ∑u:β̌′

u=0 βu ≥ 1 from P, we still have P. By definition of M(Bc),
we must have β̌′ ∈ Bc, which implies ∑u:β̌′

u=0 β̌
′
u = 0, i.e., β̌′ /∈ P. That is to say, there

exists some inequality to cut β̌′ out from P, i.e., ∃β̌′′ ∈M(Bc) and β̌′′ ̸= β̌′ such that∑
u:β̌′′

u=0 β̌
′
u = 0. Notice that ∀u : (β̌′′

u = 0) → (β̌′
u = 0), which implies Ω(β̌′) ⊆ Ω(β̌′′).

By definition of M(Bc), we must have β̌′′
u = β̌′

u, which contradicts with β̌′′
u ̸= β̌′

u and
completes the proof.

We now prove Theorem 3.3.3 based on Lemma 3.7.1. First notice that each β̂ ∈ Bc

will be enumerated at most once in Alg. 4 due to the “no-good” constraints, and hence
the algorithm will converge in finite time. Then, consider an arbitrary β̂′ obtained
through (3.27). The generated “no-good” constraint ∑i:β̂′

i=0 βi ≥ 1 must be satisfied by
all the feasible solutions in B, as any PMU placement violating this constraint must be
infeasible according to Lemma 3.3.2. Finally, for any β1,β2 ∈ B with ∥β1∥0 < ∥β2∥0, β1

will be found by Alg. 4 before β2, since each guess of PMU placement is obtained by
minimizing ∥β∥0 in (3.24), which completes the proof.

Theorem 3.3.4. As Alg. 4 always returns a feasible solution that defends against all
attack pairs, we only need to prove that the solution β1 returned by AODC requires the
minimum number of PMUs. We will prove this by contradiction. Suppose that there
exists β2 such that ∥β2∥0 < ∥β1∥0 and ψa(β2) = 0. Then β2 must be feasible to the
instance of (3.33) constructed based on the attack pairs {(a(k)

p , e(k))}Kk=1 and the maximal
infeasible solutions {β̂′(k)}Kk=1 found by AODC as it defends against all attacks. This
contradicts with the fact that β1 is optimal to (3.33).

Lemma 3.3.3. We first observe that xN and xL are unique under the constraints (3.16)-
(3.17). Thus, we will use xN (β) and xL(β) to denote the values of xN and xL satisfying
(3.16)-(3.17) for a given β ∈ {0, 1}|V |.

For a given attack pair (ap, e), (q̌1, q̌2, β̌) can be feasible to (3.36) in two different
cases. The first case is that

∑
ap,e=1

xL,e(⌈β̌⌉) ≥ 1, (3.62)

which makes (q1 = 0, q2 = 0, ⌈β̌⌉,xN(⌈β̌⌉),xL(⌈β̌⌉)) feasible for (3.32) with wa = 1.
The second case is that xL,e(⌈β̌⌉) = 0 for all e with ap,e = 1, in which case we must

have (q̌1, q̌2, ⌈β̌⌉,xN(⌈β̌⌉),xL(⌈β̌⌉)) feasible to (3.32) with wa = 0. To prove this, we
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only need to show that

(
F3xN(⌈β̌⌉)

)T
q̌2 ≤ F3q̌2. (3.63)

According to (3.49), F3,i,u is either 0 or −Mθ, which together with the fact that
xN,u(⌈β̌⌉) ≥ 0 and q̌2,i ≥ 0 implies that

(
F3xN(⌈β̌⌉)

)T
q̌2 =

∑
u∈V

xN,u(⌈β̌⌉)
(
m2∑
i=1

F3,i,uq̌2,i

)
(3.64)

≤
∑
u∈V

1

(
m2∑
i=1

F3,i,uq̌2,i

)
= F3q̌2, (3.65)

which completes the proof.

Theorem 3.3.5. Under the assumption of ξp = O(1), the number of possible attack pairs
is |E|

(∑ξp

i=1

(
|E|
i

))
≤ ξp|E|ξp+1 = O

(
|E|ξp+1

)
. Therefore, the time complexity of solving

(3.23) for a given β is polynomial in |E| and |V |, since in the worst case (3.23) can be
solved by checking the feasibility of (3.30) for all the O

(
|E|ξp+1

)
attack pairs.

We first characterize the complexity of Alg. 6. Since each candidate placement Ωi either
has one more node or can defend against all attack pairs in A after one iteration of the
while loop, Alg. 6 converges within |V | iterations. Each iteration of Alg. 6 is dominated by
solving (3.37) (Line 8) for at mostKc times. Since the numbers of variables and constraints
of (3.37) are both O((|E|+ |V |)|A|) and |A| = O

(
|E|ξp+1

)
, the complexity of solving

(3.37) is polynomial 4 in |V | and |E|. In summary, the complexity of Alg. 6 is polynomial
in |V |, |E|, and Kc since it solves a polynomial-sized LP for at most Kc|V | times. It is
worth noting that the effect of KA and KL in Alg. 6’s complexity is dominated by |V | and
|E|. To see this, we note that KL only appears in Line 7 of Alg. 6, in which we must have
KL ≤ |E|. Then, KA only appears in Line 9 of Alg. 6, in which we must have KA ≤ |V |.
Thus, we do not consider the effect of KA and KL in Alg. 6’s computational complexity.

The complexity of Alg. 5 comes from: (i) solving (3.23) O(|E|ξp+1) times (Line 3 and
Line 12); (ii) solving (3.37) for |A0| = O(|E|ξp+1) times (Line 5), each of which deals with
an LP containing O((|E|+ |V |)|A0|) variables and constraints and thus takes polynomial
time; (iii) calling Alg. 6 at Line 8 for 1 time and at Line 14 for O(|E|ξp+1) times, whose
complexity is polynomial in |V |, |E|, and Kc. In summary, Alg. 5 is a polynomial-time
algorithm in terms of |V |, |E|, and Kc.

4The exact order depends on the specific algorithm used to solve LP [53].
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Theorem 3.4.1. According to [95,99] and (3.60), we have

|Î3,f,e|2 = 1
|Ze|2

(
2(Z̃R,ep̂3,f,e + Z̃I,eq̂3,f,e) + v̂2

k−

(1 + 2Z̃R,eG̃c,e − 2Z̃I,eB̃c,e)v̂2
i

)
+ 2(G̃c,ep̂3,f,e−

B̃c,eq̂3,f,e)− |Ỹc,e|2v̂2
i (3.66)

for each e = (i, k) ∈ E with ap,e = 0. Based on (3.66) and the assumption on ϵθ =
(ϵθ,u)u∈V , ϵv = (ϵv,u)u∈V , ϵp = (ϵp,e)e∈E and ϵq = (ϵq,e)e∈E, we can easily derive an
upperbound ϵI,e ≥ ||Î3,e| − |I3,e||,∀e ∈ E. Specifically, we can set

ϵI,e := 1
|Ze|2

(
2(|Z̃R,e|ϵp,e + |Z̃I,e|ϵq,e) + ϵ2

v,i+

|1 + 2Z̃R,eG̃c,e + 2Z̃I,eB̃c,e|ϵ2
v,i

)
+ 2(|G̃c,e|ϵp,e+

|B̃c,e|ϵq,e) + |Ỹc,e|2ϵ2
v,i. (3.67)

If there exists an successful attack pair (ap, e) that cannot be found by Alg. 7 for a
given PMU placement, we must have one of the following cases:

1. There exists ṽ2, θ̃2 such that |I3,e| > γeImax,e. In the meantime, at least one of
(3.58) and (3.59) are violated.

2. Let |Î∗
3,f,e| be the optimal solution of (3.38). There exists ṽ

(1)
2 , θ̃

(1)
2 , ṽ

(1)
3 , θ̃

(1)
3 such

that |I(1)
3,e | > γeImax,e. Let |Î(1)

3,f,e| be the corresponding approximated solution for
ṽ

(1)
2 , θ̃

(1)
2 , ṽ

(1)
3 , θ̃

(1)
3 . Then we must have Îmax,e ≥ |Î∗

3,f,e| ≥ |Î
(1)
3,f,e|.

We first show that the case one can be avoided if we properly set η3,p,i in (3.58) and η3,q,i

in (3.59). Specifically, according to (3.58), we must have

Dip̂3,f + v̂2
3,i

|V |∑
k=1

G̃ik − p0,i ≤ η3,p,i (3.68)

if we set

η3,p,i ≥ (∆ii − 1)ϵp,i + |
|V |∑
k=1

G̃ik|ϵv,i, (3.69)

where (∆ii− 1) denotes the number of neighbors of node i as defined in (3.16). Similarly,
we can define η3,q,i to avoid the first case. Then, we will show how to set Îmax,e so that

103



the second case will not happen. In case two, we must have

Îmax,e ≥ |Î∗
3,f,e| ≥ |Î

(1)
3,f,e| ≥ |I

(1)
3,e | − ϵI,e > γeImax,e − ϵI,e (3.70)

Thus, if we set Îmax,e ≤ γeImax,e− ϵI,e, (3.70) cannot hold, which rules out the possibility
of case two. In summary, by properly setting η3,p,i, η3,q,i and set Îmax,e ≤ γeImax,e − ϵI,e,
a PMU placement that can pass the test of Alg. 7 will achieve our defense goal.
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Chapter 4 |
Overlay Routing Over an Uncoop-
erative Underlay

4.1 Introduction
Overlay networks, referring to logical distributed systems running on top of a physical
communication underlay, have been widely adopted to enhance the existing network
infrastructure due to the difficulty of deploying infrastructure-wide upgrades. Frequently,
overlay networks are used to provide value-adding functionalities that a best-effort IP-
based underlay network cannot provide, such as caching, traffic engineering, fast failover,
and attack mitigation [101]. Meanwhile, the performance of an overlay network heavily
relies on the proper control of overlay routing. For instance, caching overlay requires
efficient routing between origin servers and edge servers to provide notable performance
gain in the case of cache misses [101]. Large-scale applications spreading across multiple
datacenters need careful routing of inter-datacenter flows to avoid congestion [102]. For
mission-critical overlay applications, a proper selection of backup routes between overlay
nodes that are maximally disjoint with primary routes is necessary for maintaining high
Quality of Service (QoS) in the case of failures [103].

Due to its importance, tremendous efforts have been devoted to the design of overlay
routing, e.g., [101–104]. Compared to classical routing problems, one of the unique
challenges in overlay routing is the lack of knowledge about the underlay, which can
lead to incorrect overlay routing decisions. As a concrete example, consider the overlay-
underlay network in Fig. 4.1, where link labels denote their (propagation) delays, and
each overlay link maps to the shortest path (in delay) between its endpoints in the
underlay. Suppose that the overlay needs to route two large flows with source-destination
pairs (a, e) and (b, d), respectively. Further suppose that each link in the underlay has

105



b

a

c

d

e

b

a

c
d

e

10 ms

10 ms

20 ms

40 ms
10 ms

10 ms

30 ms 30 ms
20 ms

ov
er

la
y

un
de

rla
y

20 ms 20 ms

60 ms

60 ms

50 ms 50 ms

h1
h2

h3 h4

Figure 4.1. Example of underlay-aware overlay routing.

sufficient capacity for one of the flows but not both. Given the objective of minimizing the
total delay, an underlay-agnostic routing algorithm that is only aware of the individual
delays and capacities of overlay links will route both flows over the direct overlay paths
a→ e and b→ d. However, as these paths share a common link (h1, h2) in the underlay,
this routing solution will cause congestion and hence poor performance. Meanwhile, an
underlay-aware routing algorithm that has knowledge of how the overlay links share links
in the underlay will choose the overlay paths a→ e and b→ c→ d, which will minimize
the total delay while avoiding congestion.

The need for overlay routing to be aware of the internal parameters of the underlay
(e.g., topology, routing protocol, link characteristics) has been widely recognized. However,
most of the existing works either assume such information to be directly provided by the
underlay [105,106], or avoid explicitly requiring such knowledge by performing overlay
routing on a trial-and-error basis [103]. The former approach is often inapplicable in
practice due to the lack of cooperation from the underlay, and the latter approach is
inefficient due to the exponentially large search space.

In this work, we aim at addressing these limitations by developing a framework
for underlay-aware overlay routing that can systematically optimize the routing among
overlay nodes without cooperation from the underlay. The core of our framework is a set
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of network inference algorithms that can extract the necessary information about the
underlay from measurements within the overlay to enable overlay route optimization
while avoiding congestion.

4.1.1 Related Work

Overlay routing: Overlay routing aims at controlling data forwarding among overlay
nodes to optimize certain performance metrics while avoiding congestion. Typical perfor-
mance metrics include routing cost [104,107], route update cost [105], and completion
time of peer-to-peer data distribution [108] or inter-datacenter data transfer [102,106].
Most of these works either assumed a cooperative underlay network whose internal
parameters can be directly observed by the overlay [105,106,108], or ignored the sharing
of underlay links by the logical links between overlay nodes [102,107]. In contrast, we
address the more challenging problem of overlay routing over an uncooperative underlay
network, while accounting for the underlay link sharing between overlay links.

The works most related to ours are [109,110], which encoded the knowledge about
the underlay as linear capacity constraints (LCCs). Intuitively, each LCC, with a form
similar to (4.1b), ensures that the total traffic load from the overlay does not exceed the
capacity of an underlay link. Thus, the complete set of LCCs contains all the information
an overlay needs to optimize its routing without incurring congestion. However, [109,110]
only focused on overlay routing based on given LCCs, leaving the challenging problem of
inferring LCCs to a simple heuristic based on an existing technique for shared bottleneck
detection (SBD) [111]. This heuristic was vulnerable to the error of SBD and could only
discover the LCCs corresponding to the bottlenecks shared by tunnels ending at the
same overlay node. The resulting LCCs were thus incomplete and inaccurate, causing
suboptimal routing decisions in the overlay. In this work, we address these issues by de-
veloping algorithms that can infer the minimum necessary set of LCCs from observations
at the overlay with guaranteed accuracy.

Network (topology) tomography: One key piece of information for routing is
network topology. In the face of an uncooperative underlay, the overlay can try to infer its
topology from end-to-end measurements on the underlay routing paths between overlay
nodes, known as network topology inference/tomography [112].

Although extensively studied, topology inference is far from being completely solved.
Earlier works tried to construct a tree topology based on various measurements from
multicast probes [113–115] or unicast probes [116–118] sent by a single source. Later
works aimed at combining measurements from multiple sources [119–122], but still made
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the assumption that the routing paths for each source/destination form a tree. See [123]
for a more detailed summary. The assumption of tree-based routing is frequently violated
due to round-trip probing, load balancing, and network function traversals, but removing
this assumption significantly complicates topology inference, for which only a few results
exist [123–125]. Without the assumption of tree-based routing, the routing topology
can no longer be uniquely identified from end-to-end measurements [123]. However, it
is still possible to detect the existence of links shared by a subset of paths [123, 125].
Although not enough for identifying the topology, the information about which subsets
of paths (i.e., overlay links) share links in the underlay is very useful for overlay routing
as explained in Section 4.3.1. However, the existing solutions in [123, 125] both had
exponential complexity in the number of paths. In this regard, we improve network
tomography by developing the first polynomial-complexity algorithm for inferring how a
set of arbitrary paths share links from end-to-end measurements.

Available capacity estimation: Another key piece of information for overlay
routing is the available capacities of underlay links (after subtracting background traffic).
Available capacity estimation is a classical problem for which many tools have been
developed; see [126] for a comprehensive survey. In an uncooperative underlay as
considered in our work, tools based on ICMP such as pathchar [127] are inapplicable.
Instead, the focus was on inferring the available capacity at the bottleneck link of a path
from end-to-end measurements. To this end, one line of works was based on the probe
gap model (PGM) [128,129], which calculated the path capacity based on the interarrival
time at the receiver between a pair of back-to-back probes. Another line of works was
based on the probe rate model (PRM) [130], which gradually varied the probing rate while
measuring the end-to-end delays, and estimated the available capacity as the probing
rate associated with a turning point in the delays. All these methods considered a single
path. To support overlay routing, we leverage the existing single-path capacity estimation
methods as subroutines and develop an algorithm to estimate the total available capacity
over multiple paths with possibly shared links.

In this regard, our work is related to shared bottleneck detection (SBD) [111,131–133],
which aims to detect which subset of flows share a bottleneck. However, most SBD
methods only detect the existence of a shared bottleneck without estimating its available
capacity. Although the algorithm in [111] can estimate the bottleneck capacity, it was only
applicable to paths with the same destination. More importantly, SBD can only estimate
the capacities of the links acting as bottlenecks under a given flow assignment, and cannot
characterize the feasible region for all flow assignments, which is the focus of our work.
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4.1.2 Summary of Contributions

We study the problem of overlay routing over an uncooperative underlay, with the
following contributions:

1) We identify the minimum information about the underlay that is both sufficient
for congestion-free overlay routing and uniquely identifiable from measurements between
overlay nodes.

2) We develop the first polynomial-complexity algorithm to detect the existence of
underlay links shared (exclusively) by each subset of paths from end-to-end measurements
between overlay nodes, under arbitrary routing in the underlay. We also develop an
alternative algorithm to detect the same from the metrics of 1-by-2 components in the
special case of symmetric tree-based routing. Furthermore, we develop a greedy algorithm
to estimate the effective capacity of the detected links based on existing single-path
available capacity estimation methods.

3) We prove that our detection results have error probabilities that decay exponentially
with the sample size, and our estimation results are no more than a constant factor away
from the ground truth.

4) We test our solution against benchmarks via packet-level simulations in NS3
based on real network topologies and link parameters. Our results show that despite
facing inference errors, our algorithms can still better characterize the feasible region for
overlay routing than existing solutions, which leads to notably less congestion and better
communication performance.

Roadmap. Section 4.2 formulates our overlay routing problem, for which Section 4.3
addresses how to infer the required information about the underlay, and Section 4.4 shows
how to use the inferred information in overlay routing. Both solutions are evaluated in
Section 4.5. Finally, Section 4.6 concludes the paper. All the proofs can be found in
Appendix 4.7.1.

4.2 Problem Formulation

4.2.1 Network Model

The underlay network is modeled as a connected undirected graph G = (V ,E), where V
denotes the set of underlay nodes and E the set of underlay links. Each link e ∈ E has a
finite capacity Ce.
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The overlay network, managed by a centralized entity such as an overlay network
operation center (ONOC) [134] or a software defined wide area network (SD-WAN)
controller [104], is modeled as a connected directed graph G = (V,E), where V ⊆ V is
the set of nodes that are part of the overlay (e.g., running the overlay application), and
each overlay link e = (i, j) ∈ E denotes a tunnel between two overlay nodes that maps
to the underlay routing path p

i,j
from node i to node j. We do not impose any limiting

assumption on the underlay routes, and allow asymmetric routing (i.e., p
i,j

and p
j,i

may
not be the same). In the sequel, we will use “tunnel” and “overlay link” interchangeably.

Remark: The assumption of centralized management of the overlay is used to study
the overlay routing problem without worrying about coordination within the overlay; the
extension to distributed solutions is left to future work.

4.2.2 Objective of Overlay Routing

Given a set of flow demands H, the goal of overlay routing is to optimally satisfy
these demands by controlling the data forwarding among overlay nodes. We consider an
uncooperative underlay by assuming that: (i) the overlay can control how to route its flows
among the overlay nodes, but not how to route between adjacent overlay nodes within
the underlay; (ii) the overlay can observe the overlay topology G and the parameters
of overlay links, but not the underlay topology G, its routing paths {p

i,j
}(i,j)∈E, or the

parameters of underlay links.
In the above context, a basic need of the overlay is to route its flows to optimize

certain performance metric of interest, subject to capacity constraints imposed by the
underlay. As a concrete example, consider the objective of minimizing the overlay routing
cost as formulated below. Suppose that each flow demand h ∈ H specifies a source
sh ∈ V , a destination th ∈ V , and a fixed flow rate dh. Sending a unit of flow over tunnel
(i, j) ∈ E incurs a routing cost of cij ≥ 0, which can model considerations like bandwidth
leasing cost or QoS degradation cost (e.g., delay). The overlay can control how the flows
traverse overlay nodes through a decision variable xhij ∈ {0, 1}, which indicates whether
flow h ∈ H traverses tunnel (i, j) (in the direction of i→ j). Define bhi as 1 if i = sh, −1
if i = th, and 0 otherwise. The minimum cost overlay routing problem can be formulated
as follows:

min
x

∑
(i,j)∈E

cij
∑
h∈H

dhx
h
ij (4.1a)
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s.t.
∑

(i,j)∈E: e∈p
i,j

∑
h∈H

dhx
h
ij ≤ Ce, ∀e ∈ E, (4.1b)

∑
j∈V

xhij =
∑
j∈V

xhji + bhi , ∀h ∈ H, i ∈ V, (4.1c)

xhij ∈ {0, 1}, ∀h ∈ H, (i, j) ∈ E. (4.1d)

The objective (4.1a) is the total routing cost for the overlay. Constraint (4.1b) is the
per-link capacity constraint to ensure that the load on each underlay link is within its
capacity, constraint (4.1c) is the flow conservation constraint to ensure that the overlay
links in {(i, j) ∈ E : xhij = 1} form a path from sh to th (∀h ∈ H), and constraint (4.1d)
ensures that only one path is selected for each flow (assuming single-path routing is
required). Therefore, the optimal solution to (4.1) provides the set of overlay paths to
route the flows in H that achieves the minimum routing cost without causing congestion.

The optimization (4.1) is NP-hard, as it is a generalization of the minimum-cost
multiple-source unsplittable flow problem (MMUFP) that is NP-hard [135]. Nevertheless,
as an integer linear programming (ILP) problem, it can be tackled by a number of
heuristics developed for MMUFP, e.g., greedy and LP relaxation with randomized
rounding [135], and the optimal solution can also be computed for small instances by
existing ILP solvers via algorithms such as branch-and-price-and-cut [136].

Remark 1: The formulation (4.1) is just an example of the possible objectives of
overlay routing. Other formulations can also be considered. For instance, in addition
to the routing cost (4.1a), there may also be a cost in setting up tunnels as considered
in [104], and instead of fixing the flow rate dh, the overlay may want to design dh to
finish data transfer as soon as possible [102,106]. We will focus on the formulation (4.1)
in this work for concreteness and leave the study of other formulations to future work.

Remark 2: The optimization (4.1) assumes that there exists at least one solution x

that can satisfy all the demands in H within the capacity constraint (4.1b), i.e., (4.1) is
feasible. When this assumption is violated, we can relax the constraint (4.1b) into

∑
(i,j)∈E: e∈p

i,j

∑
h∈H

dhx
h
ij ≤ Ceω, ∀e ∈ E, (4.2)

by introducing a new variable ω ≥ 1 to denote the maximum overloading factor for the
underlay links. We can ensure feasibility while discouraging overloading by adding a
penalty term “cω(ω − 1)” to the objective function (4.1a), where the parameter cω ≥ 0
controls the tradeoff between cost and congestion. Setting cω to a large value will make

111



congestion avoidance the primary objective and cost minimization the secondary objective,
which reduces the relaxed formulation to (4.1) in underloaded cases and to a minimum
overload overlay routing problem, i.e., min ω s.t. (4.2), (4.1c), (4.1d), in overloaded cases.

4.2.3 Problem Statement

From (4.1), we can see that overlay routing depends on the underlay primarily through
the capacity constraint (4.1b), which requires two pieces of information: (i) how the
tunnels are routed through the underlay (p

i,j
)(i,j)∈E, and (ii) the underlay link capacities

(Ce)e∈E. While the overlay may have other considerations requiring further information
about the underlay, satisfying the capacity constraint is a basic requirement, and is thus
the focus of our work.

Compared to routing in flat networks, the main challenge for routing in overlay
networks is the lack of information about the underlay. In contrast to existing works on
overlay routing that resorted to either the underlay’s cooperation or heuristic inference
methods to obtain the information they required (see Section 4.1.1), we aim at developing
a complete solution that infers the minimum information needed for overlay routing
based on measurements at overlay nodes with guaranteed accuracy, and then optimizes
overlay routing based on the inferred information, using the minimum cost overlay routing
problem (4.1) as a concrete example.

4.3 Overlay-based Inference
We will first analyze the minimum information the overlay needs about the underlay and
then address how to infer this information.

4.3.1 Minimum Information for Overlay Routing

A straightforward implementation of (4.1) requires detailed knowledge of the underlay
topology in terms of the routes (p

i,j
)(i,j)∈E and the link capacities (Ce)e∈E, in order to

formulate constraint (4.1b). A natural question is thus whether we can directly apply
solutions from topology inference to obtain this information. At a first look, the answer
seems negative without further assumptions, because topology inference faces an inherent
ambiguity that the routing topology capable of generating a given set of end-to-end
measurements is generally not unique [123]. However, to support overlay routing, there
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is actually no need to infer the underlay topology. Instead, it suffices to infer just enough
information to compute the feasible region defined by constraint (4.1b).

To formalize this idea, we introduce the following notion, adapted from [123,125] to
our problem.

Definition 4.3.1. A category of links traversed by F out of E (F ⊆ E) is the set
of underlay links traversed by and only by the tunnels in F out of all the tunnels in E,
i.e,1

ΓF (E) :=
( ⋂

(i,j)∈F
p
i,j

)
\
( ⋃

(i,j)∈E\F
p
i,j

)
. (4.3)

A straightforward implication of the above definition is that the paths measurable by
the overlay induce the following partition of the underlay links:

E =
⋃
F⊆E

ΓF (E). (4.4)

For example, in Fig. 4.1, if E contains all the tunnels between the nodes {a, b, c, d, e},
then link (h1, h2) ∈ ΓF (E) for F := {(a, e), (e, a), (a, d), (d, a), (b, e), (e, b), (b, d), (d, b)},
because (h1, h2) is traversed by all the tunnels in F but no other tunnel in E.

Our key observation is that since all the links in the same category are traversed by the
same set of tunnels, they must carry the same traffic load from the overlay. Therefore, we
can reduce the per-link capacity constraint (4.1b) to the following per-category capacity
constraint:

∑
(i,j)∈F

∑
h∈H

dhx
h
ij ≤ CF , ∀F ⊆ E with ΓF (E) ̸= ∅, (4.5)

where CF , referred to as the category capacity, is the minimum capacity of all the links
in category ΓF (E), i.e.,

CF := min
e∈ΓF (E)

Ce. (4.6)

The new constraint (4.5) is equivalent to the original constraint (4.1b) in that an
overlay routing solution satisfies one of these constraints if and only if it satisfies the other.
However, instead of requiring detailed information about the underlay (i.e., (p

i,j
)(i,j)∈E

and (Ce)e∈E), implementing constraint (4.5) only requires the knowledge of the nonempty
1We abuse the notation a little to use p to denote the set of links traversed by path p.
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categories and their capacities.

4.3.2 Identification of Nonempty Categories

The identification of nonempty categories from end-to-end measurements has been used
as an intermediate step in topology inference [123,125]. The idea is to define an additive
metric such that the path-level metrics can be estimated from end-to-end measurements
and the category-level metrics can be estimated from the path-level metrics. Then under
the following assumption, we can detect the nonempty categories as those with non-zero
metrics.

Assumption 2. All nonempty categories have non-zero metrics.

This assumption holds as long as all the underlay links have positive metrics, which
intuitively means that every link imposes non-zero performance degradation (e.g., loss,
delay, delay variation) to packets traversing it. This assumption is reasonable, as a link
with no impact on communication performance will not be detectable from end-to-end
measurements.

4.3.2.1 Defining Additive Metrics

We first need to define a performance metric θ· such that: (i) the link metrics are
nonnegative and additive, and (ii) the corresponding path metrics can be reliably inferred
from end-to-end performance measurements. Following [123], we adopt a metric of the
form:

θe := − logαe, (4.7)

where αe ∈ (0, 1) denotes the probability for a packet transmitted over link e to experience
the “good state”, with different versions of this metric for different definitions of αe. For
example, if αe is the probability for a packet to successfully traverse e without being lost,
then (4.7) is the loss-based metric [116], and if αe is the probability for a packet to traverse
e without incurring queueing delay, then (4.7) is the utilization-based metric [116].

To make this metric additive, we assume that the states of different underlay links
are independent of each other, which is a common assumption in topology inference [116,
119, 123,125]. Moreover, to discover shared links, we adopt a commonly-used probing
method of sending batches of concurrent probes over all the tunnels. Due to the fact that
packets arriving at a link in quick succession experience very similar performance, probes
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in the same batch are assumed to experience the same link state when traversing a shared
link, which is again a common assumption [116,117,123,125]. Let SF ∈ {0, 1} indicate
whether the probes in a batch experience good states on all the tunnels in F ⊆ E. As
SF = 1 if and only if all the underlay links in ⋃(i,j)∈F pi,j are in good states, we have

ρF := − log Pr{SF = 1} = − log

 ∏
e∈
⋃

(i,j)∈F
p

i,j

αe


=

∑
e∈
⋃

(i,j)∈F
p

i,j

θe, (4.8)

which means that θe defined in (4.7) is an additive metric over a union of simultaneously
probed paths. Here ρF denotes the metric for the union of paths for the tunnels in F ,
which can be estimated consistently by the overlay from observations of SF .

Remark: The assumptions of independent states at different links and identical states
at a shared link for probes in the same batch are simplifying assumptions that may not
hold strictly in practice. Nevertheless, solutions derived from these assumptions have
been validated in Internet experiments [116]. We will stress-test our solution derived
from these assumptions in NS3 simulations where the assumptions may not hold (see
Section 4.5).

4.3.2.2 Inferring Category Metrics

The overlay cannot directly generate equation (4.8) as it does not know the routing path
p
i,j

for each tunnel (i, j) ∈ E. Nevertheless, the overlay can utilize the estimate of ρF
to infer the following information about the categories without any knowledge of the
routing paths.

Definition 4.3.2. For a given category ΓF (E), the associated category metric wF (E) is
defined as the sum metric for all the links in category ΓF (E), i.e., wF (E) := ∑

e∈ΓF (E) θe.

The key is to note that by the definition of category, we have

⋃
(i,j)∈F

p
i,j

=
⋃

F ′⊆E:F ′∩F ̸=∅
ΓF ′(E), ∀F ⊆ E, (4.9)

which allows (4.8) to be rewritten as an equation of category metrics:

ρF =
∑

F ′⊆E: F ′∩F ̸=∅
wF ′(E), ∀F ⊆ E. (4.10)
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Equations like (4.10) can be generated without prior knowledge of the underlay topology.
Moreover, these equations are known to uniquely determine the category metrics.

Theorem 4.3.1 (Theorem III.1 in [124]). Given the path metrics (ρF )F⊆E,F ̸=∅, the
category metrics (wF )F⊆E,F ̸=∅ are uniquely determined by (4.10).

This theorem, together with the fact that link metrics affect path metrics only through
category metrics, implies that the category metrics are the metrics of the finest granularity
that can be uniquely identified by the overlay.

Example: Consider the network in Fig. 4.1. If only considering the tunnels in
E = {(a, e), (a, d)}, we can partition the traversed underlay links into three nonempty
categories: ΓF1(E) = {(h2, e)} for F1 := {(a, e)}, ΓF2(E) = {(h2, d)} for F2 := {(a, d)},
and ΓE(E) = {(a, h1), (h1, h2)} (the other links are in category Γ∅(E)). Thus, the
category metrics are wF1(E) = θ(h2,e), wF2(E) = θ(h2,d), and wE(E) = θ(a,h1) + θ(h1,h2).
Based on (4.10), we have a linear system:

ρF1 = wE(E) + wF1(E), (4.11a)

ρF2 = wE(E) + wF2(E), (4.11b)

ρE = wE(E) + wF1(E) + wF2(E), (4.11c)

which uniquely determines (wF1(E), wF2(E), wE(E)). Meanwhile, the same path metrics
(ρF1 , ρF2 , ρE) can be generated by many different topologies (e.g., there may be multiple
links between h2 and e, or the tunnels (a, e) and (a, d) may join/branch multiple times)
as long as the category metrics (wF1(E), wF2(E), wE(E)) remain the same, making the
category metrics the finest granularity information that the overlay can reliably infer
from its measurements.

4.3.2.3 Taming Exponential Complexity

A straightforward solution for detecting nonempty categories based on solving (4.10)
faces a severe limitation that the complexity grows at O(2|E|), where |E| = O(|V |2), as
the number of equations/variables is O(2|E|). This renders the straightforward solution
inapplicable beyond overlays with just a few nodes. To address this limitation, we develop
a novel polynomial-complexity algorithm for category metric inference.

Our solution is based on dynamic programming. Instead of considering all the tunnels
in one shot, we start with only a small subset of tunnels, for which (4.10) can be solved
within acceptable time/space to obtain coarse-grained category metrics, and then we
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Algorithm 9: CategOry IdeNtification (COIN)
input : Set of all tunnels E, metric ρ, detection threshold η
output : Set of detected nonempty categories F

1 solve (4.10) to compute w(E0) for an initial set of tunnels E0 ⊆ E;
2 for t = 1, . . . , |E| − |E0| do
3 Et ← Et−1 ∪ {e} for an arbitrary tunnel e ∈ E \ Et−1;
4 w{e}(Et)← ρEt − ρEt−1 ;
5 for F ∈ supp(w(Et−1)) in increasing order of |F | do
6 wF∪{e}(Et)←

ρ(Et−1\F )∪{e} − ρEt−1\F − w{e}(Et)−
∑
F ′⊂F :F ′∈supp(w(Et−1))wF ′∪{e}(Et);

7 wF (Et)← wF (Et−1)− wF∪{e}(Et);
8 return F = {F ∈ supp(w(E)) : wF (E) > η};

gradually expand the set of considered tunnels to refine the category metrics until all the
tunnels are included. Our approach is motivated by the following observations:

Lemma 4.3.1. The number of nonempty categories is upper-bounded by the number of
links in the underlay, i.e., |{ΓF (E ′) : F ⊆ E ′,ΓF (E ′) ̸= ∅}| ≤ |{e : e ∈ ∪(u,v)∈E′p

u,v
}| ≤

|E| for any E ′ ⊆ E.

Lemma 4.3.2. For any E ′ ⊂ E and e ∈ E \ E ′, wF (E ′) = 0 implies wF (E ′ ∪ {e}) =
wF∪{e}(E ′ ∪ {e}) = 0, for all F ⊆ E ′ and F ̸= ∅.

Lemma 4.3.3. For any E ′ ⊂ E and e ∈ E\E ′, wF (E ′) = wF (E ′∪{e})+wF∪{e}(E ′∪{e}).

Lemma 4.3.1 means that the vector of category metrics is sparse, and Lemma 4.3.2
means that the sparsity pattern of this vector for a subset of tunnels can be used to
estimate its sparsity pattern as we consider more tunnels. Lemma 4.3.3 allows us to use
the previously computed category metrics defined for a subset of tunnels to solve for the
new category metrics when considering one more tunnel.

Algorithm: Based on the above observations, we develop CategOry IdeNtification
(COIN), a dynamic programming algorithm for identifying the nonempty categories, as
shown in Algorithm 9. We ignore estimation error in ρ for now to focus on the main
idea; how to handle estimation error will be discussed later in Section 4.3.2.4. Here,
Et denotes the set of tunnels considered in iteration t, w(Et) := (wF (Et))F⊆Et,F ̸=∅, and
supp(w(Et)) := {F ⊆ Et : F ̸= ∅, wF (Et) ̸= 0}. The algorithm first uses measurements
from a small set of tunnels E0 to compute a vector of coarse-grained category metrics
w(E0) by directly solving (4.10). It then gradually refines the solution by expanding the
set of considered tunnels. In iteration t, the equations corresponding to Et = Et−1 ∪ {e}
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can be classified into two types:

ρF =
∑

F ′⊆Et−1,F ′∩F ̸=∅

(
wF ′(Et) + wF ′∪{e}(Et)

)
, (4.12)

ρF∪{e} =
∑

F ′⊆Et−1,F ′∩F ̸=∅

(
wF ′(Et) + wF ′∪{e}(Et)

)
+

∑
F ′⊆Et−1\F

wF ′∪{e}(Et), (4.13)

where (4.12) is ∀F ⊆ Et−1, F ̸= ∅ and (4.13) is ∀F ⊆ Et−1. Given the solution
w(Et−1) from the previous iteration, equations of type (4.12) become redundant, as their
information is already contained in the simpler equations wF (Et−1) = wF (Et)+wF∪{e}(Et)
based on Lemma 4.3.3. Equations of type (4.13) can be rewritten as

∑
F ′⊆F

wF ′∪{e}(Et) = ρ(Et−1\F )∪{e} − ρEt−1\F . (4.14)

For F = ∅, (4.14) contains only one unknown variable w{e}(Et), and hence can be used
to compute w{e}(Et) as in line 4. Based on this initial solution, we can use (4.14) to
gradually solve wF∪{e}(Et) in the increasing order of |F | as in line 6, because when we
try to solve wF∪{e}(Et), the values of wF ′∪{e}(Et) for any F ′ ⊂ F have been obtained.
Once wF∪{e}(Et) is obtained, we can apply Lemma 4.3.3 to compute wF (Et) as in line 7.
In this process, we use the observation in Lemma 4.3.2 to reduce complexity by only
computing wF (Et) and wF∪{e}(Et) for F ⊆ Et−1 satisfying F ̸= ∅ and wF (Et−1) ̸= 0.
Note that E|E|−|E0| = E.

Complexity: Algorithm 9 significantly improves the complexity of category metric
inference compared to the straightforward solution. Specifically, under perfect estimation
of the path metrics, each iteration (lines 2–7) incurs O(|E|2) operations, stores O(|E|)
variables, and performs O(|E|) estimations of path metrics, because the number of
non-zero category metrics |supp(w(Et−1))| ≤ |E| by Lemma 4.3.1. As there are O(|E|)
iterations, the total complexity is O(|E| · |E|2) in time, O(|E|) in space (reused across
iterations), and O(|E| · |E|) in the number of path metric estimations.

4.3.2.4 Handling Estimation Errors

In practice, errors in the estimated path metrics ρ̂ are inevitable, which will cause errors
in the inferred category metrics ŵ(Et). In particular, such errors may even cause some
of the inferred category metrics to be negative. To mitigate the impact of estimation
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Figure 4.2. Errors of COIN with varying #tunnels under the same settings as Tables 4.2-4.3
in Section 4.5.

errors on nonempty category identification, we propose the following two enhancements
for Algorithm 9.

The first enhancement is based on the observation that Lines 4-7 in Algorithm 9 is
equivalent to solving the linear system below: ρ̂t

wt−1

 =
At,1

At,2

wt. (4.15)

Here, wt is a vector containing w{e}(Et) and wFt−1(Et), wFt−1∪{e}(Et), ∀Ft−1 ∈ supp(w(Et−1));
ρ̂t = At,1wt is (4.13) in matrix form with ρ̂t containing ρ̂(Et−1\Ft−1)∪{e} for all Ft−1 ∈
supp(w(Et−1)) ∪ {∅}; wt−1 = At,2wt contains the equations wFt−1(Et−1) = wFt−1(Et) +
wFt−1∪{e}(Et),∀Ft−1 ∈ supp(w(Et−1)). Considering the errors in ρ̂t, we propose to infer
wt by solving the following non-negative least squares problem instead of (4.15):

min
wt≥0

∥∥∥∥∥∥
 ρ̂t

wt−1

−
At,1

At,2

wt

∥∥∥∥∥∥
2

. (4.16)

The second enhancement is based on the observation in Fig. 4.2, that COIN is highly
accurate when the number of considered tunnels |Et| is small. Closer examination shows
that COIN is particularly accurate when Et ⊆ E(s), where E(s) := {(s, t) ∈ E : ∀t ∈ V }
is the subset of tunnels with the same source s. Thus, we propose to use the inferred
supp

(
w(E(s))

)
(∀s ∈ V ) to further improve (4.16). To this end, we have the following

observations.
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Lemma 4.3.4. For any Et and F ⊆ E ′ ⊆ Et, if ∄F ′ ⊆ supp (w(Et)) such that F ⊆ F ′,
then wF (E ′) = 0.

Lemma 4.3.5. Given E0, E1 with E0 ∩ E1 = ∅, we must have wF0∪F1(E0 ∪ E1) = 0 if
wF0(E0) = 0 or wF1(E1) = 0, for all F0 ⊆ E0 and F1 ⊆ E1.

Theorem 4.3.2. Given Et := Et−1 ∪ {e} for e = (s, t), then ∀F ′ = F ∪ {e} for
F ∈ supp(w(Et−1)), we must have wF ′(Et) = 0 if there is no F ′′ ⊆ supp

(
w(E(s))

)
such

that
(
F ′ ∩ E(s)

)
⊆ F ′′.

Theorem 4.3.2 implies that we can reduce the number of variables in each iteration with
the knowledge of (supp

(
w(E(s))

)
)s∈V , by ignoring wF∪{e}(Et) for F ∈ supp(w(Et−1))

that is known to be zero.
We refer to the variation of Algorithm 9 with the above two enhancements as Robust

CategOry IdeNtification (R-COIN), which is presented in Algorithm 10. R-COIN follows
the same idea of COIN in Algorithm 9 with the following differences:

• During initialization, instead of computing the category metrics for a single initial
set of tunnels E0, R-COIN computes the category metrics for all the sets of tunnels
with the same source (E(vi))vi∈V , as in Lines 1–2.

• R-COIN solves for a smaller set of variables in each iteration based on Theorem 4.3.2,
as shown in Line 6.

• R-COIN estimates the category metrics by solving the non-negative least squares
problem (4.16) as in Line 7.

4.3.2.5 Performance Analysis

We now quantify the error in detecting nonempty categories using the inferred category
metrics. Let ŵF (E) denote the inferred metric of category ΓF (E) and η > 0 denote the
detection threshold. To gain explicit insights, our analysis will focus on the vanilla case
where ŵ(E) is obtained by directly solving (4.10) based on the estimated path metrics
ρ̂. The modifications introduced in Sections 4.3.2.3–4.3.2.4 make it difficult to obtain
explicit insights through analysis, and thus will be evaluated empirically (see Section 4.5).

All the errors originate from the error in estimating the path metric ρF defined in
(4.8). As common in the literature [116,117], we assume that ρF is estimated by plugging
the empirical probability SF := 1

T

∑T
t=1 SF,t into (4.8):

ρ̂F := − logSF , (4.17)
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Algorithm 10: Robust CategOry IdeNtification (R-COIN)
input : All tunnels E, estimated metric ρ̂, detection threshold η
output : Set of detected nonempty categories F

1 foreach vi ∈ V , i = 0, . . . , |V | − 1 do
2 apply Algorithm 9 to obtain w(E(vi));
3 set E0 ← E(v0), t = 1;
4 for i = 1, · · · , |V | − 1 do
5 while ∃e ∈ E(vi) \ Et−1 do
6 for Et ← Et−1 ∪ {e}, construct wt containing

{wF (Et), wF∪{e}(Et) : F ∈ supp(w(Et−1))}, except those ruled out by
Theorem 4.3.2;

7 solve (4.16) for wt;
8 supp(w(Et))← {F ⊆ E : wF (Et) contained in wt, wF (Et) > η};
9 t← t+ 1;

10 return F = supp(w(E));

where SF,t ∈ {0, 1} indicates whether the probes in the t-th batch experience good states
on all the tunnels in F . We now analyze the error in identifying nonempty categories as
a function of the sample size T and other parameters.

We start by deriving the solution to (4.10) in closed form.

Lemma 4.3.6. Each category metric is related to the path metrics by

wF (E) =
∑
F ′⊆F

(−1)|F ′|+1ρ(E\F )∪F ′ , ∀F ⊆ E,F ̸= ∅. (4.18)

We then analyze the error in estimating ρF by (4.17). Let sF := Pr{SF = 1} for ease
of presentation.

Lemma 4.3.7. For T ≫ 1, the bias of (4.17) satisfies

E[ρ̂F ]− ρF ≈
1− sF
2sFT

, (4.19)

and the variance satisfies

var[ρ̂F ] ≈ 1− sF
sFT

, (4.20)

where smaller terms at the order of o(1/T ) have been ignored.

By the central limit theorem, the distribution of SF is asymptotically Gaussian.
While due to the nonlinear transform − log(·), the distribution of ρ̂F is not exactly
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Gaussian, the delta method [137] suggested that it is well approximated by the Gaussian
distribution for large T . Formally, the delta method [137] states that for a sequence of
random variables (Xn)n≥1 satisfying

√
n (Xn − µ) D−→ N (0, σ2) and a function f(x) such

that the first derivative f ′(x) exists and is non-zero, we have

√
n (f(Xn)− f(µ)) D−→ N

(
0, (f ′(µ))2σ2

)
, (4.21)

where D−→ denotes the convergence in distribution. Our problem satisfies these conditions
with

√
T (SF − sF ) D−→ N (0, sF (1− sF )), f(x) = − log(x), f(SF ) = ρ̂F , and f(sF ) = ρF .

Under the Gaussian approximation, we can analyze the error in nonempty category
identification in closed form as follows.

Theorem 4.3.3. Suppose that the path metric estimation errors {ρ̂F − ρF}F⊆E,F ̸=∅ can
be modeled as independent Gaussian random variables with mean and variance given by
Lemma 4.3.7. If wF (E) = 0, then

Pr{ŵF (E) > η} = 1− Φ
(
η
√
T − δ̃F (E)/

√
T

δF (E)

)
(4.22)

≈ δF (E)
η
√

2πT
exp

(
− η2

2δF (E)2T

)
, (4.23)

and if wF (E) > η, then

Pr{ŵF (E)≤η} = Φ
(

(η − wF (E))
√
T − δ̃F (E)/

√
T

δF (E)

)
(4.24)

≈ δF (E)
(wF (E)− η)

√
2πT

exp
(
−(η − wF (E))2

2δF (E)2 T

)
, (4.25)

where Φ(·) is the CDF of the standard Gaussian distribution,

δF (E) :=
√ ∑
F ′:E\F⊆F ′

(1− sF ′)/sF ′ , (4.26)

δ̃F (E) :=
∑

F ′:E\F⊆F ′

(−1)|F ′|−|E\F |+1(1− sF ′)/(2sF ′), (4.27)

and the “≈” in (4.23) and (4.25) holds for T ≫ 1.

Remark: Theorem 4.3.3 states that both the false alarm probability (4.23) and the
miss probability (4.25) decay exponentially with the sample size T , with the error expo-
nent controlled by the detection threshold η. The threshold η essentially controls what
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kinds of categories are detectable, in the sense that a category must have at least one
link in the “bad state” (e.g., with backlogged queue) with probability > 1− e−η to be
detectable with exponentially decaying error.

4.3.2.6 Special Case: Symmetric Tree-based Routing

Although the previous solution is applicable under arbitrary routing, it has limited
accuracy in large networks due to the difficulty in accurately estimating ρ. Below, we
will present a more accurate solution for the special case of symmetric tree-based routing,
where there is a unique path followed by all the routes traversing any two nodes u, v ∈ V ,
p
u,v

= p
v,u

, and θs,t = θt,s,∀(s, t) ∈ E. In this special case, the underlay routes originated
from each overlay node v ∈ V form a tree, and the routing topology connecting the
overlay nodes is a union of the trees rooted at each of the overlay nodes. Tree-based
routing is a common assumption in topology inference (see Section 4.1.1). This special
case is particularly attractive because:

1. The union of trees was believed to be uniquely determined by all the 1-by-2
components2 formed by the routes from each source to each pair of destinations [119].

2. The additive metrics for 1-by-2 components are much easier to estimate than those
for general categories, as they only require us to probe two tunnels at a time that
share the same source.

These observations motivate us to detect nonempty categories based on the estimated
metrics of 1-by-2 components. Note that in our context, a “1-by-2 component” refers
to the union of underlay routes from an overlay node to two other overlay nodes.

Algorithm: Let bstv denote the branching point between the tunnels (s, t) and (s, v),
ℓstv denote the additive metric for the path between s and bstv (i.e., the metric of the
shared path between (s, t) and (s, v)), and ℓst denote the additive metric for the entire
path between s and t. Algorithm 11 uses this information to detect categories with
sufficiently large (> η) metrics. For each tunnel (s, t) ∈ E, it detects the categories of
the links on path p

s,t
through the following steps: (1) locate the branching/joining points

between (s, t) and every other tunnel (lines 4–12), indicated by their distances from s

on path p
s,t

; (2) go through these branching/joining points from s to t (lines 13–15)
to identify the set of tunnels traversing the links between each pair of consecutive points

2The original statement in [119, Theorem 1] requires all the 1-by-2 and all the 2-by-1 components,
but the latter become redundant under the assumption of route symmetry.
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Algorithm 11: Tree-based CategOry IdeNtification (T-COIN)
input : Set of tunnels E, estimated path metrics (ℓst )(s,t)∈E , estimated shared path

metrics (ℓstv)(s,t),(s,v)∈E , detection threshold η
output : Set of detected nonempty categories F

1 F ← ∅;
2 expand E if needed to include each tunnel in both directions;
3 for each (s, t) ∈ E do
4 for each (s, v) ∈ E (v ̸= t) do
5 record a branching point with (s, v) at distance ℓstv;
6 for each (v, t) ∈ E (v ̸= s) do
7 record a joining point with (v, t) at distance ℓst − ℓtsv;
8 for each (i, j) ∈ E ({i, j} ∩ {s, t} = ∅) do
9 if ℓstj > ℓsj − ℓ

j
si then

10 record a joining point with (i, j) at distance ℓsj − ℓ
j
si, and a branching point

with (i, j) at distance ℓstj ;
11 else if ℓitj > ℓit − ℓtsi then
12 record a joining point with (i, j) at distance ℓst − ℓtsi, and a branching point

with (i, j) at distance ℓst − (ℓit − ℓitj);
13 sort the set Bs

t of branching/joining points on p
s,t

into {b(1), . . . , b(|Bs
t |)} with

increasing distances from s;
14 set b(0) ← s and b(|Bs

t |+1) ← t;
15 for k = 1, . . . , |Bs

t |+ 1 do
16 if b(k−1) = s then
17 F ← {(s, v) : (s, v) ∈ E};
18 else if b(k−1) is a branching point with tunnel (i, j) then
19 F ← F \ {(i, j)};
20 else if b(k−1) is a joining point with tunnel (i, j) then
21 F ← F ∪ {(i, j)};
22 if distance between b(k) and b(k−1) > η then
23 F ← F ∪ {F};
24 return F ;

(lines 16–21), and record this set as the index of a nonempty category if the corresponding
category metric exceeds a given threshold η (lines 22–23).

Example: To understand the idea in Algorithm 11, consider the topology spanned by
a 4-node overlay in Fig. 4.3 (a). When considering the tunnel (1, 2), Algorithm 11 first
locates all the branching/joining points between (1, 2) and the other tunnels based on the
given metrics of 1-by-2 components, as shown in Fig. 4.3 (b). Each tunnel (1, v) (v = 3, 4)
branches from (1, 2) at distance ℓ1

2v from node 1, and each tunnel (v, 2) (v = 3, 4) joins
(1, 2) at distance ℓ1

2−ℓ2
1v from node 1. For tunnel (3, 4) not sharing any endpoint with (1, 2),

we need to consider a tunnel like (1, 4) that shares an endpoint with each. Since (1, 4) co-
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Figure 4.3. Example for tree-based category identification: Overlay nodes V := {1, . . . , 4};
link labels in (b) denote the detected sets of traversing tunnels.

incides with (1, 2) for the first portion of length ℓ1
24, and (3, 4) joins (1, 4) after a portion of

length ℓ1
4−ℓ4

13, we know that (3, 4) has non-zero overlap with (1, 2) if ℓ1
24 > ℓ1

4−ℓ4
13, which

is satisfied in this case. Then Algorithm 11 identifies the set of tunnels traversing each pair
of consecutive branching/joining points via dynamic programming: starting from the set
{(1, 2), (1, 3), (1, 4)} of all the tunnels originating from node 1, it updates this set by ex-
cluding a tunnel branching from (1, 2) when moving past a branching point (e.g., excluding
(1, 3) when moving past b1

23), and including a tunnel joining (1, 2) when moving past a join-
ing point (e.g., including (3, 2) and (3, 4) when moving past b2

13, which is a joining point be-
tween (1, 2) and both of these tunnels). The distance between consecutive points indicates
the metric of the corresponding category, which is then used to detect nonempty categories.

Complexity: For any (s, t) ∈ E, there are at most one branching point and one joining
point with every other tunnel, i.e., |Bs

t | = O(|E|). Thus, it takes O(|E| log |E|) time to
locate the branching/ joining points and sort them in order (lines 4–13). Moreover, as
|F | = O(|E|), the for loop in lines 15–23 takes O(|E|2) time. This leads to a total time
complexity of O(|E|3). Meanwhile, since for each of the |E| tunnels, lines 15–23 may
construct O(|E|) sets of tunnels, each of size O(|E|), the total space complexity is also
O(|E|3).

Accuracy: Although [119] claimed that the 1-by-2 components (and 2-by-1 compo-
nents in the case of asymmetric routing) can uniquely determine the topology of a union
of routing trees, their analysis is insufficient for our algorithm for two reasons: (i) [119]
only considered a special case where the sets of sources and destinations are disjoint,
while Algorithm 11 handles a more general case where the destinations of some tunnels
can be the sources of some other tunnels; (ii) the proof of [119] contains a critical flaw
that it ignored the existence of branching/joining points that are not branching/joining
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Figure 4.4. Counterexample: The links shared by tunnels (s, t) and (i, j) between u and v are
undetectable from 1-by-2 components formed by the nodes in {s, t, i, j}.

points of any 1-by-2 or 2-by-1 components. It is therefore necessary to independently
analyze the accuracy of Algorithm 11, as stated below.

Theorem 4.3.4. Given accurate estimates of the path metrics (ℓst )(s,t)∈E and the shared
path metrics (ℓstv)(s,t),(s,v)∈E, Algorithm 11 will correctly detect all the nonempty categories
in {ΓF (E)}F⊆E,F ̸=∅ if (i) ∀(s, t), (i, j) ∈ E such that {s, t} ∩ {i, j} = ∅, every branch-
ing/joining point between (s, t) and (i, j) is a branching point of some 1-by-2 component
formed by three nodes from {s, t, i, j}, and (ii) every link e ∈ E has a metric θe > η.

Remark 1: Assumption (ii) in Theorem 4.3.4 is not a critical assumption as one can
tune the detection threshold η to achieve any desired detection sensitivity (while trading
off with false alarms). Assumption (i), however, is a limiting assumption that may be
violated, in which case Algorithm 11 will miss some categories. Consider the example in
Fig. 4.4, even if tunnels (s, t) and (i, j) share some links between points u and v (each being
an underlay node), the existence of these branching/joining points is undetectable from
1-by-2 components formed by {s, t, i, j} as neither of them coincides with the branching
point of any such component. Nevertheless, as shown in Table 4.2-4.3 in Section 4.5,
Algorithm 11 can detect the majority of nonempty categories under symmetric tree-based
routing, even if the ground-truth topology may violate assumptions (i–ii).

Remark 2: The assumption of symmetric link metrics θs,t = θt,s,∀(s, t) ∈ E can be
relaxed by measuring the 2-by-1 components in addition to the 1-by-2 components, at
the cost of requiring calibration of the probe transmission times between each pair of
overlay nodes. Detailed study of this case is left to future work.
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4.3.3 Estimation of Category Capacities

We now address the estimation of the capacity for each detected nonempty category. In
the sequel, we will simply denote a category ΓF (E) as ΓF and a category metric wF (E)
as wF since they are always defined with respect to all the tunnels in E.

In absence of any prior knowledge, the overlay has to measure the category capac-
ities. However, the minimum link capacity CF for a nonempty category ΓF will not
be measurable by the overlay if no flow assignment in the overlay can saturate the
minimum-capacity link. To address this issue, we define a notion called effective category
capacity C̃F as follows.

Definition 4.3.3. For each F ⊆ E, the effective category capacity C̃F is the maximum
flow the overlay can send through the tunnels in F , i.e.,

C̃F := max
(fe)e∈E

∑
e∈F

fe (4.28a)

s.t.
∑
e′∈F ′

fe′ ≤ CF ′ , ∀F ′ ⊆ E, ΓF ′ ̸= ∅, (4.28b)

fe ≥ 0, ∀e ∈ E. (4.28c)

The effective category capacity is equivalent to the category capacity defined in (4.6)
in that they induce the same feasible region for overlay routing, except that the effective
category capacity is always achievable by the overlay. Thus, it suffices for the overlay
to estimate the effective capacity of each nonempty category.

Although how to estimate the combined capacity over multiple tunnels (i.e., paths)
has not been solved systematically, how to estimate the available capacity of a single
tunnel has been well understood [129,130]. Thus, we will build on top of these existing
solutions to develop an algorithm for estimating C̃F . Our algorithm assumes a subroutine
that can estimate the residual capacity of a tunnel e under an existing flow assignment f ,
which can be implemented by any of the existing available capacity estimation methods.
Let C̃e(f) denote the true residual capacity of e under f and Ĉe(f) the estimate given
by the subroutine.

Algorithm: Given this subroutine, we propose an algorithm in Algorithm 12. For each
tunnel set of interest F , this algorithm goes through the tunnels in F in an arbitrary
order, and tries to assign as much flow as possible onto each tunnel eij according to the
residual capacity estimated by the subroutine, without backtracking the flow assignment
for ei1 , . . . , eij−1 (lines 2–4). The effective category capacity is then estimated as the sum
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Algorithm 12: Effective Category Capacity Estimation
input : set F of category indices of interest (e.g., F := {F ⊆ E : ŵF > η}
output : Estimated effective category capacities {ĈF }F∈F

1 for each F := {ei1 , · · · , ei|F |} ∈ F do
2 fei1

← Ĉei1
(0);

3 for j = 2, · · · , |F | do
4 feij

← Ĉeij
(f);

5 ĈF ←
∑|F |
j=1 feij

;
6 return {ĈF }F∈F ;

flow (line 5).
Complexity: As Algorithm 12 invokes an existing single-path available capacity

estimation method as subroutine, its exact complexity will depend on the complexity
of the subroutine. Nevertheless, as the complexity of the subroutine is independent of
the size of the overlay-underlay network, we can analyze the complexity of Algorithm 12
in terms of the number of invocations of the subroutine, which equals O(|F| · |E|). As
the number of nonempty categories is upper-bounded by the number of underlay links
|E|, under reasonably accurate nonempty category identification, the number of detected
nonempty categories |F| will be O(|E|), and thus the complexity of Algorithm 12 will be
O(|E| · |E|).

Accuracy: We now analyze how the estimated effective category capacity ĈF provided
by Algorithm 12 compares to the true value. Under the assumption that the subroutine
does not overestimate the residual capacities of individual tunnels, which is typical for
PGM-based methods [129], it is easy to see that the flow assignment in Algorithm 12 is
feasible for the underlay link capacities, i.e., feasible for (4.28). Thus, the achieved sum
rate can only underestimate the effective category capacity, i.e., ĈF ≤ C̃F . Meanwhile, if
the subroutine is accurate, then the estimate can only be a constant factor smaller as
stated below.

Theorem 4.3.5. If the estimation for single-tunnel residual capacity is accurate (i.e.,
Ĉe(f) = C̃e(f)), then Algorithm 12 achieves 1/qF -approximation. More precisely, C̃F ≥
ĈF ≥ C̃F/qF , where

qF := max
e∈F
|{F ′⊆E : e ∈ F ′,ΓF ′ ̸= ∅, |F ′ ∩ F |>1}| (4.29)

is the maximum number of nonempty categories a tunnel in F traverses that are shared
by at least another tunnel in F .
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Figure 4.5. Example for estimating the effective category capacity for F =
{(v1, v4), (v2, v5), (v3, v6)} (suppose that links (h1, h2) and (h3, h4) have unit capacity, and
other links have unlimited capacities).

Even if the subroutine incurs error, Algorithm 12 still achieves a constant-factor
approximation under the following condition.

Corollary 4.3.5.1. If the estimate Ĉe(f) for any single-tunnel residual capacity C̃e(f)
satisfies C̃e(f) ≥ Ĉe(f) ≥ C̃e(f)/q, then Algorithm 12 achieves 1/(q · qF )-approximation.
More precisely, C̃F ≥ ĈF ≥ C̃F/(q · qF ), where qF is defined in (4.29).

We note that the approximation ratio in Theorem 4.3.5 is tight, i.e., there exist
instances where Algorithm 12 underestimates the effective capacity of a category by a
factor arbitrarily close to 1/qF . Consider the example in Fig. 4.5. The effective category
capacity for F = {(v1, v4), (v2, v5), (v3, v6)} is C̃F = 2, achieved by sending one unit of
flow on tunnel (v1, v4) and one unit of flow on tunnel (v3, v6). Note that the category
capacity CF = ∞ as category ΓF only contains one link (h2, h3) which has unlimited
capacity. However, following the order of (v2, v5), (v1, v4), and (v3, v6), Algorithm 12 will
only obtain ĈF = 1, as assigning a unit flow on tunnel (v2, v5) will reduce the residual
capacities of the other tunnels to zero. In this case, qF = 3, as tunnel (v2, v5) traverses
shared links (h1, h2), (h2, h3), (h3, h4) that belong to three different categories. This
example can be extended to the scenario where a given tunnel e0 shares unit-capacity
links with each of n other tunnels e1, . . . , en as well as an unlimited-capacity link with
all these tunnels. For F = {ei}ni=0, we have C̃F = n, qF = n + 1, and ĈF = 1 by
Algorithm 12 if following the order of e0, e1, . . . , en, yielding an approximation ratio of
ĈF/C̃F = 1/n ≈ 1/qF for n≫ 1.

Remark: Although the above example shows that the greedy procedure of Algorithm 12
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Figure 4.6. Illustration of overall solution.

can lead to substantial underestimation in the worst case, we note that such a worst
case is only achieved under a specific topology and a specific order of assigning flows
to the tunnels. In practice, we have observed that the worst case rarely occurs and
Algorithm 12 is accurate as long as its subroutine for estimating single-tunnel residual
capacity is accurate (see Table 4.4).

4.4 Underlay-aware Overlay Routing
We now discuss how to leverage the inference techniques discussed in Section 4.3 in
overlay routing.

4.4.1 Overall Solution

By detecting the nonempty categories F (via Algorithm 9) and estimating the effective
category capacities {ĈF}F∈F (via Algorithm 12), the overlay can generate capacity
constraints in the form of

∑
(i,j)∈F

∑
h∈H

dhx
h
ij ≤ ĈF , ∀F ∈ F , (4.30)

and use them in place of (4.1b) in overlay routing optimizations such as (4.1). Fig. 4.6
illustrates the workflow of the overall proposed solution. Note that the centralized
controller is just an illustration of the fact that the current work does not focus on the
coordination within the overlay (which is left to future work).
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4.4.2 Performance Analysis

Both nonempty category identification and category capacity estimation are subject to
inference errors, which will affect the accuracy of the generated constraint (4.30) and
thus the performance of overlay routing. We now analyze the impact of these errors.

There are four types of inference errors: false alarm/miss in nonempty category
identification and under/over-estimation of category capacity. A false alarm in nonempty
category identification will cause the generation of a superfluous constraint in overlay
routing, which may lead to suboptimal routing decisions. Meanwhile, a miss will cause
a constraint to be missing, which may lead to an infeasible routing decision that causes
congestion in the underlay. Similarly, an underestimated category capacity will lead to
a constraint that is too tight, potentially causing suboptimality, while an overestimated
category capacity will lead to a constraint that is too loose, potentially causing conges-
tion. While the extent of suboptimality will depend on the specific routing objective and
network instance, which is hard to characterize analytically, the congestion probability
can be analyzed in closed form. Specifically, as discussed in Section 4.3.3, the category
capacity estimation typically incurs only underestimation errors, which will not cause
congestion. Thus, the only cause of congestion is the failure in detecting some nonempty
category, the probability of which will decay exponentially in T (#batches of probes for
estimating the path metrics) as follows.

Theorem 4.4.1. Let F∗ := {F ⊆ E : ΓF ̸= ∅} be the true set of nonempty categories.
Suppose that the (effective) category capacity estimation is performed by Algorithm 12 with
a subroutine for single-tunnel residual capacity estimation that has no overestimation error,
and every nonempty category satisfies wF > η, where η is the threshold for nonempty
category identification. Then under the assumption of Theorem 4.3.3, the probability for
the proposed underlay-aware overlay routing to cause congestion is upper-bounded by

|F∗|Φ
(

(η − wF ∗)
√
T − δ̃F ∗/

√
T

δF ∗

)

≈ |F∗|δF ∗

(wF ∗ − η)
√

2πT
exp

(
−(wF ∗ − η)2

2δ2
F ∗

T

)
, (4.31)

where δF , δ̃F , and Φ are defined as in Theorem 4.3.3 (omitting “(E)”), and F ∗ :=
arg maxF∈F∗ Pr{ŵF ≤ η}.
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AttMpls AboveNet GTS-CE BellCanada
|V | 25 23 149 48
|E| 114 62 386 130

Ce (Gbps) 1 1 1 1
link delays (µs) [206,4973] [100, 13800] [5,1081] [78, 6160]

Table 4.1. Characteristics of the tested underlay topologies.

4.5 Performance Evaluation

4.5.1 Evaluation Setup

In this section, we will test the proposed solutions via packet-level simulations in NS3,
which is a widely used discrete event simulator. To construct diverse and realistic scenarios,
we simulate the underlay network according to four real networks from the Internet
Topology Zoo [138] with different densities and sizes, and set the link capacities and delays
according to [139]. The characteristics of each topology are summarized in Table 4.1.

Each underlay is assumed to follow shortest path routing based on hop count. Follow-
ing [140], we generate cross traffic on each underlay link according to an ON-OFF process,
where the duration of each ON period follows a truncated Pareto distribution, with
shape parameter 2.04 and scale/upper-bound parameter set to the minimum/maximum
round-trip time (RTT) of the tunnels traversing this link. The duration of each OFF
period follows the same distribution with a different scale parameter, configured to yield
a link utilization randomly drawn from [10%, 40%]. Following [141], we randomly draw
the sizes of cross-traffic packets from 50, 576, and 1460 bytes with probabilities 0.4, 0.2,
and 0.4, respectively. We set the overlay packet size to 50 bytes for probing and 1000
bytes for routing.

To create the overlay, we select 10 nodes with the lowest degree as the overlay nodes
while maintaining a pairwise distance of at least two hops, which leads to 90 (directed)
overlay tunnels and 290 potential categories. The number of nonempty categories for each
topology is given in Table 4.2. As for the demands d = (dh)h∈H in (4.1), we first generate
an initial demand d0 based on the gravity model [142]. Then, we scale it by a factor
α to ensure that there exists a routing solution to satisfy αd0 with a given maximum
link utilization. All results are the median of 20 Monte Carlo runs with randomized
background traffic and demands.
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AttMpls AboveNet GTS-CE BellCanada
#nonempty cat. 68 52 56 52

COIN 22 27 40 28
R-COIN 8 14 32 16
T-COIN 1 1 17 5

Table 4.2. Misses in category identification (|V | = 10).

AttMpls AboveNet GTS-CE BellCanada
#empty cat. 290 − 68 290 − 52 290 − 56 290 − 52

COIN 1093 1230 4997 2576
R-COIN 1013 1202 2293 2564
T-COIN 815 1072 1493 828

Table 4.3. False alarms in category identification (|V | = 10).

4.5.2 Benchmarks

We evaluate the following solutions:

1. “Agnostic”: an underlay-agnostic solution that treats all the tunnels as independent
logical links, i.e., ignoring their link sharing in the underlay;

2. “LCC”: the state-of-the-art solution from [109], where we make two optimistic
assumptions: (i) perfect clustering of the detected flows based on their shared
dominant bottlenecks, and (ii) improved accuracy in the capacity constraints based
on the residual capacities instead of the total capacities as originally estimated
in [109];

3. “x-COIN”: our proposed solution as depicted in Section 4.4.1, which contains three
variations differentiated by the adopted category identification algorithms (i.e.,
COIN, R-COIN, T-COIN).

4.5.3 Evaluation Results

4.5.3.1 Nonempty Category Identification

We estimate ρF as in (4.17), with implementation details presented in Appendix 4.7.2. A
category ΓF is detected to be nonempty if its estimated metric satisfies ŵF > η. As our
estimation of the effective category capacities is accurate (see Table 4.4), false alarms will
not hurt overlay routing, and thus we set η to a small value (10−10 in our simulation) to
minimize misses. The resulting numbers of false alarms/misses are given in Table 4.2-4.3,
with each Monte Carlo run containing 2× 104 batches of probes.
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AttMpls AboveNet GTS-CE BellCanada
ideal subroutine 0.10% 0.13% 0.13% 0.4%

pathload 1.07% 1.18% 1.15% 1.49%

Table 4.4. Errors in effective category capacity estimation.

Despite the large number of false alarms, the false alarm rate is very low due to
the exponentially many categories that are empty. Meanwhile, the miss rates are non-
negligible, although T-COIN outperforms R-COIN, which in turn outperforms COIN.
Such errors come from two causes: (i) for tunnels with different sources, probes in the
same batch may arrive at a shared link at different times and experience different queueing
delays; (ii) a link shared by a large number of tunnels will receive many probes in a
batch, where the earlier probes will experience different queueing delays from the later
ones. In this regard, T-COIN performs much better since it only requires the estimation
of ρF for F containing two tunnels with the same source.

4.5.3.2 Category Capacity Estimation

Next, we evaluate the normalized mean absolute error (|ĈF − C̃F |/C̃F ) of Algorithm 12.
To separate the impact of errors in its subroutine, we evaluate two versions of Algorithm 12,
one using the true value of Ceij

(f) in Line 5 (i.e., ideal subroutine) and the other using
the estimated Ĉeij

(f) obtained from pathload3 [130]. The results averaged over 20 Monte
Carlo runs are given in Table 4.4. Surprisingly, Algorithm 12 can estimate the effective
category capacities almost perfectly when the subroutine estimates the single-tunnel
residual capacities correctly, indicating that the worst-case ratio in Theorem 4.3.5 is
rarely achieved. Slightly more error is incurred when using a realistic subroutine, but
the overall estimation remains highly accurate.

4.5.3.3 Approximation of Feasible Region

Despite the large numbers of misses and false alarms, the feasible region induced by the
inferred capacity constraint (4.30) may still approximate the true feasible region induced
by (4.1b) (equivalently (4.5)), if the superfluous constraints caused by false alarms have
similar effect as the missing constraints caused by misses. Denote the true feasible region
of the rates through the tunnels as P := {y ≥ 0 : ∑(i,j)∈E:e∈p

i,j
yij ≤ Ce, ∀e ∈ E}, and

the inferred feasible region as P̂ := {y ≥ 0 : ∑(i,j)∈F yij ≤ ĈF , ∀F ∈ F}. We define
3Pathload is an adaptive algorithm that sends a train of probes at a time and tunes its rate to

measure the residual capacity. In our simulation, the train length is set to 5000 probes, but the total
number of trains is a variable in [2, 15].
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P̂ similarly for each of the benchmarks. We measure the consistency between these
two regions by randomly sampling extreme points from one region and calculating the
maximum constraint violation for the other region. We observe that the extreme points
of P almost always satisfy the constraints of P̂ for all the solutions (omitted), but the
extreme points of P̂ can violate the constraints of P (i.e., causing congestion), as shown
in Fig. 4.7. We see from Fig. 4.7 that (i) the constraint violation of “Agnostic” is most
severe, and (ii) our proposed solutions (COIN, R-COIN and T-COIN) can all notably
reduce the constraint violation compared to both “Agnostic” and “LCC”, where T-COIN
achieves nearly zero constraint violation on the first two topologies due to its low miss
rate in these cases. Despite the notable inference errors, our solution can characterize
the feasible region for overlay routing much more accurately than the existing solutions.

AttMpls Abovenet GtsCe BellCanada
0

0.5

1

1.5

2

2.5

C
on

st
ra

in
t v

io
la

tio
n 

(G
bp

s)

T-COIN
R-COIN
COIN
LCC
Agnostic

Figure 4.7. Constraint violation for randomly-sampled extreme points of the estimated feasible
region.

4.5.3.4 Performance of Overlay Routing

When the demands are sufficiently light such that even “Agnostic” does not encounter
any congestion, there is no need to consider link sharing among tunnels and all the overlay
routing solutions achieve similar performance (omitted). We thus focus on scenarios
where at least one link will be congested under one of the tested routing solutions, by
scaling the demands to achieve (i) a maximum link utilization of 90% under the optimal
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routing (with perfect knowledge about the underlay) and (ii) a maximum excess load
of 10% under “Agnostic”. We evaluate the performance of minimum cost overlay routing
in terms of both congestion and routing cost. Here, we set the routing cost cij for each
tunnel (i, j) ∈ E to the sum (propagation) delay of the links traversed by this tunnel.

To measure congestion, we evaluate the maximum load on any underlay link in excess
of its capacity. The result in Fig. 4.8(a) shows that “Agnostic” incurs the most congestion
due to ignoring link sharing among the tunnels, followed by “LCC” that only considers
a subset of the capacity constraints corresponding to the bottlenecks shared by tunnels
with the same destination. Due to their better accuracy in approximating the feasible
region (Fig. 4.7), our solutions can substantially outperform the state of the art (“LCC”),
particularly with the knowledge of symmetric tree-based routing in the underlay (“T-
COIN”). Among the underlay topologies, we observe more improvement for the topologies
(AttMpls, Abovenet, BellCanada) supporting rich overlay routing choices; in contrast, the
topology GtsCe yields less improvement as all the overlay nodes in this topology reside at
degree-1 nodes and hence their incident links become the common bottleneck under all
the overlay routing solutions. These observations also apply to the sum of excess loads.

To measure routing cost, we simulate overlay routing for 20,000 milliseconds and mea-
sure the average end-to-end delay over all the received packets. We then normalize the aver-
age delay to enable comparison across topologies. Given the average delay ϕ̄ obtained from
simulation, we evaluate the relative delay (ϕ̄− ϕ̄0)/ϕ̄0, where ϕ̄0 is the average delay under
the optimal routing solution based on perfect knowledge about the underlay. The result in
Fig. 4.8(b) confirms that (i) underlay-aware overlay routing (our solutions and “LCC”) can
notably outperform underlay-agnostic overlay routing (“Agnostic”), and (ii) by inferring
the key information to characterize the feasible region, our solutions, especially T-COIN,
can substantially improve the performance compared to the state of the art (“LCC”).

4.6 Conclusion
We studied the problem of overlay routing over an uncooperative underlay with unknown
topology and link capacities. We identified the minimum information needed to achieve
congestion-free overlay routing, and then developed polynomial-complexity algorithms to
infer this information with guaranteed accuracy. Our NS3 simulations based on realistic
settings demonstrated the superior performance of our algorithms in characterizing the
feasible region and improving the performance of overlay routing. Our solution paves
the way for overlay-based communication optimization without cooperation from the
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Figure 4.8. Performance of overlay routing.

underlying network infrastructure.

4.7 Appendix

4.7.1 Supporting Proofs

Proof of Lemma 4.3.1. This is a direct consequence of the property that different cate-
gories are disjoint, as implied by Definition 4.3.1.

Proof of Lemma 4.3.2. By Assumption 2, wF (E ′) = 0 implies that ΓF (E ′) = ∅. This
means that either (i) no link is traversed by all the tunnels in F , or (ii) every link
traversed by F is also traversed by at least another tunnel in E ′\F . In case (i), categories
ΓF (E ′ ∪ {e}) and ΓF∪{e}(E ′ ∪ {e}) must both be empty, as any link in either of these
categories must be traversed by all the tunnels in F . The same conclusion holds in case (ii),
as any link in either ΓF (E ′∪{e}) or ΓF∪{e}(E ′∪{e}) must be traversed by all the tunnels
in F but none of the tunnels in E ′ \ F . Thus, wF (E ′ ∪ {e}) = wF∪{e}(E ′ ∪ {e}) = 0.

Proof of Lemma 4.3.3. First, by the same argument as in the proof of Lemma 4.3.2,
any e ̸∈ ΓF (E ′) must not be in either ΓF (E ′ ∪ {e}) or ΓF∪{e}(E ′ ∪ {e}). Moreover,
by the definition of category, any e ∈ ΓF (E ′) must be in ΓF (E ′ ∪ {e}) if e is not
traversed by tunnel e and in ΓF∪{e}(E ′ ∪ {e}) if it is traversed by tunnel e. Thus,
ΓF (E ′) = ΓF (E ′ ∪ {e}) ∪ ΓF∪{e}(E ′ ∪ {e}), which implies the conclusion.

Proof of Lemma 4.3.4. We prove by contradiction. Suppose that we have wF (E ′) > 0
and Et := E ′ ∪ {e1, · · · , et} where E ′ ∩ {e1, · · · , et} = ∅. We will iteratively add
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ei, i = 1, · · · , t into E ′. In the first iteration, according to Lemma 4.3.3, we have
wF (E ′) = wF (E1) + wF∪{e1}(E1) where E1 := E ′ ∪ {e1}. Then, at least one of wF (E1)
and wF∪{e1}(E1) has non-zero value. In other words, there exists F ′ ⊆ supp (w(E1)) such
that F ⊆ F ′. Similarly, in adding e2 to have E2 := E1 ∪ {e2}, at least one of wF (E2),
wF∪{e2}(E2), wF∪{e1}(E2) and wF∪{e1,e2}(E2) must have non-zero values by applying
Lemma 4.3.3 to wF (E1) and wF∪{e1}(E1). By repeatedly applying Lemma 4.3.3 when
adding ej to Ej−1, j = 2, · · · , t, there always exists F ′ ⊆ supp (w(Ej)) such that F ⊆ F ′,
which introduces contradiction and completes the proof.

Proof of Lemma 4.3.5. Suppose that contrary to the lemma, there exists F0 ⊆ E0 and
F1 ⊆ E1 such that wF1(E1) = 0 but wF0∪F1(E0 ∪E1) > 0. Then there must exist at least
one underlay link e with non-zero metric that is traversed by all the tunnels in F1 but
none of the tunnels in E1 \F1, because E0∩E1 = ∅. However, by Definition 4.3.1, e must
belong to ΓF1(E1), and thus wF1(E1) > 0, contradicting with the assumption. Similar
contradiction can be derived if wF0(E0) = 0 but wF0∪F1(E0 ∪ E1) > 0.

Proof of Theorem 4.3.2. We first notice that Et =
(
Et \ E(s)

)⋃ (
Et ∩ E(s)

)
, where(

Et \ E(s)
)⋂ (

Et ∩ E(s)
)

= ∅. Similarly, we have the following decomposition F ′ =(
F ′ \ E(s)

)⋃ (
F ′ ∩ E(s)

)
. According to Lemma 4.3.4, we must have wF ′∩E(s)(Et∩E(s)) =

0 if there is no F ′′ ⊆ supp
(
w(E(s))

)
such that

(
F ′ ∩ E(s)

)
⊆ F ′′. Consequently, accord-

ing to Lemma 4.3.5, we must have wF ′(Et) = 0 by setting E0 and E1 to Et \ E(s) and
Et ∩ E(s) respectively, which completes the proof.

Proof of Lemma 4.3.6. We prove (4.18) by performing induction on |E| and leveraging
the relationships derived in Algorithm 9. First, for |E| = 2 (denoted by E = {e1, e2}),
it is easy to see that w{ei}(E) = ρE − ρE\{ei} (i = 1, 2) and wE(E) = ρe1 + ρe2 − ρE,
satisfying (4.18). Now consider |E| > 2 and suppose that (4.18) is satisfied by wF (E ′)
for any |E ′| ≤ |E| − 1. Let E ′ := E \ {e} for any e ∈ E. By line 4,

w{e}(E) = ρE − ρE′ = (−1)ρE\{e} + (−1)2ρ(E\{e})∪{e}, (4.32)

satisfying (4.18). Now consider F ⊆ E ′ with F ̸= ∅. Suppose that wF ′∪{e}(E) satisfies
(4.18) for any |F ′| < |F |. By line 6,

wF∪{e}(E) = ρ(E′\F )∪{e} − ρE′\F − ρE + ρE′

−
∑

F ′⊂F,F ′ ̸=∅

∑
F ′′⊆F ′∪{e}

(−1)|F ′′|+1ρ(E′\F ′)∪F ′′ . (4.33)

138



The last term in (4.33) can be decomposed into the summation of the following two terms

∑
F ′⊂F,F ′ ̸=∅

∑
F ′′⊆F ′

(−1)|F ′′|+1ρ(E′\F )∪((F\F ′)∪F ′′), (4.34)

∑
F ′⊂F,F ′ ̸=∅

∑
F ′′⊆F ′

(−1)|F ′′|ρ(E′\F )∪((F\F ′)∪F ′′∪{e}). (4.35)

With F0 := (F \ F ′) ∪ F ′′, we can rewrite (4.34) as

∑
F0⊂F,F0 ̸=∅

ρ(E′\F )∪F0

∑
F ′′⊂F0

(−1)|F ′′|+1

+ ρ(E′\F )∪F
∑

F ′′⊂F,F ′′ ̸=∅
(−1)|F ′′|+1

=
∑

F ′⊆F,F ′ ̸=∅
(−1)|F ′|ρ(E′\F )∪F ′ + ρE′ , (4.36)

where we have plugged in ∑
F ′′⊂F0(−1)|F ′′|+1 = ∑|F0|−1

i=0

(
|F0|
i

)
(−1)i+1 = (−1)|F0| and∑

F ′′⊂F,F ′′ ̸=∅(−1)|F ′′|+1 = ∑|F |−1
i=1

(
|F |
i

)
(−1)i+1 = (−1)|F | + 1. Similarly, we can rewrite

(4.35) as

∑
F0⊂F,F0 ̸=∅

ρ(E′\F )∪F0∪{e}
∑

F ′′⊂F0

(−1)|F ′′|

+ ρ(E′\F )∪F∪{e}
∑

F ′′⊂F,F ′′ ̸=∅
(−1)|F ′′|

=
∑

F ′⊆F,F ′ ̸=∅
(−1)|F ′|+1ρ(E′\F )∪F ′∪{e} − ρE. (4.37)

Plugging (4.36) and (4.37) into (4.33) yields

wF∪{e}(E) = ρ(E′\F )∪{e} − ρE′\F − ρE + ρE′

+
∑

F ′⊆F,F ′ ̸=∅
(−1)|F ′|+1ρ(E′\F )∪F ′ − ρE′

+
∑

F ′⊆F,F ′ ̸=∅
(−1)|F ′∪{e}|+1ρ(E′\F )∪F ′∪{e} + ρE

=
∑
F ′⊆F

(−1)|F ′|+1ρ(E′\F )∪F ′

+
∑
F ′⊆F

(−1)|F ′∪{e}|+1ρ(E′\F )∪(F ′∪{e}), (4.38)

which satisfies (4.18). Finally, by plugging in the expression for wF (E ′) (from the
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induction assumption) and the expression (4.38) for wF∪{e}(E) into the formula in line 7,
we have

wF (E) = wF (E ′)− wF∪{e}(E)

=
∑
F ′⊆F

(−1)|F ′|+1ρ(E′\F )∪F ′ −
∑
F ′⊆F

(−1)|F ′|+1ρ(E′\F )∪F ′ −
∑
F ′⊆F

(−1)|F ′|ρ(E′\F )∪F ′∪{e}

=
∑
F ′⊆F

(−1)|F ′|+1ρ(E\F )∪F ′ (4.39)

for any F ⊆ E ′ and F ≠ ∅, which also satisfies (4.18). Together, (4.32), (4.38), and
(4.39) complete the induction.

Proof of Lemma 4.3.7. By Taylor expansion of − logSF at sF , we have

ρ̂F = − log sF −
SF − sF
sF

+ (SF − sF )2

2s2
F

+O((SF − sF )3).

By ignoring the high-order terms O((SF − sF )3), we have

E[ρ̂F ] ≈ − log sF −
E[SF ]− sF

sF
+ var[SF ]

2s2
F

= ρF + 1− sF
2sFT

,

where we have plugged in ρF = − log sF , E[SF ] = sF , and var[SF ] = sF (1 − sF )/T .
Similarly, we have

var[ρ̂F ] ≈ E
[(
− SF − sF

sF
+ (SF − sF )2

2s2
F

− 1− sF
2sFT

)2
]

≈ var[SF ]
s2
F

+ (1− sF )2

4s2
FT

2 − (1− sF )var[SF ]
2s3

FT
(4.40)

= 1− sF
sFT

+O( 1
T 2 ),

where we have ignored terms of the order O(E[(SF − sF )i]) with i > 2 in (4.40).

Proof of Theorem 4.3.3. By the independent Gaussian assumption for {ρ̂F −ρF}F⊆E,F ̸=∅

and (4.18), ŵF (E)− wF (E) has a Gaussian distribution with mean

∑
F ′:E\F⊆F ′

(−1)|F ′|−|E\F |+1(E[ρ̂F ′ ]− ρF ′)

=
∑

F ′:E\F⊆F ′

(−1)|F ′|−|E\F |+1 (1− sF ′)
2sF ′T

=: δ̃F (E)
T

, (4.41)
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and variance

∑
F ′:E\F⊆F ′

((−1)|F ′|−|E\F |+1)2var[ρ̂F ′ ]

=
∑

F ′:E\F⊆F ′

1− sF ′

sF ′T
=: δF (E)2

T
. (4.42)

Thus, if wF (E) = 0, we have

Pr{ŵF (E) > η} = Pr{ŵF (E)− wF (E) > η}

= 1− Φ
η − δ̃F (E)/T√

δF (E)2/T

 , (4.43)

which proves (4.22). Moreover, as 1− Φ(x) ≈ e−x2/2/(x
√

2π) for x≫ 1, for T ≫ 1, we
have

(4.43)≈ 1− Φ
(
η
√
T

δF (E)

)
≈ δF (E)
η
√

2πT
exp

(
− η2

2δF (E)2T

)
, (4.44)

which proves (4.23). Similarly, if wF (E) > η, we have

Pr{ŵF (E) ≤ η} = Pr{ŵF (E)− wF (E) ≤ η − wF (E)}

= Φ
η − wF (E)− δ̃F (E)/T√

δF (E)2/T


≈ Φ

(
(η − wF (E))

√
T

δF (E)

)
. (4.45)

Moreover, as Φ(x) = 1− Φ(−x) ≈ −e−x2/2/(x
√

2π) for x≪ 0, we have (for T ≫ 1)

(4.45) ≈ δF (E)
(wF (E)− η)

√
2πT

exp
(
−(η − wF (E))2

2δF (E)2 T

)
, (4.46)

which proves (4.25).

Proof of Theorem 4.3.4. It suffices to show that Algorithm 11 correctly detects all the
nonempty categories on a given tunnel (s, t).

First, we argue that lines 4–12 correctly locate all the branching/joining points
between (s, t) and the other tunnels. This is easy to see for the tunnels sharing the
starting point (lines 4–5) or the ending point with (s, t) (lines 6–7). Any other tunnel
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Figure 4.9. Cases for two tunnels without common endpoints.

(i, j) may or may not intersect with (s, t). Under the assumption (i) in the theorem, if
they intersect, then the branching/joining points of their intersection must coincide with
the branching points of some 1-by-2 components formed by {s, t, i, j}. As illustrated in
Fig. 4.9 (a.1), if ℓstj > ℓsj − ℓ

j
si, then there must be a joining point at distance ℓsj − ℓ

j
si and

a branching point at distance ℓstj from s on path p
s,t

, as recorded in line 10. If, instead,
ℓitj > ℓit− ℓtsi, then as illustrated in Fig. 4.9 (a.2), there will be a joining point at distance
ℓst − ℓtsi and a branching point at distance ℓst − (ℓit − ℓitj) from s on path p

s,t
, as recorded

in line 12. By symmetry of the tunnels (line 2), any intersection between (s, t) and (i, j)
that satisfies ℓtsi > ℓti − ℓitj or ℓjsi > ℓjs − ℓstj will also be detected when considering tunnels
(t, s) in line 3 and (j, i) in line 8. If none of the above detects any intersection between
tunnels (s, t) and (i, j), i.e., ℓstj ≤ ℓsj − ℓ

j
si, ℓitj ≤ ℓit − ℓtsi, ℓtsi ≤ ℓti − ℓitj, and ℓjsi ≤ ℓjs − ℓstj,

then tunnels (i, j) and (s, t) must not intersect as illustrated in Fig. 4.9 (b). This is
because: (i) the intersection cannot occur on the path segment s → bstj, as (i, j) must
be disjoint from (s, j) before bjsi, and bstj must be before bjsi (i.e., closer to s) due to
ℓstj ≤ ℓsj − ℓ

j
si, and similarly the intersection cannot occur on the path segments btsi → t,

i→ bitj , or bjsi → j; (ii) the intersection cannot occur between the path segments bstj → btsi

and bitj → bjsi either, as otherwise the resulting branching/joining points will not coincide
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with the branching point of any 1-by-2 component formed by {s, t, i, j} as illustrated in
Fig. 4.4, violating assumption (i).

Next, since all the links between consecutive branching/joining points belong to the
same category, Algorithm 11 will discover all the categories appearing on (s, t) by going
through these points from s to t, while updating the set F to track the set of tunnels
traversing the links (if any) between the last and the current branching/joining points
(lines 13–21).

Finally, as the distance between consecutive branching/joining points equals the sum
metric of the involved links and every link metric > η, the condition in line 22 will be
satisfied for every nonempty category on (s, t). This completes the proof.

Proof of Theorem 4.3.5. We first prove the approximation ratio for a discretized version
of (4.28). Suppose that we can only assign flow in integer multiples of a constant δ > 0.
This discretization converts (4.28) to a set function maximization problem as follows:

max
(Xe)e∈F

δ
∑
e∈F
|Xe| (4.47a)

s.t. δ
∑

e∈F∩F ′
|Xe| ≤ CF ′ , ∀F ′ ⊆ E,ΓF ′ ̸= ∅, F ′ ∩ F ̸= ∅, (4.47b)

where Xe denotes the set of δ-flows assigned to tunnel e. In this conversion, we have
used the simplification to (4.28) that restricts the nonzero variables to (fe)e∈F (as fe for
e ∈ E \ F does not contribute to the objective function), and ignores the constraints
corresponding to F ′ with F ′ ∩ F = ∅ (as ∑e′∈F ′ fe′ ≡ 0 when fe ≡ 0 for all e ∈ E \ F ).
According to the definitions in [143], the objective function (4.47a) is a modular function,
as each item (i.e., a δ-flow) contributes a fixed value to the objective function regardless
of the selection of other items. Moreover, the constraints (4.47b) form a qF -system for
qF defined in (4.29), as to add an item into Xe for some e ∈ F , we need to remove at
most qF existing items, each representing a δ-flow on some tunnel e′ for e′ ∈ F ′ to avoid
violating the constraint (4.47b) associated with F ′. For maximizing a modular function
subject to a qF -system constraint, the greedy algorithm that incrementally adds one
item at a time to maximize the increase in the objective function within the constraint is
guaranteed to achieve a 1/qF -approximation [143].

We then argue that Algorithm 12 essentially implements the greedy algorithm. In
our problem, all feasible δ-flows yield the same increase in the objective function (4.47a),
and thus it suffices for the greedy algorithm to go through e ∈ F sequentially, assigning
as many δ-flows to a tunnel as possible before moving to the next tunnel. Letting δ → 0
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will reduce this sequential version of the greedy algorithm to lines 2–4 in Algorithm 12.
The 1/qF -approximation remains valid as it does not depend on the value of δ.

Proof of Corollary 4.3.5.1. First, as the subroutine only underestimates the residual
capacities, we have C̃F ≥ ĈF as argued before Theorem 4.3.5. Let Ĉ ′

F denote the
estimate by an ideal version of Algorithm 12, where the estimation of residual capacity in
lines 2 and 4 is accurate. Then under the condition in Corollary 4.3.5.1, the actual estimate
by Algorithm 12 satisfies ĈF ≥ Ĉ ′

F/q. Meanwhile, by Theorem 4.3.5, Ĉ ′
F ≥ C̃F/qF . Thus,

ĈF ≥ C̃F/(q · qF ), completing the proof.

Proof of Theorem 4.4.1. Under the conditions of the theorem, congestion can only occur
if there exists a nonempty category that is missed by nonempty category detection. We
can bound the probability of this event by

Pr{∃F ∈ F∗, ŵF ≤ η} ≤
∑
F∈F∗

Pr{ŵF ≤ η} (4.48)

≤ |F∗|Pr{ŵF ∗ ≤ η} (4.49)

= |F∗|Φ
(

(η − wF ∗)
√
T − δ̃F ∗/

√
T

δF ∗

)
(4.50)

≈ |F∗|δF ∗

(wF ∗ − η)
√

2πT
exp

(
−(wF ∗ − η)2

2δ2
F ∗

T

)
, (4.51)

where (4.48) is by union bound, and (4.50)–(4.51) are by Theorem 4.3.3.

4.7.2 Supplementary Details

In this section, we will present the implementation details on estimating ρF as in (4.17).
In the sequel, we denote the T end-to-end delay measurements on tunnel e ∈ E as
{ϕte1}

T
t=1.

The first issue is to determine whether a packet has experienced links with “bad
status”. We consider a packet as in “good status” on a tunnel if its end-to-end delay is
below the mean of the 100 smallest delays on this tunnel plus 0.5 ms. Based on this
detection criteria, the end-to-end delay measurements {ϕte1}

T
t=1 can be detected to be a

binary sequence {qte}Tt=1, where qte = 0 if the t-th measurement is detected to experience
links with “bad status” and qte1 = 1 otherwise.
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With {qte}Tt=1, ρF for Alg. 11 (T-COIN) can be calculated as

ρ̂F = − log
(∑T

t=1 q
t
e1q

t
e2

T

)
, (4.52)

since 1-by-2 structure contains only two tunnels sharing the same source.
For COIN and R-COIN, another issue is to calibrate measurements for tunnels in

F with various sources so that the measurements can mimic the multicast probing. To
begin with, we present the adopted heuristic for calibrating two tunnels. Suppose that we
have {ϕte1}

T
t=1 and {qte1}

T
t=1 for e1 = (u1, v1). Similarly, we have measurements {ϕte2}

T
t=1

and the associated {qte2}
T
t=1 for tunnel e2 = (u2, v2). To calculate ρ̂F as in (4.17) through

mimicking multicast probes [113–115], we need to find an offset κe1,e2 so that the i-th
probe on e1 and the (i + κe1,e2)-th probe on e2 traverse the shared links (if any) at
approximately the same time. To this end, we maximize the correlation between {qte1}

T
t=1

and {qte2}
T
t=1 by solving

κ∗ = arg max
1−T≤κ≤T−1

1
min(T, T − κ)−max(1, 1− κ) + 1

min(T,T−κ)∑
i=max(1,1−κ)

qie1q
i+κ
e2 . (4.53)

We then identify the i-th packet on e1 and the (i+ κ∗)-th packet on e2 as a mimicked
multicast.

Then, we will use an example to show that the method above is only applicable to the
case with two tunnels. As shown in Fig. 4.10, suppose that we have three tunnels, which
are e1 : u1 → u2 → u3 → u4, e2 : u1 → u2 → u5 → u6 and e3 : u7 → u2 → u5 → u3 → u4.
We can observe that (i) each pair of tunnels have a shared link, and (ii) κe1,e2 , κe1,e3 and
κe2,e3 may not be the same. In other words, there may not exist a common κ for more
than two tunnels.

Next, we will present the employed heuristic to obtain ρ̂F based on the obtained
κe,e′ ,∀e, e′ ∈ E if |F | ≥ 3. Denote nb(F ) as the number of events that SF = 1 transits to
SF = 0 out of T measurements on tunnels in F , we approximate ρF as ρ̂F = nb(F )

T
. The

challenge is to find nb(F ), which requires one and only one count of each event without
repeating. In other words, a status transition event on link e will be counted only once
even if it may be observed on all tunnels traversing e.

Formally, qte is detected to experience a status transition event on tunnel e if ϕt−1
e < ϕte

and qte = 0. Then, two probes qt0e0 and qt1e1 are identified to experience the same status
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Implementation Details
• Calibration among more than 2 tunnels

• Simplistic assumption: at any time, at most one link transits into queueing status
• For each tunnel, we record the time a “burst” happens, i.e., transition to queueing
• Suppose
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Figure 4.10. Cases for three tunnels with each pair having shared links.

transition event if there exists an ϵ ∈ [−ηρ, ηρ] such that t0 = t1 + κe0,e1 + ϵ, where ηρ is
a manually defined tolerance range.

Although the method discussed above is enough for computing nb(F ), it is computa-
tionally inefficient if we need to compute from scratch for each F , especially when |F | is
large. Thanks to the iterative nature of the proposed category identification algorithm
(COIN and R-COIN), we have the following observations:

Lemma 4.7.1. We only need to compute ρ(Et−1\F )∪{e} and ρEt−1\F for all candidate
category F in COIN.

Proof. This can be proved by enumerating all the required ρF in Line 6 of Alg. 9.

Lemma 4.7.2. For any ρ(Et−1\F )∪{e} and ρEt−1\F required in iteration t, we must have
calculated ρEt−1\F in iteration t− 1, where Et = Et−1 ∪ {e}.

Proof. As can be seen in Line 6 of Alg. 9, for any Ft−1 ∈ supp (w(Et−1)), we must have
calculated ρ(Et−2\Ft−1)∪{e′} and ρEt−2\Ft−1 where Et−1 = Et−2 ∪ {e′}. By noticing that
ρ(Et−2\Ft−1)∪{e′} = ρEt−1\F , we complete the proof.

The observations above imply that ρ(Et−1\F )∪{e} can be calculated by counting the
incremental events based on nb(Et−1 \ F ). Based on these observations, we devised a
mechanism to recursively compute the required ρ· for COIN and R-COIN. As shown in
Alg. 13, the proposed mechanism is based on a multi-level hash table Π, as shown in
Fig. 4.11. Concretely, the keys of the first level table are categories F ⊆ E, while the
value, i.e., Π[F ], is the the second level hash table. In each second level hash table Π[F ],
the keys are the tunnels e ∈ F , while the value, i.e., Π[F ][e] is a set of time indices t
satisfying ϕt−1

e < ϕie and qte = 0.
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Implementation Details
• Calibration among more than 2 tunnels

• Simplistic assumption: at any time, at most one link transits into queueing status
• For each tunnel, we record the time a “burst” happens, i.e., transition to queueing
• Suppose
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{category F: table_of_events}

{tunnel e: table_of_occurance}

{occurance t: index}

Figure 4.11. Illustration of the hash table for ρ̂F
Algorithm 13: Recursively Update Hash Table Π

input : Π containing the entry Π(F ), tolerance ηρ
1 Initialize Π[F ∪ {e}] as Π(F ) and Π[F ∪ {e}][e] as ∅, where Π[F ∪ {e}][e] is the hash

value of e in Π[F ∪ {e}] ;
2 for t ∈ {t : ϕt−1

e < ϕie, q
t
e = 1} do

3 for e′ ∈ E do
4 if Π[F ] does not contain key e′ then
5 Continue ;
6 for ϵ ∈ [−ηρ, ηρ] do
7 if Π[F ][e′] has t− κe,e′ + ϵ as key then
8 Go to Line 2;
9 Add t to Π[F ∪ {e}][e] ;

10 return nb(F ∪ {e}) = ∑
e′∈Π[F∪{e}] |Π[F ∪ {e}][e′]|;

The basic idea of Alg. 13 for computing ρ(Et−1\F )∪{e} is to test for each event t ∈ {t :
ϕt−1
e < ϕie, q

t
e = 1} whether it is already contained in Π[(Et−1 \ F )] (Line 7). If not, add

the event into Π[(Et−1 \ F )][e] (Line 9). Now, we characterize the complexity of Alg. 13.

Lemma 4.7.3. The complexity of computing Π[F ∪ {e}] in Alg. 13 is O(Tηρ|V |2).

Proof. In the loop traversing Π[F ] (Line 3), we have at most 2ηρ hashing operations for
each e′ ∈ E. Thus, for each t ∈ {t : ϕt−1

e < ϕie, q
t
e = 1} in Line 2, we have at most 2ηρ|E|

hashing operations. Since we have O(T ) elements to loop in Line 2, the complexity for
computing Π[F ∪ {e}] is O(Tηρ|E|) = O(Tηρ|V |2)

Since COIN and R-COIN have O(|E|) iterations, in each of which we need to compute
ρ· for O(|E|) times. Thus, the total complexity in computing ρ· during COIN and
R-COIN is O(|E||E|Tηρ|V |2) = O(Tηρ|E||V |4), which is still polynomial in the network
size.
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Chapter 5 |
Optimized Cross-Path Attacks via
Adversarial Reconnaissance

5.1 Introduction
The trend of network softwarization and virtualization has fundamentally altered the
way we build network systems. While the logically centralized control plane provides
convenient ways to manage the network resources through various abstractions, such
abstractions also hide the complex interactions within the network, which can cause
unexpected security threats. In this work, we focus on a particular security threat due
to the sharing of links between high-security paths and low-security paths, which enables
a new type of denial-of-service (DoS) attacks called cross-path attacks.

Intuitively, cross-path attacks are indirect DoS attacks, where instead of directly
attacking the paths of interest (target paths), the attacker sends attack traffic on some
other paths (attack paths) sharing resources (e.g., link bandwidth) with the target paths,
so as to degrade the performance of the target paths by consuming the shared resources.
Such attacks are of interest when the target paths are difficult to attack directly, but share
network resources with some low-security paths that are more susceptible to attacks.

One scenario for cross-path attacks is in the context of a Software Defined Network
(SDN) [13], where the target paths are control-plane paths connecting switches to the
controller and the attack paths are data-plane paths originating from attacker-controlled
hosts that share links with some of the control-plane paths. Instead of directly triggering
a flood of control messages to attack the control-plane paths as in earlier attacks [144], a
cross-path attack only floods selected paths in the data plane, which makes it both stealth-
ier and more resilient to state-of-the-art control plane defenses such as FloodGuard [145],
FloodDefender [146], and SPHINX [147]. Another scenario for cross-path attacks is in
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the context of network slicing [148], which is a technology in 5G networks that allows
the network provider to set up multiple virtual networks over a shared infrastructure.
To improve resource utilization and support elasticity, different slices may share network
and computing resources [148]. Meanwhile, slices created for different applications can
follow different security standards [149,150], and some slices may even be managed by
less trusted third parties [151]. These practices create opportunities for an attacker to
attack paths in a high-security slice (target paths) by consuming resources shared with
some paths the attacker can access in a low-security slice (attack paths), while remaining
stealthy to intrusion detection systems in the high-security slice.

Despite the demonstration of feasibility in [13], there is little quantitative understand-
ing about cross-path attacks. In this work, we will address this gap by designing an
optimized attack strategy that can achieve the maximum impact with a constrained
total attack rate. At a high level, our strategy works by (i) inferring the locations
and parameters of network elements shared between the target paths and the attack
paths, and then (ii) optimally allocating the total attack rate over the attack paths to
maximize the performance degradation of the target paths. By analyzing the optimal
attack strategy, we not only quantify the maximum damage due to cross-path attacks as
a function of the attack rate, but also shed light on possible defenses.

5.1.1 Related Work

As a newly identified attack, cross-path attack has not been extensively studied previously.
Therefore, we will provide background by reviewing some relevant security problems and
solution techniques.

Security vulnerabilities in SDN: As the architectures and protocols of SDN
are designed to facilitate performance and programmability, there are many security
vulnerabilities, mainly due to the interdependency between the controller and the switches.
In particular, the switch→controller dependency that arises due to the need for the data
plane to obtain instructions from the control plane can create a communication bottleneck,
which has been exploited in active attacks [144], adversarial reconnaissance [152], and
joint reconnaissance and attack [13,153]. The cross-path attack in this context [13] is
a reconnaissance-based attack that exploits the switch→controller dependency to infer
which attacker-controlled data-plane paths share links with at least one control-plane
path, in order to identify the data-plane paths that can be used to launch a cross-path
attack on the control plane. The reconnaissance strategy in [13] only infers whether
there exists at least one shared link between a data-plane path and the targeted control-
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plane paths, and thus can only support a non-optimized cross-path attack. In contrast,
we will provide a way to design an optimized cross-path attack through fine-grained
reconnaissance based on network tomography.

Security vulnerabilities in network slicing: Network slicing introduces both
content-level threats such as unauthorized access, compromise of functions/devices, and
side-channels across slices [154, 155], and performance-level threats due to malicious
abuse of resource quotas [154, 156]. The cross-path attack in this context belongs to
performance-level threats. While cross-path attack under network slicing can be defended
by detecting the attack through the cooperation of its control plane [157] or completely
isolating different slices [158], both approaches have severe limitations: the former will fail
if the attack slice’s control plane is compromised, and the latter will cause poor resource
utilization. In this regard, our work helps to strike a balance between resource utilization
and security in network slicing by quantifying the maximum impact of cross-path attacks.

Network interdiction: Traditional network interdiction refers to a problem where
an interdictor tries to reduce the throughput of network users by removing selected links
under a budget constraint [159]. A variation of this problem, recently proposed in [160], is
conceptually similar to cross-path attack in that instead of removing links, the interdictor
tries to reduce the available capacities of links traversed by target paths by injecting flows
on selected paths. Despite the conceptual similarity, [160] addressed a fundamentally dif-
ferent problem of optimizing the (possibly multi-path) routing of injected traffic in a clair-
voyant setting where the network topology and the links traversed by each target path are
known to the interdictor, and the routing of injected traffic is controllable, which generally
requires the cooperation of the network. In contrast, cross-path attack is based on a much
weaker threat model where the attacker is an outsider of the network without internal sup-
port or information. Therefore, how to learn the internal information required for effective
attack design is a critical question in cross-path attack, which is the focus of this work.

Network tomography: The optimal design of cross-path attacks requires the at-
tacker to infer the network elements shared between two sets of paths from end-to-end
measurements, which is similar to the problem addressed by network topology tomogra-
phy/inference [112]. With few exceptions (e.g., [161, 162]), topology inference algorithms
generally require active probing on all the paths; see [123] and references therein. This
can be used to generate carefully crafted probes, such as “packet strings” [163] or “packet
sandwiches” [164], which produce correlated measurements that can reveal the existence
and parameters of the links shared by different paths. Our problem is different in that
the attacker can only probe a subset of paths (i.e., the attack paths) but wants to infer
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the elements they share with the other paths (i.e., the target paths).

5.1.2 Summary of Contributions

Our goal is to understand the strategy and impact of the optimal cross-path attack under
a constrained total rate, with the following contributions:

1) We develop novel inference algorithms that can consistently estimate the locations
and parameters of the links shared between attack paths and target paths via active
probing on the attack paths and passive monitoring on the target paths.

2) Under the assumption that each shared link can be modeled as an M/M/1, M/D/1,
or G/G/1 queue, we derive the optimal attack design that can maximally degrade the
performance of the target paths under a bounded total attack rate.

3) We evaluate the proposed algorithms by high-fidelity packet-level simulations under
various settings, which show that (i) our inference algorithms can estimate the (topological)
locations of shared links with good accuracy but not their detailed parameters, but (ii)
our attack strategy designed based on these estimates can still cause substantially more
performance degradation than some intuitive ways of launching cross-path attacks, which
signals the importance of considering such intelligent attack strategies in the design of
defenses.

Roadmap. We formulate our problem in Section 5.2, present the algorithms to infer
the locations and parameters of shared links in Section 5.3, and present the corresponding
attack design in Section 5.4. We then evaluate our solutions in Section 5.5 and conclude
the paper in Section 5.6. All the proofs are provided in Appendix 5.7.1.

5.2 Problem Formulation

5.2.1 Network and Threat Model

Consider two sets of paths in a network, referred to as the attack paths PA := {sAi →
tAi}NA

i=1 and the target paths PB := {sBi → tBi}NB
i=1, where s→ t denotes the routing path

from source s to destination t and NA/NB the number of paths in PA/PB. Suppose
that an attacker is interested in attacking the target paths in PB, but can only passively
monitor the end-to-end performance (e.g., delays) on these paths. Meanwhile, the attacker
can actively send packets on the attack paths in PA. We will focus on the important
special case of sAi ≡ sA (i = 1, . . . , NA), as it represents a most easily-deployable attack
with only one active malicious node (i.e., sA). Let TA := {tAi|i = 1, · · · , NA} denote
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the set of destinations of the attack paths. We note that the multi-source case, where
the attacker controls multiple active malicious nodes, is not a trivial extension of the
single-source case. We leave the study of the multi-source case to future work.

The two sets of paths may share some network elements. For clarity, we will model
all the shared elements as “shared links”, which can represent any shared resources (e.g.,
communication links, network functions, and other services). Here, “shared” means shared
by attack traffic and target traffic without isolation. While traffic isolation technologies
exist, applying them will lower resource utilization and hence the revenue of the network
provider [148,165]. In this regard, our work aims at quantifying the risk due to lack of
isolation to inform a proper tradeoff. We model such link sharing by a (logical) routing
topology G = (V,E), which is a graph formed by all the paths in PA ∪ PB. According
to [163,166], V is a set of vertices representing sources, destinations, and branching/join-
ing points between paths, and E is a set of edges representing the connections between the
vertices, where a sequence of consecutive links without branching/joining points is repre-
sented by a single edge. We assume that the attacker does not have access to the control
plane, i.e., he does not know the ground truth of G. Instead, the attacker can infer infor-
mation about G from end-to-end measurements on PA and PB. We will use “link” to refer
to a communication link in the underlying network and “edge” to refer to a point-to-point
connection in the routing topology. Similarly, we will use “node” to refer to a physical node
in the underlying network and “vertex” to refer to a logical node in the routing topology.
As commonly assumed in the literature [163,166], we assume that during the inference
and attack, there is a fixed and unique routing path from each node to every other node.

Remark: While there may be other paths carrying co-existing flows in the network,
it suffices to focus on the target and the attack paths for the purpose of modeling the
cross-path attack. The impact of co-existing flows will be captured as background traffic
on the links traversed by PA ∪ PB. Our threat model depicts a pure cross-path attack
where the attacker can only actively send packets on the attack paths and thus can
only attack the target paths through “cross-path” influence. In some scenarios such
as the cross-path attack between the data plane and the control plane in SDN [13], it
is possible for the attacker to generate packets on the target paths (e.g., by triggering
“packet-in” messages). However, to evade existing defenses against direct attacks, such
attacker-triggered traffic on the target paths must resemble the normal traffic on these
paths, which is usually insufficient to cause notable performance degradation. Intuitively,
the ability to passively monitor the performance of the target paths is the minimum
requirement for designing a nontrivial cross-path attack. We thus adopt this threat
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model to maximize the applicability of our result.
We assume the following capabilities of the attacker. First, the attacker can observe

packets on each target path sBi → tBi as soon as they are transmitted, even if sBi differs
from sA. For example, the attacker may intersect target traffic at locations (sBi)NB

i=1 (i.e.,
sBi denotes the starting point of intersection for a path of interest). Instead of directly
attacking target traffic at these points of intersection, the attacker only uses them to
passively monitor the target traffic to launch a stealthier attack. Second, the attacker
can measure the end-to-end one-way delays of packets on both the attack paths PA and
the target paths PB. Third, the attacker will not be exposed by sending traffic on the
attack paths. For example, the attacker may control many edge devices, which connect
to the same ingress point sA or egress point tAi (i.e., sA and tAi may each represent a
set of devices), and thus the attack flows can evade detection by the network operator
even if the aggregate flow rate is high.

5.2.2 Problem Statement

While the sharing of links makes the paths in PB vulnerable to cross-path attacks launched
from the paths in PA, the impact of such attacks greatly depends on the attack strategy.
To understand the maximum impact of cross-path attacks, we develop an intelligent
attack strategy by combining fine-grained adversarial reconnaissance with optimized
attack design, by solving the following problems:

1) Adversarial Reconnaissance. We investigate to what extent the attacker can learn
about the shared links based on active probing on PA and passive monitoring on PB.

2) Optimized Attack Design. Based on the inferred information, we investigate the
optimal allocation of attack traffic over the attack paths to maximize the performance
degradation (e.g., increase in average delay) inflicted on the target paths.

Remark: Our threat model requires the attacker to monitor end-to-end performance
on the target paths. While this is arguably the minimum information needed for any
nontrivial attack design, it does impose limitations on which paths can be set as the
target. For example, in the context of SDN [13], only the control-plane paths for switches
traversed by attacker-controlled data-plane paths can be the target paths. In the context
of network slicing, the target paths can be the backhaul paths to cells containing attacker-
controlled user equipments (UEs), which are likely to share the same paths with other
UEs in the same cell and can thus be used as their proxies in collecting measurements.
Instead of directly launching attacks from these attacker-controlled UEs, a cross-path
attack only uses them to passively collect measurements so as to launch an effective
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Figure 5.1. Cross-path attack in the context of network slicing.
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Figure 5.2. Cross-path attack in the context of SDN.

attack from elsewhere in the network, and is thus stealthier.

5.2.3 Illustrative Example

Example in network slicing: Consider the scenario in Fig. 5.1 (a), where the attacker
controls a malicious node sA that can send traffic on a set of paths sA → tAi (i = 1, 2, 3)
in slice A but wants to attack another path sB → tB in slice B. The attack paths share
the following network elements with the target path: sA → tA1 only shares the source-side
central unit (CU) and user plane function (UPF); sA → tA2 also shares backhaul links
between the cell sites and the destination-side CU and UPF; sA → tA3 further shares
midhaul links and the destination-side radio unit (RU) and distributed unit (DU). These
relationships can be modeled by the routing topology in Fig. 5.1 (b).

Example in SDN: Consider the scenario in Fig. 5.2 (a), where the attacker wants to
attack the control paths between the controller sB and the switches tBi (i = 1, . . . , 4) by
sending traffic on the data paths sA → tAi (i = 1, 2, 3). Assume shortest path routing
for both data and control paths (assuming that tB2 connects to the controller via tB1

and sA connects to tA3 via tB2). Each data path shares some links with the control
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paths: sA → tA1 shares a link with sB → tB2, sA → tA2 shares a link with sB → tB1 and
sB → tB2, and sA → tA3 shares a link with sB → tB2. Meanwhile, due to the separate
processing of data and control packets within a switch, the shared nodes (i.e., switches)
will not cause performance correlation between data and control paths and can thus be
ignored. These relationships can be modeled by the routing topology in Fig. 5.2 (b),
where we have inserted zero-delay edges (b1, tB1), (b2, tB2), and (b3, tB3) to make each
source/destination have degree one.

While it is relatively easy to identify which attack paths share at least one link with the
target paths (e.g., by measuring the target path delays with/without traffic on each attack
path as in [13]), different attack paths can influence the target paths to different extents.
Given the routing topology G, one can intuitively identify the most useful attack path, e.g.,
sA → tA3 in Fig. 5.1, but the attacker cannot directly observe such internal information.
Therefore, when the attacker has access to multiple attack paths but only resources to
generate a limited amount of traffic, it is unclear how he can attack most effectively.
Below, we will show that the attacker can actually infer sufficient information about the
routing topology to design the optimal attack that causes the maximum performance
degradation to the target paths, by only passively monitoring the target paths.

5.3 Adversarial Reconnaissance
We will show that under mild assumptions, the attacker can consistently infer both the
locations and the parameters of the links shared between the attack paths and the target
paths.

5.3.1 Preliminaries

The problem of inferring the relationship between paths from end-to-end measurements
belongs to a branch of network tomography focusing on topology inference, for which
many algorithms have been proposed (see Section 5.1.1). However, these algorithms
typically require active probing on all the paths and hence are not applicable to our
problem. Nevertheless, there are some results we can leverage, as summarized below.

The foundation of topology inference is using end-to-end measurements to infer the
“lengths” of links defined by certain additive performance metrics. As a concrete example,
we will adopt a canonical metric that can be inferred from delay measurements, but
our reconnaissance algorithm can work with any additive metric for which the so-called
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“category weight” (see Definition 5.3.1) can be inferred from end-to-end measurements.
The metric we adopt is called utilization-based metric [163,167], which is a classical

additive metric used in topology inference. Let γe denote the probability that a packet
traversing link e does not experience any queueing delay. The utilization-based metric
for link e is defined as ue := −logγe, which is additive across independent links. By
comparing the end-to-end delay of a packet with the minimum delay on the measured
path, we can infer whether the packet incurs any queueing delay and hence estimate
the utilization-based metric for the path. It was shown in [124] that with simultaneous
measurements from multiple paths (obtained via multicast or back-to-back unicast), we
can uniquely identify the utilization-based metric1 at a certain granularity as follows.

Definition 5.3.1. Given a set C of paths, we define the following:

1. the cast weight ϕC is the sum of metrics for all the links traversed by any of the
paths in C;

2. a category ΓC′
C

for C ′ ⊆ C and C ′ ̸= ∅ is the set of links traversed by every path in
C ′ but none of the paths in C \ C ′;

3. the category weight for a category ΓC′
C

, denoted by wC′
C

, is the sum of the metrics
for all the links in ΓC′

C
.

For example, consider the set of paths C := {sA → tA1, sA → tA2, sA → tA3, sB → tB}
in Fig. 5.1 (b). The cast weight ϕsA→tA1 , sA→tA2,sA→tA3 is the sum metric for all the blue
and green links. Category Γ sA→tA1,sA→tA2,sA→tA3

sA→tA1,sA→tA2,sA→tA3,sB→tB

only contains link (sA, b1), and
category Γ sA→tA1,sA→tA2,sA→tA3,sB→tB

sA→tA1,sA→tA2,sA→tA3,sB→tB

only contains link (b1, b2).
Let C := 2C \ {∅} denote all the nonempty subsets of C and UC′ (C ′ ∈ C) denote a

Bernoulli variable that equals 1 if and only if a multicast probe on C ′ does not incur any
queueing delay. Under the assumption that different links have independent queue states
as in [124,163,167] (which holds approximately under heavy independent cross-traffic),
we have

− log(Pr{UC′ =1}) = − log(
∏

e∈
⋃

p∈C′ p

γe) =
∑

e∈
⋃

p∈C′ p

ue =: ϕC′ . (5.1)

1The empirical evaluations in [124] were based on loss-based metric defined as u′
e := − log γ′

e, where
γ′

e denotes the no-loss probability at link e, but the theoretical result in Theorem III.1 in [124] held for
any additive metric for which the cast weights can be estimated from end-to-end measurements.
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This, together with Definition 5.3.1, implies the following relationship between the cast
weights and the category weights:

∑
C1∈C:C1∩C2 ̸=∅

wC1
C

= ϕC2 , ∀C2 ∈ C. (5.2)

Using (approximated) multicast on C, we can infer all the cast weights in (ϕC′)C′∈C,
which can then be used to uniquely identify the category weights as shown below.

Theorem 5.3.1 (Theorem III.1 in [124]). Given the cast weights (ϕC′)C′∈C, all the
category weights (wC′

C
)C′∈C are uniquely determined by (5.2).

Below, we will show how to use this existing result to detect the links shared between
the target paths and the attack paths.

5.3.2 Shared Weight Inference

Category weights provide valuable information about the relationship between paths.
Specifically, if wC′

C
> 0, then we know that ΓC′

C
̸= ∅, i.e., there is at least one link shared

by the paths in C ′ but not those in C \ C ′. Moreover, under the assumption that every
link has a non-zero metric (i.e., non-zero queueing probability), wC′

C
= 0 implies that

ΓC′
C

= ∅. However, applying this idea directly to the paths in PA ∪ PB will require active
probing on all the paths. Nevertheless, with active probing only on PA, we can still infer
the relationship between each target path p ∈ PB and all the attack paths in PA, which
turns out to be sufficient for the design of the optimal cross-path attack as explained
in Section 5.4. The idea is to mimic a multicast on PA ∪ {p} by monitoring path p

and sending a multicast probe (or back-to-back unicast probes) on PA when a packet
is transmitted on p. Because these packets are sent very close to each other, they will
observe similar queue states at shared links [163], thus mimicking a multicast on PA∪{p}.

Using such mimicked multicast, one may try to apply existing topology inference
algorithms. However, most of such algorithms are heuristics without guaranteed accuracy,
and the existing algorithms with performance guarantee all address scenarios different
from ours. For example, [163] requires all the paths to share a single source, [166,168]
require all the sources to share the same set of destinations, and [169] requires the ability
to probe the path between any pair of boundary vertices (in our case, these are the
endpoints of all the paths in PA ∪ {p}). These differences make the existing algorithms
inapplicable to our problem. Below, we will show an algorithm that can infer the shared
links between the attack paths in PA and a given target path p with guaranteed accuracy,
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which is then repeated for each p ∈ PB. To our knowledge, this is the first algorithm
that can infer the routing topology formed by a set of single-source paths and another
path with arbitrary source and destination by only measuring these paths.

5.3.2.1 Algorithm

Under the assumptions in Section 5.2.1, the paths in PA form a (logical) routing tree T
with the source sA as root and the destinations in TA as leaves. Since the attacker can
send active probes on PA, he can infer T using existing topology inference algorithms
such as Rooted Neighbor Joining (RNJ) [163]. Without loss of generality, we assume that
T is a binary tree, as non-binary trees can be represented as binary trees by inserting
zero-weight edges. Our focus is thus on inferring the relationship between T and a given
target path p := sB → tB. We model this relationship by a vector W := (We)e∈T , where
We denotes the sum metric of the links shared between edge e ∈ T and the target path
(We := 0 if they do not share any link). We will refer to We as the shared weight on e for
simplicity.

We define a few notations for the ease of presentation. Given a binary tree T , sT

denotes the root, bT denotes the first branching point from the root, δlT is the set of
leaves located in the left subtree of T , and δrT is the set of leaves in the right subtree of
T . If T only has one leaf t, then δlT = δrT = {t}. We denote the shared weight on a
subpath v1 → v2 in T by Wv1→v2 := ∑

e∈v1→v2 We.
The overall algorithm is given in Alg. 14, which prepares the routing tree T formed

by the attack paths and then invokes Alg. 15. Alg. 15 is a recursive algorithm. Given a
binary tree T ′ (initially T ′ = T ), each recursion estimates the shared weight on the stem
of T ′, i.e., edge (sT ′ , bT ′). To this end, the attacker mimics tri-cast by sending two back-
to-back probes from sA to two destinations τ1, τ2 from different subtrees of T ′ whenever
observing a packet on the target path sB → tB (lines 1–2). The measured delays are used
to estimate a subset of the category weights, stored in variables ρl, ρr, and ρs as in line 3.
If we measure the category weights by the utilization-based metric, then the category
weights can be inferred by first using the measured delays to estimate the no-queueing
probability on each subset of C := {sA → τ1, sA → τ2, sB → tB} and compute the cast
weights (ϕC′)C′⊆C , which are then plugged into (5.2) to solve for the category weights.
We can adopt other metrics by modifying the implementation of line 3, as long as the
corresponding category weights can be inferred from end-to-end measurements. The
shared weight on edge (sT ′ , bT ′) is estimated as ρs minus the shared weight on sA → sT ′ ,
which has been estimated in previous recursions (line 4). The recursion is then repeated
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for each subtree of T ′. The recursion stops when either (i) T ′ has no subtree (line 5),
or there is no overlap between the target path and either subtree (line 8).

Algorithm 14: Shared_Weight_Inference
input : sA, TA := {tAi}i=1,··· ,NA

, sB, tB
output : shared weight vector W

1 T ← ⋃
i=1,··· ,NA

(sA → tAi); // inferred by RNJ
2 W ← 0;
3 W ← Recursive_Inference(T , sA, TA, sB, tB,W );

Algorithm 15: Recursive_Inference
input : T ′, sA, TA, sB, tB, previously inferred W
output : updated shared weight vector W

1 randomly pick τ1 from δlT ′ and τ2 from δrT ′ ;
2 send probes on sA → τ1, sA → τ2 concurrently2 with packets monitored on

sB → tB;
3 use the measured delays to infer the category weights: ρl ← w sA→τ1,sB→tB

sA→τ1,sA→τ2,sB→tB

,
ρr ← w sA→τ2,sB→tB

sA→τ1,sA→τ2,sB→tB

, ρs ← w sA→τ1,sA→τ2,sB→tB
sA→τ1,sA→τ2,sB→tB

;
4 W(sT ′ ,bT ′ ) ← ρs −WsA→sT ′ ;
5 if δlT ′ = δrT ′ then
6 return;
7 if ρs ̸= 0 then
8 if ρl = ρr = 0 then
9 return;

10 if ρl > 0 then
11 T ′ ← ⋃

tAi∈δlT ′ (bT ′ → tAi);
12 W ← Recursive_Inference(T ′, sA, TA, sB, tB,W );
13 if ρr > 0 then
14 T ′ ← ⋃

tAi∈δrT ′ (bT ′ → tAi);
15 W ← Recursive_Inference(T ′, sA, TA, sB, tB,W );
16 else
17 T ′ ← ⋃

tAi∈δlT ′ (bT ′ → tAi);
18 W ← Recursive_Inference(T ′, sA, TA, sB, tB,W );
19 T ′ ← ⋃

tAi∈δrT ′ (bT ′ → tAi);
20 W ← Recursive_Inference(T ′, sA, TA, sB, tB,W );

2For simplicity, here we assume that the attacker can observe packets on the target path as soon as
they are transmitted, and sA, sB have similar distances to the shared links. This assumption will be
relaxed by aligning the measurements via correlation maximization as discussed in Appendix 5.7.2.1.
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Figure 5.3. Illustration for Alg. 15 (shared links are marked in green).

5.3.2.2 Illustrative Example

Fig. 5.3 illustrates the steps of Alg. 15. On the left is the ground truth topology containing
the attack paths from sA to destinations tA1, tA2, tA3 and a target path sB → tB, where
the shared links are marked in green. Alg. 15 infers the locations and weights of these
shared links in 4 steps. In each step, we mark the tree T ′ in red and label nodes sT ′

and bT ′ (if any). In step 1, we mimic tri-cast probes on sA → tA1, sA → tA2 (or tA3),
and sB → tB. The results should show that ρs = 0, indicating that sB → tB has no
overlap with sA → bT ′ . Then we search both subtrees. In the left subtree (step 2), we
mimic bi-cast on sA → tA1 and sB → tB to find out the shared weight between sB → tB

and sT ′ → tA1. In the right subtree (steps 3–4), we first mimic tri-cast on sA → tA2,
sA → tA3, and sB → tB to find out the shared weight on sT ′ → bT ′ (step 3), and then
since ρl > 0, we will search the left subtree (step 4) to obtain all the shared weights.

5.3.2.3 Correctness

Alg. 14 gives consistent estimates of the shared weights in the following sense.

Theorem 5.3.2. If all the shared links have non-zero metrics and the category weights
are accurately inferred in line 3 of Alg. 15, then Alg. 14 will accurately infer the shared
weight vector W .

As the number of probes increases, the estimated path-level statistics (i.e., no-queueing
probabilities) will converge to their true values, so will the estimated category weights
by Theorem 5.3.1. Thus, Alg. 14 provides consistent estimates of the shared weights.
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5.3.2.4 Complexity

Each recursion of Alg. 15 takes O(1) time (excluding probing time) as it only estimates
a constant number of cast/category weights. For the number of recursions, the worst
case is when all the non-zero shared weights are associated with the last edges to the
destinations in T , in which case Alg. 15 needs to perform a recursion for each edge. As a
tree with NA leaves (NA: #attack paths) and no degree-2 vertices (implied by RNJ [163])
has at most 2NA − 2 edges, the complexity of Alg. 15 is O(NA). The overall complexity
of Alg. 14 is O(N2

A logNA), dominated by the complexity of RNJ [163].

5.3.3 Parameter Inference

For simplicity, we will refer to the shared portion between each edge e ∈ T and the target
path as a shared link (although it can correspond to a sequence of links in the underlying
network). Although the shared weight vector W provides both the locations and the
metrics of the shared links, this information is not sufficient for optimal attack design.
Specifically, by Alg. 15, each We is inferred under a probing rate that is only twice of the
traffic rate on the target path, which is generally not enough to cause congestion. To
design an effective attack, the attacker needs to predict the impact of higher attack rates
on the shared links. Our idea for addressing this challenge is to model each shared link
(detected by We > 0) as a queue with unknown parameters, and conduct further probing
experiments with varying rates to infer these parameters.

Algorithm 16: Parameter_Inference
input : T , W , sA, TA, sB, tB
output : parameters ξ := (ξe)e∈T of shared links

1 ξ ← 0;
2 ξ ← Parameter_Update(T ,W , sA, TA, sB, tB, ξ);

5.3.3.1 Algorithm

Let ξe denote the unknown parameter (or parameter vector) of the shared link on edge
e ∈ T . We infer ξ := (ξe)e∈T through a recursive procedure similar to Alg. 14–15, as
shown in Alg. 16–17.

Specifically, given a binary tree T ′ (initially T ′ = T ), each recursion of Alg. 17
estimates the parameter of the shared link on the stem of T ′, if any. If the shared link
exists (i.e., W(sT ′ ,bT ′ ) > 0), then either the left or the right subtree does not share any
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Algorithm 17: Parameter_Update
input : T ′, W , sA, TA,sB,tB, previous ξ
output : updated ξ

1 if W(sT ′ ,bT ′ ) > 0 then
2 if δlT ′ ̸= δrT ′ then
3 randomly choose a destination τ∗ from the subtree of T ′ not sharing any link

with sB → tB;
4 else
5 set τ∗ to the only destination in T ′;
6 vary the probing rate on path sA → τ∗ among λ̄k (k = 1, . . . ,K) and measure the

corresponding average delay ψk of path sB → tB;

7 ξ(sT ′ ,bT ′ ) ← arg minξ(sT ′ ,bT ′ )

K∑
k=1

(
ψk −Dτ∗(ξ; λ̄k)

)2;

8 if δlT ′ = δrT ′ then
9 return

10 if τ∗ ∈ δlT ′ then
11 T ′ ←

⋃
τ∈δrT ′ (bT ′ → τ);

12 if τ∗ ∈ δrT ′ then
13 T ′ ←

⋃
τ∈δlT ′ (bT ′ → τ);

14 ξ ← Parameter_Update(T ′,W , sA, TA, sB, tB, ξ);
15 else
16 if δlT ′ = δrT ′ then
17 return
18 T ′ ←

⋃
τ∈δlT ′ (bT ′ → τ);

19 ξ ← Parameter_Update(T ′,W , sA, TA, sB, tB, ξ);
20 T ′ ←

⋃
τ∈δrT ′ (bT ′ → τ);

21 ξ ← Parameter_Update(T ′,W , sA, TA, sB, tB, ξ);

link with the target path as explained in the proof of Theorem 5.3.2 (e.g., if the stem
(bT ′ , blT ′) of the left subtree has W(bT ′ ,blT ′ ) = 0, then the left subtree contains no shared
link). Therefore, we can pick a destination τ ∗ from the subtree without any shared link
(line 3). We then conduct a number of probing experiments on sA → τ ∗ with varying
rates, while measuring the average delay of the target path (line 6). Under probing rate
λ̄k, the true average delay of sB → tB is given by

Dτ∗(ξ; λ̄k) := cτ∗ +
∑

e∈sA→τ∗:We>0
d(ξe; λ̄k), (5.3)

where cτ∗ denotes the average queueing and transmission delay on the links of sB → tB

that are not shared with sA → τ ∗ plus the propagation delay on sB → tB, and d(ξe; λ̄k)
denotes the average queueing and transmission delay of the shared link on edge e, which is
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a function of the link parameter ξe and the probing rate λ̄k. Using (5.3) and the measured
average delays, we can estimate the parameter for (sT ′ , bT ′) through least square fitting
(line 7). The process is then repeated for other edges of T ′ through recursions. Note
that the selection of τ ∗ and the top-down approach ensure that the parameters of other
shared links on sA → τ ∗ would have been estimated, leaving ξ(sT ′ ,bT ′ ) (and possibly cτ∗)
as the only unknown parameter to estimate in line 7.

5.3.3.2 Queueing Models

As concrete examples, we consider the following queueing models (λ̄ denotes probing
rate):
• M/M/1: If each shared link is modeled as an M/M/1 queue with residual capacity

re − λ̄, its average delay equals [170]

d(re; λ̄) = 1
re − λ̄

, (5.4)

where re is the residual capacity before probing, which is the unknown parameter to
infer.
• M/D/1: If each shared link is modeled as an M/D/1 queue, the average delay

depends on two unknown parameters [170]

d(λe, µe; λ̄) = 2µe − λe − λ̄
2µe(µe − λe − λ̄)

, (5.5)

where λe is the background arrival rate (excluding probing traffic) and µe is the service
rate.
• G/G/1: In general, we can model the shared link as a G/G/1 queue. By Kingman’s

formula [170], the average delay (including service time) can be approximated by

d(λe, µe, σae, σse; λ̄) ≈ 1
2µe

λe + λ̄

µe − λe − λ̄

(
σ2
ae(λe + λ̄)2 + σ2

seµ
2
e

)
+ 1
µe
, (5.6)

which requires four unknown parameters: the background arrival rate λe, the service
rate µe, the variance of the interarrival time σ2

ae, and the variance of the service time
σ2
se. Note that treating σ2

ae as a constant is an approximation as it generally depends
on the probing traffic.

Discussion: It is known that the delay in traversing an IP network can be modeled as
a deterministic propagation delay (incorporated into cτ∗) plus random delays to traverse
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a series of single-server FIFO queues [171]. The main restrictive assumptions here are
that the background traffic is Poisson (for M/M/1 and M/D/1), and packet sizes are
exponentially distributed (for M/M/1) or constant (for M/D/1). While these assumptions
are not satisfied exactly in practice, studies have shown that when multiplexing a large
number of independent flows as in the case of heavy background traffic, the packet arrivals
tend to a Poisson process, and the queue length distribution tends to that of a M/D/1
queue [172]. In our evaluations (see Section 5.5.2), we will stress-test our algorithms
derived from these queueing models in a realistic setting which does not follow these
models exactly.

5.3.3.3 Correctness

Alg. 16 provides consistent estimates of the parameters of the shared links in the following
sense.

Theorem 5.3.3. Given an accurate estimate of the shared weight vector W , if all the
shared links have non-zero metrics, and the estimated average delay ψk in line 6 of Alg. 17
is accurate and consistent with the model in (5.3), then Alg. 16 will accurately estimate
the parameters of all the shared links as long as (i) K > 2 under the M/M/1 or M/D/1
model, and (ii) K > 4 under the G/G/1 model.

5.3.3.4 Complexity

The number of recursions of Alg. 17 is O(NA) (NA: #attack paths) as T has O(NA) edges,
i.e., the parameter estimation (lines 2–7) is repeated for O(NA) times. For K = O(1),
solving the least square fitting problem (line 7) takes O(1) time as it fits an O(1)-variable
function at O(1) points. Thus, excluding the measurement time (which is independent
of NA), the complexity of Alg. 16 is O(NA).

5.4 Optimized Attack Design
Given the locations and parameters of the shared links, the attacker can use this infor-
mation to design optimized attacks. To quantify the potential impact of such attacks,
we investigate attack strategies that can cause the maximum performance degradation
on the target paths at a bounded cost.
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5.4.1 Attacker’s Optimization

As a concrete example, we consider the attacker’s objective as maximally increasing the
total average delay of the target paths. Our approach is extensible to other objectives,
as demonstrated in Section 5.4.3.

Specifically, let Wie denote the shared weight between target path sBi → tBi and
edge e ∈ T (recall T denotes the routing tree formed by attack paths) and ξie the
corresponding queueing parameter (if Wie > 0), both inferred as in Section 5.3. Let
hek ∈ {0, 1} indicate whether attack path sA → tAk traverses edge e, βi > 0 denote the
importance of target path sBi → tBi, and r̃e denote the minimum residual capacity of
links from sA to e (excluding e) before attack. Given a total attack rate λ, the attacker
wants to find the rate allocation λ̄ := (λ̄k)NA

k=1 that maximizes the weighted sum average
delay of all the target paths, i.e.,

max f(λ̄) :=
NB∑
i=1

βi
∑

e∈T :Wie>0
d(ξie;

NA∑
k=1

hekλ̄k) (5.7a)

s.t.
NA∑
k=1

λ̄k ≤ λ, (5.7b)

NA∑
k=1

hekλ̄k ≤ r̃e, ∀e ∈ T , (5.7c)

λ̄k ≥ 0, k = 1, . . . , NA, (5.7d)

where d(ξie; λ̄) represents the average queueing and transmission delay of the link shared
between edge e ∈ T and target path sBi → tBi.

Remark: First, (5.7a) excludes both the propagation delays and the queueing and
transmission delays at links on the target paths that are not shared with any attack
path, because these delays are not affected by the attack traffic and thus only contribute
a constant shift. Moreover, the attacker does not need to know the exact locations of
the shared links and their relationships. To explain this, let ei denote the link shared
between edge e ∈ T and path sBi → tBi. We observe that: (i) ei will experience the same
load ∑NA

k=1 hekλ̄k from attack traffic regardless of its exact location on e, and (ii) even
if ei and ej for i ̸= j have some overlap (i.e., sharing links in the underlying network),
the load imposed by sBj → tBj on ei is part of the background traffic that has been
incorporated into the parameter ξie and vice versa.
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5.4.2 Attack Design

We now derive explicit solutions to (5.7) under each of the queueing models considered
in Section 5.3.3.2. When the attacker can destabilize the queue at some shared link,
i.e., ∃i ∈ {1, . . . , NB} and e ∈ T with Wie > 0 such that ∑NA

k=1 hekλ̄k ≥ rie for some
λ̄ satisfying (5.7b)–(5.7d) (rie: residual capacity of the shared link ei excluding attack
traffic), then the attacker should simply allocate sufficient traffic to the attack paths
traversing e to congest the shared link ei and drive the average delay of path sBi → tBi

(and hence (5.7a)) to infinity. Thus, below we will focus on the nontrivial case when

max
s.t. (5.7b)–(5.7d)

NA∑
k=1

hekλ̄k < min
i∈{1,...,NB}:Wie>0

rie, ∀e ∈ T . (5.8)

We will show that in this case, the optimal attack strategy is similar under all the
considered queueing models.

5.4.2.1 Attack under M/M/1

When modeling each shared link as an M/M/1 queue, plugging (5.4) into (5.7a) yields

fM/M/1(λ̄) :=
NB∑
i=1

βi
∑

e∈T :Wie>0

1
rie −

∑NA
k=1 hekλ̄k

, (5.9)

which has the following property:

Lemma 5.4.1. Under (5.8), fM/M/1(λ̄) is convex in the feasible region of (5.7).

The convexity of the objective function implies the following property of the optimal
solution:

Theorem 5.4.1. Under (5.8), the solution λ̄∗ that maximizes fM/M/1(λ̄) s.t. (5.7b)–
(5.7d) must achieve “=” for NA of the constraints.

Corollary 5.4.1.1. Under λ ≤ mine∈T r̃e and (5.8), the solution λ̄∗ that maximizes
fM/M/1(λ̄) s.t. (5.7b)–(5.7d) must satisfy λ̄∗

k = λ for some k ∈ {1, . . . , NA} and λ̄∗
k′ = 0

for all k′ ∈ {1, . . . , NA} \ {k}.

For a resource-constrained attacker that faces the case in Corollary 5.4.1.1, our
analysis shows that the optimal attack strategy is to enumerate all the NA candidate
solutions, each allocating all the attack rate onto a single attack path, and pick the
solution maximizing fM/M/1(λ̄).
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5.4.2.2 Attack under M/D/1

When modeling each shared link as an M/D/1 queue, plugging (5.5) into (5.7a) yields

fM/D/1(λ̄):=
NB∑
i=1

βi
∑

e∈T :Wie>0

2µie − λie −
∑NA
k=1 hekλ̄k

2µie(µie − λie −
∑NA
k=1 hekλ̄k)

, (5.10)

where µie and λie are the service/arrival rate at the link shared between sBi → tBi and
e ∈ T before attack. This objective function has a property similar to fM/M/1:

Lemma 5.4.2. Under (5.8) (where rie := µie − λie), fM/D/1(λ̄) is convex in the feasible
region of (5.7).

The same argument as in the proofs of Theorem 5.4.1 and Corollary 5.4.1.1 leads to
a similar attack design under M/D/1:

Theorem 5.4.2. Under (5.8), the solution λ̄∗ that maximizes fM/D/1(λ̄) s.t. (5.7b)–
(5.7d) must achieve “=” for NA of the constraints. Furthermore, if λ ≤ mine∈T r̃e, then λ̄∗

must satisfy λ̄∗
k = λ for some k ∈ {1, . . . , NA} and λ̄∗

k′ = 0 for all k′ ∈ {1, . . . , NA} \ {k}.

5.4.2.3 Attack under G/G/1

When each shared link is modeled as a G/G/1 queue, plugging (5.6) into (5.7a) yields

fG/G/1(λ̄) :=
NB∑
i=1

βi
∑

e∈T :Wie>0

λie +∑NA
k=1 hekλ̄k

2µie(µie − λie −
∑NA
k=1 hekλ̄k)

·

σ2
aie

(
λie +

NA∑
k=1

hekλ̄k
)2

+ σ2
sieµ

2
ie

 ,
(5.11)

where we have omitted the average service time (i.e., transmission delay) 1/µie as it does
not depend on the attack traffic. This function is again convex as stated below:

Lemma 5.4.3. Under (5.8), fG/G/1(λ̄) is convex in the feasible region of (5.7).

By the same argument as in Theorem 5.4.1 and Corollary 5.4.1.1, Lemma 5.4.3 implies
the following attack design under G/G/1:

Theorem 5.4.3. Under (5.8), the solution λ̄∗ that maximizes fG/G/1(λ̄) s.t. (5.7b)–
(5.7d) must achieve “=” for NA of the constraints. Furthermore, if λ ≤ mine∈T r̃e, then λ̄∗

must satisfy λ̄∗
k = λ for some k ∈ {1, . . . , NA} and λ̄∗

k′ = 0 for all k′ ∈ {1, . . . , NA} \ {k}.
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Remark: The above analysis shows that the optimal strategy for a resource-constrained
attacker is to focus all the attack traffic on a single attack path, selected based on the lo-
cations and parameters of the shared links learned through the reconnaissance techniques
presented in Section 5.3.

5.4.3 Other Attack Objectives

If the total attack rate violates (5.8), i.e., the attacker can destabilize the queue for at
least one shared link, an objective that can differentiate the different ways of destabilizing
queues is needed. As a concrete example, if the attacker wants to cause the worst
congestion on any of the shared links, he can maximize the following objective function:

max
e∈T :∃Wie>0

NA∑
k=1

hekλ̄k − min
i∈{1,...,NB}:Wie>0

rie

 , (5.12)

subject to constraints (5.7b)–(5.7d), which will maximize the maximum excess load on a
shared link. Maximizing (5.12) s.t. (5.7b)–(5.7d) is a maximization of a piece-wise linear
convex function under linear constraints, for which the optimal solution must be achieved
at an extreme point of the feasible region [173]. In our context, this will be a vertex of the
polytope defined by (5.7b)–(5.7d), where “=” is achieved for NA of the constraints. In the
special case of λ ≤ mine∈T r̃e, (5.7c) is redundant, and thus the optimal attack must allo-
cate all the attack traffic onto a single path as in the case of optimizing the objective (5.7a).
Note that the new objective (5.12) is invariant to the queueing model. The above result
together with the results of Section 5.4.2 suggests the efficacy of the generic attack strategy
that focuses resources on an attack path selected based on the information learned through
reconnaissance. When the objectives in (5.7a) and (5.12) are both applicable, (5.7a) is
usually a more meaningful objective for the attacker as it represents the end-to-end perfor-
mance impact across all the target paths. Nevertheless, these are just concrete examples
of the attacker’s objectives to illustrate the impact of adversarial reconnaissance. What
objective is most suitable will depend on the application scenario and is left to future work.

5.5 Performance Evaluation
In this study, we evaluate the performance of our algorithms under two types of
networks using NS3 [174], a widely-used discrete-event network simulator. First, we
conduct simulations in the context of an IP-based backbone network (Section 5.5.1).
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Then, we validate our results by repeating the experiments in the context of a 5G
Integrated Access and Backhaul (IAB) network (Section 5.5.2), leveraging the 5G-LENA
module [175] for the radio access network (RAN).

5.5.1 NS3-based Simulation of Backbone Network

5.5.1.1 Simulation Setup

We simulate an IP-based backbone network based on GtsCe (GTS Central Europe)
from the Internet Topology Zoo [138], which is a network with 149 nodes and 193 links.
Following [176], we set the link capacities and delays using the dataset from [139], in
which all link capacities are treated as 1 Gbps. In Appendix 5.7.2.4, we additionally study
a case with higher link capacities, which yields similar results. We generate attack paths
by randomly picking a source sA and NA destinations {tAi}NA

i=1 from the network and
computing the shortest paths (in hop count). We generate target paths {sB → tBi}NB

i=1

similarly, while ensuring that each target path shares at least one link with the attack
paths. Here each node in GtsCe represents a point of presence (PoP) so that multiple
source/destination hosts can attach to the same node (through ‘other links’ outside the
simulated network). Fig. 5.4 shows an example topology formed by the generated paths.

To evaluate the robustness of our approach, we have examined its performance under
two types of background traffic. In the experiments presented here, we generate back-
ground traffic by a recently proposed methodology from [177], wherein the background
traffic rate for each link is periodically sampled from a log-normal distribution charac-
terized by parameters (µ, σ). In this study, we regenerate the rate every 0.5 ms and set
σ as 1. Following [178], each background packet has a size randomly selected from 50,
576 and 1460 bytes with probabilities 0.4, 0.2 and 0.4, respectively. The µ-parameter of
background traffic is designed to achieve a total utilization that is randomly distributed in
[10%, 50%] prior to attack. In Appendix 5.7.2.2, we provide additional simulation results
under background traffic generated according to ON-OFF processes as in Section 5.5.2.
Here, we set NA = NB = 10, while in Appendix 5.7.2.3, we additionally study the case
of NA = 20. All the additional studies yield qualitatively similar results.

We configure each link to have a FIFO queue with a large buffer to guarantee no
packet loss during the simulation. We set the rate on each target path to 50 Mbps with
a constant packet size of 1000 bytes. The packet size on each attack path is 50 bytes
for shared link detection and 1000 bytes for parameter inference and attack. We set the
importance of target paths to βi = 1 for i = 1, . . . , NB. All our results are based on 20

169



a) full topology b) routing tree

𝑆 𝑆 PoP 𝑡𝑡 other link
unused backbone link 
routed backbone link

1

23 4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23 24

2526

27

28

29

30

31 32

33

3435

3637

38

39

40

41

42

43 44

Figure 5.4. Sample topology in the simulation of backbone network (NA = NB = 10), with
shared links highlighted as thick lines.

Monte Carlo runs.
In shared weight inference (Alg. 14), we consider a packet as not incurring queueing

on a path if its end-to-end delay is smaller than the mean of the 10 smallest delays on
this path plus 0.1 ms. We detect a shared link exists between a target path sB → tBi and
an edge e ∈ T if the inferred value of Wie exceeds 0.005. To reduce correlation across
measurements, we maintain a spacing of at least 2 ms between consecutive measurements.
Since the distances from sA and sB to the shared links may be different, we find an offset
κ by correlation maximization to identify measurements forming a mimicked multicast,
as detailed in Appendix 5.7.2.1. In parameter inference, we vary the probing rate among
K = 20 values evenly distributed between 0 and 80% of the minimum residual capacity
at shared links, and solve the least square fitting problem (line 7 in Alg. 17) by the
trust-region-reflective least squares algorithm [179].

5.5.1.2 Results on Reconnaissance

Fig. 5.5 (a) shows the accuracy in detecting shared links, measured by the fraction of
errors in inferring whether Wie is non-zero for all i = 1, . . . , NB and e ∈ T . In addition,
we also evaluate the number of false alarms (detected shared links that do not exist) and
the number of misses (shared links that are not detected) averaged over all the target
paths. Each measurement here corresponds to a mimicked tri-cast. The results show
that our algorithms (Alg. 14–15) can detect the majority of the shared links with some
errors (around 20% error if we collect 5× 104 measurements for each tri-cast for both
calibration and detection). Among the errors, there are more false alarms than misses.
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Figure 5.5. Performance of reconnaissance in backbone network simulation (NA = NB = 10).
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Figure 5.6. Performance of attack design in backbone network simulation (NA = NB = 10).

Fig. 5.5 (b) shows the accuracy of inferring the parameters of the shared links, mea-
sured by the relative error ∥ξ̂−ξ∗∥1/∥ξ∗∥1 (ξ̂: estimate, ξ∗: ground truth). Although the
queues at the links do not exactly follow any of the assumed queueing models, we can still
compare the estimated parameters with the best-fitting parameters based on per-link mea-
surements. The results show that: (i) although the real queueing behavior does not exactly
fit any of the assumed queueing models, the inference results based on these models are rea-
sonable, (ii) while the link capacities (‘µ’) and the residual capacities (‘r’) can be inferred
with good accuracy (< 10% of error), there is notable error in estimating the background
traffic loads (‘λ’), and (iii) G/G/1-based estimation performs slightly worse due to the dif-
ficulty of jointly estimating more parameters. There are two other parameters (variance of
interarrival/service time) under G/G/1, for which the trend is similar. Although the infer-
ence process involves active probing, each probing experiment only lasts for a short period
(e.g., 0.8 seconds for 5000 measurements, each corresponding to a packet on a target path).

5.5.1.3 Results on Attack Design

Since the original design of cross-path attack [13] only ensures to use some attack paths
that share at least one link with the target paths, we compare the proposed attack design
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with the following intuitive rate allocation strategies over such attack paths3:

1. ‘Evenly’: A natural strategy is to evenly split the total attack rate λ among all the
attack paths that share at least one link with the target paths.

2. ‘Random’: Given that the optimal strategy is usually to focus on one path (see
Section 5.4.2), the attacker may also allocate all the rate to a randomly selected
attack path.

3. ‘Max share’: The attacker chooses the attack path traversing the maximum number
of shared tree links, i.e., t∗A = maxtAk∈TA

{∑e∈T hekI(
∑NB
i=1 Wi,e > 0)} (I(·): indicator

function).

The results presented in Fig. 5.6 show that despite containing notable error, the infor-
mation obtained by our reconnaissance algorithms is still useful for attack design. Here,
‘optimal’ denotes the optimal attack designed based on the true locations/parameters of
the shared links, and ‘MM1’/‘MD1’/‘GG1’ denotes the proposed attack design based on
the parameters inferred from 10,000 measurements under the model of M/M/1 or M/D/1
or G/G/1. Fig. 5.6 (a) shows the probability that the attack can congest (i.e., destabilize)
at least one shared link. The results show that: (i) the proposed reconnaissance-based
optimized attack design (‘MM1’, ‘MD1’, ‘GG1’) can achieve near-optimal impact despite
the notable estimation errors, (ii) the non-optimized attack strategies based on [13]
(‘random’, ‘even’) are much less effective, and (iii) knowing the locations of shared links
(‘max share’) helps but is not enough. A closer examination shows that the estimated
parameters can reveal which attack paths traverse the weakest shared link (the one with
the minimum residual capacity), even if the estimated parameters are inaccurate. In
Fig. 5.6 (b), we evaluate the impact of attacks on the delays of the target paths, computed
over 10,000 measurements. As the objective of delay maximization is only meaningful
at attack rates that are within the stability region, we combine multiple attack designs
as follows: when λ ≤ mine∈T r̃e which satisfies the condition of Corollary 5.4.1.1, the
attacker will send all the attack traffic on the attack path predicted to maximize the
delay increase over all the target paths; when λ > mine∈T r̃e, the attacker will maximize
the maximum excess load (5.12) as in Section 5.4.3. We observe that (i) the proposed
attack designs produce near-optimal delay increase regardless of the assumed queueing
model, and (ii) there is a wide variation among the impacts of different cross-path attacks,

3The set of attack paths sharing at least one link with the target paths can be inferred by a simple
reconnaissance method proposed in [13]. Here, we use the true set for a conservative comparison.
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Figure 5.7. Sample topology in the simulation of IAB network (NA = 19, NB = 10), with
shared links highlighted as thick lines.

where the carefully-designed attacks can generate a substantially higher performance
impact than the straightforward attacks. These observations signal the importance of
considering intelligent attack models in security analysis.

5.5.2 NS3-based Simulation of Integrated Access and Backhaul (IAB)
Network

5.5.2.1 Simulation Setup

To test the generalizability of our observations, we repeat our experiments in the scenario
of an IAB network with multiple slices. IAB network is a form of backhaul for 5G [180],
where base stations (BS) are implemented as IAB nodes, among which only a subset of
nodes (called IAB donors) are connected to the 5G core through fiber. An IAB node
has both a DU and a mobile termination function. Thus, it can function not only as a
traditional BS for UEs, but also as a relay for other IAB nodes through millimeter wave.
In the process of downlink transmission, parent IAB nodes relay traffic to their child
IAB nodes, and the process is reversed for uplink transmission. We simulate the IAB-UE
links by 5G-LENA [175], which is a pluggable module in NS3 for simulating 5G RAN,
and the rest of the links by point-to-point links4.

Following [180], we consider an IAB network with 19 BSs in a hexagonal topology
4Although the IAB-IAB links are supposed to be through millimeter wave [180], this feature is not

officially supported in NS3 to our knowledge, and hence we mimic them by point-to-point links with
lower capacities than the fiber links.
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Figure 5.8. Performance of reconnaissance in IAB network simulation (NA = 19, NB = 10).

with one IAB donor at the center as illustrated in Fig. 5.7 (a). The network is shared
by a slice A containing attack paths, a slice B containing target paths, and other slices
treated as background traffic. We focus on downlink communication, where packets
enter the IAB network through the IAB donor (node 2) and are then routed towards
their destination UEs along a routing tree rooted at the donor. The links in the routing
tree are highlighted as thick lines in Fig. 5.7 (a) and also depicted in Fig. 5.7 (b). We
assume that there is at least one UE in slice A in each cell, and the UEs in slice B are
randomly distributed among the cells. According to [180], we assign each slice a separate
Bandwidth Part (BWP) for the IAB-UE links. We set the numerology in 5G-LENA to 5.

Following [180,181], we set the capacity of IAB-IAB links to 2 Gbps, IAB-UE links
to 0.5 Gbps, and fiber links to 100 Gbps. We limit the total flow rate to each cell in
slice A to 1 Gbps. We set the flow rate for each UE in slice B to 0.1 Gbps to represent
emerging applications like panoramic video streaming [182, 183]. Following [140, 184],
we independently generate background traffic on each IAB-IAB link according to an
ON-OFF process. The duration of each ON period follows the Pareto distribution with
shape parameter set to 2.04 and scale parameter ζON set to the average length of 13
packets. The duration of each OFF period follows the same distribution with a different
scale parameter ζOFF, tuned to yield a link utilization randomly drawn from [15%, 35%].
To detect no queueing events for shared weight inference, we measure the delays during
light traffic and set a threshold based on the 3σ rule. The rest of the setup is the same
as that in Section 5.5.1. In the sequel, we will present our results in the case of NB = 10.
More results are given in Appendix 5.7.3.

5.5.2.2 Results on Reconnaissance

First, we evaluate the accuracy of shared link detection as in Fig. 5.5 (a). The error in
shared link detection is shown in Fig. 5.8 (a). The results show similar observations as
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Figure 5.9. Performance of attack design in IAB network simulation (NA = 19, NB = 10).

Fig. 5.5 (a): the proposed algorithms (Alg. 14–15) can detect the shared links with good
accuracy (< 5% error), and the errors are mostly due to false alarms.

In Fig. 5.8 (b), we evaluate the accuracy of parameter inference under each of the
queueing models as in Fig. 5.5 (b). Similar to Fig. 5.5 (b), we observe that (i) the
residual capacity (‘r’) and the capacity (‘µ’) can be estimated more accurately than the
load (‘λ’), and (ii) G/G/1-based estimation performs slightly worse. The main difference
from Fig. 5.5 (b) is that the errors become larger. This is because the delays in the IAB
network are affected by not only queueing in the backhaul but also MAC scheduling at
the IAB-UE links. We also notice that the proposed parameter estimation method can
help detect false alarms in shared link detection, as detailed in Appendix 5.7.4.

5.5.2.3 Results on Attack Design

We evaluate our attack design in comparison with the same benchmarks as in Sec-
tion 5.5.1.3. The results, presented in Fig. 5.9, show similar observations as Fig. 5.6: (i)
the attacks designed based on the results of our reconnaissance algorithms (‘MM1’, ‘MD1’,
‘GG1’) perform close to the optimal in terms of both the probability of congestion and
the delay increase, and (ii) the proposed optimized attacks generate a higher performance
impact than the straightforward attacks according to [13], especially under a limited
total attack rate. Compared to Fig. 5.6, the gap between the optimized attacks and the
baselines is smaller in Fig. 5.9. This is because on the average more links are shared
between the attack paths and the target paths in the IAB network due to the single
ingress point (the IAB donor), as shown in Fig. 5.7, making it easier to impact the target
paths by launching attack on randomly selected attack paths.
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5.6 Concluding Discussion
We studied a newly identified stealthy DoS attack called cross-path attack, with focus on
quantifying the maximum impact of such attacks through optimized attack design. To
this end, we developed a novel extension to network topology inference that allows the
attacker to consistently estimate the locations and parameters of the links shared between
the attack paths and the target paths by only passively monitoring the target paths, and
provided an efficient method to compute the optimal attack rate allocation based on the
estimated information. Our optimized attack achieved a much greater performance impact
than its non-optimized counterparts in high-fidelity simulations. Besides quantifying the
maximum impact of cross-path attacks, our work also sheds light on possible defenses.
The root cause of such attacks is the sharing of network resources across flows of different
levels of security. Although completely isolating flows (e.g., by assigning each flow a
fixed share of bandwidth) can prevent cross-path attacks, it also sacrifices the benefits of
resource sharing such as throughput elasticity and higher resource utilization. Meanwhile,
allowing unlimited resource sharing will make the network vulnerable to malicious abuses
of the shared resources as demonstrated in our work. Intuitively, an effective network
design should strike a balance between the benefit of elastic resource allocation and the
risk of abused elasticity. Determining the right balance will depend on a variety of factors,
such as the capacity of the resource, the criticality of the supported application, and
the perceived level of threat, which may vary over time. Due to the inherent ambiguity
between attack traffic maliciously consuming resources and normal bursty traffic genuinely
in need of more resources, the network will face an inevitable tradeoff between performance
and security, the detailed investigation of which is left to future work.

5.7 Appendices

5.7.1 Appendix A: Proofs of Theorems

Proof of Theorem 5.3.2. First, we prove that given accurate estimates of the category
weights, the shared weight on the stem of each tree considered by Alg. 15 will be accurately
inferred. Since sA → τ1 and sA → τ2 branches at bT ′ , ρs is the shared weight on sA → bT ′ .
Moreover, as Alg. 15 works in a top-down manner, the shared weights on edges above
sT ′ must have been inferred before considering T ′. Thus, ρs −WsA→sT ′ (line 4) must be
the true shared weight on edge (sT ′ , bT ′).
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Moreover, we prove that every edge with non-zero shared weight will be the stem of a
tree considered by Alg. 15. After inferring the shared weight on the stem of T ′, Alg. 15
will perform recursion for both subtrees of T ′ to consider the remaining edges except for
two cases. The first case is when δlT ′ = δrT ′ (line 5), in which case T ′ has no other edge.
The second case is when ρs ̸= 0 and ρl = 0 (or ρr = 0), in which case we can skip the left
(or right) subtree of T ′ as all its edges have zero shared weight. To see this, suppose that
ρs ≠ 0 and ρl = 0, but ∃ edge e in the left subtree of T ′ with We ̸= 0. Let e′ be the stem
of the left subtree. Suppose that sB → tB intersects with sA → bT ′ at node v1 (which
exists because ρs ̸= 0), and intersects with e at node v2 (which exists because We ̸= 0).
Then there exist two routing paths between v1 and v2, one follows T and traverses e′,
and the other follows sB → tB without traversing e′ (as ρl = 0), which contradicts with
the unique route assumption in Section 5.2.1. Similar argument holds for ρs ̸= 0 and
ρr = 0.

Proof of Theorem 5.3.3. First, we argue that all the shared inks will be considered in
parameter estimation. As the given weight vector W is accurate and all the shared
links have non-zero metrics, every edge e containing a shared link will have We > 0, and
thus will be considered in the parameter estimation when e is the stem of the tree T ′

under consideration. As the recursion examines the edges of T in a top-down manner, it
remains to show that when W(sT ′ ,bT ′ ) > 0, we can safely skip one of the subtrees of T ′

as long as δlT ′ ̸= δrT ′ (otherwise T ′ only has one edge, i.e., the stem). This is because
conditioned on W(sT ′ ,bT ′ ) > 0, sB → tB cannot intersect with both of the subtrees of T ′,
or there will be a contradiction with the unique route assumption in Section 5.2.1.

Next, we argue that the parameter for each shared link considered in lines 2–7 of
Alg. 17 will be estimated accurately. We start by considering the top-most shared link,
assumed to reside on an edge e ∈ T . Our selection of the probing destination τ ∗ ensures
that it is the only shared link between sB → tB and sA → τ ∗, for which the objective of
the least square fitting in line 7 is reduced to ∑K

k=1

(
ψk − cτ∗ − d(ξe; λ̄k)

)2
. Let (c∗

τ∗ , ξ∗
e )

denote the ground truth parameters. By our assumption, (c∗
τ∗ , ξ∗

e ) achieves a zero fitting
error. Suppose that the estimated parameters (ĉτ∗ , ξ̂e) ̸= (c∗

τ∗ , ξ∗
e). Then (ĉτ∗ , ξ̂e) must

also achieve a zero fitting error, i.e.,

ĉτ∗ + d(ξ̂e; λ̄k) = c∗
τ∗ + d(ξ∗

e ; λ̄k), k = 1, . . . , K. (5.13)
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Under M/M/1, plugging (5.4) into (5.13) implies that λ̄k (k = 1, . . . , K) must all satisfy

ĉτ∗ + 1
r̂e − λ̄

= c∗
τ∗ + 1

r∗
e − λ̄

. (5.14)

For K > 2, this leads to a contradiction as (5.14) is a quadratic equation in λ̄ with at
most two distinct solutions. Similarly, under M/D/1, plugging (5.5) into (5.13) gives a
quadratic equation of λ̄ with at most two distinct solutions, contradicting with K > 2;
under G/G/1, plugging (5.6) into (5.13) gives a quartic equation of λ̄ with at most four
distinct solutions, contradicting with K > 4. The same argument applies to every other
shared link, as our selection of the probing destination ensures that when estimating ξe,
all the other shared links between the target path and the probing path are above e,
whose parameters should already be accurately inferred by induction.

Proof of Lemma 5.4.1. As fM/M/1 is a non-negative linear combination of functions of

the form g1(λ̄) := 1
p−
∑NA

i=1 qiλ̄i
, where p −

NA∑
i=1

qiλ̄i > 0, it suffices to prove that g1(λ̄) is
convex.

To this end, it suffices to show that for any λ̄j (j = 1, 2) satisfying p−
NA∑
i=1

qiλ̄ji > 0,

g1(λ̄1) + g1(λ̄2) ≥ 2g1( λ̄1+λ̄2
2 ), since a continuous function that is midpoint convex must

be convex [185]. The proof completes by (⇔ means equivalence):

1

p−
NA∑
i=1

qiλ̄1i

+ 1

p−
NA∑
i=1

qiλ̄2i

≥ 2

p−
NA∑
i=1

qi
λ̄1i+λ̄2i

2

⇔ (
NA∑
i=1

qiλ̄1i)(
NA∑
i=1

qi
λ̄1i + λ̄2i

2 )

+ (
NA∑
i=1

qiλ̄2i)(
NA∑
i=1

qi
λ̄1i + λ̄2i

2 ) ≥ 2(
NA∑
i=1

qiλ̄1i)(
NA∑
i=1

qiλ̄2i)

⇔ (
NA∑
i=1

qiλ̄1i)2 + (
NA∑
i=1

qiλ̄2i)2 ≥ 2(
NA∑
i=1

qiλ̄1i)(
NA∑
i=1

qiλ̄2i)

⇔

NA∑
i=1

qiλ̄1i −
NA∑
i=1

qiλ̄2i

2

≥ 0. (5.15)

Proof of Theorem 5.4.1. By Lemma 5.4.1, the attacker’s optimization is a maximization
of a convex function over a polytope defined by (5.7b)–(5.7d), for which the optimal
solution must be achieved at an extreme point of the feasible region [173]. In our context,
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this will be a vertex of the polytope, which achieves “=” for NA of the constraints in
(5.7b)–(5.7d).

Proof of Corollary 5.4.1.1. Under λ ≤ mine∈T r̃e, the constraint in (5.7c) can be ignored.
The remaining constraints define a polytope with only NA non-zero vertices, each in the
form of λ̄∗

k = λ and λ̄∗
k′ = 0 for all k′ ∈ {1, . . . , NA} \ {k}. The optimal solution must be

one of them by Theorem 5.4.1.

Proof of Lemma 5.4.2. As fM/D/1 is a non-negative linear combination of functions of
the form

g2(λ̄) :=
2µ− λ−

NA∑
i=1

qiλ̄i

2µ(µ− λ−
NA∑
i=1

qiλ̄i)
, (5.16)

where µ−λ−
NA∑
i=1

qiλ̄i > 0, it suffices to prove that g2(λ̄) is convex. To this end, note that

g2(λ̄) = 1
2µ + 1

2(µ− λ−
NA∑
i=1

qiλ̄i)
= 1

2µ + 1
2g1(λ̄), (5.17)

where g1(λ̄) is defined as in the proof of Lemma 5.4.1 with p := µ− λ. Since g1(λ̄) is
convex, g2(λ̄) is convex.

Proof of Lemma 5.4.3. Function fG/G/1 is a non-negative linear combination of functions
of the form

g3(λ̄) := θ

t− θ
(θ2 + s) (5.18)

with θ := p+
NA∑
i=1

qiλ̄i, where θ ≥ 0, t− θ > 0, and s > 0. Thus, it suffices to prove that

g3(λ̄) is convex.
To this end, note that

∂g3

∂θ
= 3θ2(t− θ) + θ3

(t− θ)2 + st

(t− θ)2 > 0, (5.19)

∂2g3

∂θ2 = 6tθ
(t− θ)2 + 2θ3

(t− θ)3 + 2st
(t− θ)3 > 0, (5.20)
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i.e., g3 is an increasing convex function of θ. Since θ is a linear function of λ̄, g3 is a
convex function of λ̄.

5.7.2 Appendix B: Supplementary Evaluation Results for Backbone
Network

5.7.2.1 Measurement Calibration in NS3 Simulation of Backbone Network

As discussed in Section 5.5.1.1, during shared weight inference, we need to estimate
an offset κ between measurements on a pair of probed attack paths (pA1, pA2) and
measurements on a target path pB to mimic tri-cast, as the delays from sA and sB to the
links shared by all these paths (if any) may be different. We use the following heuristic
to estimate κ.

We send a flow on each probed attack path to collect a sequence of end-to-end delay
measurements. We also collect end-to-end delays on the target path in the meanwhile.
For the target path, we directly transform the delay measurements into a binary sequence
of queueing indicators using the threshold given in Section 5.5.1.1, denoted as {qtB}Tt=1,
where qtB = 1 if the t-th measurement is detected to experience queueing and qtB = 0
otherwise. Since pA1, pA2 share the same source sA, we combine the delay measurements
on pA1, pA2 by adding the delays of the i-th packets from both paths, and then transform
the combined delay measurements into a binary sequence {qtA}Tt=1 as for {qtB}Tt=1. To
find κ so that the i-th packet on pB and the (i+ κ)-th packet pair on (pA1, pA2) traverse
the shared links (if any) at approximately the same time, we maximize the correlation
between {qtB}Tt=1 and {qtA}Tt=1 by solving

κ∗ = arg max
1−T≤κ≤T−1

1
min(T, T − κ)−max(1, 1− κ) + 1

min(T,T−κ)∑
i=max(1,1−κ)

qiBq
i+κ
A . (5.21)

We then identify the i-th packet on pB and the (i+ κ∗)-th packet pair on (pA1, pA2) as a
mimicked tri-cast.

5.7.2.2 NS3 Simulation of Backbone Network under an Alternative Back-
ground Traffic Model

In Section 5.5.1, we showed the results in the scenario where the background traffic follows
log-normal distribution. In this section, we validate our algorithms under background
traffic generated according to ON-OFF process [140, 186, 187]. More specifically, the
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(a) Performance in detecting shared links
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Figure 5.10. Performance of reconnaissance in backbone network simulation under ON-OFF
background traffic (NA = NB = 10).
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(a) Probability of congesting at least one shared link
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(b) Average delay over all the target paths

Figure 5.11. Performance of attack design in backbone network simulation under ON-OFF
background traffic (NA = NB = 10).

duration of each ON period is sampled from a Pareto distribution with the shape
parameter as 2.04 and the scale parameter as the average length of 13 packets. The
duration of each OFF period is sampled from the same distribution with a different
scale parameter, configured to result in the same utilization of each link as the values
used in Section 5.5.1 for log-normally distributed background traffic. The results for
reconnaissance are shown in Fig. 5.10 as the counterpart of Fig. 5.5, while the results for
attack design are given in Fig. 5.11 as the counterpart of Fig. 5.6. We observe that the
results under ON-OFF background traffic are similar to those in Section 5.5.1, which
confirms the robustness of the proposed methods under different background traffic
patterns.

5.7.2.3 Evaluation Results for NS3 Simulation of Backbone Network with
NA = 20

In Section 5.5.1, we evaluate our algorithms with NA = 10. A larger NA will result in
fewer links on each edge in the routing tree T , which makes it harder for Alg. 14 to
accurately detect the shared links. To test its impact, we evaluate our algorithms with
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(b) Performance in inferring shared link parameters

Figure 5.12. Performance of reconnaissance in backbone network simulation (NA = 20, NB =
10).
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(b) Average delay over all the target paths

Figure 5.13. Performance of attack design in backbone network simulation (NA = 20, NB =
10).

NA = 20 in the same scenario as in Section 5.5. The results are given in Fig. 5.12-5.13, as
the counterparts of Fig. 5.5-5.6. We observe that (i) the performance of reconnaissance
slightly degraded, but (ii) the attack design still achieved significantly better performance
than the baselines (i.e., “max share”, “random”, and “evenly”). This result demonstrates
the robustness of our methods to the number of attack paths. We have also verified that
the performance of our methods is not sensitive to the number of target paths.

5.7.2.4 Evaluation Results for NS3 Simulation of Backbone Network with
50 Gbps Link Capacity

Building on Section 5.5.1.1, where the link capacity is normalized to 1 Gbps, this
section validates those results under increased link capacities. Specifically, we repeat the
NS3 simulation for the backbone network GtsCe with a link capacity of 50 Gbps. To
accommodate this, the rate for background traffic is regenerated every 0.05 ms, compared
to the previous 0.5 ms in Section 5.5.1.1. Moreover, the flow rate on the target paths has
been adjusted from 50 Mbps to 2500 Mbps, and the background traffic rates have been
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(b) Performance in inferring shared link parameters

Figure 5.14. Performance of reconnaissance in backbone network simulation (NA = NB = 10).

increased by 50 times too, while all other settings remain the same as Section 5.5.1.1.
Results from a single Monte Carlo run are presented below.

The reconnaissance results as the counterpart of Fig. 5.5 are given in Fig. 5.14,
in which we observe similar trends as in Fig. 5.5. We then assess the rate at which
each attack method induces congestion on at least one shared link, as a counterpart to
Fig. 5.6 (a). For this specific Monte Carlo run, the benchmarks “optimal” and “max
share”, and all the proposed methods (i.e., “MM1”/“MD1”/“GG1”) begin to induce
congestion when the total attack rate exceeds 48.7% of the link capacity. At this rate,
“random” starts exhibiting a non-zero (0.3) probability of causing congestion. Moreover,
“random” only reaches a 0.5 congestion probability even when the attack rate surpasses
70% of the link capacity. In contrast, “evenly” fails to induce congestion even when the
attack rate reaches 80% of the link capacity.

As the counterpart of Fig. 5.6 (b), we analyze the average delay induced by various
attack designs in Fig. 5.15, computed over 30, 000 packets on the target paths. We
observe that “max share” and all the proposed methods (i.e., “MM1”/“MD1”/“GG1”)
achieve the same performance as “optimal” since they all correctly identify the attack
path traversing the weakest shared link5. Notably, the proposed methods markedly
outperform the non-optimized benchmarks “random” and “evenly”. These findings, which
are consistent with Fig. 5.6 (b), underscore the efficacy of our proposed methods.

5The absolute delays in Fig. 5.15 are smaller than those in Fig. 5.6 (b) due to the increased link
capacity.
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Figure 5.15. Average delay over all the target paths (NA = NB = 10)).
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Figure 5.16. Performance in detecting shared links in IAB network simulation.

5.7.3 Appendix C: Supplementary Evaluation Results for Integrated
Access and Backhaul (IAB) Network

In this section, we will present the supplementary experimental results for Section 5.5.2
in the case of NB = 5. The previously presented results under NB = 10 are also shown
here for comparison.

5.7.3.1 Results on Reconnaissance

In Fig. 5.16, we present the performance of shared link detection for different numbers of
target paths. We observe that the results are insensitive to the number of target paths
NB. Next, we show the results of parameter estimation for the detected shared links, as
given in Fig. 5.17. Again, the observations under different values of NB are qualitatively
similar.
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Figure 5.17. Performance in inferring parameters of shared links in IAB network simulation.
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Figure 5.18. Probability that the attack can destabilize the queue for at least one shared link
in IAB network simulation.

5.7.3.2 Results on Attack Design

We first evaluate the probability that the proposed design with objective (5.12) can
destabilize at least one queue, as shown in Fig. 5.18. As before, the results for NB = 5
and NB = 10 show the same trend.

Finally, we compare the delays of target paths under various attack designs in Fig. 5.19-
5.20, where Fig. 5.19 (a) and Fig. 5.20 (a) show the overall average delay (averaged
over all the target paths), while Fig. 5.19 (b) and Fig. 5.20 (b) show the maximum
average delay (maximized over all the target paths). Similar to the results discussed in
Section 5.5.2.3, we observe that the proposed attack designs generate higher impacts
than the benchmarks, regardless of the number of target paths and the performance
metric (either the average delay over all the target paths or the average delay of the
worst-performing target path).
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Figure 5.19. Delay increase under different λ in IAB network simulation (NB = 5).
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Figure 5.20. Delay increase under different λ in IAB network simulation (NB = 10).

5.7.4 Appendix D: Discussion on detecting false alarms through
parameter estimation

In this section, we will discuss an observation that the proposed parameter estimation
method (Alg. 16–17) can help detect the false alarms in shared link detection (based on
Alg. 14–15).

In the case of a false alarm, the “shared link” under consideration does not actually
exist, and thus varying probing rate (line 6 in Alg. 17) will not impact the average delay
of the target path under consideration as expected. This will manifest as an abnormally
large estimated link capacity, which can then be used to detect that this “shared link”
does not exist. To see the reason, let us consider the example in Fig. 5.7. If Alg. 14 falsely
detects (2, 6) to be a shared link for the target path 2→ 43 and Alg. 17 tries to estimate
its capacity by varying probing rate on the path 2→ 25, then the best-fitting capacity
will be infinity as the average delay on 2→ 43 will not increase with the probing rate on
2→ 25. Even if the probing path and the target path have shared links, false alarms may
still be detected. For example, suppose that link (5, 18) in Fig. 5.7 is falsely detected
as a shared link for the target path 2→ 46, and 2→ 37 is selected as the probing path
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for estimating its parameters, then the delay increase on 2→ 46 caused by the probing
on 2→ 37 will be captured by the delay increase on the truly shared links (2, 14) and
(14, 5) (if they are detected), still making the best-fitting capacity of link (5, 18) infinity.
This observation together with the fact that there are fewer misses than false alarms (see
Fig. 5.8 (a)) allows our solution to detect the shared links with high accuracy.
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Chapter 6 |
Conclusion and Future Work

In this section, we first outline the limitations of the studies presented in this dissertation,
followed by a discussion on potential future directions for each. Subsequently, we will
delve deeper into one of these topics, using it as an illustrative example to explore further.

6.1 Future Work
In Chapter 2, we addressed the issue of power line state estimation following joint cyber-
physical attacks. It was assumed that the phase angles for the DC power flow model,
as outlined in (2.8), or the voltages for the AC power flow model, as detailed in (2.25),
could be restored using the methods described in Section 2.8.3. However, the methods in
Section 2.8.3 are applicable if certain topological conditions are satisfied, which may not
be the case in practice. Our findings have illustrated that line states can be estimated
with high accuracy provided that the post-attack phase angles/voltages are successfully
restored. This underscores the critical need for precise recovery of phase angles/voltages
across diverse power grid configurations. While initial studies, such as [188], have shown
promising outcomes, they lack guaranteed performance. Comprehensive solutions for
attack recovery thus require further research.

In Chapter 3, we examined the optimal secure PMU placement strategy to prevent
overload-induced line tripping. Our modeling includes some limiting assumptions. Firstly,
we presuppose that the load remains constant during line tripping incidents. However,
due to preventive control measures [65], the load, particularly the reactive power, might
adjust dynamically. Incorporating this factor could introduce more potent attack vectors
and present new challenges for developing defensive mechanisms. Additionally, we assume
that the power grid invariably achieves a steady state. This quasi-steady-state modeling
assumption overlooks the effects of angle stability, frequency stability, and dynamic
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voltage stability. Considering the transient phase of line tripping [64, 66] in modeling
adversarial behavior necessitates further research. For additional details, we direct the
reader to [189] and references therein.

In Chapter 4, we explored congestion-free overlay routing, focusing on the catego-
rization of underlay links and the inference of the associated capacities. While the
proposed algorithms are designed to be applicable under any underlay topology, accu-
rately estimating overlay metrics remains a significant challenge that warrants further
study. Additionally, the current algorithms operate in an offline mode. Adapting these
algorithms for use in a dynamic underlay network by developing an online version would
enhance their applicability. Moreover, minimizing routing delay, although crucial, may
not suffice for several overlay applications that depend on routing, such as decentral-
ized learning [190]. Therefore, optimizing application-specific quality-of-service, while
balancing the trade-off with routing delay, presents an interesting avenue for future
research.

In Chapter 5, we examined the optimization of cross-path attacks to maximize
their impact on the target path. The proposed methods depend on the ability to
estimate the end-to-end delays of target paths to infer the locations of shared network
components. This assumption constrains the practical deployment of the proposed
approaches. Furthermore, our optimization of attack impact is confined to scenarios
where the adversary controls only a single source. The question of how to maximize
attack impact when multiple adversarial sources are involved remains an unresolved
challenge.

6.2 Illustrative Example: Overlay-Based Decentralized
Learning
In this section, we will explore in greater detail the design of overlay networks to
accelerate decentralized learning [190], serving as an illustrative example to extend the
work presented in this dissertation.

As an emerging machine learning paradigm, federated learning allows multiple learning
agents to collaboratively learn a shared model from the union of their local data without
directly sharing the data [190]. To achieve this goal, the agents repeatedly exchange
model updates, through a centralized parameter server [190], a hierarchy of parameter
servers [191], or peer-to-peer links between neighboring agents [192], which are then
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aggregated to update the shared model. Due to its promise in protecting data privacy,
this learning paradigm has found many applications, such as improving mobile apps
[193, 194] and browsers [195, 196]. In particular, federated learning via decentralized
optimization [197] has attracted significant attention. Instead of forming a star [190]
or hierarchical topology [191], agents in decentralized federated learning (DFL) can
communicate along an arbitrary topology, where parameter exchanges only occur between
neighbors. This framework also avoids a single point of failure or hot spot at the central
aggregator, and is known to reduce the communication complexity at the busiest node
without increasing the computational complexity [197].

Meanwhile, federated learning still faces significant performance challenges due to
the extensive data transfer. Although the training data stay local, the agents still need
to communicate frequently to exchange local model updates, which incurs a nontrivial
communication cost for training deep learning models due to the large model size.
Such communication cost can dominate the total cost of the learning task, e.g., up
to 90% of time in cloud-based learning is spent on communications [198], and the
problem is exacerbated when the agents are distributed across a bandwidth-limited
network. This issue has attracted tremendous interests in reducing the communication
cost, including compression-based methods for reducing the amount of data in each
communication [199–201] and optimizations for reducing the number of communications
through hyperparameter optimization [202–206] or adaptive communications [207–210].

However, most existing works make simplistic assumptions about the connection
between agents, where each pair of logically adjacent agents is assumed to be connected
by a link that incurs a fixed cost when used in communication, regardless of the commu-
nications between other agents. This is not true when the agents are connected through
an underlying communication network (referred to as an underlay), as the connections
between different agents may map to multi-hop paths that share links. For example,
consider a set of learning agents with the physical connectivity in Fig. 6.1a and the logical
connectivity in Fig. 6.1b. Although connections (A,B) and (C,D) appear disjoint to the
learning agents, they actually map to paths sharing link (h1, h2) in the underlay, and
thus concurrent communications over these connections can take longer than stand-alone
communication on each of them. Moreover, links in the underlay may have heterogeneous
capacities and various loads of background traffic. Most existing works on communication
optimization in federated learning have ignored such complications by assuming the
communication time to be proportional to the maximum number of neighbors an agent
communicates with [205,206, 211–213]. Such simplistic assumption will lead to incorrect
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Figure 6.1. Overlay-underlay structure for learning over a communication network (learning
agents: {A,B,C,D}; underlay nodes: {h1, h2}).

prediction of the communication time and suboptimal designs in the case of overlay-based
DFL.

We want to address this gap in the context of overlay-based DFL without requiring
explicit cooperation from the underlay network, i.e., the agents can neither directly observe
the internal state of the underlay (e.g., routing topology, link capacities) nor control its
internal behavior. Such scenarios arise naturally when the agents are interconnected by a
public network controlled by a third party. In particular, we are interested in running DFL
over bandwidth-limited underlay networks. In contrast to high-bandwidth underlays such
as inter-datacenter networks as considered in [214], bandwidth-limited underlays are more
sensitive to communication demands generated by the learning task and can thus benefit
more from underlay-aware designs. Examples of such bandwidth-limited underlays include
but are not limited to: cellular edge network [215], power line communication [216,217],
device-to-device communication [218], underwater communication networks [219], and
multi-hop IoT networks [220].

To this end, we propose an overlay-based framework to jointly design the communica-
tion demands between learning agents and the communication schedule for serving these
demands, without explicit cooperation from the underlay. Building upon recent advances
in network tomography [221] and mixing matrix design [206], we cast the problem into a
set of optimizations that collectively minimize the completion time of the learning task
in achieving a given level of convergence.

6.2.0.1 Related Work

Decentralized federated learning. Initially proposed under a parameter server archi-
tecture [190], learning from decentralized data was later extended to a fully decentralized
architecture [197], which was shown to achieve the same computational complexity but
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a lower communication complexity than training via a central server. Since then a
number of improvements have been developed, e.g., [222] improved the robustness to data
variance, and [223] provided a lower bound on the iteration complexity and an algorithm
that achieves the bound. These works only focused on reducing the number of iterations.

Communication cost reduction. There are two general approaches for reducing the
communication cost. One approach is to reduce the amount of data per communication
through model compression, e.g., [199–201]. The other approach is to reduce the number
of communications, e.g., by reducing the communication frequency [202–204]. It was
shown that model compression and infrequent communications can be combined to further
improve the communication efficiency [209, 210]. Instead of either activating all the links
or activating none, it has been recognized that better tradeoffs can be achieved by
activating subsets of links. To this end, [209,210] proposed an event-triggered mechanism
where a node sends its local model to neighbors only if the model has changed sufficiently,
and [205,206,211] proposed to activate subsets of links with predetermined probabilities.
In this regard, our work designs predetermined link activation as in [205,206,211], which
provides more predictable performance than event-triggered mechanisms, but we consider
a cost model that is more practical in overlay-based DFL: instead of measuring the
communication time by the number of matchings as in [205,206,211] or the maximum
degree as in [212, 213], we use the minimum time to complete all the activated agent-
to-agent communications over a bandwidth-limited underlay, while taking into account
heterogeneous residual capacities and possibly shared links.

Topology design in DFL. The logical topology connecting learning agents is an
important design parameter in DFL that controls the communication demands during
training, as only neighboring agents will communicate. Much has been done on charac-
terizing the impact of this topology on the convergence rate of DFL. Most convergence
analysis captures this impact through the spectral gap of the mixing matrix [197,224–227]
or equivalent parameters [205,211]. Recent works have identified other parameters through
which the topology can impact the convergence rate, such as the effective number of
neighbors [228] and the neighborhood heterogeneity [213]. Yet, these results did not
invalidate the impact of spectral gap; they just pointed out additional factors that also
matter in some cases. Based on the convergence parameters identified in such analysis,
several solutions have been proposed to design the logical topology to balance the conver-
gence rate and the cost per communication round [205,206,211, 213], and some solutions
combined topology design with other optimizations (e.g., bandwidth allocation [229],
model pruning [227]) for further improvement. In this regard, part of our work also
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addresses the topology design problem based on a parameter related to the spectral gap,
but we explicitly design the communication schedule to serve the demands triggered by
the designed topology through a bandwidth-limited underlay to optimize the wall-clock
time of overlay-based DFL.

To our knowledge, the only existing work addressing topology design in overlay-based
DFL is [214]. However, it assumed a special underlay where the paths connecting learning
agents only share links at the first and the last hops, and the internal links are effectively
not shared. While this model may suit high-bandwidth underlays such as inter-datacenter
networks where dedicated capacity shares can be reserved for each overlay link, it fails
to capture the impact of overlay topology on the time to complete the corresponding
communications in a bandwidth-limited underlay, as addressed in our work.

Network-aware distributed computing. Broadly speaking, it was known that
awareness to the state of the communication underlay is important for data-intensive
distributed computing tasks [198]. Several works attempted to solve this problem for
a black-box cloud network based on simple heuristics (e.g., clustering nodes based on
pairwise performance metrics [198, 230]) or limiting assumptions about the network (e.g.,
multi-rooted tree [231]), and another work [232] proposed a white-box solution by asking
the cloud provider to provide the required network information. In this regard, our work
assumes a black-box underlay as in [198,230,231], but unlike the simple heuristics in these
works, we leverage state-of-the-art techniques from network tomography to estimate the
necessary parameters about the underlay with guaranteed accuracy.

Network tomography. Network tomography can provide critical information for
overlay-based DFL by enabling the learning agents to infer the topology and parameters
of the underlay from end-to-end measurements between themselves [112]. Many solutions
for topology inference have been developed (see [123] and references therein), but most are
based on the limiting assumption of tree-based routing. Recently, it was discovered that
the existence of links shared by subsets of paths can be reliably detected under arbitrary
routing [123–125]. While this information is not enough for identifying the underlay
topology, it is useful for optimizing communications in the overlay, as the knowledge of
shared links together with the ability to estimate available path capacities [126] allows
the overlay to estimate the capacity region for communications between the overlay
nodes [221]. In this work, we leverage this capability to optimize how the learning agents
communicate over an uncooperative underlay.

In summary, we proposed to jointly design the communication demands and the
communication schedule for overlay-based DFL over a bandwidth-limited uncooperative
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underlay.

6.2.1 Background and Problem Formulation

6.2.1.1 Notations

Let a ∈ Rm denote a vector and A ∈ Rm×m a matrix. We use ∥a∥ to denote the ℓ-2
norm, ∥A∥ to denote the spectral norm, and ∥A∥F to denote the Frobenius norm. We
use diag(a) to denote a diagonal matrix with the entries in a on the main diagonal,
and diag(A) to denote a vector formed by the diagonal entries of A. We use λi(A)
(i = 1, . . . ,m) to denote the i-th smallest eigenvalue of A.

6.2.1.2 Network Model

Consider a network of m learning agents connected through a logical base topology G =
(V,E) (|V | = m), that forms an overlay on top of a communication underlay G = (V ,E).
Unless otherwise stated, both overlay and underlay links are considered directed. Each
underlay link e ∈ E has a finite capacity Ce. Each overlay link e = (i, j) ∈ E indicates
that agent i is allowed to communicate to agent j during learning, and is implemented
via a routing path p

i,j
from the node running agent i to the node running agent j in the

underlay. We assume that if (i, j) ∈ E, then (j, i) ∈ E (agents i and j are allowed to
exchange results). The routing paths are determined by the topology and the routing
protocol in the underlay. Let li,j denote the propagation delay on p

i,j
. We assume that

neither the routing paths nor the link capacities in the underlay are observable by the
overlay, but the propagation delays between overlay nodes (e.g., li,j) are observable1.

6.2.1.3 Decentralized Federated Learning (DFL)

Consider a DFL task, where each agent i ∈ V has a possibly non-convex objective
function Fi(x) that depends on the parameter vector x ∈ Rd and the local dataset
Di, and the goal is to find the parameter vector x that minimizes the global objective
function F (x), defined as

F (x) := 1
m

m∑
i=1

Fi(x). (6.1)

1This can be obtained by measuring the delays of small probing packets.
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For example, we can model the objective of empirical risk minimization by defining the
local objective as Fi(x) := ∑

s∈Di
ℓ(x, s), where ℓ(x, s) is the loss function for sample

s under model x, and the corresponding global objective is proportional to the empirical
risk over all the samples.

We consider a standard decentralized training algorithm called D-PSGD [197], where
each agent repeatedly updates its own parameter vector and aggregates it with the pa-
rameter vectors of its neighbors to minimize the global objective function. Specifically, let
x

(k)
i (k ≥ 1) denote the parameter vector at agent i after k− 1 iterations and g(x(k)

i ; ξ(k)
i )

the stochastic gradient computed by agent i in iteration k (where ξ(k)
i is the mini-batch).

In iteration k, agent i updates its parameter vector by

x
(k+1)
i =

m∑
j=1

W
(k)
ij x

(k)
j − ηg(x

(k)
i ; ξ(k)

i ), (6.2)

where W (k) = (W (k)
ij )mi,j=1 is the m × m mixing matrix in iteration k, and η > 0

is the learning rate. To be consistent with the base topology, W (k)
ij ≠ 0 only if

(i, j) ∈ E. The update rule in (6.2) has the same convergence performance as x
(k+1)
i =∑m

j=1 W
(k)
ij (x(k)

j − ηg(x
(k)
j ; ξ(k)

j )) [197,205], but (6.2) allows each agent to parallelize the
parameter exchange with neighbors and the gradient computation.

The mixing matrix W (k) plays an important role in controlling the communication
cost, as agent j needs to send its parameter vector to agent i in iteration k if and
only if W (k)

ij ≠ 0. According to [197], the mixing matrix should be symmetric with
each row/column summing up to one2 in order to ensure convergence for D-PSGD. The
symmetry implies a one-one correspondence between distinct (possibly) non-zero entries
in W (k) and the undirected overlay links, denoted by Ẽ (i.e., each (i, j) ∈ Ẽ represents a
pair of directed links {(i, j), (j, i)} ∈ E), and thus W (k)

ij can be interpreted as the link
weight of the undirected overlay link (i, j) ∈ Ẽ. The requirement of each row summing
to one further implies that W (k)

ii = 1−∑m
j=1 W

(k)
ij . In the vector form, the above implies

the following decomposition of the mixing matrix

W (k) := I −B diag(α(k))B⊤, (6.3)
2In [197], the mixing matrix was assumed to be symmetric and doubly stochastic with entries

constrained to [0, 1], but we find this requirement unnecessary for the convergence bound we use
from [233, Theorem 2], which only requires the mixing matrix to be symmetric with each row/column
summing up to one.
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where I is the m×m identity matrix, B is the |V | × |Ẽ| incidence matrix3 for the base
topology G, and α(k) := (α(k)

ij )(i,j)∈Ẽ is the vector of link weights. It is easy to verify that
W

(k)
ij = α

(k)
ij . This decomposition reduces the design of mixing matrix to the design of

link weights α(k) in the overlay, where agents i and j need to exchange parameter vectors
in iteration k if and only if α(k)

ij ̸= 0. Thus, we say that the (undirected) overlay link
(i, j) is activated in iteration k (i.e., both (i, j) and (j, i) are activated) if α(k)

ij ̸= 0.

6.2.1.4 Communication Optimization for Overlay-based DFL

Our goal is to jointly design the communication demands between the agents and the
communication schedule about how to service these demands so as to minimize the
total (wall-clock) time for the learning task to reach a given level of convergence. The
challenges are two-fold: (i) the design of communication demands faces the tradeoff
between communicating more per iteration and converging in fewer iterations versus
communicating less per iteration and converging in more iterations, and (ii) the design
of communication schedule faces the lack of observability and controllability within the
underlay network. Below, we will tackle these challenges by combining techniques from
network tomography and mixing matrix design.

6.2.2 Proposed Solution

Our approach is to first characterize the total training time as an explicit function of
the set of activated links in the overlay, and then optimize this set. We will focus on
a deterministic design that can give a predictable training time, and thus the iteration
index k will be omitted. For ease of presentation, we will consider the set of activated
overlay links, denoted by Ea ⊆ Ẽ, as undirected links, as the pair of links between two
agents must be activated at the same time.

6.2.2.1 Overlay-based Communication Schedule Optimization

Given a set of overlay links Ea ⊆ Ẽ activated in an iteration, each (i, j) ∈ Ea triggers
two communications, one for agent i to send its parameter vector to agent j and the
other for agent j to send its parameter vector to agent i. However, directly sending the
parameter vectors along the underlay routing paths can lead to suboptimal performance.
For example, consider Fig. 6.2. If Ea = {(A,B), (A,D)} but both p

A,B
and p

A,D
traverse

3This is defined under an arbitrary orientation of each link ej ∈ Ẽ as Bij = +1 if ej starts from i, −1
if ej ends at i, and 0 otherwise.
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Figure 6.2. Underlay-aware communication schedule optimization (learning agents:
{A,B,C,D}; underlay nodes: {h1, h2}).

the same underlay link (h1, h2), directly communicating between the activated agent pairs
can take longer than redirecting part of the traffic through other agents (e.g., redirecting
A→ D traffic through the overlay path A→ C → D). The same holds if the capacity of
the direct path is low, but the capacity through other agents is higher (e.g., if (h2, D) is
a slow link, then redirecting A→ D traffic through C can bypass it to achieve a higher
rate). This observation motivates the need of optimizing how to serve the demands
triggered by the activated links by routing within the overlay.

Demand Model: Let κi denote the size of the parameter vector (or its compressed
version if model compression is used) at agent i. A straightforward way to model the
communication demands triggered by a set of activated links Ea is to generate two unicast
flows for each activated link (i, j) ∈ Ea, one in each direction. However, this model will
lead to a suboptimal communication schedule as it ignores the fact that some flows carry
identical content. Specifically, all flows originating from the same agent will carry the
latest parameter vector at this agent. Thus, the actual communication demands is a
set of multicast flows, each for distributing the parameter vector of an activated agent
(incident to at least one activated link) to the agents it needs to share parameters with.
Let NEa(i) := {j ∈ V : (i, j) ∈ Ea}. We can express the demands triggered by the
activated links Ea as

H = {(i, NEa(i), κi) : ∀i ∈ V with NEa(i) ̸= ∅}, (6.4)

where each h = (sh, Th, κh) ∈ H represents a multicast flow with source sh, destinations
Th, and data size κh.

Baseline Formulation: To help towards minimizing the total training time, the
communication schedule should minimize the time for completing all the communication
demands triggered by the activated links, within the control of the overlay. To this
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end, we jointly optimize the routing and the flow rate within the overlay. The former is
represented by decision variables zhij ∈ {0, 1} that indicates whether overlay link (i, j)
is traversed by the multicast flow h and rh,kij ∈ {0, 1} that indicates whether (i, j) is
traversed by the flow from sh to k ∈ Th, both in the direction of i → j. The latter is
represented by decision variables dh ≥ 0 that denotes the rate of flow h and fhij ≥ 0 that
denotes the rate of flow h on overlay link (i, j) in the direction of i→ j. Define constant
bh,ki as 1 if i = sh, −1 if i = k, and 0 otherwise. We can formulate the objective of serving
all the multicast flows in H (6.4) within the minimum amount of time as the following
optimization:

min
z,r,d,f

τ (6.5a)

s.t. τ ≥ κh
dh

+
∑

(i,j)∈E
li,jr

h,k
ij , ∀h ∈ H, k ∈ Th, (6.5b)

∑
(i,j)∈E:e∈p

i,j

∑
h∈H

fhij ≤ Ce, ∀e ∈ E, (6.5c)

∑
j∈V

rh,kij =
∑
j∈V

rh,kji + bh,ki , ∀h ∈ H, k ∈ Th, i ∈ V, (6.5d)

rh,kij ≤ zhij, ∀h ∈ H, k ∈ Th, (i, j) ∈ E, (6.5e)

dh −M(1− zhij) ≤ fhij ≤ dh, ∀h ∈ H, (i, j) ∈ E, (6.5f)

fhij ≤Mzhij, ∀h ∈ H, (i, j) ∈ E, (6.5g)

rh,kij , z
h
ij ∈ {0, 1}, dh ∈ [0,M ], fhij ≥ 0,

∀h ∈ H, k ∈ Th, (i, j) ∈ E, (6.5h)

where M is an upper bound on dh (∀h ∈ H). Constraint (6.5b) makes τ an upper bound
on the completion time of the slowest flow; (6.5c) ensures that the total traffic rate
imposed by the overlay on any underlay link is within its capacity; (6.5d)–(6.5e) are
the Steiner arborescence constraints [234] that guarantee the set of overlay links with
zhij = 1 will form a Steiner arborescence (i.e., a directed Steiner tree) that is the union
of paths from sh to each k ∈ Th (where each path is formed by the links with rh,kij = 1);
(6.5f) implies that fhij = dh if zhij = 1 and (6.5g) together with (6.5h) implies that fhij = 0
if zhij = 0, which allows the capacity constraint to be formulated as a linear inequality
(6.5c) instead of a bilinear inequality ∑(i,j)∈E:e∈p

i,j

∑
h∈H dhz

h
ij ≤ Ce. The optimal solution

(z∗, r∗,d∗,f ∗) to (6.5) provides an overlay communication schedule that minimizes the
communication time in a given iteration when the set of activated links is Ea.

Complexity: As |H| ≤ |V |, the optimization (6.5) contains O(|V |2|E|) variables
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(dominated by r), and O(|E| + |V |2(|V | + |E|)) constraints. Since constraints (6.5c)–
(6.5f) are linear and constraint (6.5b) is convex, the optimization (6.5) is a mixed integer
convex programming (MICP) problem and thus can be solved by existing MICP solvers
such as Pajarito [235] at a super-polynomial complexity or approximate MICP algorithms
such as convex relaxation plus randomized rounding at a polynomial complexity.

Handling Uncooperative Underlay: When learning over an uncooperative un-
derlay as considered in this work, the overlay cannot directly solve (6.5), because the
capacity constraint (6.5c) requires the knowledge of the routing in the underlay and the
capacities of the underlay links. In absence of such knowledge, we leverage a recent result
from [221] to convert this constraint into an equivalent form that can be consistently
estimated by the overlay. To this end, we introduce the following notion from [221],
adapted to our problem setting.

Definition 6.2.1 ( [221]). A category of underlay links ΓF for a set of overlay links
F (F ⊆ E) is the set of underlay links traversed by and only by the underlay routing
paths for the overlay links in F out of all the paths for E, i.e,4

ΓF :=
( ⋂

(i,j)∈F
p
i,j

)
\
( ⋃

(i,j)∈E\F
p
i,j

)
. (6.6)

The key observation is that since all the underlay links in the same category are
traversed by the same set of overlay links, they must carry the same traffic load from
the overlay. Therefore, we can reduce the per-link capacity constraint (6.5c) into the
following per-category capacity constraint:

∑
(i,j)∈F

∑
h∈H

fhij ≤ CF , ∀F ⊆ E with ΓF ̸= ∅, (6.7)

where CF := mine∈ΓF
Ce, referred to as the category capacity, is the minimum capacity

of all the links in category ΓF . The new constraint (6.7) is equivalent to the original
constraint (6.5c), as an overlay communication schedule satisfies one of these constraints
if and only if it satisfies the other. However, instead of requiring detailed internal
information about the underlay (i.e., (p

i,j
)(i,j)∈E and (Ce)e∈E), constraint (6.7) only

requires the knowledge of the nonempty categories and the corresponding category
capacities.

Under the mild assumption that every underlay link introduces a nontrivial perfor-
mance impact (e.g., non-zero loss/queueing probability), [221] provided an algorithm that

4Here p is interpreted as the set of underlay links traversed by path p.
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Figure 6.3. Challenge for in-overlay aggregation (learning agents: {A,B,C,D,E}; underlay
nodes: {h1, h2}).

can consistently infer the nonempty categories from losses/delays of packets sent concur-
rently through the overlay links, under the assumption that concurrently sent packets
will experience the same performance when traversing a shared underlay link. Moreover,
by leveraging state-of-the-art single-path residual capacity estimation methods, [221]
gave a simple algorithm that can accurately estimate the effective category capacity C̃F
for each detected nonempty category, that can be used in place of CF in (6.7) without
changing the feasible region. Given the indices of inferred nonempty categories F̂ and
their inferred effective capacities (ĈF )F∈F̂ , we can construct the per-category capacity
constraint as

∑
(i,j)∈F

∑
h∈H

fhij ≤ ĈF , ∀F ∈ F̂ , (6.8)

which can then be used in place of (6.5c) in (6.5) to compute an optimized overlay
communication schedule.

Remark: First, the traversal of overlay paths through the overlay links is directional,
and the traversal of underlay routing paths through the underlay links is also directional.
Correspondingly, the overlay links in a category index F should be treated as directed
links (i.e., (i, j) ∈ F only implies that the underlay links in ΓF are traversed by the path
p
i,j

). This is not to be confused with treating the activated links in Ea as undirected
links, because each (i, j) ∈ Ea stands for a parameter exchange between agents i and j.
Moreover, we only use the activated links Ea to determine the flow demands H for the
overlay, but any link (i, j) ∈ E within the control of the overlay can be used in serving
these flows.

Additional Optimization Opportunities and Challenges: The formulation
(6.5) treats each overlay node that is neither the source nor one of the destinations of
a multicast flow as a pure relay, but this node is actually a learning agent capable of
aggregating the parameter vectors. This observation raises two questions: (i) Can an

200



agent include parameter vectors relayed through it in its own parameter aggregation?
(ii) If an agent relays multiple parameter vectors for different sources, can it forward the
aggregated vector instead of the individual vectors?

To answer the first question, consider the case in Fig. 6.2 when A sends its parameter
vector xA to D through the overlay path A → C → D. If C includes xA in its own
parameter aggregation with a non-zero weight WCA, then by the symmetry of the mixing
matrix, A must also include xC in its parameter aggregation with weight WAC = WCA,
which is equivalent to activating the overlay link (A,C). As we have left the optimization
of the activated links Ea to another subproblem (Section 6.2.2.3), there is no need
to include relayed parameter vectors in parameter aggregation when optimizing the
communication schedule for a given set of activated links.

To answer the second question, consider the case in Fig. 6.3 when the overlay routes
the multicast from A to {D,E} (for disseminating xA) over A→ C → D → E, and the
multicast from B to {D,E} (for disseminating xB) over B → C → D → E. Although
instead of separately forwarding xA and xB, C could aggregate them before forwarding,
the aggregation will not save bandwidth for C, as D needs WDAxA+WDBxB but E needs
WEAxA + WEBxB, which are generally not the same. Another issue with in-network
aggregation (within the overlay) is the synchronization delay introduced at the point
of aggregation, and thus in-network aggregation may not reduce the completion time
even when it can save bandwidth, e.g., at D. We thus choose not to consider in-network
aggregation in our formulation (6.5). Further optimizations exploiting such capabilities
are left to future work.

6.2.2.2 Conditional Link Weight Optimization

Given the set of activated links Ea ⊆ Ẽ, the communication time per iteration has been
determined as explained in Section 6.2.2.1, but the number of iterations has not, and is
heavily affected by the weights of the activated links. This leads to the question of how
to minimize the number of iterations for achieving a desired level of convergence, under
the constraint that only the activated links can have non-zero weights.

To answer this question, we leverage a state-of-the-art convergence bound for D-PSGD
under the following assumptions:

(1) Each local objective function Fi(x) is l-Lipschitz smooth, i.e., ∥∇Fi(x)−∇Fi(x′)∥ ≤
l∥x− x′∥, ∀i ∈ V .

(2) There exist constants M1, σ̂ such that 1
m

∑
i∈V IE[∥g(xi; ξi) − ∇Fi(xi)∥2] ≤ σ̂2 +
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M1
m

∑
i∈V ∥∇F (xi)∥2, ∀x1, . . . ,xm ∈ Rd.

(3) There exist constants M2, ζ̂ such that 1
m

∑
i∈V ∥∇Fi(x)∥2 ≤ ζ̂2 +M2∥∇F (x)∥2,∀x ∈

Rd.

Let J := 1
m
11⊤ denote an ideal m×m mixing matrix with all entries being 1

m
.

Theorem 6.2.1. [233, Theorem 2] Under assumptions (1)–(3), if there exist constants
p ∈ (0, 1] and integer t ≥ 1 such that the mixing matrices {W (k)}Kk=1, each being
symmetric with each row/column summing to one5, satisfy

IE[∥X
(k′+1)t∏
k=k′t+1

W (k) −XJ∥2
F ] ≤ (1− p)∥X −XJ∥2

F (6.9)

for all X := [x1, . . . ,xm] and integer k′ ≥ 0, then D-PSGD can achieve 1
K

∑K
k=1 E[∥∇F (xk)∥2] ≤

ϵ0 for any given ϵ0 > 0 (x(k) := 1
m

∑m
i=1 x

(k)
i ) when the number of iterations reaches

K(p, t) := l(F (x(1))− Finf) ·O
 σ̂2

mϵ2
0

+ ζ̂t
√
M1 + 1 + σ̂

√
pt

pϵ
3/2
0

+
t
√

(M2 + 1)(M1 + 1)
pϵ0

 ,
(6.10)

where x(1) is the initial parameter vector, and Finf is a lower bound on F (·).

Remark: While there exist other convergence bounds for D-PSGD such as [205,213,
226,228], we choose Theorem 6.2.1 as the theoretical foundation of our design due to the
generality of its assumptions. For example, assumption (2) generalizes the assumption of
uniformly bounded variance of stochastic gradients in [205,213], assumption (3) generalizes
the assumption of bounded data heterogeneity in [205,226,228], and assumptions (2-3)
are easily implied by the bounded gradient assumption in [226] (see explanations in [233]).

For tractability, we will focus on the case of i.i.d. mixing matrices. In this case,
to achieve ϵ0-convergence, it suffices for the number of iterations to reach K(p, t) as in
(6.10) for t = 1. We note that K(p, 1) depends on the mixing matrix only through the
parameter p: the larger p, the smaller K(p, 1).

Recall that as explained in Section 6.2.1.3, the mixing matrix W is related to the
link weights α as W = I −B diag(α)B⊤. To restrict the activated links to Ea, we set
αij = 0 for all (i, j) ̸∈ Ea. Below, we will show that the following optimization gives a

5Originally, [233, Theorem 2] had a stronger assumption that each mixing matrix is doubly stochastic,
but we have verified that it suffices to have each row/column summing to one.
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good design of the link weights:

min
α

ρ̃ (6.11a)

s.t. − ρ̃I ⪯ I −B diag(α)B⊤ − J ⪯ ρ̃I, (6.11b)

αij = 0, ∀(i, j) ̸∈ Ea. (6.11c)

Corollary 6.2.1.1. Under assumptions (1)–(3) and i.i.d. mixing matrices W (k) d= W

that is symmetric with each row/column summing to one, D-PSGD achieves ϵ0-convergence
as in Theorem 6.2.1 when the number of iterations reaches

K(1− IE[∥W − J∥2], 1). (6.12)

Moreover, conditioned on the set of activated links being Ea, (6.12) ≥ K(1 − ρ̃∗2, 1),
where ρ̃∗ is the optimal value of (6.11), with “=” achieved at W ∗ = I −B diag(α∗)B⊤

for α∗ being the optimal solution to (6.11).

Proof of Corollary 6.2.1.1. As K(p, 1) decreases with p, its minimum is achieved at the
maximum value of p that satisfies (6.9) for t = 1 and any value of X, i.e.,

p := min
X ̸=0

(
1− IE[∥X(W − J)∥2

F ]
∥X(I − J)∥2

F

)
. (6.13)

By [236, Lemma 3.1], p defined in (6.13) satisfies p = 1− ρ for ρ := ∥IE[W⊤W ]−J∥. By
Jensen’s inequality and the convexity of ∥·∥, ρ ≤ IE[∥W⊤W−J∥]. For every realization of
W that is symmetric with rows/columns summing to one, we have W⊤W−J = (W−J)2.
Based on the eigendecomposition W − J = Q diag(λ1, . . . , λm)Q⊤, we have

∥W⊤W − J∥ = ∥Q diag(λ2
1, . . . , λ

2
m)Q⊤∥ = max

i=1,...,m
λ2
i = ∥W − J∥2, (6.14)

where we have used the fact that ∥W −J∥ = maxi=1,...,m |λi|. Thus, K(p, 1) for p defined
in (6.13) is upper-bounded by K(1− IE[∥W − J∥2], 1), which is a sufficient number of
iterations for D-PSGD to achieve ϵ0-convergence by Theorem 6.2.1.

The matrix inequality (6.11b) implies that ρ̃ ≥ |λi| for all i = 1, . . . ,m, and thus
the optimal value of (6.11) must satisfy ρ̃ = maxi=1,...,m |λi| = ∥W − J∥. Hence, the
optimal value ρ̃∗ of (6.11) is the minimum value of ∥W − J∥ for any realization of W
that only activates the links in Ea. Therefore, 1 − IE[∥W − J∥2] ≤ 1 − ρ̃∗2 and (6.12)
≥ K(1− ρ̃∗2, 1), with “=” achieved at W ∗ = I −B diag(α∗)B⊤.
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Corollary 6.2.1.1 implies that given the set of activated links, we can design the
corresponding link weights by solving (6.11), which will minimize an upper bound (6.12)
on the number of iterations to achieve ϵ0-convergence. Optimization (6.11) is a semi-
definite programming (SDP) problem that can be solved in polynomial time by existing
algorithms [237].

Remark: When W satisfies the additional property of I ⪰ W ⪰ −I, the largest
singular value of W is 1 [212], and thus ∥W − J∥ is the second largest singular value
of W . In this case, minimizing ρ̃ in (6.11) (which equals ∥W − J∥ under the optimal
solution) is equivalent to maximizing γ(W ) := 1− ∥W − J∥, which is the spectral gap
of the mixing matrix W [226]. The spectral gap is the most widely-used parameter
to capture the impact of the mixing matrix on the convergence rate [197,224–227]. In
this sense, our Corollary 6.2.1.1 extends the relationship between the spectral gap and
the number of iterations to the case of random mixing matrices. As γ(W ) → 0 (in
probability), the number of iterations according to (6.12) grows at

K
(
1− IE[(1− γ(W ))2], 1

)
= O

(
1

1− IE[(1− γ(W ))2]

)
= O

(
1

IE[γ(W )]

)
, (6.15)

which is consistent with the existing result of O(1/γ(W )) in the case of deterministic
mixing matrix [225]. While other parameters affecting the convergence rate have been
identified, e.g., the effective number of neighbors [228] and the neighborhood hetero-
geneity [213], these parameters are just additional factors instead of replacements of the
spectral gap. We thus leave the optimization of these other objectives to future work.

6.2.2.3 Link Activation Optimization

Given how to optimize the communication schedule and the link weights for a given
set Ea of activated links as explained in Sections 6.2.2.1–6.2.2.2, what remains is to
optimize Ea itself, which affects both the communication demands (and hence the time
per iteration) and the sparsity pattern of the mixing matrix (and hence the number of
iterations required). As mentioned in Section 6.2.1.4, our goal is to minimize the total
training time. For network-distributed learning, it is known that the training time is
dominated by the communication time [198]. We thus model the total training time by

τ(Ea) ·K(Ea), (6.16)
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where we have used τ(Ea) to denote the communication time per iteration according
to (6.5), with (6.5c) replaced by (6.8), and K(Ea) to denote the number of iterations
K(1− ρ̃∗2, 1) to achieve a given level of convergence according to Corollary 6.2.1.1. Our
goal is to minimize (6.16) over all the candidate values of Ea ⊆ Ẽ.

Directly solving this optimization is intractable because the objective function (6.16)
is not given explicitly. To address this challenge, we will relax τ(Ea) and K(Ea) into
upper bounds that are explicit functions of Ea.

Relaxed Objective Function: We first upper-bound τ(Ea) by considering a
suboptimal but analyzable communication schedule. Consider a special solution to (6.5),
where zhij = 1 if i = sh, j ∈ Th and 0 otherwise, and rh,kij = 1 if i = sh, j = k and
0 otherwise, i.e., the parameter exchange triggered by each activated link (i, j) ∈ Ea
is performed directly along the underlay routing paths p

i,j
and p

j,i
. To achieve a per-

iteration communication time of τ , the rate di of sending the parameter vector of agent i
to its activated neighbors must satisfy

di ≥
κi

τ − li,j
, ∀j with (i, j) ∈ Ea. (6.17)

Let li := max(i,j)∈E li,j denote the maximum propagation delay from agent i to its
neighbors in the base topology. Then to satisfy (6.17), it suffices to have di = κi/(τ − li).
This communication schedule is feasible for (6.5) (with (6.5c) replaced by (6.8)) if and
only if

∑
(i,j)∈F∩Ea

κi
τ − li

≤ ĈF , ∀F ∈ F̂ , (6.18)

where “F∩Ea” denotes the set of directed links in F for which the undirected counterparts
belong to Ea. The minimum value of τ satisfying (6.18), denoted by τ(Ea), thus provides
an upper bound on the minimum per-iteration time τ(Ea) under the activated links in
Ea.

We then upper-bound K(Ea) by upper-bounding the optimal value ρ̃∗ of (6.11). To
this end, consider a specific solution to (6.11), where

αij =


1

max(|NEa (i)|,|NEa (j)|) if (i, j) ∈ Ea,
0 o.w.,

(6.19)

for NEa(i) (the set of activated neighbors of agent i) defined as in (6.4). Let LEa :=
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B diag(α)B⊤ for α in (6.19). Under this solution, the objective value of (6.11) is

ρ̃ = ∥I −LEa − J∥ (6.20)

= max(1− λ2(LEa), λm(LEa)− 1), (6.21)

where (6.20) is proved in the proof of Corollary 6.2.1.1, and (6.21) is by [206, Lemma IV.2]
(here λi(LEa) denotes the i-th smallest eigenvalue of LEa). Since K(1 − ρ̃∗2, 1) is an
increasing function of ρ̃∗, we have

K(Ea) ≤ K
(
1− (max(1− λ2(LEa), λm(LEa)− 1))2 , 1

)
=: K(Ea). (6.22)

Bi-level Optimization: Relaxing (6.16) into its upper bound τ(Ea) ·K(Ea) provides
an objective function that can be easily evaluated for each candidate value of Ea without
solving any optimization. However, we still face the exponentially large solution space of
Ea ⊆ Ẽ. To address the complexity challenge, we decompose the relaxed optimization
into a bi-level optimization as follows.

Lemma 6.2.1. Let β be the maximum time per iteration. Then

min
Ea⊆Ẽ

τ(Ea) ·K(Ea) = min
β≥0

β ·
(

min
τ(Ea)≤β

K(Ea)
)
, (6.23)

and the optimal solution E∗
a to the RHS of (6.23) is also optimal for the LHS of (6.23).

Proof of Lemma 6.2.1. Let (β∗, E∗
a) be the optimal solution to the RHS of (6.23), and

Eo
a be the optimal solution to the LHS of (6.23). Let βo := τ(Eo

a). Then

min
τ(Ea)≤βo

K(Ea) ≤ K(Eo
a) (6.24)

⇒βo ·
(

min
τ(Ea)≤βo

K(Ea)
)
≤ τ(Eo

a) ·K(Eo
a) (6.25)

⇒min
β≥0

β ·
(

min
τ(Ea)≤β

K(Ea)
)
≤ τ(Eo

a) ·K(Eo
a). (6.26)

Meanwhile, β∗ must equal τ(E∗
a), as otherwise we can reduce β∗ to further reduce

the value of β ·
(
minτ(Ea)≤βK(Ea)

)
, contradicting with the assumption that (β∗, E∗

a) is
optimal. Therefore, by the definition of Eo

a,

min
β≥0

β ·
(

min
τ(Ea)≤β

K(Ea)
)

= τ(E∗
a) ·K(E∗

a) ≥ τ(Eo
a) ·K(Eo

a), (6.27)
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which together with (6.26) proves (6.23).
Moreover, (6.23) implies that “=” must hold for (6.27), i.e., E∗

a is also optimal for
the LHS of (6.23).

The bi-level decomposition in (6.23) allows us to focus on the constrained optimization

min
τ(Ea)≤β

K(Ea), (6.28)

as the upper-level optimization only has one scalar variable β that can be optimized
numerically once we have an efficient solution to (6.28).

6.2.3 Future Directions

In this section, we summarize the possible approaches for solving (6.16), which will be
studied in the future.

6.2.3.1 Lower-Level Optimization Approach

The first approach focuses on solving (6.28). The feasible space of (6.28) has a special
structure. By (6.18), we see that Ea is feasible for (6.28) if and only if

∑
(i,j)∈F∩Ea

κi
β − li

≤ ĈF , ∀F ∈ F̂ . (6.29)

We further noticed that for the relaxed objective of minEa⊆Ẽ τ(Ea) ·K(Ea), we have

min
τ(Ea)≤β

K(Ea)⇔ min
τ(Ea)≤β

ρ(Ea), (6.30)

where ρ(Ea) denotes the optimal objective value of (6.11) when the set of activated links
is Ea.

Let yij ∈ {0, 1} (∀(i, j) ∈ Ẽ) indicate whether link (i, j) is activated. We can integrate
(6.30) and (6.11) into a joint optimization of whether each link will be activated (y) and
its weight if activated (α):

min
y,α

ρ̃ (6.31a)

s.t.
∑

(i,j)∈F
yij ·

κi
β − lij

≤ ĈF , ∀F ∈ F̂ , (6.31b)

− ρ̃I ⪯ I −B diag(α)B⊤ − J ⪯ ρ̃I, (6.31c)
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0 ≤ αij ≤ yij, ∀(i, j) ∈ Ẽ, (6.31d)

yij ∈ {0, 1}, ∀(i, j) ∈ Ẽ, (6.31e)

where (6.31a), (6.31c), and (6.31d) are inherited from (6.11), (6.31b) enforces the con-
straint of (6.30) as explained in (6.29), and (6.31e) imposes the integer constraint on
y. Optimization (6.31) is again a MICP and thus can be solved by existing MICP
solvers [235].

In summary, this approach is transformed into developing algorithms to solve (6.31).

6.2.3.2 Monolithic Approach

Joint minimization of τ and ρ̃ can be formulated as an monolithic optimization problem.
More specifically, we can formulate a monolithic optimization as (6.32). Thus, we can
directly invoke solvers to solve this problem.

min
f ,d,z,τ

τ + λρρ̃ (6.32a)

s.t. τ ≥ k

de
+ le −M(1− ze), ∀e ∈ E (6.32b)

de −M(1− ze) ≤ fe ≤ de +M(1− ze),∀e ∈ E (6.32c)

0 ≤ fe ≤Mze,∀e ∈ E (6.32d)∑
e∈F

fe ≤ CF ,∀F ∈ F , (6.32e)

− ρ̃I ⪯ I −B diag(α)B⊤ − J ⪯ ρ̃I, (6.32f)

0 ≤ αe ≤Mze, ∀e ∈ E, (6.32g)

ze ∈ {0, 1},∀e ∈ E. (6.32h)

In summary, this approach is transformed into developing algorithms to solve (6.32).

6.3 Concluding Remarks
In this dissertation, we studied the secure and efficient operation of cyber-physical systems
(CPSs) through the lens of estimation, optimization and control. Under this context, we
studied several problems in both physical and cyber spaces as well as their interactions.

In Chapter 2, we studied the line state estimation problem for post-attack recovery
from the joint cyber-physical attacks in the smart grid. Under DC power flow model,
we first extended the existing results and algorithms to the unexplored cases that the
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attack may disconnect the power grid. Then, we developed the first known verification
algorithms to verify the line state estimation results in the granularity of each single
line. Finally, both estimation and verification algorithms are extended for AC power flow
model. Evaluations over Polish grid and IEEE 300-bus system demonstrate that most of
the lines can be correctly identified and verified.

In Chapter 3, we considered the optimal PMU placement problem to prevent the
overload-induced line tripping. Under DC power flow model, we formulated a tri-level
optimization problem and transformed it into a bi-level mixed integer linear programming
(MILP). Then, we proposed a alternating optimization algorithm framework with two
constraint generation algorithms to solve the proposed formulation optimally. Further-
more, for large power grid, we developed a polynomial-complexity heuristic to trade the
solution quality for speed. Evaluation results over IEEE test systems showed that the
proposed solution can significantly reduce the number of PMUs compared to the one to
achieve full observability.

In Chapter 4, we revisited the overlay routing problem over an uncooperative underlay
network. We first identified the minimum required information to achieve congestion-
free overlay routing. Then, for general underlay networks, we developed polynomial-
complexity algorithms to infer such information with theoretical guarantees. Furthermore,
we proposed an additional algorithm for the special underlay network with symmetric tree-
based routing. Extensive evaluations have demonstrated that the proposed approaches
are capable of reducing the overlay routing delay by better avoiding congestion.

In Chapter 5, we investigated the optimal attack design problem for the cross-
path attack, which is a particular DoS attack paradigm. We first developed novel
reconnaissance algorithms to infer the locations and capacities of the shared network
components between the attack paths and the target paths. Then, we formulated two
attack budget allocation problems, for each of which we have demonstrated the optimal
allocation policy. The proposed solution has been shown to cause severer performance
degradation than its non-optimized counterparts in extensive evaluations, confirming the
necessity of defending against such attacks during operation.

In Chapter 6, we examined the limitations of the research presented in this dissertation
and proposed potential extensions. Following that, as an illustrative example, we
investigated the joint optimization of overlay routing and the mixing matrix to minimize
the total wall-clock time of decentralized learning over Cyber-Physical Systems (CPSs).
We formulated this challenge as a bi-level optimization problem and outlined potential
approaches for addressing it.
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