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ABSTRACT 

The studies comprising this dissertation use a state-of-the-art ensemble-based data 

assimilation (DA) system developed at The Pennsylvania State University to improve forecasts 

of tropical cyclones (TCs) during two of the least predictable stages of their lifecycle: formation 

(i.e., tropical cyclogenesis; hereafter TCG) and rapid intensification (RI). These improvements 

are realized by assimilating infrared (IR) brightness temperatures (BTs) observed by 

geostationary satellites under both clear and cloudy conditions. The all-sky IR BTs assimilated 

by the DA system help to constrain the initial moisture estimates within the core of the 

developing system in analyses via the strong ensemble correlations that exist between moisture 

content and simulated BTs. It is shown that forecasts initialized from these analyses exhibit a 

more realistic convective evolution, which translates to improved prediction of TCG and RI. 

 

For the case of TCG, the assimilation of upper-tropospheric water vapor channel BTs 

observed by the Meteosat-10 Spinning Enhanced Visible and InfraRed Imager (SEVIRI) 

instrument improves the timing of TCG in forecasts of Hurricane Irma (2017). In an experiment 

that withheld the BTs, TCG was premature by at least 24 hours due to an overestimation of the 

spatial coverage of deep convection within the African Easterly Wave (AEW) that Irma formed 

from. Spurious convection led to stronger low-level convergence and the earlier spin-up of a 

low-level meso-ɓ-scale (i.e., 20 ï 200 km) vortex. This was ameliorated by assimilating all-sky 

IR BTs. Furthermore, the substantial impact of initial moisture uncertainty within the incipient 

disturbance is revealed by initializing ensemble forecasts with only the initial moisture 

perturbations retained. Relative to an ensemble with initial perturbations to all variables, at least 

half of the intensity forecast uncertainty is attributed to initial moisture uncertainty within the 

AEW. These results show the importance of targeting the incipient disturbance with high spatio-

temporal water vapor observations for ingestion into DA systems. 

 

For the case of RI, the assimilation of upper-tropospheric water vapor channel BTs 

observed by the GOES-16 Advanced Baseline Imager (ABI) led to significant improvements in 

the intensity forecasts of Hurricane Dorian (2019) at lead times of 48 hours and longer. These 

improvements are shown to be a result of better analyzed cloud fields as well as more intense 

initial primary and secondary circulations. Despite these improvements, the vortex exhibited an 

unrealistically broad structure that was fine-tuned by the additional assimilation of tail Doppler 

radar (TDR) radial velocities collected by NOAA P-3 aircraft. The simultaneous assimilation of 

all-sky IR BTs and radar observations therefore resulted in realistic forecasts of the track, 

structure, and RI of Dorian. These results underscore the potential of TDR observations to 

complement the benefits gained by assimilating all-sky IR BTs. 
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Chapter 1 

 

Introduction  

 

1.1 Background and Motivation 

 Tropical cyclones (TCs) have caused more fatalities and impacted the economy more 

than any other billion-dollar weather-related disaster in the United States since 1980 (Smith 

2020). At the same time, intensity and tropical cyclogenesis (TCG) forecasts of TCs were quite 

slow to improve (Cangialosi 2020). We therefore must improve our forecasts of these 

phenomena so that the public can be better informed. The goal of this dissertation research is to 

improve forecasts of TCs during two of the most intractable stages of their lifetime: 1) TCG and 

2) rapid intensification (RI). RI is defined as an intensification rate exceeding 15 m s-1 in a 24 

hour period (Kaplan and DeMaria 2003) and TCG is typically defined as the formation of a 

tropical depression from a pre-existing tropical disturbance. The complexity of these stages has 

limited our understanding of them and challenged our ability to predict them.  

 Our understanding of TCG, especially the precise mechanisms by which a cold-core mid-

level vortex transforms into a warm-core low-level vortex that eventually becomes a TC, is 

incomplete at best. While TCs appear to form from multiscale interactions between a pre-

existing synoptic-scale disturbance and convection within the disturbance, it is still not entirely 

clear how. Ritchie and Holland (1997) and Simpson et al. (1997) proposed that the mesoscale 

convective vortices (MCVs) in the stratiform region of mesoscale convective systems (MCSs) 

collectively reinforce the mid-level circulation of the larger-scale disturbance. This mid-level 

circulation was believed to subsequently lower toward the surface via evaporatively-cooled 

downdrafts, thereby leading to TCG (Bister and Emanuel 1997). This theory, referred to as the 

ñtop-downò pathway, was formulated based on observations from then recent field campaigns of 
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the early 1990s. Unfortunately, the ñtop-downò pathway did not provide a convincing argument 

for how the mid-level vortex lowered toward the surface since a downward transport of vertical 

vorticity is an apparent violation of the laws of fluid dynamics (Raymond et al. 2011). 

Eventually, the ñtop-downò hypothesis was abandoned in favor of the ñbottom-upò hypothesis, 

whereby the low-level tropical depression vortex is built by the successive merging of 

convective towers containing strong cyclonic vorticity anomalies named ñvorticalò hot towers 

(VHTs; Hendricks et al. 2004; Montgomery et al. 2006). This insight was made possible by 

cloud-resolving simulations and was reinforced by several modeling studies (e.g., Tory et al. 

2006a,b; Shin and Smith 2008; Van Sang et al. 2008; Braun et al. 2010). Observational studies 

around that time (Reasor et al. 2005; Sippel et al. 2006; Houze et al. 2009) also documented the 

prevalence of VHTs. Although the ñtop-downò versus ñbottom-upò debate had seemingly been 

laid to rest, our understanding of the specific role of the mid-level vortex remained unclear. 

 The two main competing theories in contemporary literature for how the warm-core low-

level vortex forms and becomes a TC disagree over the role of the mid-level vortex. These two 

competing theories, both of which support a ñbottom-upò pathway to TCG, are depicted in the 

schematic diagram of Figure 1.1. In the first theory (Figure 1.1a), the mid-level vortex plays an 

instrumental role in TCG by promoting low-level spin-up (Raymond et al. 2011; Gjorgjievska 

and Raymond 2014). The aforementioned observational studies argue that the mid-level 

circulation contained within the stratiform precipitation region of MCSs increases the static 

stability of the troposphere through thermal wind balance. The increased static stability, they 

contend, favors a bottom-heavy mass flux profile and horizontal convergence of mass at low 

levels due to continuity. With greater horizontal convergence of mass, the circulation at low 

levels is increased to the point of TCG. Competing with this theory is the notion that the mid-

level vortex merely plays a supporting role in the spin-up of the low-level vortex (Figure 1.1b). 

This concept was hinted at by Nolan (2007) and Houze et al. (2009) when pointing out that the 

mass flux profile at low levels is dominated by VHTs. More recently, Bell and Montgomery 

(2019) used observations of pre-Karl (2010) to argue how the mid-level vortex merely supports 

the development of the low-level vortex. In that study, they paint a picture of TCG as an episodic 

building of both the low and mid-level vortices via a positive feedback loop (Figure 1.1b). In that 

feedback loop, deep convective bursts add moisture to the mid-levels while increasing the low-
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level circulation through the horizontal advection, and subsequent stretching, of vertical 

vorticity. Once the deep convection matures, a stratiform precipitation region forms within the 

MCSs that promotes a strengthening of the mid-level vortex. This mid-level vortex helps protect 

the mid-level moisture from lateral intrusions of dry air. At the same time, the low levels are 

moistened by the evaporation of precipitation. With a higher column saturation fraction (CSF), 

the troposphere is primed for a new round of deep convection. Eventually, the low-level vortex 

strengthens to the point of TCG. In the future, more detailed case studies of developing and non-

developing storms are necessary to determine the specific role of the mid-level vortex. Until 

then, it remains a point of contention.  

 Regardless of the precise mechanisms by which convection leads to a TC, the 

communityôs consensus is that convective-scale processes play an important role in TCG. 

Accurately predicting TCG is a very difficult but exciting problem. At this point in time, 

operational guidance provided by the National Hurricane Center (NHC) only predicts the 

probability of TCG within favorable regions over the next two and five days. The reliance on 

probabilities is testament to this challenge. Even with a seedling disturbance present within a 

favorable environment, accurate predictions of TCG timing elude the community. This problem 

stems from the fact that TCG is intimately determined by the intricacies of moist convective 

processes and their nonlinear interactions with the proto-vortex they are embedded within 

(Emanuel 2018; Tang et al. 2020; Núñez Ocasio 2021). More specifically, when latent heating 

from moist convection overlaps with low-level vorticity maxima within the proto-vortex, VHTs 

can form (Hendricks et al. 2004; Montgomery et al. 2006). The subsequent aggregation of these 

rotating plumes ultimately forms the TC vortex. Without an accurate representation of the spatial 

pattern of the initial low and mid-level moisture concentration with respect to the low-level 

vorticity maxima, this process will not be adequately captured. Moreover, these small-scale 

convective differences, which begin as position errors of individual convective cells, can quickly 

grow upscale to contaminate the vortex-scale flow (Zhang et al. 2003; Tan et al. 2004; Zhang et 

al. 2007; Sun and Zhang 2016). Consequently, accurate TCG forecasts require a realistic 

representation of the initial moisture content for input to models. Unfortunately, there is a dearth 

of moisture observations over the open ocean where TCs form. This is a major hindrance to the 

accurate initialization of TCG forecasts, which ultimately degrades their quality. 
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Figure 1.1. Schematic diagram showing the two competing theories of the relative roles of the 

low and mid-level vortices in TCG. In (a), the mid-level vortex plays an instrumental role in 

TCG by promoting low-level spin-up while in (b) the mid-level vortex merely plays a supporting 

role. See text for more details. 
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 The limitations imposed by moist convective processes extend to the subsequent 

intensification of TCs, especially ones that undergo RI. For example, small uncertainties in the 

initial moisture content can quickly and chaotically grow to vortex-scale convective asymmetries 

(Van Sang et al. 2008; Taraphdar et al. 2014). These convective asymmetries affect the vertical 

tilt of the vortex, which influences the vortex-scale flow and subsequent convection (Jones 1995; 

Corbosiero and Molinari 2002; Hence and Houze 2011; Reasor et al. 2013; DeHart et al. 2014). 

If, and when, the vortex will align depends on the complicated nonlinear interactions between the 

vortex-scale flow and convection. In the presence of moderate vertical wind shear, this can be a 

major limiting factor in the predictability of RI timing (Zhang and Tao 2013; Tao and Zhang 

2014; Judt and Chen 2016). Based on the sensitivity of RI forecasts to moist convective 

processes, it is not surprising that multiple studies have stressed the importance of accurate 

initialization of inner-core moisture within TCs that are about to rapidly deepen (e.g., Emanuel 

and Zhang 2017; Minamide and Zhang 2018; Minamide et al. 2020). Unfortunately, there is a 

lack of inner-core moisture observations within developing TCs (Pu et al. 2016). This is limiting 

our ability to accurately predict RI. 

 To improve both TCG and RI forecasts, this dissertation will investigate the potential of 

using another observation type to constrain the initial conditions for forecasts: IR BTs observed 

by geostationary satellites under all-sky (i.e., both clear and cloudy) conditions. These 

underutilized observations have been shown to improve the forecasts of RI in case studies (e.g., 

Zhang et al. 2016; Honda et al. 2018; Minamide and Zhang 2018; F. Zhang et al. 2019); 

however, it is important to confirm the robustness of these results with other storms. 

Furthermore, no studies to date have explored the potential of all-sky IR BTs to improve the 

forecasts of TCG. 

1.2 Overarching Methodology 

 To reduce the initial condition uncertainty in forecasts, this dissertation makes use of an 

ensemble-based DA system known as The Pennsylvania State University (PSU) ensemble 

Kalman filter (EnKF) system (hereafter PSU-EnKF). This system has been used to assimilate 

operationally-available observations since 2008 (Meng and Zhang 2008). The EnKF (Evensen 

1994) translates information contained within observations to state variable updates through 
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error covariances that are estimated by a forecast ensemble. Since this ensemble evolves with 

time, the EnKF can capture the ñerrors of the dayò (i.e., it is flow-dependent). By weighing the 

relative uncertainty of the state variable being updated against the uncertainty of the observation 

being assimilated, the EnKF provides an analysis with less uncertainty than both the observation 

and the original values of the state variable. This analysis can then be used to initialize forecasts. 

 Although the EnKF has been around for quite some time, the ability to assimilate all-sky 

IR BTs is a relatively new and novel concept. As a matter of fact, this observation type is not yet 

assimilated by any operational center, mostly due to the challenges of assimilating cloudy-sky 

BTs. Perhaps the biggest challenge that comes with assimilating cloudy-sky BTs is the situation 

in which the observed cloud scene for a column is cloudy, but the ensemble mean is simulated to 

be clear. In that situation, the DA system has trouble producing clouds in the analysis because 

the covariances between hydrometeor mixing ratios and simulated BTs are zero. The zero 

covariance is a result of the fact that both the ensemble mean and perturbations (i.e., difference 

from the ensemble mean) of the hydrometeor mixing ratios are zero in this situation because the 

presence of a nonzero hydrometeor mixing ratio value for any one member would turn the 

ensemble mean value nonzero. Consequently, the hydrometeor mixing ratios cannot be updated 

by the EnKF in this situation, since the EnKF uses a form of linear regression that is based on the 

error covariances. The PSU-EnKF handles this issue by employing an adaptive inflation 

technique that is described in chapter 2. Another major challenge of assimilating cloudy-sky BTs 

is the representativeness errors that can easily develop due to a mismatch between the observed 

and simulated cloud scene (either spuriously modeled clear-sky columns or spuriously modeled 

cloudy-sky columns). In other words, clouds have distinct edges. A slight displacement of the 

modeled cloud edge relative to observations can cause a large difference between the simulated 

and observed BT value for that location. Consequently, this large ñinnovationò can shock the DA 

system if not handled appropriately. The PSU-EnKF is currently able to reduce the shock of such 

situations by employing another adaptive inflation technique that is described in chapter 2. In 

summary, the DA system used in this dissertation has the capability to assimilate BTs observed 

under both clear and cloudy conditions. Its novelty is its ability to reduce the negative side 

effects oftentimes associated with cloudy-sky observations. 
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1.3 Dissertation Overview 

This dissertation is composed of three main chapters, each of which contains a detailed 

literature review in its introduction. In chapter 2, the potential improvements brought to TCG 

forecasts by assimilating all-sky IR BTs is explored in the context of Hurricane Irma (2017), a 

classic Cape Verde storm. Chapter 3 extends the work of chapter 2 by assessing the gains that 

can be brought to TCG forecasts through the further reduction of initial moisture uncertainty in 

ensemble forecasts of Irma. In chapter 4, the improvement brought to RI forecasts by 

assimilating all-sky IR BTs is evaluated in the context of Hurricane Dorian (2019). The 

additional value brought to RI forecasts by simultaneously assimilating the all-sky IR BTs with 

TDR radial velocity observations collected by NOAA P-3 aircraft is also quantified. Finally, the 

dissertation ends with a conclusion that summarizes the main findings of these chapters, points 

out their limitations, and suggests directions for future research. 
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Chapter 2 

 

Improving Tropical Cyclogenesis Forecasts of Hurricane Irma 

(2017) through the Assimilation of All-Sky Infrared Brightness 

Temperatures 

ABSTRACT 

 The assimilation of satellite all-sky IR BTs has been shown in previous studies to 

improve intensity forecasts of TCs. In this study, the potential of assimilating all-sky IR BTs to 

improve TCG forecasts by constraining the pre-TCG cloud and moisture fields is explored. By 

using an ensemble-based DA system, it is shown that the assimilation of upper-tropospheric 

water vapor channel BTs observed by the Meteosat-10 SEVIRI instrument two days before the 

formation of a tropical depression improves the TCG forecast of Hurricane Irma (2017), a classic 

Cape Verde storm, by up to 24 hours while also capturing its later RI in deterministic forecasts. 

In an experiment that withholds the assimilation of all-sky IR BTs, the assimilation of 

conventional observations from the Global Telecommunications System (GTS) leads to the pre-

mature TCG of Hurricane Irma by at least 24 hours. This pre-mature TCG is shown to result 

from an overestimation of the spatial coverage of deep convection within the AEW from which 

Irma eventually forms. The gross overestimation of deep convection without all-sky IR BTs is 

accompanied by higher CSF, stronger low-level convergence, and the earlier spin-up of a low-

level meso-ɓ-scale vortex within the AEW that ultimately becomes Hurricane Irma. Through its 

adjustment to the initial moisture and cloud conditions, the assimilation of all-sky IR BTs leads 

to a more realistic convective evolution in forecasts and ultimately a more realistic timing of 

TCG. 
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2.1 Chapter Introduction 

 The formation of a tropical depression from a pre-existing tropical disturbance (i.e., 

TCG) is an inadequately understood phenomenon. Details of this early stage in the lifecycle of a 

TC have been challenging to uncover and forecast due to 1) difficulties in understanding the 

complex nonlinear interactions that occur across scales ranging from the convective up to 

synoptic scales (Emanuel 2018; Tang et al. 2020; Núñez Ocasio 2021), and 2) a lack of in-situ 

observations over the open ocean.  

 The environmental conditions favorable for TCG have been known for years. Aside from 

high sea surface temperatures, these conditions include low vertical wind shear, plentiful mid-

level moisture, and high vertical instability (Gray 1968; DeMaria et al. 2001). Observational 

studies have also pointed out that TCG is usually related to a pre-existing synoptic-scale tropical 

disturbance (e.g., Reed et al. 1977; Gray 1968; Briegel and Frank 1997; Ritchie and Holland 

1997). For example, the most common synoptic-scale disturbance involved in the TCG of 

Atlantic TCs is the AEW ï at least 70% of Atlantic TCs form in association with AEWs (Russell 

et al. 2017). In short, it is possible to locate approximate preferred regions of TCG based on the 

large-scale environmental conditions and pre-existing synoptic-scale tropical disturbances. 

 The strong association between AEWs and TCG is particularly interesting. Dunkerton et 

al. (2009) proposed that TCG preferentially occurs in regions where the lower-tropospheric 

AEW-relative streamlines exhibit a closed circulation (specifically, the center of this meso-Ŭ-

scale (i.e., 200 ï 1000 km) circulation, also known as the ñmarsupial pouchò, or ñpouchò in 

short). Their reasoning is that the pouch not only provides a region of cyclonic rotation and weak 

strain/shearing deformation, but also protects the tropical disturbance within it from potentially 

harmful environmental conditions (e.g., dry air intrusion). This ñmarsupial pouchò paradigm has 

gained traction over the last decade as it has been reinforced by multiple modeling studies (e.g., 

Wang et al. 2010; Li and Pu 2014; Asaadi et al. 2016, 2017; Rajasree et al. 2016a,b) and field 

campaigns, including the Tropical Cyclone Structure 2008 field experiment (TCS-08; 

Montgomery et al. 2010), the Pre-Depression Investigation of Cloud-Systems in the Tropics 

experiment (PREDICT; Montgomery et al. 2012), and NASAôs Genesis and Rapid 
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Intensification Processes field experiment (GRIP; Braun et al. 2013). Ultimately, the ñmarsupial 

pouchò paradigm adds extra layers of complexity to the ñbottom-upò pathway of TCG described 

in chapter 1. 

 Despite our ability to locate probable areas of TCG (i.e., areas along the forecasted AEW 

track that have favorable large-scale environments), it is still an unmet challenge to accurately 

forecast whether the TCG will happen and/or the exact TCG timing. This is due to uncertainties 

in convective-scale processes and their nonlinear interactions with the vortex they are embedded 

within. As detailed in chapter 1, it is still not entirely clear how a mid-level cold-core vortex 

transforms into a low-level warm-core vortex that eventually spins-up to form a TC.  

 Given the important role convection plays in the TCG process, it stands to reason that we 

must adequately capture its evolution in forecasts if we wish to accurately predict the timing of 

TCG. Over the last decade, studies have investigated potential connections between the temporal 

evolution of spatial patterns of convection in pre-depression tropical disturbances and subsequent 

TCG. Reanalysis-based (Leppert et al. 2013a,b) and observation-based (Zawislak and Zipser 

2014) studies have suggested that the convective intensity near the circulation center might be 

much less of a factor than the convective area in the hours and days leading up to TCG. Wang 

(2018) stressed the importance of looking at the spatial pattern of convection in TCG studies ï 

they observed that TCG was more likely to occur when convective intensity increased in the 

inner pouch region but stayed the same or decreased in the outer pouch region in the hours 

leading up to TCG. The spatial pattern and evolution of multiday convective bursts was analyzed 

in several recent observational studies (Kerns and Chen 2013; Chang et al. 2017; Bell and 

Montgomery 2019). These studies indicate that vigorous multiday convective bursts that are 

conducive to TCG occur in both developing and non-developing disturbances. These studies 

collectively reinforce the notion that the occurrence of TCG has a complicated dependence on 

pre-TCG convection.  

 Since the convective evolution of pre-TCG disturbances is quite complex, the accurate 

prediction of TCG depends on an accurate representation of it. Since in-situ and aircraft 

observations are sparse over the open ocean, one way to achieve a better representation of 

convection in forecasts is to assimilate high resolution (>1 pixel 30-km-2) all-sky IR BTs. At this 
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point in time, a number of real-data studies have shown the benefits of assimilating all-sky IR 

BTs in the forecasts of severe thunderstorms (e.g., Zhang et al. 2018, 2021b; Sawada et al. 2019; 

Jones et al. 2020), tropical convection (e.g., Chan et al. 2020b; Chan and Chen 2022), and TC RI 

(e.g., Honda et al. 2018; Minamide and Zhang 2018; F. Zhang et al. 2019; Minamide et al. 2020; 

Hartman et al. 2021). These studies unanimously found that the assimilation of all-sky IR BTs 

improved the evolution of clouds in forecasts. It is thus possible that assimilating all-sky IR BTs 

could improve TCG forecasts. 

 In this study, this possibility is examined in the context of Hurricane Irma (2017). This 

storm was chosen because it is a classic Cape Verde storm that ultimately impacted many areas 

in the Caribbean and continental United States. In addition, this particular storm formed well 

before the expectation of NHC operational guidance (Cangialosi et al. 2018). 

 This chapter is organized as follows. Section 2 provides a brief meteorological history of 

Irma and section 3 describes the experimental setup and DA system used. The results of 

deterministic forecasts initialized with the DA system are presented in section 4. Finally, the 

conclusions of this study and avenues of future research are presented in section 5. 

2.2 Brief Overview of Hurricane Irma (2017) 

Before proceeding, a brief description of Hurricane Irma (2017) is warranted. As a classic 

Cape Verde storm, Hurricane Irma formed from an AEW that moved into the eastern Atlantic 

Ocean late in the day on 27 August. On that day, despite favorable environmental conditions, the 

operational NHC guidance projected no chance of TC development over the next 48 hours and a 

20% chance of TC development over the next 5 days. At 00 UTC 28 August (48 hours before 

TCG), these probabilities were relatively unchanged even though deep convection persisted 

within the northern portion of the wave trough (Figure 2.1a). Over the next 48 hours this deep 

convection organized (Figure 2.1b) faster than anticipated, and by 00 UTC 30 August (hereafter 

ñTCG timeò) the NHC classified the resulting convective system as a tropical depression when a 

well-defined surface circulation was detected.  
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The track and intensity of Irma after TCG are shown for reference in Figures 2.1e and 

2.1f, respectively. After forming roughly 150 miles west of the Cabo Verde Islands, it moved 

westward into favorable environmental conditions and underwent RI. Irma became a hurricane 

within the next 30 hours and a major hurricane within 48 hours. The cloud fields and lower 

tropospheric streamlines are shown during RI (Figure 2.1c) and at major hurricane stage (Figure 

2.1d). These subplots illustrate the axisymmetrization of the convection that occurred within the 

increasingly well-defined low-level vortex during Irmaôs path to maturity.  

 

 

Figure 2.1. Meteosat-10 Ch 6 BT overlayed with ERA5 850-hPa streamlines of Irma (a) 48 

hours pre-TCG (00 UTC 28 August), (b) at TCG time (00 UTC 30 August), (c) during RI (06 

UTC 31 August), and (d) at major hurricane strength (12 UTC 01 September). Also shown is the 

(e) track and (f) maximum 10-m wind speed of Irma from the NHC HURDAT2 database starting 

from TCG time. Note that for this study TCG time (00 UTC 30 August) is defined as the first 

occurrence of a tropical depression in the HURDAT2 database. Numbers within rounded squares 

in (e) represent the day of the month. 
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This study will focus on improving deterministic forecasts initialized during a 12-hour 

period centered on 48 hours pre-TCG. This period (from 18 UTC 08/27 to 05 UTC 08/28) was 

chosen because the operational NHC guidance called for low probabilities of development over 

the next 48 hours (0%) to 5 days (< 50%), which indicates a low practical predictability of TCG 

during this period. Although the focus of this study is on TCG, the impacts of assimilating all-

sky IR BTs on the later RI of Irma will also be examined. 

2.3 Methodology 

This section describes the DA system and forecast model used, the experimental design, 

and the observations assimilated. 

2.3.1 DA and Forecast System 

The DA system used for this study is the PSU-EnKF system. This system converts 

observations into model state variable updates using the ensemble square root filter (EnSRF) of 

Whitaker and Hamill (2002). The ensemble is then integrated to the next DA analysis time point 

using the Advanced Research version of the Weather Research and Forecasting (WRF) Model 

version 3.6.1 (Skamarock et al. 2008). The PSU-EnKF system has been used for real-data case 

studies since 2008 (Meng and Zhang 2008). For ease of parallelization, it performs DA in a joint 

state-observation space (Tarantola 1987; Anderson 2001) using the high latency parallel 

implementation of Anderson and Collins (2007). Sixty ensemble members were used in this 

study and 80% relaxation to prior perturbations (Zhang et al. 2004) was applied to avoid filter 

divergence. Finally, the Community Radiative Transfer Model (CRTM; Han et al. 2006, 2007; 

Weng 2007) version 2.1.3 served as the observation operator when assimilating all-sky IR BTs. 

 Throughout this study, the WRF model was applied on a single stationary domain with a 

9-km horizontal grid spacing over the area indicated by the black rectangle in Figure 2.2b. This 

domain size (865 grid points in the east-west direction and 371 grid points in the north-south 

direction) was chosen to ensure that it was large enough to contain both the storm and its parent 

AEW, and to reduce the potential impacts of boundary effects. The 9-km spacing was chosen as 

a compromise between the model domain size and horizontal resolution. In the vertical, there 
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were 43 model levels extending to 10 hPa. Parameterization schemes used include: the 

Thompson double-moment microphysics scheme (Thompson et al. 2008), the Yonsei University 

planetary boundary layer scheme (Hong et al. 2006); and the Rapid Radiative Transfer Model 

(RRTM) longwave and shortwave radiation schemes (Iacono et al. 2008). Finally, surface fluxes 

of momentum, as well as sensible and latent heat, were parameterized following Green and 

Zhang (2013).   

 

 

Figure 2.2. (a) Overview of the experimental design including (b-d) the locations of each type of 

observation assimilated during the first DA cycle. See text for more details. 

 

 No cumulus parameterization scheme was used in this study. While the 9-km grid 

spacing used here cannot well resolve individual convective cells, previous studies have shown 

that such a gray-zone grid spacing is capable of resolving MCSs and TCs without using a 

cumulus parameterization scheme (e.g., He et al. 2019; Wang et al. 2015; Ying and Zhang 2018; 

J. Zhang et al. 2017; Chen et al. 2018a,b; Chen and Zhang 2019; Ying and Zhang 2017; Chan et 

al. 2020b; Ou et al. 2020; Chen et al. 2021a,b; Chan and Chen 2022; Chen et al. 2022a,b). 
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Recent studies also indicate that regional simulations using such a grid spacing can capture the 

primary physical processes related to TCG (e.g., Montgomery et al. 2010b) and MCS energetics 

(e.g., Chen et al. 2021a).   

2.3.2 Experimental Design 

 A brief overview of the experimental design is provided in Figure 2.2a. Beginning at 66 

hours pre-TCG (06 UTC 27 August), a 60-member ensemble was created by adding 

perturbations to the National Centers for Environmental Prediction (NCEP) Global Forecast 

System (GFS) analysis using WRFDAôs CV3 background error covariance matrix (Barker et al. 

2004). The ensemble was then integrated forward for twelve hours using the WRF model to 

develop flow-dependent ensemble statistics before the first observations were assimilated at 18 

UTC 27 August. At that time, the ensemble served as the background for two DA cycling 

experiments: GTS and GTS+IR. The GTS experiment assimilated surface and upper-level 

observations from the World Meteorological Organization (WMO) GTS. The GTS+IR 

experiment assimilated the GTS observations as well as all-sky BTs observed by channel 5 of the 

SEVIRI instrument onboard the Meteosat-10 satellite. Channel 5 is sensitive to upper-

tropospheric water vapor. Both experiments assimilated observations hourly for twelve hours. As 

mentioned in section 2, this twelve-hour period represents the time during which the 

operationally predicted probabilities of TCG are low. More details about each type of 

observation assimilated will be discussed in the next sub-section. 

 To see the impact of assimilating all-sky IR BTs on the TCG forecasts of Irma, 5-day 

(120-h) deterministic forecasts were initialized from the analysis mean of each hourly DA cycle. 

These forecasts used the same WRF physics options described in the previous subsection. To 

prevent the drift of the regional WRF model during the DA cycling, analogous to the setup of the 

operational PSU-EnKF TC forecast system (e.g., Zhang and Weng 2015; Hartman et al. 2021), 

the large-scale features (horizontal wavelengths >1000 km) in the ensemble means of the first 

(18 UTC 27 August) and seventh (00 UTC 28 August) cycles were replaced with the large-scale 

features of the GFS analysis at those times. In other words, the large-scale component of the 

ensemble was recentered on the large-scale component of the GFS analysis. The large-scale 
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features were isolated using a low-pass filter via the fast Fourier transform. This recentering was 

done for the zonal (U) and meridional (V) wind fields, as well as perturbation potential 

temperature (T), water vapor mixing ratio (QVAPOR), perturbation pressure (P), and 

perturbation geopotential (PH) at all model levels.  

2.3.3 Observations Assimilated 

 This subsection will provide more details about each type of observation assimilated, 

including choices of quality control, data thinning, and localization procedures. 

 The GTS observations assimilated in this study include surface observations from 

synoptic reports and Meteorological Aerodrome Report (METAR) data as well as upper-air 

observations from soundings and atmospheric motion vectors (AMVs) derived from a mixture of 

geostationary and polar-orbiting satellites. Figure 2.2b shows the locations of the assimilated 

surface and sounding observations during the first cycle. These observations, which were not 

thinned, are confined to the landmasses. During the remaining eleven cycles, the spatial 

distribution of the surface and sounding observations remained similar to the first cycle. Figure 

2.2c shows the locations of the assimilated AMVs during the first cycle. A quick glance at the 

spatial structure of the pressure levels of these AMV observations reveals the presence of the 

AEW from which Irma would later evolve (lower pressure level implies higher cloud top). Note 

that these observations were not thinned before assimilation. All GTS observations underwent 

the same quality control procedure. Namely, an observation was discarded during the 

assimilation process if the absolute value of the observation increment (also known as the 

ñinnovationò) was greater than five times the prescribed observation error, where the prescribed 

observation error was obtained using version 3.6.1 of the WRFDA package. 

 All -sky IR BTs assimilated in this study were observed by the SEVIRI instrument 

onboard the Meteosat-10 satellite. The SEVIRI instrument, with its twelve spectral imaging 

channels, provides continuous high density (3 km resolution at sub-satellite point) observations 

over much of the Atlantic Ocean, Europe, and Africa with a temporal frequency of one full-disk 

scan every 15 minutes (Schmid 2000). Eight of the twelve spectral channels are sensitive to IR 

wavelengths. Some notable channels include the upper-tropospheric water vapor channel 
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(channel 5; central wavelength of 6.2 ɛm), the lower-tropospheric water vapor channel (channel 

6; central wavelength of 7.3ɛm), and the longwave window channel (channel 9; central 

wavelength of 10.8 ɛm). To be consistent with F.Zhang et al. (2019), the upper-tropospheric 

water vapor channel was assimilated in this study. The IR BTs assimilated during the first cycle 

are shown in Figure 2.2d. Once again, the AEW from which Irma evolved is clearly visible. Note 

that these observations were not assimilated west of 45°W. This decision was made because 

Meteosat-10 observations west of that longitude are quite far from the footprint of the satellite. 

Since that region is very far from the area of concern during the assimilation process, the 

decision was made to disregard them. In the area east of 45°W, the raw IR BTs have a horizontal 

resolution of approximately 3 km. These observations were thinned such that every eighth 

observation was assimilated, or one roughly every 24 km. This results in a horizontal resolution 

of assimilated IR BTs that was comparable to that of the AMVs.  

 One of the challenges associated with assimilating all-sky IR BTs is the presence of large 

representativeness errors that can result from a mismatch between the observed and simulated 

cloud scenes. To reduce the magnitude of these representativeness errors, and thereby suppress 

potentially unphysical analysis increments, the observation errors were adaptively adjusted via 

the adaptive observation error inflation (AOEI) method introduced by Minamide and Zhang 

(2017). AOEI inflates the observation error when the square of the difference between the 

observed and simulated BTs exceeds the sum of the uninflated observation error variance and 

simulated observation error variance. The inflated observation error is thus the observation error 

variance that maintains the optimal statistical relationship pointed out by Desroziers et al. (2005). 

This study did not reject any IR observations because it adaptively adjusted the observation error 

using AOEI.  

 To deal with under-dispersive situations where the forecast ensemble erroneously 

predicts clear skies despite cloudy observations, the adaptive background error inflation method 

(ABEI) introduced by Minamide and Zhang (2019) was employed. This method inflates the 

ensemble spread in such problematic regions by applying an empirically derived multiplicative 

inflation factor over said regions, and then propagating the inflation factor to surrounding areas 

through the method of Anderson (2009). ABEI is thus a spatially varying multiplicative inflation 
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scheme. Note that ABEI is not designed to create cloud particles during the analysis step, rather 

it increases the likelihood of producing clouds in the next DA cycle by increasing the ensemble 

spread over regions where the ensemble is spuriously clear.  

 Based on the innovation statistics (not shown here), and considering that only twelve DA 

cycles were executed, it was determined that bias correction of the IR BTs was not necessary. 

This is consistent with previous studies (e.g., Zhang et al. 2018, 2019b; Hartman et al. 2021; 

Chan and Chen 2022) that have shown that only small IR BT biases are present in the EnKF 

system. Future work can investigate if bias correction can further enhance the impacts of all-sky 

IR BT DA. 

 When assimilating observations in this study, ensemble covariances were localized using 

the Gaspari and Cohn (1999) fifth-order piecewise polynomial to eliminate the effects of 

spurious long-distance correlations. The localization radius of influence (ROI) used in the 

horizontal was 300 km for surface GTS observations (consistent with F. Zhang et al. (2019) and 

Hartman et al. (2021)), 100 km for upper-air GTS observations (similar to F. Zhang et al. (2019) 

and Hartman et al. (2021)), and 100 km for all-sky IR BTs. The choice of 100 km ROI in the 

horizontal for all-sky IR BTs was to make their impact comparable to that of the AMVs. 

Consistent with F. Zhang et al. (2019) and Hartman et al. (2021), the vertical ROI for all GTS 

observations was 43 vertical levels. In light of recent studies that have shown complex and non-

negligible vertical correlation structures between upper-tropospheric water vapor channel BTs 

and state variables extending to the lower-troposphere (e.g., Chan and Chen 2022; Zhang et al. 

2022), the IR BTs were not vertically-localized. It is possible that other localization ROIs may 

prove to be more optimal than the ones chosen - this can be explored in future work. 

Furthermore, adaptive localization (e.g., Lei et al. 2020; Wang et al. 2020) of all-sky IR BT 

observations is a very interesting topic that may be explored in future studies.  

2.4 Results 

 This section is divided into three parts. In the first part, the tracking algorithm that was 

used to objectively determine the center of the TC or pre-TC disturbance at each time in the 

deterministic forecasts is described. The performance of the deterministic forecasts in each 
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experiment are compared in the second part. Finally, in the third part, a pouch-centric view of the 

evolution of dynamic and thermodynamic variables in the forecasts is provided to investigate the 

potential physical reasons that lead to the forecast improvements. 

2.4.1 Tracking Algorithm  

 Before comparing the results of individual forecasts, it is necessary to describe the 

algorithm used to objectively determine the center location of the TC or pre-TC disturbance at 

each time. This algorithm is loosely based on the study of Majumdar and Torn (2014) in that the 

same quantities were used. The quantities chosen are motivated by the fact that a TC is a warm 

core cyclonic disturbance with a closed circulation pattern around a local minimum of sea level 

pressure (SLP). As such, the location of the TCôs or pre-TC disturbanceôs center can be 

identified using 1) the local maxima in the 700-850 hPa layer-averaged circulation, 2) the local 

maxima in the 200-850 hPa thickness anomaly (i.e., difference between thickness and domain-

averaged thickness), and 3) the local minima in the SLP. Circulation at any grid point was 

computed by horizontally averaging relative vorticity within a 100-km by 100-km square 

centered on said point. Note that prior to identifying the local extrema, the thickness anomaly 

and SLP fields were smoothed via a 2D boxcar kernel with a length scale of 100 km. 

 To illustrate the TC tracking algorithm, a snapshot of these three quantities (circulation, 

smoothed thickness anomaly, and smoothed SLP) and the simulated cloud fields (all 4 quantities 

are from the last hour of a forecast) are shown in Figure 2.3. Based on the three smoothed 

quantities in this figure, the apparent location of the TC is indicated by the white óxô in each 

subplot. Since the post-TCG location of a TC is easier to identify compared to the pre-TCG 

location, the algorithm starts at the end of each simulation and tracks the TC or pre-TC 

disturbance backwards in time. This was feasible because every forecast developed a relatively 

strong system by the end of its simulation. Specifically, at the end of a forecast the circulation-

thickness-SLP trio of local extrema was determined such that 1) all extrema within the trio were 

within 300 km of one another and 2) the circulation maximum in that trio was the global 

maximum of circulation. The location of the SLP minimum in the trio was labeled as the TC or 

pre-TC disturbance center at that last hour of the forecast. To find the TC or pre-TC disturbance 
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center at each subsequent hour working backwards in time, the locations of the maximum 700-

850 hPa layer-averaged circulation, maximum 200-850 hPa thickness anomaly, and minimum 

SLP within 100 km of the previously found TC or pre-TC disturbance center were identified. 

The location of the centroid of the triangle having vertices at these locations was labeled the TC 

or pre-TC disturbance center at that time. The performance of this tracking algorithm was 

visually checked and validated with the simulated cloud fields for each hour of every forecast. 

Results show that the algorithm can successfully track the storm from before its TCG to the end 

of the 5-day forecast (not shown).  

 

Figure 2.3. Snapshot from the last hour of the GTS deterministic forecast initialized 05 UTC 28 

August of the (a) 700-850 hPa layer-averaged circulation, (b) 200-850 hPa thickness anomaly, 

(c) SLP, and (d) simulated SEVIRI channel 6 BT fields. Each black óxô indicates the location of a 

local extremum within 150 km while the white óxô shows the location of the TC center at this 

time as determined by the tracking algorithm described in the text. 
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2.4.2 Comparison of Deterministic Forecast Performance 

 In this subsection, the performance of the deterministic forecasts for each experiment are 

compared. The track and intensity forecasts for each experiment are provided in Figure 2.4. Note 

that to quantify intensity, the maximum 10-m wind speed within 300 km of the TC or pre-TC 

disturbance center provided by the tracking algorithm that was described in the previous 

subsection was found. Although a threshold wind speed for TCG was not defined in this study, it 

is safe to say that both the GTS (Figure 2.4b1) and GTS+IR (Figure 2.4b2) experiments capture 

the TCG of Irma since all forecasts attain at least tropical storm strength. Furthermore, both 

experiments predict the RI that occurred in the 48 hours after TCG. Additionally, forecasts 

initialized after 03 UTC August 28 in both experiments predict the plateau of Irmaôs intensity in 

the 48 to 72 hours after TCG.  

 

 

Figure 2.4. Deterministic forecasts of (a1-a3) track and (b1-b3) maximum 10-m wind speed 

within 300 km of the TC center for the (a1,b1) GTS, (a2,b2) GTS+IR, and (a3,b3) GTS+IR* 

experiments. In each subplot, the solid lines plotted in cool colors are the forecasts initialized 

from the analysis mean of the earlier cycles while the warm colors are those initialized from the 

analysis mean of the later cycles. Additionally, the solid black line shows the best track values 

from the NHC HURDAT2 database and the vertical blue dashed line denotes the time at which 

Irma entered the best track as a tropical depression. Refer to the text for more details on the 

GTS+IR* experiment.  
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 The most salient difference between the intensity forecasts of the GTS and GTS+IR 

experiments is the overly premature intensification in the GTS forecasts. This difference grows 

as you move from the forecasts initialized from the earlier cycles (coolest colors) to the forecasts 

initialized from the later cycles (warmest colors) and is most prominent for forecasts initialized 

after 01 UTC August 28. By the last few cycles, the GTS forecasts predict a tropical storm as 

much as 24 hours before Irma entered the NHCôs HURDAT2 best track database as a tropical 

depression (vertical blue dashed line). On the other hand, the assimilation of all-sky IR BTs 

delays the intensification such that most of the GTS+IR forecasts attain tropical storm status very 

close to the time of TCG in the best track. Based on this, the assimilation of all-sky IR BTs 

improved the timing of TCG in forecasts of Irma without degrading the forecasts of RI. This 

conclusion can be drawn without defining a TCG time in the forecasts since a disturbance that 

has reached tropical storm status and continues to intensify thereafter has clearly undergone TCG 

at some time prior.  

 Although the assimilation of all-sky IR BTs improved the timing of TCG, it degraded the 

track forecasts after TCG relative to the best track (Figures 2.4a1 and 2.4a2). A southward bias of 

the GTS+IR forecasts relative to the best track is evident (Figure 2.4a2), whereas the GTS 

forecasts track quite close to the best track (Figure 2.4a1). This implies that assimilating all-sky 

IR BTs might degrade the large-scale steering flow. One potential reason is that the ensemble 

error correlations between upper-tropospheric clear-sky IR BTs and the dynamical fields are 

weak (not shown). Hence, the limited ensemble size might lead to an unrealistic update of the 

large-scale circulation from assimilating upper-tropospheric clear-sky IR BTs. However, the 

exact reason and potential methodologies to improve the performance of all-sky IR BT DA 

deserves future studies, which are out of the scope of the current study.  

 To determine the potential impact of these track differences on the forecasted TCG 

timing differences, another set of twelve forecasts was initialized. The initial conditions for these 

new forecasts were the EnKF analysis means of the GTS+IR experiment with the environmental 

features replaced with those of the analysis means of the GTS experiment. To do this, a low-pass 

filter was used to replace the features larger than 1000 km in the zonal (U) and meridional (V) 

wind fields, as well as perturbation potential temperature (T), water vapor mixing ratio 
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(QVAPOR), perturbation pressure (P), and perturbation geopotential (PH) at all model levels. 

The results of these new forecasts (GTS+IR*) are shown in Figures 2.4a3 and 2.4b3.  

 Replacing the large-scale environment of the GTS+IR analyses with the large-scale 

environment of the GTS analyses substantially reduced the differences between the tracks of the 

GTS and GTS+IR experiments. Despite this, the timing of TCG in the GTS+IR* forecasts are 

relatively unchanged relative to the GTS+IR experiment. Furthermore, analysis (along the 

tracks) of SSTs, 850-200 hPa environmental shear, and average relative humidity in the layer 

between 950 and 700 hPa reveal no systematic differences that could explain the intensity 

differences between the GTS and GTS+IR forecasts (not shown). Based on these findings, it is 

likely that the improved TCG timing in the GTS+IR forecasts is not simply a result of 

differences in the large-scale environment or tracks.  

2.4.3  Pouch-Centric View of Deterministic Forecasts 

 As discussed in the chapter introduction, TCG is a process that involves multiple scales. 

In this subsection, the differences between the GTS and GTS+IR forecasts on sub-synoptic 

scales are explored to elucidate the main reasons why assimilating all-sky IR BTs improved the 

timing of TCG in forecasts of Irma. To do so, the evolution of dynamic and thermodynamic 

quantities in a frame of reference that is moving with the AEW from which Irma formed is 

examined. In the analysis that follows, a separate westward phase speed of the AEW at the 850-

hPa level was found for each forecast by plotting Hövmoller diagrams of meridional wind speed 

at those levels. The Hovmoller diagrams were constructed via averaging over the 5°N-15°N 

latitudinal band (similar to Figure 5 of Wang et al. 2010). On each Hövmoller diagram, the 

longitude-time slope of the zero-contour line separating negative (to the west) and positive (to 

the east) meridional velocities from forecast initialization time through 20 hours pre-TCG were 

found. This slope was defined as the mean phase speed of the AEW. The meridional velocities 

after 20 hours pre-TCG were not used in the calculation of the phase speed since many forecasts 

had formed a TC by this point which had likely ñshedò from the AEW itself (Dunkerton et al. 

2009). The AEW phase speed was then subtracted from the simulated flow fields to provide a 

pouch-centric view of deterministic forecasts. 
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 As seen by the 850-hPa streamlines in Figure 2.5, a closed meso-Ŭ-scale circulation (the 

ñpouchò) becomes visible after the westward phase speed of the AEW has been subtracted from 

the flow. The center of this recirculation region, at the intersection of the wave trough and 

critical latitude (i.e., line of zero AEW-relative zonal wind), is the preferred location for TCG for 

both dynamic and thermodynamic reasons. Dynamically, it is the focal point for the  

Figure 2.5. Meteosat-10 Ch 6 BT overlayed with 850-hPa AEW-relative streamlines, surface 

trough axis (brown line), wave critical latitude (blue line), and 850-hPa pouch center (white 

circle) from (a1) observations and (a2,a3) EnKF analysis mean of each experiment valid 04 UTC 

28 August (44 hours pre-TCG) as well as (b1) observations and (b2,b3) forecasts initialized from 

the analyses in row 1 valid 04 UTC 29 August (20 hours pre-TCG). The streamlines, trough axis, 

critical latitude, and pouch center plotted in (a1,b1) were identified using the ERA5 reanalysis. 

The orange box centered on each pouch center is 6° latitude by 6° longitude. 

 

aggregation of low-level vorticity anomalies and experiences less strain deformation 

(Montgomery and Enagonio 1998; Schecter and Dubin 1999; Dunkerton et al. 2009). 

Thermodynamically, moisture lifted above the boundary layer by deep convection accumulates 

near the pouch center since it is a stagnation point (Wang 2012). A positive feedback loop 

between the deep convection and meso-Ŭ-scale circulation was therefore postulated by Wang 

(2012) to lead to the formation of an enhanced meso-ɓ-scale vortex near the pouch center that 
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ultimately becomes a tropical depression. More specifically, deep convection strengthens the 

cyclonic circulation near the pouch center through updraftsô combined influence of vortex 

stretching and low-level convergence, which accelerates vorticity aggregation. With a stronger 

circulation to retain moisture, deep convection is amplified. MCVs associated with more 

organized MCSs may also play a role in the TCG process (Bister and Emanuel 1997; Houze 

2009). Considering this feedback loop, TCG timing is therefore determined by the details of the 

deep convection and its interaction with the meso-Ŭ-scale pouch circulation. In the analysis that 

follows, it will be shown how differences in the deep convective evolution inside the meso-Ŭ-

scale pouch led to different TCG timings in the GTS and GTS+IR forecasts. 

 This analysis is begun by looking at simulated cloud fields within the 850-hPa pouch. 

Snapshots of the lower-tropospheric water vapor channel (SEVIRI Channel 6) BTs and 850-hPa 

wave-relative streamlines are shown in Figure 2.5 at two times as an example. Note that the 

ERA5 reanalysis was used to locate the ñobservedò pouch and pouch center in this example. At 

04 UTC 28 August, the simulated channel 6 BTs of the GTS analysis mean (Figure 2.5a2) reveal 

a much larger area of low BTs in the pouch compared to the observed channel 6 BTs at the same 

time (Figure 2.5a1). In fact, the vast majority of the 6° latitude by 6° longitude orange box in the 

GTS analysis is filled with channel 6 BTs less than 210 K. The GTS+IR analysis at 04 UTC 28 

August (Figure 2.5a3) features a much-reduced area of low simulated channel 6 BTs relative to 

the GTS analysis as well as finer details in the simulated cloud structures. Although the 

simulated channel 6 BTs of the GTS+IR analysis are more realistic than the GTS analysis, they 

still overestimate the areal coverage of low BTs. After 24 hours of integration, the simulated 

channel 6 BTs of the GTS forecast (Figure 2.5b2) are once again less realistic with a greater 

spatial coverage of low BTs that are more concentrated within the pouch than those of 

observations (Figure 2.5b1) and the GTS+IR forecast (Figure 2.5b3).  

 Not only does the GTS simulation produce more clouds than GTS+IR within the 850-hPa 

pouch at the times selected in Figure 2.5, but it also does so at most times leading up to TCG. In 

Figure 2.6, as well as all remaining figures, the forecasts initialized from the last four cycles (02 

UTC through 05 UTC 28 August) are focused on since these are the forecasts that feature the 

most obvious pre-mature TCG in the GTS experiment (Figures 2.4b1; 2.6a1 ï 2.6a4). Although  
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Figure 2.6. Comparison of the (a1-a4) maximum 10-m wind speed within 300 km of the pre-TC 

center, (b1-b4) average of Meteosat-10 Ch 6 BT OmF, and (c1-c4) average of cold cloud top area 

OmF for forecasts initialized from the 02 UTC 28 August (column 1) through 05 UTC 28 August 

(column 4) EnKF analysis means. Observed 850-hPa pouch center locations were approximated 

using the ERA5 reanalysis. Grid points in (c1-c4) were identified as cold cloud tops if the 

Meteosat-10 Ch 6 BT was less than 205 K. All averages were found over a 6° latitude by 6° 

longitude box centered on the 850-hPa pouch center. 

 

the average channel 6 BT OmF (ñObservation minus Forecastò) value within a 6° latitude by 6° 

longitude box centered on the pouch center is always positive leading up to TCG (Figures 2.6b1 

ï 2.6b4) for both experiments, the average BT OmF of the GTS forecasts substantially exceeds 

that of the GTS+IR forecasts at most times because the all-sky IR observations helped to 

constrain cloud features. Furthermore, the OmF of the number of grid points having a channel 6 

BT less than 205 K within those same boxes is noticeably more negative in the GTS forecasts 

than the GTS+IR forecasts at most times (Figures 2.6c1 ï 2.6c4). This indicates that the GTS 

forecasts have more cold cloud tops than the GTS+IR forecasts. Although both experiments 

overproduce clouds and overpredict the spatial coverage of cold cloud tops within the pouch 
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relative to the observations at most times, the assimilation of all-sky IR BTs helps to alleviate 

these biases in the forecasts. 

 Since the presence of a cold cloud top does not necessarily indicate the presence of deep 

convection, the composite reflectivity within the 850-hPa pouch is analyzed. Here, convective 

area is defined as the number of grid points within the 6° latitude by 6° longitude box centered 

on the pouch center having a composite reflectivity exceeding 35 dBZ. A quick inspection of 

Figure 2.7 reveals a larger convective area at most times of the forecasts initialized from the last 

four EnKF analyses in the GTS experiment than the GTS+IR experiment. In summary, the GTS 

forecasts that undergo the most obvious pre-mature TCG feature a larger convective area and 

larger overproduction of cold cloud tops within the pouch than the GTS+IR forecasts. As pointed 

out by the previous studies, more widespread deep convection within the pouch might be more 

conductive to TCG (e.g., Leppert et al. 2013a,b; Zawislak and Zipser 2014). 

 

Figure 2.7. Convective area within a 6° latitude by 6° longitude box centered on 850-hPa pouch 

center for forecasts initialized from the (a) 02 UTC, (b) 03 UTC, (c) 04 UTC, and (d) 05 UTC 28 

August EnKF analysis means, where convective core area is the total number of model grid 

points exceeding a composite reflectivity value of 35 dBZ. 
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 To gain a better understanding of why the GTS forecasts produce a larger convective area 

within the pouch than the GTS+IR forecasts, the evolution of CSF within the pouch leading up to 

TCG (Figure 2.8) is revealed. CSF is calculated as the ratio of total precipitable water to 

saturated precipitable water. A larger CSF is favorable for sustained deep convection because it 

reduces the effects of entrainment of dry air into convective plumes and limits the development 

of evaporatively-cooled downdrafts (Neelin et al. 2009; Chen et al. 2022b). For the forecasts 

initialized from the last four EnKF analyses, Figure 2.8 shows the GTS ones are generally closer 

to saturation inside the pouch than the GTS+IR ones. The largest CSF values, which are closest 

to the pouch center, extend farther outward from the pouch center in the GTS forecasts than in 

the GTS+IR forecasts. In fact, the GTS pouch features CSF values greater than 90% at radii 

oftentimes beyond 100 km (Figures 2.8a1 ï 2.8a4), whereas CSF values greater than 90% in the 

GTS+IR pouch are mostly confined to within 50 km of the pouch center (Figures 2.8b1 ï 2.8b4). 

The larger close-to-saturated area led to more widespread deep convection within the pouch in 

the GTS experiment. On the other hand, all-sky IR observations provide additional information 

on cloud and moisture fields. As a result, the initial cloud and moisture fields are better 

constrained in the GTS+IR experiment.  

Now that it is clear that a larger portion of the pouch in the GTS forecasts is closer to 

saturation than the GTS+IR forecasts, attention is turned to the meso-ɓ-scale region near the 

pouch center from which the tropical depression likely forms. Figure 2.9 shows the vertical 

distribution of relative humidity averaged within a 2° latitude by 2° longitude box centered on 

the pouch in the hours leading up to TCG. The difference plots (Figures 2.9c1 ï 2.9c4) reveal a 

noticeably moister inner pouch at all vertical levels in the GTS forecasts compared to the 

GTS+IR forecasts, especially in the forecasts initialized from the last three EnKF analyses. This 

is consistent with the CSF values shown in Figure 2.8.  

 

 

 



 

29 

 

 

 

 

 

 

 

Figure 2.8. CSF as a function of distance from the 850-hPa pouch center and TCG-relative time 

for forecasts initialized from the 02 UTC 28 August (column 1) through 05 UTC 28 August 

(column 4) EnKF analysis means of the (a1-a4) GTS and (b1-b4) GTS+IR experiments as well as 

the (c1-c4) difference between the two.  
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Figure 2.9. Temporal evolution of the relative humidity averaged within a 2° latitude by 2° 

longitude box centered on the 850-hPa pouch center for forecasts initialized from the 02 UTC 28 

August (column 1) through 05 UTC 28 August (column 4) EnKF analysis means of the (a1-a4) 

GTS and (b1-b4) GTS+IR experiments as well as the (c1-c4) difference between the two.  
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 The noticeably moister pouch in the GTS forecasts is not surprising when you consider 

the vertical profile of the average EnKF analysis increments to QVAPOR during the DA cycling 

experiments (Figure 2.10). These averages were taken over the whole domain for each cycle and 

then averaged over the twelve cycles. Although Figure 2.10 does not show the spatial features of 

the analysis increments, it reveals that the accumulated impact of the assimilation of the GTS 

observations in this study is to add moisture to the large-scale environment at all vertical levels. 

Furthermore, Figure 2.10 shows that assimilating all-sky IR BTs removes moisture from the 

large-scale environment at all vertical levels. Despite the large-scale drying effect of the all-sky 

IR BT assimilation in this study, the GTS+IR cycling experiment exhibits average QVAPOR 

increments that indicate an overall moistening of the large-scale environment between 700 and 

925 hPa and an overall drying above 700 hPa and below 925 hPa. The precise details of why the 

assimilation of GTS observations resulted in moistening of the environment and the assimilation 

of all-sky IR BTs resulted in drying of the environment is beyond the scope of this study; 

however, it suffices to say that the pouch in the GTS analyses was moister than the pouch in the 

GTS+IR analyses (Figures 2.8 and 2.9) and that pouch was likely embedded in a moister 

environment (Figure 2.10). A consequence of the moister GTS pouch and environment is the 

development and sustenance of widespread deep convection in the forecasts. 

 

Figure 2.10. Vertical variation of the average QVAPOR increment during the EnKF analyses of 

each experiment. 
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 Consistent with the moisture differences, there are also differences in dynamic fields 

within the meso-ɓ-scale region near the pouch center. Figure 2.11 shows the average relative 

vorticity in that region surrounding the pouch center for the forecasts initialized from the last 

four EnKF analyses. Both the GTS (Figures 2.11a1 ï 2.11a4) and the GTS+IR (Figures 2.11b1 ï 

2.11b4) forecasts feature the spin-up of a low-level meso-ɓ-scale vortex well before the time at 

which the NHC declared TCG. Both forecasts also show the subsequent upward building of the 

meso-ɓ-scale vortex in the hours after it developed. Despite these similarities, there are some 

striking differences. Most notably, the spin-up of the low-level vortex in the GTS forecast 

generally occurs approximately ten hours earlier than the GTS+IR forecast. This can be seen by 

referring to the time between 20- and 30-hours pre-TCG in Figures 2.11c1, 2.11c3, and 2.11c4 

and between 10- and 20-hours pre-TCG in Figure 2.11c2. Not only do the GTS forecasts feature 

the earlier spin-up of a low-level vortex, but they also project the subsequent upward building of 

a stronger, deeper vortex at the meso-ɓ-scale (Figures 2.11c1 ï 2.11c4) relative to the GTS+IR 

forecasts.  

 In both the GTS and GTS+IR forecasts, low-level convergence precedes the spin-up of 

the low-level meso-ɓ vortex (Figure 2.12). This is consistent with Wang et al. (2010), who 

showed that deep convective processes and their associated divergence profile can be the main 

player in the spin-up of a surface vortex. More specifically, low-level convergence induced by 

convective updrafts helps to spin-up the low-level vortex through the aggregation of positive 

vorticity anomalies as well as vortex stretching near the pouch center. A close inspection of 

Figure 2.12 reveals that the low-level convergence in the GTS forecasts is stronger than in the 

GTS+IR forecasts. The enhanced low-level convergence in the GTS forecasts occurs in 

conjunction with stronger updrafts (not shown). In short, the GTS forecasts developed a stronger 

layer of low-level convergence in conjunction with stronger updrafts and an earlier spin-up of the 

low-level meso-ɓ-scale circulation surrounding the more saturated pouch center than the 

GTS+IR forecasts. 

 

 

 

 



 

33 

 

 

 

 

 

 

 

Figure 2.11. Temporal evolution of the relative vorticity averaged within a 2° latitude by 2° 

longitude box centered on the 850-hPa pouch center for forecasts initialized from the 02 UTC 28 

August (column 1) through 05 UTC 28 August (column 4) EnKF analysis means of the (a1-a4) 

GTS and (b1-b4) GTS+IR experiments as well as the (c1-c4) difference between the two.  
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Figure 2.12. Temporal evolution of the divergence averaged within a 2Á latitude by 2Á longitude 

box centered on the 850-hPa pouch center for forecasts initialized from the 02 UTC 28 August 

(column 1) through 05 UTC 28 August (column 4) EnKF analysis means of the (a
1
-a
4
) GTS and 

(b
1
-b
4
) GTS+IR experiments. 
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2.5 Discussion and Conclusions 

 In the foregoing section, it was shown that assimilation of all-sky IR BTs improves the 

timing of TCG in forecasts of Hurricane Irma (2017) by up to 24 hours. This improvement is 

made possible by the removal of presumably excess water vapor at all model levels during the 

EnKF cycling. Without the assimilation of all-sky IR BTs (GTS), forecasts are initialized with a 

large-scale environment, as well as meso-Ŭ-scale pouch, that is moister and closer to saturation 

than forecasts that assimilate all-sky IR BTs (GTS+IR). Consequently, the GTS forecasts 

produce larger areas of deep convection within the pouch, much of which is spurious. The 

GTS+IR forecasts, on the other hand, produce less spurious deep convection within the pouch 

owing to less moisture within it and the large-scale environment.  With a larger area of deep 

convection within the pouch, the GTS forecasts produce a stronger layer of low-level 

convergence relative to the GTS+IR forecasts. This enhanced low-level convergence acts to 

spin-up the low-level meso-ɓ-scale vortex quicker compared to the GTS+IR forecast, ultimately 

leading to a TC sooner.  

 Recall that the NHCôs Tropical Weather Outlook predicted no chance of TCG within 48 

hours of the times these forecasts were initialized. On the other hand, the baseline experiment 

(GTS) in this study predicted TCG in all forecasts. This discrepancy is likely because the 

regional model used in this study has a finer grid spacing relative to those of the operational 

models used to produce the NHC outlook. Additionally, the baseline experiment in this study 

assimilated high resolution AMVs, whereas the operational models likely assimilated thinned 

AMVs (e.g., ECMWF (2021)). 

 The results of this study show that TCG timing is very sensitive to the initial moisture 

content within the pre-existing disturbance. The strong EnKF updates to the moisture content of 

the environment that ultimately led to improved TCG timing in the case of Irma are made 

possible by the ensemble correlations that exist between IR BTs and water vapor. Such moisture 

updates have been shown to dramatically improve forecasts of TC intensification, which is 

highly sensitive to initial moisture conditions (Emanuel and Zhang 2017). Since deep convection 

is sensitive to environmental moisture content, it is not surprising that assimilation of all-sky IR 
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BTs improved the timing of TCG in this study through its modulation of the initial moisture 

conditions. For this specific case, the model simulation without assimilating all-sky IR 

observations likely overestimated the moisture content within the pre-existing disturbance, 

thereby leading to pre-mature TCG. Unfortunately, high spatiotemporal in-situ observations of 

moisture content over the open ocean that could be used to constrain the initial moisture content 

well are not available. Thus, the substantial degradation in the timing of TCG in forecasts will 

result from either overestimation (e.g., the current case) or underestimation of the initial moisture 

content. All-sky IR BTs from geo-stationary satellites are arguably the only observation that can 

provide high resolution observations of clouds and moisture fields over most oceanic basins. 

Assimilating such information into models could be crucial for the future improvement of TCG 

forecasts.  

 As a pilot study, this study focused on one classic Cape Verde TC case to show the 

potential of all-sky IR DA to improve TCG forecasts and explored the possible physical 

reasoning that led to the improvement of the forecasts.  Future work can and should examine 

more case studies to determine if the results of this study carry over to other storms. The 

sensitivity of TCG timing to initial moisture conditions can also be investigated in the future 

through a series of ensemble sensitivity experiments. Finally, the sources of the track errors that 

assimilation of all-sky IR BTs caused in the forecasts of Irma should be explored more.  

Data Availability Statement 

The EnKF analyses and WRF forecasts presented in this study can be freely downloaded 

from the Penn State Data Commons (https://doi.org/10.26208/sq9m-wf70). All assimilated GTS 

observations were obtained from datasets 351.0 and 461.0 of the National Center for 

Atmospheric Researchôs (NCAR) Research Data Archive (https://rda.ucar.edu). All assimilated 

Meteosat-10 SEVIRI Channel 5 BTs were ordered from the EUMETSAT Data Centre 

(https://www.eumetsat.int/eumetsat-data-centre). 

 

 

https://doi.org/10.26208/sq9m-wf70
https://rda.ucar.edu/
https://www.eumetsat.int/eumetsat-data-centre
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Chapter 3 

 

Influence of Local Water Vapor Analysis Uncertainty on Ensemble 

Forecasts of Tropical Cyclogenesis Using Hurricane Irma (2017) as 

a Testbed 

ABSTRACT 

Tropical cyclone formation is known to require abundant water vapor in the lower to 

middle troposphere within the incipient disturbance. In this study, the impacts of local water 

vapor analysis uncertainty on the predictability of the formation of Hurricane Irma (2017) are 

assessed. To this end, the magnitude of the incipient disturbanceôs water vapor perturbations 

obtained from an ensemble-based data assimilation system that constrained moisture by 

assimilating all-sky infrared and microwave radiances are reduced. Five-day ensemble forecasts 

are initialized two days before TCG using each set of modified analysis perturbations. Growth of 

convective differences and intensity uncertainty are evaluated for each ensemble forecast.  

It is shown that when initializing an ensemble forecast with only moisture uncertainty 

within the incipient disturbance, the resulting intensity uncertainty at every lead time exceeds 

half that of an ensemble containing initial perturbations to all variables throughout the domain. 

Although ensembles with different initial moisture uncertainty amplitudes reveal a similar 

pathway to TCG, uncertainty in TCG timing varies substantially across ensembles since moister 

members exhibit earlier spin-up of the low-level vortex. These differences in TCG timing are 

traced back to the first six to twelve hours of integration, when differences in the position and 

intensity of mesoscale convective systems across ensemble members develop more quickly with 

greater initial moisture uncertainty. In addition, the rapid growth of intensity uncertainty may be 

greatly modulated by the diurnal cycle. Ultimately, this study underscores the importance of 

targeting the incipient disturbance with high spatio-temporal water vapor observations for 

ingestion into data assimilation systems. 
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3.1 Chapter Introduction 

TCG, the formation of a TC, is the most challenging stage in the lifecycle of a TC to 

predict (Emanuel 2018). More than a decade ago, it was revealed that TCG forecasts had 

improved due to numerical modeling and data assimilation (DA) innovations (Halperin et al. 

2013). Despite this progress, accurate TCG forecasts remain limited by highly nonlinear multi-

scale interactions involving moist convective processes (Emanuel 2018; Tang et al. 2020; Núñez 

Ocasio 2021). This begs the question of how much TCG forecasts can be further improved in the 

future given their dependence on moist convection. 

The rapid upscale growth of small-scale errors due to moist convective processes is a 

well-documented phenomenon. For example, Zhang et al. (2002) showed that release of latent 

heat caused mesoscale errors to grow more rapidly in simulations of a ñsurpriseò snowstorm. 

Building on that study, Zhang et al. (2003) revealed that moist convective differences first 

manifest themselves in the form of timing and position errors of individual cells before 

eventually contaminating the meso- and synoptic scales. These early small-scale convective 

differences, Zhang et al. (2003) argue, limit the predictability of such events because they grow 

faster than large-scale errors. The rapid upscale growth of small-scale errors due to moist 

convection was also shown to influence the predictability of a baroclinic wave amplifying in a 

conditionally-unstable atmosphere (Tan et al. 2004; Zhang et al. 2007; Sun and Zhang 2016). In 

those studies, the convective differences eventually project onto the large-scale balanced flow, 

limiting the predictability of such phenomena. Predictability of mid-latitude severe convective 

and mesoscale weather is also limited by moist convective processes. These phenomena include 

extreme warm-season rain events (e.g., Zhang et al. 2006; Bei and Zhang 2007; Selz and Craig 

2015), squall lines with bow echoes (e.g., Melhauser and Zhang 2012), and supercell 

thunderstorms (e.g., Snyder and Zhang 2003; Zhang et al. 2015). Finally, the rapid upscale 

growth of small-scale errors due to moist convection has been shown to influence the 

predictability of TC intensification through the rapid appearance of chaotic vortex-scale 

convective asymmetries (Van Sang et al. 2008; Taraphdar et al. 2014) that interact nonlinearly 

with the vortex flow (Zhang and Tao 2013; Tao and Zhang 2014, 2015; Judt and Chen 2016; 
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Fischer et al. 2023). Ultimately, rapid growth of small-scale convective differences has been 

shown to have a pervasive effect on the predictability of atmospheric phenomena. 

Looking to the other end of the spectrum, a much more complicated picture of the 

predictability of atmospheric phenomena than conveyed by the previous paragraph becomes 

evident. Lorenz (1969) showed that small amplitude initial errors applied to the largest retained 

wavelength (experiment B) result in forecasts having a range of predictability comparable to that 

of forecasts where the same amplitude initial errors were applied at the smallest retained 

wavelength (experiment A). Experiment B of Lorenz (1969), combined with more recent studies 

(e.g., Nuss and Miller 2001; Durran et al. 2013; Surcel et al. 2015), points to the importance of 

large-scale initial errors on the predictability of atmospheric phenomena. Taking it a step further, 

Durran and Gingrich (2014) and Durran and Weyn (2016) hypothesized that small amplitude 

errors at larger scales (~100 ï 400 km) might quickly cascade down to the smallest resolved 

features in a forecast. After reaching the smallest resolvable scales, those errors then quickly 

cascade upscale, making it look as though they originated from the smallest scales. In support of 

this concept, Lloveras et al. (2023) showed that midlatitude cyclone forecasts might be more 

sensitive to initial condition errors at the larger scales (in this case the synoptic scale) than at the 

smallest scales. Ultimately, numerous studies have shown that small initial condition errors at 

larger scales might play as much, if not more, of a role in limiting atmospheric predictability than 

similar errors at the smallest scales.  

Regardless of how small amplitude initial errors propagate across scales, the 

predictability of TCG is impacted by its dependence on moisture and deep convection. It has 

been revealed by both observational studies (e.g., Smith and Montgomery 2012; Komaromi 

2013) and modeling studies (e.g., Sippel and Zhang 2008; Zhang and Sippel 2009; Sippel and 

Zhang 2010; Torn 2010; Sippel et al. 2011; Doyle et al. 2012; Torn and Cook 2013; Poterjoy and 

Zhang 2014; Komaromi and Majumdar 2015) that TCG is sensitive to the moisture both within 

the incipient disturbance and in the environment through which it is moving. Although the 

specifics are still being debated, the complex interplay between moist convection and the 

circulation at low and mid-levels plays a role in TCG, as pointed out in chapter 1. From a larger-

scale perspective, there is a growing body of research demonstrating that moist convection 
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present within the trough of an AEW can not only enhance the AEW vortex (Hall et al. 2006; 

Berry and Thorncroft 2012; Russell and Aiyyer 2020; Russell et al. 2020) but also make the 

AEW more favorable for TCG by impacting the distribution of moisture and future convection 

(Wang et al. 2010; Hopsch et al. 2010; Berry and Thorncroft 2012; Peng et al. 2012; Leppert et 

al. 2013a,b; Brammer and Thorncroft 2015; Brammer et al. 2018; Núñez Ocasio et al. 2020, 

2021). Recent studies have also indicated that TCG might be more likely shortly after an AEW 

interacts with a Convectively Coupled Kelvin Wave in its active phase because both moisture 

and convective coverage are increased (Ventrice et al. 2012a,b; Schreck 2015, 2016; Lawton et 

al. 2022; Lawton and Majumdar 2023). Based on these studies, the impact of moisture and deep 

convection on the predictability of TCG cannot be understated.  

In studying TCs that originate from AEWs, it is common to analyze the evolution of 

convection in a frame of reference moving with the wave. In this frame of reference, the 

preferred location of TCG is hypothesized to occur at the center of a meso-Ŭ-scale region of 

closed lower-tropospheric AEW-relative streamlines (Dunkerton et al. 2009). The center of this 

pouch is referred to as the sweet spot. Found at the intersection of the wave trough and its critical 

layer (i.e., where the wave-relative zonal wind is zero), the sweet spot serves as a focal point for 

aggregation of convection within a region of maximal relative vorticity and minimal 

strain/shearing deformation. In the absence of strong shear, the sweet spot is largely protected by 

the pouch from potentially damaging dry air intrusions. Furthermore, since the air within the 

pouch is continuously recirculated, the sweet spot typically has an abundance of moisture. 

Consequently, the area containing the sweet spot serves as an ideal location for the formation and 

aggregation of VHTs. The marsupial pouch paradigm described heretofore has been supported 

and reinforced by both modeling studies (e.g., Wang et al. 2010; Li and Pu 2014; Asaadi et al. 

2016, 2017; Rajasree et al. 2016a,b) and field campaigns, including the Tropical Cyclone 

Structure 2008 field experiment (TCS-08; Montgomery et al. 2010a), the Pre-Depression 

Investigation of Cloud-systems in the Tropics (PREDICT; Montgomery et al. 2012), and 

NASAôs Genesis and Rapid Intensification Process field experiment (GRIP; Braun et al. 2013). 

In short, the preferred location of TCG, in a wave-relative sense, is hypothesized to be near the 

intersection of the trough and critical layer of an AEW.  
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By using an AEW-relative framework for analysis, a recent study by Hartman et al. 

(2023) showed the improvements that can be brought to the timing of TCG forecasts by better 

capturing the convective evolution within the pouch region during the early hours of integration. 

That study (hereafter referred to as ñHCC23ò) used an ensemble-based DA system to assimilate 

all-sky infrared (IR) radiances (hereafter brightness temperatures (BTs)) from a geostationary 

satellite. Through the assimilation of those BTs, the initial moisture content within the pouch and 

environment was modulated (in this scenario decreased; see Fig. 10 of HCC23) such that 

deterministic forecasts exhibited a more realistic convective evolution and TCG timing 

compared to an experiment that withheld them. 

Motivated by the results of HCC23, this study seeks to shed light on how much 

improvement can be brought to the timing of TCG in forecasts by reducing errors in the initial 

moisture content within the pouch region. This study, which also employs an AEW-relative 

framework, differs from HCC23 in that it is focused entirely on the impacts of local initial water 

vapor uncertainty on the predictability of TCG. To demonstrate the sensitivity of TCG forecasts 

to initial moisture content within the pouch, sets of ensemble forecasts differing only in the 

amplitude of the initial moisture perturbations within it are conducted. Although convection also 

depends on the evolution of the wind fields, and thus initial condition errors of the wind, this 

study avoids artificially modifying the initial wind perturbations to avoid disrupting the gradient 

wind balance that may exist within the AEW vortex of the analysis. As in HCC23, Hurricane 

Irma (2017) is used as a test case. For a brief meteorological history of the storm, the interested 

reader is referred to section 2 of HCC23 as well as the National Hurricane Centerôs (NHCôs) 

Tropical Cyclone Report (Cangialosi et al. 2018).  

This chapter is organized as follows. Section 2 describes the DA system used to generate 

the initial ensemble for this study, as well as the method by which the initial moisture was 

modified within it. Section 3 presents the results of the moisture modification ensemble 

forecasts. Finally, section 4 provides a discussion of the results, including questions that remain. 
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3.2 Methodology 

This section describes the DA system used to generate the initial ensemble of analyses for 

this study. After that, it details the observations assimilated by the DA system. Finally, it 

explains the method by which the moisture of the initial ensemble was modified. 

3.2.1 DA and Forecast System 

An initial 60-member ensemble of analyses for this study was created by using the 

Pennsylvania State University ensemble Kalman filter (PSU WRF-EnKF) DA system (Zhang et 

al. 2009, 2011, 2016; Weng and Zhang 2012, 2016; Chen and Zhang 2019b; Zhang et al. 2019a). 

To generate the ensemble, perturbations were applied to the National Center for Environmental 

Predictionôs (NCEP) Global Forecast System (GFS) analysis using WRFDAôs CV3 background 

error covariance matrix (Barker et al. 2004). This ensemble was then ñspun upò for twelve hours 

using the Advanced Research version of the Weather Research and Forecasting (WRF) Model 

version 3.6.1 (Skamarock et al. 2008) to develop flow-dependent ensemble statistics before the 

first DA cycle. The DA component of this system followed the ensemble square root filter 

formulation of Whitaker and Hamill (2002), which updates the state via ensemble correlations 

that exist between simulated observations and state variables. During the assimilation of all-sky 

IR or microwave (MW) BTs, the Community Radiative Transfer Model (CRTM; Han et al. 

2006, 2007; Weng 2007) was used as the observation operator that generated the simulated BTs. 

After assimilation, the ensemble of analyses was then integrated to the next DA cycle by the 

WRF model. In order to maintain sufficient ensemble spread during the DA cycling, relaxation 

to prior perturbations (Zhang et al. 2004) with a coefficient of 80% was applied. In other words, 

the final ensemble perturbations at each DA cycle were a mixture of 20 percent of the posterior 

perturbations and 80 percent of the prior perturbations. 

The size and location of the domain for this study is indicated by the rectangle in Figure 

3.1a. This domain size maintains sufficient distance between its boundaries and the disturbance 

of interest during all times of the DA cycling and subsequent forecasts. In the vertical, there were 

43 levels with a top at 10-hPa. Due to the number of ensemble forecasts in this study, combined 
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with the size of the regional domain needed, computational constraints limited this study to a 

single, stationary 9-km domain.  

   

Figure 3.1. Schematic diagram showing the method by which each PRIMER (Pouch-Relative 

Initial Moisture Ensemble-perturbation Reduction) ensemble was generated in this study. (a) 

Step 1: The sweet spot locations of each of the n members in the PSU WRF-EnKF analysis were 

identified. The QVAPOR of each member (ὗȟ) was then extracted within a cylinder of radius 
300 km surrounding its respective sweet spot. (b) Step 2: Using pouch-relative coordinates (i.e., 

the sweet spot for each member was the central axis of its cylinder), new QVAPOR values for 

each member (ὗȟ )z were calculated within the cylinders by rescaling the perturbations from the 
ensemble mean by a factor f and then adding back the ensemble mean. (c) Step 3: The new 

PRIMER ensemble was generated by inserting each of the n modified cylinders into the grid of 

the PSU WRF-EnKF analysis mean such that their axes were co-located with the central axis of 

the analysis mean sweet spot location. The result was an n member ensemble having differences 

in only the QVAPOR within 300 km of the ensemble mean sweet spot location. 

 

Several parameterization schemes were used during both the forecast step of the DA 

cycling and the ensemble forecasts. These included the following: Thompson double-moment 

microphysics scheme (Thompson et al. 2008), Yonsei University planetary boundary layer 

scheme (Hong et al. 2006), and the Rapid Radiative Transfer Model (RRTM) longwave and 

shortwave radiation schemes (Iacono et al. 2008). Surface fluxes of momentum, and sensible and 
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latent heat were parameterized via the method of Green and Zhang (2013). A cumulus 

parameterization scheme was not used since the grid spacing in this study has been shown to 

sufficiently resolve the main physical processes involved in TCG (e.g., Montgomery et al. 2010), 

as well as the maintenance of MCSs without the need for cumulus parameterization (e.g., He et 

al. 2019; Wang et al. 2015; Ying and Zhang 2018; Zhang et al. 2017; Chen et al. 2018a,b; Chen 

and Zhang 2019; Ying and Zhang 2017; Chan et al. 2020; Ou et al. 2020; Chen et al. 2021; Chan 

and Chen 2022; Chen et al. 2022a,b). 

3.2.2 Observations Assimilated 

Observations assimilated during hourly DA cycling fall into three categories: 1) surface 

and upper-level observations from the World Meteorological Organization (WMO) Global 

Telecommunication System (GTS), 2) all-sky IR BTs observed by the upper-tropospheric water 

vapor channel (channel 5) of the SEVIRI instrument on board the Meteosat-10 satellite, and 3) 

all-sky MW BTs from NASAôs Global Precipitation Measurement (GPM) mission network of 

satellites (Hou et al. 2014; Skofronick-Jackson et al. 2017). Ensemble covariances were localized 

using the Gaspari and Cohn (1999) fifth-order piecewise polynomial to eliminate the effects of 

spurious long-distance correlations. Following HCC23, the localization radius of influence (ROI) 

used in the horizontal was 300 km for surface GTS observations, 100 km for upper-air GTS 

observations, and 100 km for all-sky IR BTs. For more details about the quality control, data 

thinning, and localization, the interested reader is referred to section 3c of HCC 23. 

This study supplemented the hourly assimilation of all-sky IR BTs with all-sky MW BTs. 

It assimilated one low frequency channel (19 GHz vertically-polarized) and one high frequency 

channel (183.31 ± 6.6 GHz; 89 GHz for sensors not having 183 GHz) to be consistent with Table 

B1 of Zhang et al. (2021). After thinning MW observations to a separation of 27 km (comparable 

to the IR BTs), an average of 400 low frequency observations were assimilated in eight of the 

twelve DA cycles and an average of 800 high frequency observations were assimilated in ten of 

the twelve DA cycles within 1000 km of the sweet spot location one would identify if they used 

the ERA5 zonal (U) and meridional (V) winds at 850 hPa. To be consistent with the assimilation 

of IR BTs, ensemble covariances when assimilating MW BTs were localized in the horizontal 
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with a radius of influence of 100 km for all variables. As with the assimilation of IR BTs, the 

adaptive observation error inflation (Minamide and Zhang 2017) method was employed to 

adaptively inflate the observation error when large mismatches occurred between observed and 

simulated cloud scenes. Consequently, none of the thinned MW BTs were rejected during the 

assimilation process. Finally, when calculating simulated MW BTs, non-spherical ice 

hydrometeor scattering properties developed by Sieron et al. (2017, 2018) were used to be 

consistent with the microphysics parameterization scheme. 

3.2.3 Moisture Modification Ensembles 

This subsection describes the method by which the initial ensemble of analyses (i.e., the 

analyses created by the DA system) was modified to produce new sets of ensembles (to be 

described shortly). Since the goal was to see the impact of initial moisture uncertainty within the 

pouch region on the predictability of TCG, it was natural to generate ensembles that differed 

only in the moisture content within the pouch region at initialization time. More specifically, the 

uncertainty of the initial moisture content varied systematically from ensemble to ensemble. To 

accomplish this, the water vapor mixing ratio (hereafter QVAPOR) perturbations of the original 

ensemble were shrunk while keeping the ensemble mean and spatial pattern of moisture 

unchanged. This process was performed in a pouch-relative sense, since each ensemble member 

had a different sweet spot location in the original ensemble. Hereafter, this new set of ensembles 

will be referred to as the PRIMER (Pouch-Relative Initial Moisture Ensemble-perturbation 

Reduction) ensembles.  

Figure 3.1 outlines the three steps followed to generate the PRIMER ensembles. The first 

step in this figure shows the extraction of the QVAPOR values within a cylinder of radius 300 

km centered on the initial sweet spot location of each member. These extracted cylinders were 

then aligned such that their central axes were collocated and each grid point within these 

cylinders was aligned based on its position relative to the central axis (in other words, sweet 

spot-relative coordinates are used such that the sweet spot is the origin/central axis). In the 

second step, the perturbations from the mean were shrunk at each grid point within the cylinders 

by rescaling them by a fraction f and then adding them back to the ensemble mean value at that 
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grid point. For the third step, the sweet spot location of the PSU WRF-EnKF analysis mean was 

identified and the QVAPOR values within 300 km of it were replaced with the values obtained in 

step two. This resulted in new ensembles, with the only difference across members being the 

QVAPOR within 300 km of the ensemble mean sweet spot location. It is important to note that 

all variables other than QVAPOR were set to the ensemble mean values at every location within 

the domain. Also, the QVAPOR values outside of the cylinders were also set to the ensemble 

mean values. Finally, the boundary conditions for all forecasts came from the NCEP GFS 

analysis of 00 UTC 28 August. This design enabled the impacts of initial moisture uncertainty 

within the pouch region to be isolated, disentangling it from other sources of uncertainty such as 

the environmental moisture and other variables.  

A total of twelve moisture modification ensembles were produced ï eleven PRIMER 

ensembles plus Stochastic Qv
ô. In Stochastic Qv

ô, random perturbations drawn from a normal 

distribution (Õ = 0, ů = 0.01 g kg-1) were added to the ensemble mean QVAPOR values at only 

the lowest model level within 300 km of the ensemble mean sweet spot location. This ensemble 

was created to show the intrinsic limit of predictability for this case. The eleven PRIMER 

ensembles (PRIMER-0.01, PRIMER-0.1, PRIMER-0.2 é PRIMER-1.0) differed only in the 

fraction f by which the QVAPOR perturbations were rescaled. Figure 3.2 shows the initial hour 

ensemble spread (i.e., standard deviation) of the lowest model level QVAPOR for two of the 

ensembles. Note the spread of Stochastic Qv
ô (Figure 3.2a) is two orders of magnitude lower than 

PRIMER-1.0, which has the highest perturbation amplitude (Figure 3.2b). By design, the spatial 

pattern of QVAPOR spread for PRIMER-1.0 is identical to the other ten PRIMER ensembles 

(not shown). Consequently, the spread of PRIMER-0.01 is similar in magnitude to Stochastic Qv
ô 

but has a spatial pattern identical to the other PRIMER ensembles. The spatial pattern of 

QVAPOR spread in the PRIMER ensembles (Figure 3.2b) reveals the pattern of inner-pouch 

moisture uncertainty that exists in this state-of-the-art DA system. Moisture uncertainty is 

greatest in the northeast quadrant of the pouch and generally decreases towards the southwest. 

This pattern of moisture uncertainty results from uncertainty in the positioning of a moisture 

gradient that exists to the northeast of each memberôs pouch combined with uncertainty in the 

positioning of those pouches (not shown).  
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Figure 3.2. Initial-hour ensemble spread of the QVAPOR (g kg-1) at the lowest model level for 

the (a) stochastic Q
v
ô, and (b) PRIMER-1.0 ensemble forecasts. In each subplot, the black óxô 

denotes the sweet spot location. Note that the color bars are different for each subplot. 

3.3 Results 

This section is divided into three subsections. The first subsection presents the results of 

the five-day ensemble forecasts and quantifies the impact of initial moisture uncertainty on the 

evolution of intensity uncertainty. The second subsection shows the impact of initial moisture 

uncertainty on the growth of convective differences during the early hours of the forecasts. 

Finally, the last subsection reveals the impact of initial moisture uncertainty on pathways to TCG 

and the timing of TCG. 

3.3.1 Impact of Initial Moisture Uncertainty on Intensity Uncertainty 

The initial ensemble containing the full EnKF perturbations used in this study came from 

the 02 UTC 28 August analysis (the ninth DA cycle) of the PSU WRF-EnKF. This analysis was 

chosen because the ensemble mean of the ensemble forecast initialized from it follows the 

NHCôs HURDAT2 best track data more closely than any other ensemble initialized around 48 

hours before the observed TCG time. Note that this study defines the observed TCG time as the 
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time at which Irma entered the best track database as a tropical depression (i.e., 00 UTC 30 

August).  

Before exploring the growth of intensity uncertainty in the PRIMER ensembles, it is 

important to keep in mind the intensity uncertainty that exists in the full EnKF ensemble, which 

serves as the benchmark for this study. Figure 3.3 shows the temporal evolution of the intensity 

and track of each member in the full EnKF ensemble, which was initialized 46 hours before the 

observed TCG time. Throughout this manuscript, the term ñstorm centerò refers to the sweet spot 

location prior to TCG time and the TC center location after TCG time. The TC center location 

was determined using the tracking algorithm of HCC23, which is loosely based on the study of 

Majumdar and Torn (2014) in that the same quantities were used. This algorithm defines the TC 

center as the centroid of the triangle having vertices at the locations of the maximum 700-850-

hPa layer-averaged circulation, maximum 200-850-hPa thickness anomaly, and minimum sea-

level pressure (SLP). A quick look at Figure 3.3a reveals the wide range of intensity forecasts in 

the full EnKF ensemble. By the observed TCG time, the range of minimum SLP values reaches 

10-hPa to 20-hPa and grows to ~ 60-hPa by the end of the forecasts. Although the ensemble 

mean captures the TCG and subsequent intensification (from 0 h to 40 h) of Irma quite well 

compared to the best track, many members do not ï some drastically overestimate the intensity 

while others fail to develop it at all. Furthermore, there is a general tendency to produce a 

stronger storm when the initial moisture content within the pouch is higher. This tendency is 

more noticeable during the pre-TCG period. The full EnKF also exhibits sizeable track 

uncertainty (Figure 3.3b). This uncertainty is a result of several factors. These factors include 

uncertainty in the initial sweet spot location, uncertainty in the initial values of all variables, the 

ɓ effect (i.e., a northwestward drift of the vortex in the northern hemisphere due to differential 

advection of the Earthôs vorticity that increases with increasing vortex strength), and nonlinear 

interactions among variables during integration. In summary, the benchmark ensemble forecasts 

used in this study, although representative of a state-of-the-art DA system, have considerable 

room for improvement in both intensity and track. 
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Figure 3.3. Forecasts of the (a) minimum sea-level pressure (hPa) within 300 km of the storm 

center and (b) track of the disturbance for the ensemble initialized with the full PSU-WRF EnKF 

perturbations to all variables. Line colors represent the amount of moisture within 300 km of the 

pouch center at initialization time, with the coolest colors having the lowest and the warmest 

colors having the highest volume-averaged QVAPOR. The position of the ensemble mean 

forecasted storm center at select lead times is indicated in (b) by orthogonal black dashed lines. 

 

Now that the full range of intensities in the full EnKF ensemble has been revealed, 

attention is given to the intensity uncertainty that develops because of the initial moisture 

uncertainty within the pouch. Figure 3.4 shows the intensity and track forecasts for some of the 

moisture modification ensembles. In terms of minimum SLP, the Stochastic Qv
ô (Figure 3.4a) 

and PRIMER-0.01 (Figure 3.4b) ensemble forecasts are visually quite similar. Differences that 

arise between the intensities of these two ensembles, albeit quite small, might be a result of the 

spatial pattern of initial QVAPOR uncertainty. How the spatial pattern of initial QVAPOR 

uncertainty impacts the intensity uncertainty is an interesting question but is beyond the scope of 

this study. As initial QVAPOR uncertainty increases to one-tenth (PRIMER-0.1, Figure 3.4c) of, 

and eventually all (PRIMER-1.0, Figure 3.4d) of the full EnKF QVAPOR uncertainty, the range 
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of forecasted intensities increases. Also noticeable is an increase in the range of track forecasts 

with initial QVAPOR uncertainty (Figures 3.4e, 3.4f). This is most likely tied to the ɓ effect 

since the stronger members track farther to the north. This can be seen most easily in the 

PRIMER-1.0 (Figure 3.4f) ensemble. To summarize, since QVAPOR within the pouch was the 

only variable that differed in the initial conditions of the PRIMER ensembles, uncertainty of 

initial moisture within the pouch region translates to noticeable uncertainty in the forecasted 

intensity. 

 

Figure. 3.4. As in Figure 3.3, but for forecasts initialized with (a) stochastic perturbations to the 

lowest model level QVAPOR, as well as the (b) PRIMER-0.01, (c,e) PRIMER-0.1, and (d,f) 

PRIMER-1.0 perturbations. Track forecasts for the stochastic and PRIMER-0.01 ensembles 

exhibit insufficient spread to warrant inclusion. 
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The increase of intensity uncertainty with initial moisture uncertainty is associated with 

the propensity for the initially moister members to intensify earlier and reach a greater peak 

intensity. This is most noticeable for the PRIMER-1.0 (Figure 3.4d) ensemble, where a clear 

stratification by initial QVAPOR is evident. This is quantified a bit further by showing the 

Pearson correlation coefficient between the initial QVAPOR and the intensity for each ensemble 

(Figure 3.5a) forecast. Strong negative correlations exist between initial QVAPOR and minimum 

SLP in the PRIMER-1.0 ensemble. These correlations are statistically significant at greater than 

95% confidence based on the Studentôs two-tailed t-test (Gosset 1908) for almost all hours of the 

forecast (Figure 3.5b). This supports the claim that initially moister members intensify earlier 

and more. As the initial QVAPOR uncertainty decreases, the correlation between initial 

QVAPOR within the pouch and minimum SLP becomes less negative (Figure 3.5a) and less 

statistically significant (Figure 3.5b). This trend is likely a result of the decreasing divergence 

between moist and dry members with decreasing initial moisture uncertainty. The correlation 

values are most negative in the full EnKF ensemble forecast. This is because the members in the 

original analysis that have the lowest SLP tend to also have the most moisture in the pouch (not 

shown) because the PSU WRF-EnKF updates QVAPOR via the ensemble correlations that exist 

between it and other variables. Ultimately, ensemble members with more moisture within the 

initial pouch region will intensify earlier and reach a greater peak intensity, thus causing the 

intensity uncertainty to be greater when the initial moisture uncertainty is greater. 
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Figure 3.5. (a) Pearson correlation coefficient between the initial-hour volume-averaged 

QVAPOR within 300 km of the pouch center and the minimum sea-level pressure within 300 km 

of the storm center for each ensemble forecast. The times for which each correlation value in (a) 

is statistically significant at greater than 95% confidence based on the Studentôs two-tailed t-test 

(Gosset 1908) are indicated in (b). 

This subsection is concluded by showing the growth of intensity uncertainty (Figure 3.6) 

in terms of ensemble spread of minimum SLP. The ensemble spread of minimum SLP grows for 

all moisture modification ensembles (Figure 3.6a) up to about the point when intensification 

paused in the best track data (~ 40 hours after the observed TCG time). After that point, the 

ensemble spread decreased, indicating the members generally agreed intensification would 

pause. Also evident in Figure 3.6a is the trend towards greater intensity uncertainty as the initial 

QVAPOR uncertainty within the pouch increased, consistent with Figure 3.4. Note the spread of 

minimum SLP for the full EnKF ensemble begins at a nonzero value, maintains an almost 

constant vertical separation with the PRIMER-1.0 ensemble until about 40 hours after the 

observed TCG time, and then continues to increase almost until the end of the forecast (Figure 

3.6a). This trend implies that initial uncertainty in the non-QVAPOR values of the full EnKF 

ensemble might have played only a minor role in the intensity uncertainty until well after the 

observed TCG time. By comparing the PRIMER-1.0 ensemble spread of minimum SLP to that 

of the full EnKF ensemble in Figure 3.6a, it can be concluded that initial moisture uncertainty 
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within the incipient disturbance plays a crucial role in determining the intensity uncertainty 

during the hours leading up to the observed TCG time.  

 

Figure 3.6. Ensemble spread of the minimum sea-level pressure (hPa) within 300 km of the 

storm center for each ensemble forecast. (b) shows the first 46 hours of (a). Note the y-axis is 

different in each subplot. 

Intensity uncertainty evolution before the observed TCG time is shown more closely in 

Figure 3.6b. This figure reveals three phases in the evolution of intensity uncertainty during the 

hours leading up to the observed TCG time. The first phase sees a rapid growth of uncertainty 

during the first six hours. After the period of rapid uncertainty growth, a roughly twelve-hour 

period of quasi-steady values followed. Beginning at about 30 hours before the observed TCG 

time, the ensemble spread increases once again and continues through TCG time. At the start of 

the last phase, the ensembles with greater initial QVAPOR uncertainty already had larger 

intensity uncertainty, enabling them to achieve even larger uncertainties by the observed TCG 

time. This three-phase pattern will be discussed in the next two subsections. 
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3.3.2 Impact of Initial Moisture Uncertainty on Growth of Convective 

Differences 

This subsection investigates more closely the divergence of forecasts within each 

ensemble prior to TCG. To focus on the meso-ɓ-scale, the volume-averaged difference kinetic 

energy (DKE) was calculated within a 2° x 2° box centered on the storm center. DKE between 

any two ensemble members is given by,  

                                          ╓╚╔░ȟ▒ȟ▓ ◊░ȟ▒ȟ▓ ○░ȟ▒ȟ▓ȟ                                                   (1) 

where ◊░ȟ▒ȟ▓ and ○░ȟ▒ȟ▓ are the differences between the u and v wind components at each location 

in storm-relative coordinates. The DKE at each location was then averaged over the 1,770 

combinations  of ensemble member pairs before taking a volume average. Figure 3.7 shows 

the trend of DKE during the hours leading up to the observed TCG time. It resembles the 

ensemble spread in minimum SLP (Figure 3.6b); however, it is smoother and increases 

monotonically with initial moisture uncertainty. The rapid divergence of the ensemble forecasts 

during the first few hours appears quite prominent in the DKE plots. Close inspection reveals a 

local maximum of DKE occurs between eight and ten hours after initialization (38 to 36 hours 

before the observed TCG), which is about four to six hours after the minimum SLP spread 

flattens out (see Figure 3.6b). This subtle discrepancy might be a consequence of changes in 

wind speed lagging that of changes in minimum SLP. Another interesting trend in Figure 3.7 is 

the decrease in DKE from about 38 to almost 30 hours before the observed TCG time, which are 

times when the spread of minimum SLP remained quasi-steady. The dip in DKE during these 

times might reflect changes in the structure of the vortex as well as the potential impact of a 

diurnal cycle (discussed later). Since DKE (a bulk quantity) and ensemble spread of minimum 

SLP (a point metric) are two very different ways of quantifying the divergence of the intensity 

forecasts, it should not be surprising that they exhibit some differences. In summary, multiple 

metrics reveal a rapid divergence of the intensity forecasts during the first six hours, followed by 

a roughly twelve-hour pause in divergence, before rapidly diverging through the observed TCG 

time.  
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Figure 3.7. Volume-averaged difference kinetic energy (m2 s-2) computed within a 2Á x 2Á box 

centered on the storm center for each ensemble forecast. 

 

Upscale growth of errors to the pouch-scale can be seen in convective differences. Figure 

3.8 shows spaghetti plots of the 210 K simulated Meteosat-10 channel 6 BT contour in the region 

where initial QVAPOR perturbations were modified. Channel 6, with a central wavelength of 

7.3µm (Schmid 2000), is sensitive to lower-tropospheric water vapor. Note that this channel was 

not assimilated in this study. The 210 K contour represents cold cloud tops, indicative of deep 

convection. After one hour of integration, all 60 members in both PRIMER-0.01 (Figure 3.8a1) 

and PRIMER-0.1 (Figure 3.8b1) ensembles agree on the positioning of this contour (i.e., deep 

convection). At this time, a large MCS can be seen in the western half of the pouch region. When 

initial QVAPOR uncertainty is increased to half of the full EnKF, slight discrepancies in the 

positioning of this contour become noticeable within one hour (Figure 3.8c1). These 

discrepancies, which show the small coverage differences of that MCS among members, are due 

to small differences in its intensity across members. These intensity differences become more 
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noticeable when the initial QVAPOR uncertainty is increased to the full EnKFôs (Figure 3.8d1). 

Some members in PRIMER-1.0 develop new convection in the southern and eastern parts of the 

pouch region after one hour. As it is integrated further, these members develop the new 

convection while others subsequently develop their own new convection in other positions 

(Figure 3.8d2). By hours three (Figure 3.8d3) and four (Figure 3.8d4), through a combination of 

MCS dislocation and intensity errors, convective differences in the PRIMER-1.0 ensemble have 

spread throughout the entire region of the initial pouch. This process ensues for all ensemble 

forecasts; however, its onset appears later as initial QVAPOR uncertainty decreases. For 

example, the PRIMER-0.5 ensemble shows signs of dislocation errors cropping up after two 

hours of integration (Figure 3.8c2), PRIMER-0.1 after three to four hours (Figures 3.8b3 ï 3.8b4), 

and PRIMER-0.01 after about six hours (not shown). There appears to be no visible relationship 

between the initial QVAPOR of a particular member and either where new convection develops 

or how large the MCSs are. This shows how truly nonlinear and stochastic the system is. The 

take-home message of Figure 3.8 is that greater initial moisture uncertainty within the pouch 

region leads to earlier development of dislocation errors in future MCSs, and these dislocation 

errors rapidly grow to overwhelm the area of the pouch. 

Before discussing the impacts of initial moisture uncertainty on pathways to TCG and its 

timing, the key finding of this subsection is summarized: increasing the uncertainty in the initial 

moisture content within 300 km of the pouch center leads to larger uncertainty in the intensity 

forecast during the first six to twelve hours due to an earlier development and faster growth of 

MCS dislocation and intensity differences.  
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Figure 3.8. Spaghetti plots of the 210 K Meteosat-10 simulated channel 6 BT contour for the 

ensemble initialized with (a
1
-a
4
) PRIMER-0.01, (b

1
ïb
4
) PRIMER-0.1, (c

1
-c
4
) PRIMER-0.5, and 

(d
1
ïd
4
) PRIMER-1.0 moisture perturbations at lead times of (column 1) 1 hour, (column 2) 2 

hours, (column 3) 3 hours, and (column 4) 4 hours. In each subplot, the origin is the initial sweet 

spot location, the black dashed circle demarcates the area in which the initial moisture 

perturbations were modified, and the color of each contour represents the initial moisture content 

of each member as in Figure 3.3. 
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3.3.3 Impact of Initial Moisture Uncertainty on Pathways to Genesis and 

Genesis Timing 

The previous subsection showed that the rapid growth of convective differences to the 

scale of the pouch occurs due to initial moisture uncertainty within it. This subsection reveals the 

impacts of those errors on pathways to TCG and TCG timing. 

Rapid development of pouch-scale convective differences associated with the initial 

QVAPOR uncertainty within it can be inferred from meso-ɓ-scale latent heating rates (Figure 

3.9). In an ensemble mean sense (Figures 3.9a1 ï 3.9a4), latent heating rates in each PRIMER 

forecast follow the same general evolution; however, uncertainty in their magnitude, as shown 

by the ensemble spread of meso-ɓ-scale latent heating rates (Figures 3.9b1 ï 3.9b4), increases 

with initial QVAPOR uncertainty. Although all PRIMER ensembles exhibit peaks in the spread 

of latent heating rates coincident with the timing of convective bursts shown in the ensemble 

mean, the PRIMER-1.0 ensemble has noticeably larger uncertainty in the strength of those bursts 

(Figure 3.9b4).  

The timing of the convective bursts in the ensemble mean latent heating rates reveal a 

diurnal cycle, especially during the first day of integration. A prominent convective burst occurs 

during the first six hours of all ensembles, peaking just before sunrise. After sunrise, convection 

in all ensembles is suppressed until about 30 hours before observed TCG time - the approximate 

time of sunset. Recall the ensemble spread of intensity remained quasi-steady (Figure 3.6b) and 

DKE dropped (Figure 3.7) during the daylight hours between 42 and 30 hours before the 

observed TCG time. During this period, the ensemble spread of meso-ɓ-scale latent heating rates 

also remains quasi-steady or decreases slightly. At around 30 hours before the observed TCG 

time, the sun begins to set, and another round of convective intensification starts. This new round 

of convection leads to an increase once again in the mean and spread of latent heating rates. 

Thus, the diurnal cycle of convection may have played a major role in the further growth of 

convective differences among members. The impact of the diurnal cycle on deep convection, as 

well as TCG and intensification, has been illustrated by numerous other studies (e.g., Hobgood 
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1986; Craig 1996; Ge et al. 2014; Melhauser and Zhang 2014; Tang and Zhang 2016; Bell and 

Montgomery 2019; Dunion et al. 2019; Ruppert et al. 2020; Wing 2022; Chen et al. 2023). 

 

Figure 3.9. Temporal evolution of the (a
1
-a
4
) ensemble mean and (b

1
-b
4
) ensemble spread of the 

meso-ɓ-scale latent heating rates (K day-1) for the ensemble initialized with (a
1
,b
1
) PRIMER-

0.01, (a
2
,b
2
) PRIMER-0.1, (a

3
,b
3
) PRIMER-0.5, and (a

4
,b
4
) PRIMER-1.0 moisture perturbations. 

The meso-ɓ-scale latent heating rate at each time was found by averaging the latent heating rates 

within a 2Á x 2Á box centered on the storm center. In each subplot, dotted vertical lines indicate 

sunrise and dashed vertical lines represent sunset. 

Another intriguing feature in the ensemble mean plots of meso-ɓ-scale latent heating 

rates is the convective burst during the first six hours of the forecast period, which increases in 

intensity with increasing initial QVAPOR uncertainty (Figures 3.9a1 ï 3.9a4). This is a result of 

the model adjustment process in the first six hours of integration. Since the PSU WRF-EnKF 

system provides a statistically-based update to the state, some degree of deviation from physical 

reality is to be expected in the analysis. More specifically, the PSU WRF-EnKF may try to build 

clouds in columns where the moisture or vertical motion is insufficient. Upon initialization, some 

of the convection in those columns will dissipate as the model is integrated. This dissipation 

process affects the initially moister ensemble members less than the drier ones. Since the 

ensembles that have the greatest initial QVAPOR uncertainty have more extremely moist 

members, the dissipation process will affect them less. This explains why the PRIMER-1.0 

ensemble has the strongest convective burst during the first six hours of the forecast. The 



 

60 

 

physical disconnect described here, as well as other forms of disconnect such as physical 

imbalance (e.g., deviations from geostrophy), are a common feature of DA systems (Houtekamer 

and Mitchell 2005; Poterjoy and Zhang 2014b) that cannot be avoided when starting from an 

analysis. How much of the rapid intensity spread growth during the first six hours of integration 

(Figure 3.6b) results from the unsupported convection present at initialization is unclear; 

however, it suffices to say that operational models will experience this effect as well.  

The bursts of deep convection shown in Figure 3.9 are associated with periods of 

enhanced low-level convergence through a deep layer while times of suppressed convection 

experience weaker and shallower low-level convergence (Figures 3.10a1 ï 3.10a4). Consistent 

with Figures 3.9a1 ï 3.9a4, the low-level convergence during the first six hours is progressively 

deeper and stronger with increasing initial QVAPOR uncertainty. During the daylight hours 

between 42 and 30 hours before the observed TCG time, the lull in deep convection is 

accompanied by shallower, weaker low-level convergence. When the sun begins to set around 30 

hours before the observed TCG time, the low-level convergence once again grows deeper and 

stronger with the new round of convection. As with the latent heating rates, all PRIMER 

ensembles agree on the general trend of the meso-ɓ-scale divergence in an ensemble mean sense 

(Figures 3.10a1 ï 3.10a4), but they disagree on the uncertainty of its strength. Based on the 

ensemble spread of meso-ɓ-scale divergence (Figures 3.10b1 ï 3.10b4), uncertainty in the 

strength of low-level convergence associated with convective bursts increases as initial 

QVAPOR uncertainty increases.  
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Figure 3.10. As in Figure 3.9, but for the meso-ɓ-scale divergence (x 10-5 s-1). 

Convective bursts and their associated low-level convergence play a role in the spin-up of 

the low-level meso-ɓ-scale vortex (Figure 3.11). As with low-level convergence and latent 

heating rates, all PRIMER ensembles agree on the general trend of the relative vorticity in an 

ensemble mean sense (Figures 3.11a1 ï 3.11a4). More specifically, the low-level vortex begins to 

intensify and extend upwards during the early and late morning hours of the first day (i.e., 42 to 

35 hours before the observed TCG time). Around the middle of that day, the vortex at all levels 

begins to spin-down, with the pattern clearest at low-levels. Shortly after sunset on the first day, 

the low-level vortex once again begins to spin-up. This time, however, vorticity continues to 

increase with height and time through the daylight hours of the second day to eventually become 

a TC. By comparing Figures 3.10a1 ï 3.10a4 to Figures 3.11a1 ï 3.11a4, one can see those 

changes in the low-level vorticity lag changes in the low-level convergence. Consistent with 

Wang et al. (2010) and Bell and Montgomery (2019), this shows the role of the low-level meso-

ɓ-scale convergence associated with convective bursts in helping to spin-up the vortex. An 

interesting pattern seen in Figures 3.11a1 ï 3.11a4 is the temporary spin-down of the low-level 

vortex during the afternoon and evening hours of the first day. This delayed TCG is influenced 

by the intense convective burst that occurred during the first six hours combined with the 

subsequent lack of new convection during the daytime hours. Once that convection reaches 

maturity, evaporatively cooled downdrafts (not shown) reduce the meso-ɓ-scale low-level 
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convergence, thereby temporarily preventing further spin-up of the low-level vortex. To 

summarize, convective bursts and their associated low-level convergence contribute to a spin-up 

of the low-level vortex in an ensemble mean sense, regardless of the initial moisture uncertainty 

within the pouch. 

 

Figure 3.11. As in Figure 3.9, but for the meso-ɓ-scale relative vorticity (x 10-5 s-1). 

Increasing uncertainty in the initial QVAPOR within the pouch leads to greater 

uncertainty in the strength of the meso-ɓ-scale vortex at all levels (Figures 3.11b1 ï 3.11b4). This 

uncertainty in the strength of the vortex grows rapidly during the early hours, especially for 

PRIMER-1.0 (Figure 3.11b4). For PRIMER-1.0, and to a lesser extent PRIMER-0.5 (Figure 

3.11b3), large uncertainty in the strength of the mid-level vortex can be seen in the afternoon 

hours between 35 and 30 hours before the observed TCG time. This lags the maximum in the 

ensemble mean mid-level vortex (Figures 3.11a3, 3.11a4) by a few hours, indicating uncertainty 

in the timing of mid-level vortex spin-down when initial QVAPOR uncertainty is greater. 

Conversely, both PRIMER-0.5 and PRIMER-1.0 display lower uncertainty in the spin-down of 

the low-level vortex during those afternoon and evening hours. This is likely a result of the lack 

of new convection during these times. Once the sun sets around 30 hours before the observed 

TCG time, new convection develops and the low-level vortex eventually spins-up. The ensemble 

spread of the meso-ɓ-scale relative vorticity subsequently increases in time from the surface 
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upwards (Figures 3.11b1 ï 3.11b4). Ultimately, the timing of the spin-up of the low-level vortex 

becomes more uncertain as the initial QVAPOR uncertainty within the pouch increases. 

The differences in the timing of the spin-up of the low-level vortex shown previously 

translate to differences in the timing of TCG among members. To corroborate that statement, it is 

necessary to define the timing of TCG in the simulations. In this study, simulated TCG time 

refers to the precise hour at which the 700-850 hPa layer-averaged meso-ɓ-scale circulation 

exceeds a value of 8 x 10-5 s-1 and remains above that threshold for the remainder of the forecast 

period. This threshold value is chosen to be consistent with the study of Majumdar and Torn 

(2014). Based on the meso-ɓ-scale circulation values plotted in Figure 3.12, uncertainty in the 

simulated TCG time for this case study increases as the initial moisture uncertainty within the 

pouch region increases. More specifically, the ensemble spread of the simulated TCG time 

increases to over six hours as the initial moisture uncertainty reaches that of the full EnKF 

analysis. The spread of simulated TCG time increases with increasing initial moisture 

uncertainty because the initially moistest members tend to undergo TCG earlier, as indicated by 

the correlation between initial moisture content and TCG time. Note that, consistent with Figure 

3.5, these correlations become increasingly negative and statistically significant as initial 

moisture uncertainty within the pouch increases. Ultimately, uncertainty in the simulated TCG 

times of this case study increases with initial moisture content within the pouch because 

ensemble members that are initially moister tend to undergo TCG earlier. 
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Figure 3.12. Temporal evolution of the meso-ɓ-scale circulation (x 10
-5
 s
-1
) averaged within the 

700-850 hPa layer for the ensemble initialized with (a) PRIMER-0.01, (b) PRIMER-0.1, (c) 

PRIMER-0.5, and (d) PRIMER-1.0 moisture perturbations. The meso-ɓ-scale circulation at each 

time was found by averaging the relative vorticity within a 2Á x 2Á box centered on the storm 

center. Line colors represent the initial moisture content of each member as in Figure 3.3. The 

circulation threshold of 8 x 10
-5
 s
-1
 used to identify TCG time in the simulations is demarcated by 

the solid horizontal black line. Listed in the lower right corner of each subplot is the ensemble 

spread of simulated TCG time (h). Finally, the upper left corner of each subplot lists the Pearson 

correlation coefficient (with corresponding p-value and 95% confidence interval) between the 

volume-averaged QVAPOR within 300 km of the initial sweet spot location and simulated TCG 

time. 

Uncertainty in the simulated timing of TCG due to initial QVAPOR uncertainty within 

the pouch is a result of uncertainty in the strength and coverage of convective activity on the 

meso-ɓ-scale. This can be inferred from Figure 3.13, which shows the statistically significant 

correlations between initial QVAPOR within the pouch and the meso-ɓ-scale averages of latent 

heating, divergence, and relative vorticity. Based on Figure 3.13, initially moister members tend 

to produce greater rates of latent heat release (Figure 3.13a), a stronger and deeper layer of low-
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level convergence (Figure 3.13b), and a stronger low-level vortex (Figure 3.13c) during the early 

hours of the forecast. After sunrise on the first day (~ 40 to 35 hours before the observed TCG 

time), moister members tend to produce evaporative cooling below 4 km as the intense 

convection they produced has matured by this point. This evaporative cooling coincides with 

low-level divergence at that time for the initially moist members. Also at that time, the moister 

members tend to have stronger convergence near 4 km, which is consistent with the top-heavy 

latent heating profile (Figures 3.9a1 ï 3.9a4) and is related to the prevalence of stratiform 

precipitation. Shortly thereafter (35 to 30 hours before the observed TCG time), the moister 

members tend to have a stronger mid-level vortex near 4 km and a greater spin-down (although 

not statistically significant) of the low-level vortex.  As the sun sets that day, the moister 

members once again begin to release more latent heat at all levels, coincident with a new period 

of low-level convergence. By the end of the first full night (~ 20 hours before the observed TCG 

time), the moister members have begun to spin-up the low-level vortex after a prolonged period 

(~ 10 hours) of enhanced low-level convergence. Ultimately, members that are initially moister 

tend to form a TC earlier because the intense convection they produce leads to the earlier spin-up 

of a low-level vortex. 

 

Figure 3.13. Temporal evolution of the Pearson correlation coefficient between the initial-hour 

volume-averaged QVAPOR within 300 km of the pouch center and the meso-ɓ-scale (a) latent 

heating rates, (b) divergence, and (c) relative vorticity for the ensemble initialized with 

PRIMER-1.0 moisture perturbations. Only correlations that are statistically significant at greater 

than 95% based on the Studentôs t-test (Gosset 1908) are plotted. The meso-ɓ-scale averages at 

each time were found by averaging within a 2Á x 2Á box centered on the storm center. In each 

subplot, dotted vertical lines indicate sunrise and dashed vertical lines represent sunset. 
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In this subsection it was shown that, in the context of Hurricane Irma (2017), increasing 

the uncertainty in the initial moisture content within 300 km of the pouch center does not alter 

the pathway to TCG; however, it increases the uncertainty in TCG timing since ensemble 

members with more moisture exhibit an earlier spin-up of the low-level vortex. 

3.4 Discussion and Conclusions 

This study investigated the impacts of local initial moisture uncertainty within the 

incipient disturbance that would become Hurricane Irma (2017) on the practical predictability of 

its formation and subsequent intensification. By comparing an ensemble forecast with only 

QVAPOR perturbations within the pouch region to one that retained perturbations of all 

variables domain-wide, it was revealed that initial moisture uncertainty within the incipient 

disturbance plays a crucial role in determining the predictability of TCG. Upon integration, 

initial moisture uncertainty causes the rapid growth of MCS intensity and dislocation errors that 

overwhelm the pouch region within a couple hours. Eventually, pouch-scale differences in 

convection lead to a variety of TCG timings, with initially moister members spinning-up a low-

level vortex earlier. As initial moisture uncertainty is reduced by shrinking perturbations to 

QVAPOR, pouch-scale convective differences are slower to grow, and TCG timing is 

constrained.  

This study suggests the practical predictability of TCG may be improved by reducing 

initial moisture uncertainty within the incipient disturbance of potential TCs. Consequently, it 

provides motivation to target this small, but critical region, for high resolution observations that 

modern DA systems can use to constrain the initial moisture within it. All-sky IR and MW 

observations, such as in this study, are one type of observation that can reduce moisture 

uncertainty. Beyond that, high resolution in-situ moisture observations at all levels within the 

disturbance will likely be needed (e.g., from a dense dropsonde network). Before such an 

investment, future studies should confirm the robustness of these results with other storms, given 

the strong case-to-case variability in TCG predictability associated with various flow regimes 

(Sippel et al. 2011; Melhauser and Zhang 2012; Torn and Cook 2013; Komaromi and Majumdar 

2015). Future studies should also confirm the robustness of these results with higher resolution 
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models that better resolve convective scale motions - both Zhang et al. (2003) and Zhang et al. 

(2007) revealed that initial growth of errors becomes faster as resolution is increased. Another 

limitation of this study is that it neglects the potential impacts of initial moisture uncertainty 

within the environment. Finally, the spin-down of the model during the first six hours of 

integration, as well as using a single forecast model and DA system, are just some of the other 

limitations. Nevertheless, this study reveals a glimmer of hope. Not only does it show the 

improvement that can be brought to TCG forecasts by constraining moisture within a small 

region, but it also suggests TCG might be more predictable than it seems. The latter point can be 

realized by noting perturbations to initial moisture well below the amplitude of any observation 

system at one model level in a small region leads to forecast uncertainty well below that of 

forecasts initialized from typical analysis uncertainty in all variables domain-wide (Figure 3.6a). 

These results lead to some very interesting questions that are worth pursuing in the 

future. For example, how does the impact of initial moisture uncertainty within the pouch region 

compare to that of initial moisture uncertainty within the environment? Also, does constraining 

the initial moisture at certain vertical levels within the pouch impact the predictability of TCG 

more than others? Another factor worth considering is the influence of the diurnal cycle of 

convection on the predictability of TCG. This study revealed the delayed TCG that occurred in 

the daylight hours on the first day. How might the results differ if the forecasts were initialized 

during different parts of the diurnal cycle? These are some of the questions that should be 

pursued in the future. 

Data Availability Statement 

Initial conditions for all ensemble forecasts presented in this study can be freely 

downloaded from the Penn State Data Commons (https://doi.org/10.26208/15Q9-MM49). All 

assimilated GTS observations were obtained from datasets 351.0 and 461.0 of the NCAR 

Research Data Archive (https://rda.ucar.edu). All assimilated Meteosat-10 SEVIRI Channel 5 

BTs were ordered from the EUMETSAT Data Centre (https://www.eumetsat.int/eumetsat-data-

centre). All assimilated MW BTs were downloaded from NASA GPMs Precipitation Processing 

System (https://storm.pps.eosdis.nasa.gov/storm/). 

https://doi.org/10.26208/15Q9-MM49
https://rda.ucar.edu/
https://www.eumetsat.int/eumetsat-data-centre
https://www.eumetsat.int/eumetsat-data-centre
https://storm.pps.eosdis.nasa.gov/storm/
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Chapter 4 

 

Improving  the Analysis and Forecast of Hurricane Dorian (2019) 

with Simultaneous Assimilation of GOES-16 All-Sky Infrared 

Brightness Temperatures and Tail Doppler Radar Radial Velocities 

ABSTRACT 

 Recent studies have shown that assimilation of all-sky IR observations can be beneficial 

for TC analyses and predictions. The assimilation of TDR radial velocity observations has also 

been shown to improve TC analyses and predictions; however, there is a paucity of literature on 

the impacts of simultaneously assimilating them with all-sky IR BTs. This study examines the 

impacts of assimilating combinations of GOES-16 all-sky IR BTs, NOAA P-3 TDR radial 

velocities, and conventional observations from the GTS network on the analyses and forecasts of 

Hurricane Dorian (2019). It is shown that including IR and/or TDR observations on top of 

conventional GTS observations significantly reduces both track and intensity forecast errors. 

Track errors are reduced the most (25% at lead times greater than 48 h) when TDR and GTS 

observations are assimilated. In terms of intensity, errors are always lower at lead times greater 

than 48 h when all-sky IR BTs are assimilated. Simultaneously assimilating TDR and IR 

observations has the potential to further improve the intensity forecast by as much as 37% at a 

lead time of 48 h to 72 h. The improved intensity forecasts produced by the experiments 

assimilating all three observation sources are shown to be a result of the competing effects of IR 

assimilation producing an overly broad area of strong cyclonic circulation and TDR assimilation 

constraining that circulation to a more realistic size and intensity.  
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4.1 Chapter Introduction 

TCs are among the deadliest and costliest natural disasters. Of the billion-dollar weather 

and climate disasters that have afflicted the United States since 1980, TCs rank first in terms of 

both fatalities and cost to the economy (Smith 2020). Improving upon track and intensity 

forecasts is thus of great societal value.   

Over the last couple decades, average track errors of the NHC 72-h hurricane forecasts 

have more than halved, whereas the 72-h forecasts of maximum surface wind speed have seen 

less improvement over the same time period (Cangialosi 2020). The relatively slow improvement 

in TC intensity forecasting has been attributed to a number of difficulties. These difficulties 

include the challenges associated with accurately simulating and predicting small-scale nonlinear 

features such as moist convection over the hurricane inner core region (e.g., Hendricks et al. 

2004; Krishnamurti et al. 2005; Montgomery et al. 2006; Rotunno et al. 2009; Zhang and Weng 

2015; Christophersen et al. 2017), model physics deficiencies regarding TC inner core dynamics 

(e.g., Bao 2016; F. Zhang et al. 2017; Zhang 2018; Rajeswari et al. 2020), the lack of sufficient 

TC inner core observations (e.g., Pu et al. 2016), and our incomplete understanding of air-sea 

interactions at high wind speeds (e.g., Green and Zhang 2014; Andreas et al. 2015; Chen and 

Zhang 2019; Nystrom et al. 2020; Chen et al. 2021b). TC intensity forecast errors are also 

greatly influenced by initial intensity and structure errors within the TC inner core vortex, which 

makes prediction of RI especially challenging (Emanuel and Zhang 2016). In addition to 

minimizing initial intensity and structure errors, it is also important to properly initialize inner 

core moisture (Emanuel and Zhang 2017), something which is not easily observed.  

In order to minimize initialization errors in the TC inner core vortex, a number of studies 

have used DA systems to assimilate either ground-based (e.g., Osuri et al. 2015; Zhu et al. 2015; 

Shen et al. 2016, 2020) or airborne (e.g., Aberson et al. 2015; Zhang and Weng 2015; Tong et al. 

2018; Nystrom and Zhang 2019) Doppler radar observations. Collectively, these studies show 

that assimilating Doppler radar radial velocities reduces both track and intensity errors relative to 

assimilating only conventional GTS observations. These improvements are due to better 

representation of TC initial position and inner core dynamic structures.   



 

70 

 

Despite the improvements brought to TC forecasts from assimilating Doppler radar radial 

velocities, there are some challenges associated with their assimilation. For example, because the 

radar observations come in high quantities and a resolution significantly higher than the model 

grid used, substantial data thinning and quality control must be implemented (Zhang et al. 2009). 

Moreover, Doppler radar observations over the ocean lack continuous spatial and temporal 

coverage.  

In contrast, observations from the new generation geostationary satellites (e.g., GOES-16 

and Himawari-8) have continuous coverage. The benefits of assimilating satellite all-sky IR 

observations on convection-permitting analysis and prediction of TCs were first explored in the 

pilot work of Zhang et al. (2016). Motivated by the strong ensemble correlations between 

simulated water vapor channel BTs and model state variables (e.g., moisture and winds), Zhang 

et al. (2016) assimilated BTs into an ensemble of convection-permitting simulations of Hurricane 

Karl using an EnKF. They found that assimilating all-sky IR BTs improved both the analyzed 

thermodynamic fields and the intensity forecast of Hurricane Karl. Subsequent studies (e.g., 

Honda et al. 2018; Minamide and Zhang 2018; F. Zhang et al. 2019) have further highlighted the 

benefits of assimilating all-sky IR BTs. These more recent studies have shown that TC structure 

(both inner core and outer rain bands) is better captured when all-sky IR BTs are assimilated. 

These improved cloud and moisture structures, combined with a more resilient TC vortex, 

resulted in better intensity forecasts.   

Despite the benefits of assimilating all-sky IR BTs, at the time of writing, all-sky IR BTs 

have yet to be assimilated operationally (Geer et al. 2019) due to inherent difficulties. One 

problem with satellite observations is that they tend to be biased relative to their model 

equivalents and removing these biases is not straightforward  (Eyre 2016; Otkin et al. 2018). 

Additionally, models have trouble predicting the exact location and intensity of clouds, which 

leads to highly non-Gaussian errors that are introduced into DA systems that assume Gaussian 

error distributions (Geer and Bauer 2011; Chan et al. 2020a). These mismatches between 

observed and simulated cloud scenes also lead to large representativeness errors that must be 

accounted for (Minamide and Zhang 2017). Finally, the relationship between cloudy-sky BTs 
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and atmospheric states is highly nonlinear (Bauer et al. 2011; Geer and Bauer 2011), which 

makes construction of an accurate forward model challenging.   

Given the inherent strengths and weaknesses of assimilating either Doppler radar radial 

velocities or all-sky IR BTs, it is surprising that no studies to date have assimilated both. In this 

study, the potential improvements brought to TC analyses and forecasts by leveraging the 

benefits of assimilating GOES-16 all-sky IR BTs as well as NOAA P-3 TDR radial velocities are 

explored. The case of Hurricane Dorian (2019), a powerful storm whose RI was poorly modeled 

by most operational centers (Avila et al. 2020), is used as a testbed for this study. This storm was 

also selected for the study due to the abundance of TDR observations available both before and 

during its RI. 

4.2  Data and Methodology 

In this section a brief summary of the life of Hurricane Dorian is provided. The DA 

system and forecast model utilized for this study is then introduced. After describing the 

observations used, the section is concluded with an illustration of the experimental design. 

4.2.1 Description of Hurricane Dorian 

Dorian formed from a tropical wave originating off the west coast of Africa and became a 

named storm on 25 August 2019 as it drifted westward toward the Lesser Antilles. Over the next 

few days Dorian remained a tropical storm as it traversed the islands of the Lesser Antilles. The 

system thereafter curved to the north, putting it in a more favorable environment for 

development. Hurricane Dorian then began to rapidly intensify north of the Virgin Islands on 30 

August. Hurricane Dorian eventually made landfall on 1 September, ravaging the Bahamas with 

1-min sustained winds of 185 mph (Avila 2019) and making it one of the strongest Atlantic 

hurricanes at time of landfall. 
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4.2.2 The DA and Forecast System 

 This study used the PSU-EnKF system, which is based on the ensemble square-root filter 

(EnSRF) proposed by Whitaker and Hamill (2002). The PSU-EnKF system was first used in an 

observing system experiment (OSE) framework by Meng and Zhang (2008). In its current form, 

the PSU-EnKF system performs the DA in joint state-observation space, which is described by 

Eqs.(1) and (2) of Chan et al. (2020a). To assimilate BTs in this study, the CRTM (Han et al. 

2006, 2007; Weng 2007) release 2.1.3 was used to convert from model state space to observation 

space. An ensemble of 60 members was used and 75% relaxation to prior perturbations (Zhang et 

al. 2004) was applied in order to prevent filter divergence.  

The WRF model for the cycling EnKF system was configured similar to the real-time 

PSU-EnKF TC analysis and prediction system (Zhang and Weng, 2015), with three two-way 

nested domains having horizontal grid spacings of 27 km, 9 km, and 3 km. The nested domain 

with 9-km grid spacing was 2700 km x 2700 km, whereas the nested domain with 3-km grid 

spacing was 900 km x 900 km. Domain configuration and parameterization schemes were nearly 

identical to F. Zhang et al. (2019). All three domains had 43 vertical levels with model top at 10 

hPa. The Tiedtke (1989) cumulus parameterization scheme was only applied to the coarsest (27-

km) domain whereas all three domains made use of the WRF single-moment 6-class mixed-

phase microphysics scheme (WSM6; Hong and Lim 2006), the Yonsei University planetary 

boundary layer scheme (Hong et al. 2006), and the RRTM longwave and shortwave radiation 

schemes (Iacono et al. 2008). Surface fluxes of sensible and latent heat, as well as momentum, 

were parameterized via Eqs. (11) ï (13) of Green and Zhang (2013).  

4.2.3 The Observations 

 Observations assimilated in this study fell into three categories: conventional 

observations from the GTS, TDR radial velocities collected by the NOAA P-3 aircraft, and IR 

BTs from Channel 8 of the GOES-16 ABI instrument. Conventional GTS observations were 

assimilated in all three domains whereas TDR and IR observations were assimilated in the 3-km 

domain (D3) only. 
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 The conventional GTS observations assimilated in this study include hurricane position 

and intensity (HPI) from the ñTC Vitalsò database, as well as radiosondes, dropsondes, and 

METAR data. In order to eliminate the effects of spurious long-distance correlations, the Gaspari 

and Cohn (1999) fifth-order piecewise polynomial was applied to localize ensemble covariance. 

The localization ROI in the vertical was 43 vertical levels for all observations. Consistent with F. 

Zhang et al. (2019), the horizontal ROI was 300 km for HPI and METAR and 90 km for 

radiosondes and dropsondes. During assimilation, observation errors for these observables were 

those specified by version 3.6.1 of the WRFDA package. For quality control purposes, METAR 

and sounding observations were discarded if the absolute value of the observation increment 

(also known as the ñinnovationò) was greater than five times the observation error. 

 The TDR observations assimilated in this study were obtained from the NOAA Hurricane 

Research Division (HRD). These observations were first preprocessed by HRD using the super-

observation procedure outlined in Weng and Zhang (2012, 2016). These super-observation radar 

data have a spacing of 5 km in the radial direction and 5 ̄in the azimuthal direction. Further 

thinning to every 10th super-observation resulted in an average distance between TDR super-

observations of approximately 23 km. When assimilating TDR super-observations, Gaspari and 

Cohn (1999) covariance localization was employed together with the Successive Covariance 

Localization (SCL) procedure described in Zhang et al. (2009). As per SCL, large-scale features 

were first corrected by randomly selecting a ninth of the thinned TDR super-observations and 

assimilating them with an ROI of 405 km. Smaller-scale features were then corrected by 

randomly assimilating two ninths of the thinned super-observations with an ROI of 135 km and 

the remaining super-observations with an ROI of 45 km. The vertical ROI for all super-

observations was 43 vertical levels. Consistent with Zhang et al. (2009), the observation error for 

all TDR super-observations was assumed to be 3 m s-1. As with the conventional GTS 

observations, a TDR super-observation was discarded if the absolute value of the observation 

increment was more than five times the observation error. 

 The GOES-16 ABI all-sky IR BTs assimilated in this study came from Channel 8 (6.2-

µm wavelength), which is sensitive to upper-tropospheric water vapor (Schmit et al. 2005). The 

raw BT data has a horizontal resolution of approximately 2 km. As in F. Zhang et al. (2019), a 
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form of SCL was performed on the IR BTs such that BT observations thinned every 12 km had a 

30-km horizontal ROI and observations thinned every 18 km had a 200- km horizontal ROI. No 

vertical localization was applied when assimilating BT observations. As mentioned in the 

chapter introduction, assimilating all-sky IR BTs can sometimes lead to large representativeness 

errors. To deal with this problem, AOEI was employed. AOEI is a method that was introduced 

by Minamide and Zhang (2017) to adaptively adjust observation errors to limit erroneous 

analysis increments associated with representativeness errors. Note that this study did not reject 

any IR observations because the observation error is adaptively adjusted by using AOEI. In 

addition, ABEI (Minamide and Zhang 2019) was applied to deal with situations in which the 

model erroneously predicted clear skies despite cloudy observations. This method uses an 

empirically-derived spatially-varying multiplicative inflation factor that inflates the state vector 

components associated with erroneously predicted clear sky regions within each member of the 

prior ensemble. However, it does not create cloud particles at the analysis step. Instead, it 

increases the likelihood of developing clouds by increasing the ensemble spread.  Following F. 

Zhang et al. (2019), bias correction was not performed on the GOES-16 IR BTs used in this 

study. Previous studies (e.g., Zhang et al. 2018, F. Zhang et al. 2019) have shown that, based on 

the statistics of innovations throughout EnKF cycling, there is no significant bias in the system. 

This was confirmed for the current study as well (figure not shown). 

The setup of the experiments in this study were based on the setup of the PSU-EnKF real-

time TC forecast system described in Zhang and Weng (2015) and F. Zhang et al. (2019). Data 

thinning and localization of IR BTs and TDR observations in the PSU system have been 

extensively tuned over several years in order to achieve a statistically improved TC intensity 

forecast result in the real-time system (e.g., Zhang et al. 2011; Weng and Zhang 2012; Zhang and 

Weng 2015; Zhang et al. 2016; Minamide and Zhang 2017, 2018; F. Zhang et al. 2019). Hence, 

the same setup for the experiments in this study was used. Although it is possible that the 

experimental results in this study may be further improved by fine-tuning of data thinning and 

localization, doing so is beyond the scope of this study. 
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4.2.4 The Experimental Design     

A schematic of the experimental design of this study is provided in Figure 4.1. The 

design of these experiments was to mimic near-operational cycling DA systems (similar to the 

configuration of the real-time PSU-EnKF TC analysis and prediction system) that assimilate 

different observation types. The initial and boundary conditions for this study came from the 

NCEP GFS analysis at 00 UTC 27 August. A 60-member ensemble was initiated at this time by 

adding perturbations to the GFS analysis using WRFDAôs CV3 background error covariance 

(Barker et al. 2004). At that time, Dorian was still a weak tropical storm with a maximum 

sustained wind speed of 45 kt and a minimum central pressure of 1005 mb. The ensemble was 

then integrated with WRF for 12 h to develop flow-dependent ensemble statistics before 

assimilating the first observations at 12 UTC 27 August. Because no TDR observations were 

available at that time, the ensemble became the background for the GTS Only and GTS+IR 

experiments. The GTS Only experiment assimilated only the conventional observations whereas 

the GTS+IR experiment assimilated the IR BTs after the conventional observations. These two 

cycling experiments continued assimilating observations every hour up to and including 00 UTC 

29 August. There was a total of 4,455 conventional GTS observations available within domain 3 

of the GTS Only experiment over the course of the 37 cycles. This translates to an average of 

approximately 120 observations per cycle. The number of conventional GTS observations 

available in any particular cycle varied widely, with the number being as high as 456 at the 23 

UTC 28 August cycle and as low as 1 (the HPI observation) at the 09 UTC 28 August cycle. The 

number of IR BTs assimilated in each cycle was approximately 8,000.  
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Figure 4.1. Overview of the experimental design.  The names of the hourly cycling experiments 

indicate the order in which each observation type was assimilated.  Black óxôs indicate the times 

at which deterministic forecasts were initialized from the analysis means of the experiments and 

gray circles indicate hours that TDR observations were assimilated.  Note that the GTS+TDR 

experiment was initialized from the background of the GTS Only experiment at 22 UTC 27 

August whereas the experiments that assimilated all observation types were initialized from the 

background of the GTS+IR experiment at 22 UTC 27 August.  

 

TDR observations were available starting 22 UTC 27 August. At that time, the 

GTS+TDR experiment was initialized from the background of the GTS Only experiment. This 

experiment assimilated TDR observations after conventional GTS observations and was cycled 

forward to 00 UTC 29 August. Note that, from 03 UTC 28 August through 20 UTC 28 August, 

TDR observations were not available. During that time, only conventional GTS observations 

were assimilated each hour in the GTS+TDR experiment. In addition to the GTS+TDR 

experiment, two more experiments were conducted that assimilated all three types of 

observations: GTS+TDR+IR and GTS+IR+TDR. The only difference between these last two 

experiments is the order in which observations were assimilated. Both experiments were 

initialized at 22 UTC 27 August from the background of the GTS+IR experiment and cycled 

forward to 00 UTC 29 August. During the window when TDR observations were not available, 

both experiments assimilated conventional GTS followed by IR BT observations each hour. An 
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average of 2,381 TDR observations were assimilated per cycle during the nine cycles when TDR 

observations were available and an average of 1 TDR observation per cycle was rejected. These 

values did not vary across experiments.  

As a metric of assessing the value of assimilating these observations, 5-day (120-h) 

convection-allowing deterministic forecasts were initialized from the analysis mean of each 

experiment at the times indicated by the black óxôs in Figure 4.1. These deterministic forecasts 

utilized the same WRF physics options described earlier in this section.    

4.3 Results 

This section is divided into two parts. The first part shows the impacts of assimilating all-

sky IR BTs on the analyses and forecasts of Hurricane Dorian prior to the first TDR cycle, 

whereas the second part shows the impacts of simultaneously assimilating TDR and IR 

observations. 

4.3.1 Impacts of IR BT Assimilation 

Before looking at the impacts of simultaneous assimilation of TDR radial velocity and IR 

BT observations, the impacts of assimilating all-sky IR BTs on the analyses and forecasts of 

Hurricane Dorian prior to the first TDR cycle are discussed. This discussion begins with 

deterministic forecasts of Dorianôs track. All deterministic forecasts initialized from the first 

cycleôs analyses show large track errors (Figure 4.2a1). The first cycleôs track forecast in GTS 

Only is the closest to the best track, followed by that of the GTS+IR. Note that the first cycleôs 

track forecast in the GTS+IR is comparable to that of the Hurricane Weather Research and 

Forecasting (HWRF) model as well as the official forecast of the NHC (OFCL). By 18 UTC 27 

August, continued cycling of DA has reduced track errors of both GTS Only and GTS+IR 

(Figure 4.2a2). At this time, the GTS+IR track is comparable to the GTS Only experiment and 

slightly better than both HWRF and OFCL.   

In terms of intensity, the GTS+IR experiment produces higher maximum wind speeds 

than the GTS Only experiment after only one cycle (Figure 4.2b1).  However, both experiments, 

as well as HWRF and OFCL, fail to capture the RI of Hurricane Dorian with forecasts starting at 
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12 UTC 27 August. Continued cycling of observations leads to dramatically improved intensity 

forecasts starting at 18 UTC 27 August (Figure 4.2b2).  Although the GTS+IR intensity forecast 

initialized at this time does not predict the category 5 status Dorian would become, this forecast 

closely mirrors the RI from 18 UTC 27 August to 18 UTC 30 August seen in the best track 

values. In contrast, the GTS Only experiment, as well as HWRF, exhibit a delayed intensification 

relative to the GTS+IR experiment, while OFCL misses the intensification altogether.   

 

 

Figure 4.2. Deterministic forecasts of (a) track and (b) intensity initialized from the EnKF 

analysis means of the (1) first (12 UTC 27 August) and (2) seventh (18 UTC 27 August) cycles 

of the experiments that did not assimilate TDR. Large circles on track plots denote the first hour 

of each day. For comparison, best track values from the NHC HURDAT2 database, as well as 

the operational HWRF and NHC official forecasts, are shown. 

 To understand why the GTS+IR experiment produced an improved intensity forecast 

starting at 18 UTC 27 August, attention can be turned to the analyzed and forecasted wind fields 

and cloud structures. Figure 4.3 illustrates that the initial primary circulation of the GTS+IR 

experiment (Figure 4.3b1) is stronger, broader, and deeper than the GTS Only experiment (Figure 
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4.3a1). As this stronger circulation is integrated in time, it intensifies faster than the GTS Only 

circulation (Figures 4.3a2, 4.3a3 compared to Figures 4.3b2, 4.3b3).  Additionally, the radius of 

maximum wind (RMW) of the GTS+IR experiment shows a faster contraction, especially below 

4 km, during the first 48 hours of the forecast. This contraction is noticeable in the GTS Only 

experiment but is less pronounced. 

 

Figure 4.3. Azimuthally averaged tangential velocities of the EnKF analysis mean at the time of 

the seventh cycle (18 UTC August 27) for the (a1) GTS Only and (b1) GTS+IR experiments, as 

well as the (a2,b2) 24-h and (a3,b3) 48-h deterministic forecasts initialized from those analyses.  

The RMW is denoted by the black dotted line. 

 

 The GTS+IR experiment not only produces a stronger primary circulation, but also a 

stronger secondary circulation. This can be seen in Figure 4.4. At analysis time, the GTS+IR 

experiment displays a much stronger outflow at upper levels. Low-level inflow in the GTS+IR 

analysis is also slightly stronger than the GTS Only analysis in the region centered around 50 km 

from the TC center. When forecasts are initialized from these analyses, the GTS+IR forecast of 
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low-level inflow grows relative to the GTS Only forecast. This low-level inflow advects angular 

momentum from the outer regions to the TC inner core region, which helps to spin up the vortex. 

Consequently, the GTS+IR experiment better captures the RI of the storm than the GTS Only 

experiment. 

  

 

Figure 4.4. As in Figure 4.3, but for azimuthally averaged radial velocities. Black contours show 

azimuthally averaged vertical velocities in cm s-1, with negative values dashed. Note that a 

Gaussian smoother was applied to the analysis vertical velocities with a smoothing length scale 

of 6 km in the horizontal and 0.5 km in the vertical. The Gaussian smoothing length scale for 

forecasted vertical velocities was 9 km in the horizontal and 0.75 km in the vertical. 

 In addition to stronger primary and secondary circulations, the GTS+IR experiment 

develops more convective activity than the GTS Only experiment (Figure 4.5). At analysis time, 

the azimuthally-averaged reflectivities of each experiment are fairly similar; however, the 

GTS+IR analysis has a rainband that extends from 125 to 200 km from the TC center. From the 

analysis to the 24-h forecast, there are large drop-offs in reflectivity in both experiments, which 

will be explained shortly. The key feature of Figure 4.5 is the difference between experiments 


