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ABSTRACT 

The additive manufacturing (AM) process opens up many opportunities for engineers to 

explore novel cooling designs that historically may have been costly or even impossible to 

manufacture. To leverage AM for cooling schemes effectively, engineers must first understand the 

impact of AM surface roughness on the performance of a variety of internal geometries. The goal 

of this dissertation was to assess a suite of cooling technologies that were made using AM by 

comparing the fluid dynamic and heat transfer performance as well as the ability to construct the 

designs. Specifically, the cooling schemes investigated included wavy channels, pin fin arrays, 

lattice structures, broken wavy ribs, and diamond pyramid surface features.  All of these features 

were evaluated over a wide range of Reynolds numbers in the turbulent flow regime. 

The cooling schemes evaluated covered a range of friction factor augmentations from 2 to 

500, and heat transfer augmentations between 1.2 and 6 relative to smooth cylindrical channels 

with no features. The heat transfer and pressure drop of wavy channels was found to be largely a 

function of the secondary flows with the augmentation scaling as a function of the relative waviness 

of the channel.  Wavy channels were also identified to perform best, in terms of heat transfer, at 

low Reynolds numbers. Pin fin geometries induced greater heat transfer and pressure loss 

augmentations than the wavy channels as result of the enhanced surface area and turbulent mixing. 

Pin shape and spacings were the variables that dictated the pressure loss and heat transfer, though 

the addition of surface roughness enhanced both flow characteristics. Small surface protrusions 

such as diamond pyramid turbulators and broken wavy ribs had small performance augmentations 

relative to the pin fin and wavy channel designs, but these augmentations were found to be 

insensitive to Reynolds number. The surface features induced substantial near wall mixing with 

increases in both heat transfer and pressure loss but was further increased as the relative endwall 

surface roughness increased. Lattice structures had the most significant pressure penalty of all 

geometries that were considered despite offering only similar heat transfer enhancement to that of 

the pin fin arrays.  

Throughout these studies, variations in materials and machines used for the additive 

manufacturing were identified and related to the performance of internal cooling and pressure loss. 

These variations led to varying degrees of roughness and a range of surface morphologies.  Highly 

rough wavy channels, for example, significantly increased pressure drop but did not produce an 

equivalent increase to heat transfer. While arithmetic mean roughness was the primary driver of 

cooling performance, the surface skewness and kurtosis were found to be key secondary variables.  

The work presented in this dissertation identified the key flow characteristics and impacts 

of surface roughness on a variety of internal cooling designs. The data and analyses presented 
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bridge the gap in understanding the performance implications of a range of additively manufactured 

cooling features empowering designers to integrate new cooling technologies into practical 

applications. 
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PREFACE 

Chapter 8 is composed of a paper where I was not the first author. This chapter was co-

written by myself and the first author over the course of several months. The conception, test 

coupon preparation, initial experimental testing, and the analysis of all flow results was completed 

by myself, and the surface roughness characterization and analysis were completed by my co-

author. Both authors contributed significantly to the actual written content of the paper. Chapter 8 

is included in this dissertation because it expands on the results discussed in Chapter 7, and allows 

for more specific conclusions about the relative impacts of materials and machines on the 

performance of additively manufactured parts. 
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1. INTRODUCTION  

The effective application of heat transfer theory enables many of the luxuries of modern 

life ̶ from the densely integrated cooling solutions used in high performance compute clusters that 

power an abundance of cloud services, to the internal cooling passages of a modern turbine blade 

which enable mass transit worldwide. To continue to enhance the performance across a broad range 

of applications, internal cooling schemes will need to be tailored and tuned to their specific usages, 

and understanding a broad spectrum of how different internal cooling designs can be applied will 

be of great importance.  

One example of an application that takes advantage of advanced cooling schemes are the 

aforementioned gas turbine blades. The turbine section of a gas turbine operates in temperatures in 

excess of 1400°C [1], which exceeds the metal softening temperature of the typically Ni-based 

alloys that compose the components [2]. To ensure that the blades can survive these temperatures, 

ceramic coatings are applied to part surfaces and complex internal and external cooling features are 

integrated throughout the components. There are a broad range of internal features used, including 

microchannels, pin fin arrays, surface turbulators, and impingement holes [3]. Significant blade 

damage can occur if the design of these internal features fails to effectively cool the blade, leading 

to decreased engine efficiency, and in the worst case, engine failure. An example of a turbine blade 

that has been fully burned through can be seen in Figure 1-1.  

[4] 

 
Figure 1-1. Burned through high pressure turbine blade. Image from [4] 
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A turbine engine operates on an ideal Brayton cycle, which ultimately means that the 

efficiency of the engine is dependent on the temperature difference between the inlet of the engine 

and the turbine rotor inlet temperature (TRIT). Over the past several decades, TRITs have increased 

dramatically to improve overall efficiency [1], leading to amplified interested into the development 

of increasingly effective cooling schemes to ensure part durability. While computational methods 

can be used in the development of these schemes, given the significant complexity of the flows 

present in the turbine section and the significant cost associated with part failures, experimental 

validation of these schemes is always required. The timeline for casting development parts can be 

on the order of years, limiting the speed at which engine components can be improved. One 

promising method of investigating potential cooling schemes faster and cheaper is by leveraging 

additive manufacturing (AM). To use AM as a tool for development or even production, one must 

first understand what the implications for doing so are. 

AM does not come without its own faults. This includes increased surface roughness, an 

overabundance of process conditions that impact part quality, high residual stresses in 

manufactured parts, and reduced mechanical properties relative to traditional single crystal cast 

parts. These downsides lead to the conclusion that while AM can be leveraged for the development 

of blades, the reduced creep strength limits the viability of end use AM rotational turbine hardware. 

However, stationary hardware like tip shrouds [5,6], injector nozzles[7,8], and vanes [9,10] are 

under significantly less thermal and mechanical stress, and have the potential to be produced 

through AM as final components.   

 The primary focus of this work is to identify the performance of a suite of additively 

manufactured internal cooling features that could be leveraged in any number of internal cooling 

schemes. By mapping out the potential design space and understanding the impact of the surface 

roughness intrinsic to AM on a variety of internal features, designers can to more effectively 

develop a scheme for a given application. The secondary focus is to understand how variations to 

the material and additive machine impact the surface topography of different additive cooling 

designs, and ultimately how that impacts the performance of design. 

1.1. Internal Cooling Technologies 

Many types of internal micro-scale cooling technologies can be used to augment heat 

transfer. The focus of this work is specifically on the performance of microchannels, pin fin arrays, 

surface features, and lattice structures, examples of which can be seen in Figure 1-2. 
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[11,12] 
Microchannels or mini-channels are a form of cooling technology that has been in use for 

many years for a variety of applications, particularly within the fields of gas turbine cooling [13,14] 

and electronics cooling [15–18]. As the name suggests, these channels have diameters on the order 

of a millimeter to a few micrometers, enabling high heat transfer at the cost of high-pressure loss, 

especially in the case of increased surface roughness [19]. While these channels have traditionally 

been implemented as simple straight passages, they can also be integrated in more complex ways, 

such as following a sinusoidal centerline to form a wavy channel [20]. By making the channel wavy 

in shape, beneficial secondary flows are formed which enhance heat transfer beyond that of a 

typical channel at an increased pressure cost. 

Pin fins arrays are another common cooling technology that have been studied for several 

decades in many varieties of heat transfer applications. A pin fin array is typically composed of a 

series of bluff bodies (pins) arranged into a grid inside of a channel, where the spacing between 

pins is a function of the pin diameter. The primary function of pin fins is to induce turbulent mixing 

and increase the surface area within a typically small volume. The heat transfer and pressure loss 

of these designs has been seen in the past to scale with the pin diameter and pin spacing [21], as 

opposed to the channel hydraulic diameter as was used for microchannels. This is the result of the 

flow disturbance caused by the fins dominating both the heat transfer and pressure drop of design, 

rather than the diameter of the channel that the pins exist in. The pin shape also plays a role in the 

performance of the design, as the shape can change the magnitude and structure of the wake 

Figure 1-2. (a) Electronic heat sink that utilizes internal microchannels [11] and (b) Internal cooling of 
gas turbine blade [12]. 
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formations resulting in different distributions of heat transfer between the endwall and pin surfaces 

[22]. 

Another family of cooling geometries that are of pertinence to this body of work are 

turbulence promoters, such as ribs. Ribs typically take the form of patterned short protrusions from 

the wall into the flow. Ribs enable increases in heat transfer through encouraging detachment of 

the boundary layer from the wall, as well as by increasing the overall surface area of the design. 

This detachment can cause substantial pressure loss relative to microchannels depending on the 

height of the rib, as it requires the flow to regularly reattach to the wall. In addition to ribs, surface 

features can also take the form of small dimples or extruded shapes from the surface of the design, 

which also serve to detach boundary layers and increase effective surface area [23]. Ribs and 

surface features are of extreme prominence to gas turbine cooling, and are commonly used in 

internal cooling channels of blades and vanes [3]. 

 The last variety of geometries investigated as part of this dissertation are lattice structures. 

Lattice structures geometries fall into one of two major categories, those being triply periodic 

minimal surfaces (TPMS) and strut-based lattices. TPMS lattice are typically defined using a 3D 

mathematical equation, where strut-based lattices are usually composed of a series of struts that are 

distributed in a known pattern within a set volume, called a unit cell. Strut based lattice share many 

similar features with pin fins; however, their complex shapes can induce flow structures that have 

not been seen with traditional pin fin designs. These complex flow interactions are usually 

associated with significant enhancements to the design heat transfer and pressure loss. That being 

said, it should be noted that at the time of writing there is no agreed-upon standard for the 

appropriate method of scaling the heat transfer and pressure loss of lattice structures.  There has 

been limited public research on the heat transfer and fluid dynamics induced by traditionally 

manufactured lattice structures [24], however by leveraging AM, several researchers have begun 

investigating their potential as a new heat transfer technology. 

1.2. Laser Powder Bed Fusion   

While there are many forms of additive technology, the form of AM this work will focus 

on is the laser powder bed fusion (L-PBF) process. For the remainder of this document, the term 

AM is used to refer to the L-PBF process. A diagram of the AM process can be seen in Figure 1-3. 
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[25] 
The AM process works by first depositing a thin, typically 20 to 80 microns, layer of 

powder on the surface of a substrate. A high-powered laser is then used to either sinter or melt the 

powder together as well as fuse it to the substrate. The build plate is then lowered by the height of 

one layer of powder, and a new layer of powder is deposited on top by a re-coater blade or roller. 

The process is then repeated several hundred or thousand times over until a full part is realized. 

This layer-by-layer process enables the construction of complex shapes that would have been 

difficult to traditionally machine, as well as allows for internal designs that would have required 

some form of advanced casting in the past. 

There are a multitude of different properties that influence the quality and repeatability of 

an additive part, with a summary of these parameters categorized into key groups is shown in Figure 

1-4. The properties of the L-PBF process that are of relevance to the studies discussed in this paper 

are primarily in the process and material categories. Within the process category this included layer 

thickness, laser power, hatch distance, and scan speed, which were largely summarized using a 

volumetric energy density (VED) parameter. It should be noted that while VED is a common 

parameter used within literature, surface roughness historically has been found to not scale well 

with volumetric energy density alone, and that typically a greater understanding of the underlying 

weld physics are required [26]. Within the material category, the parameters of interest, particle 

shape and the particle size distribution, were kept as similar as possible for all of the used materials. 

Modification to these parameters can be used to specifically curate differences in surface 

morphologies [27], though for the vast majority of this body of work the parameters were 

maintained at the vendor or manufacturer recommended values.  

 
Figure 1‐3. A diagram of the additive manufacturing process [25]. 
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[28] 
1.3. Impact of surface roughness on cooling design performance 

One of the most significant implications of manufacturing components additively is the 

surface roughness. The surface roughness present on parts created through the AM process is quite 

large with respect to other kinds of manufacturing, with typical reported values ranging from 5 to 

50μm [29]. External surface roughness may be removed through traditional post processing 

methods, but intricate internal cooling schemes may be impossible to reach using traditional 

tooling, and abrasive slurry methods may destroy remove smaller heat transfer enhancing features. 

It is difficult to predict the impact that roughness of this scale and distribution will have on the 

cooling performance using traditional correlations and CFD modeling tools [30], so experimental 

testing and validation is necessary to characterize the impact of roughness. 

While the general rule of surface roughness increasing heat transfer and pressure drop 

generally holds true, the amount that it impacts the performance of a given cooling feature varies 

significantly. This is the result of how the specific cooling feature drives heat transfer and pressure 

loss. For example, the pressure loss and heat transfer in an internal channel is driven by the velocity 

and thermal gradients in the boundary layer.  AM roughness elements can extend significantly from 

a channel wall, particularly for microchannels whose diameter can approach the scale of the size of 

the roughness element, disrupting these boundary layers and causing near wall mixing. This mixing 

can bring cooler fluid from the center of the channel back near the wall resulting in significant heat 

transfer enhancement. The drag induced by these elements and their resulting wakes also incurs 

additional pressure drop. In the case of a pin fin geometry, the majority of the pressure drop and 

heat transfer is a function of the wakes and mixing resulting from flow detaching from the pins 

Figure 1‐4. Diagram of the L‐PBF influence parameters [28]. 
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themselves. While there may be increased pressure loss and heat transfer as a result of the flow 

interacting with the rough endwall surfaces, the overall performance index is similar to prior 

investigations as will be shown in Chapter 3. While there are several studies that investigated both 

wavy channels [31,32] and pin fin arrays [33,34] that featured additive roughness, there is fairly 

limited work investigating the impact the surface roughness has on surface features, like ribs and 

turbulators [35,36]. As such a significant portion of the body of this work will explore the impacts 

of surface roughness on the performance of surface features, and broaden the scale and variety of 

surface roughness present on additive wavy channel and pin geometries. 

1.4. Research Objectives 

The first objective of this dissertation is to map out a design space of advanced internal 

cooling designs featuring additive roughness which can be leveraged for a variety of applications. 

To map out the design space, a series of parametric design studies were completed, all of which 

leveraged metal AM to produce cooling features at a micro-scale, ensuring that the scale of internal 

surface roughness was comparable to what would be found in true components.  While several of 

the types of designs investigated in this analysis have been previously studied, the studies discussed 

in this dissertation specifically explore how these designs can be modified to understand the 

potential range of performance. By experimentally capturing the heat transfer and pressure loss of 

these internal cooling designs, the relative impact that surface roughness has on the performance 

of advanced cooling structures was identified. It is the author’s intention that the design space that 

was mapped out from these studies can then be used as a starting point for a cooling scheme 

optimization, which could leverage any host of computational methods to specifically curate a 

design for a given application. Since beginning the work used to develop this dissertation, a patent 

leveraging the investigated cooling designs has been published [5] establishing some level of 

commercial viability.  

The second objective of this dissertation is to better understand how the L-PBF machine 

and material used impacts the surface quality and resulting heat transfer and pressure loss 

performance. There is limited published literature covering a single design printed on many 

machines, which obfuscates the implications of printing on one machine over another. Throughout 

the work of this dissertation, more than 10 different additive builds were completed on a variety of 

machines and out of a variety of materials, with many of the builds sharing similar designs between 

them. This selection of metal AM coupons was then used to specifically identify how changes to 

material and machine impacted the as-printed quality of a design. Variations to the surface 

roughness topography and accuracy to design intent were then directly related to experimental flow 

results.  
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1.5. Outline of Dissertation 

This dissertation is composed of seven chapters that are either published peer reviewed 

research papers, or are currently under review to become a peer reviewed research paper. Chapters 

2, 3 and 7 have been accepted into the ASME Journal of Turbomachinery, Chapter 4 was accepted 

into the International Journal of Heat and Mass Transfer, and Chapters 5, 6, and 8 have all been 

submitted to and are under review for ASME Turbo Expo 2024. This dissertation is broken into two 

parts, where Chapters 2-6 discuss the thermohydraulic performance of a variety of internal cooling 

geometries that were additively manufactured. The second part which is composed of Chapters 7 

and 8 explored the impacts of differing materials and machines on the printability and quality of 

additively manufactured cooling designs.  

Chapter 2 covers the thermohydraulic performance of a range of additively manufacturing 

wavy microchannels, primarily identifying the secondary flows that enhance the performance of 

wavy channels over their straight counterpart. Chapter 3 explores the performance of additively 

manufactured pin fin arrays and how additive surface roughness can be directly related to the array 

heat transfer. These two chapters were first presented at ASME Turbo Expo 2021 in Rotterdam, 

Netherlands. Chapter 4 leverages high fidelity large eddy simulations (LES) to identify the 

performance of two differing internal lattice structures, diving into both the time-averaged and 

unsteady flow structures that lead to enhanced heat transfer and pressure loss. Chapter 4 was 

accepted into the International Journal of Heat and Mass Transfer in October 2023, and will be 

published in January 2024. Chapter 5 is comprised of a parametric evaluation of broken wavy 

surface ribs, which leveraged both computational and experimental methods. Covered in Chapter 

5 is also the impact of scale on the performance of additive surface features, and identifies 

experimentally how decreasing the relative surface roughness from the coupon designs impacted 

bulk flow characteristics. Chapter 6 was a similar parametric investigation into the performance of 

diamond turbulator features, using computational methods to understand the underlying flow 

structures which resulted in experimentally measured heat transfer and pressure loss results. Also 

covered in chapter six are the impact of surface fillets intrinsic to both cast and AM on the bulk 

heat transfer and pressure loss performance. Both Chapters 5 and 6 have been submitted to ASME 

Turbo Expo 2024 and are currently under peer review. Chapter 7 investigates how printing a variety 

of internal cooling designs, including both wavy channels and pin fin arrays, out of different 

materials and on different printers impacted the surface quality and resulting flow performance. 

Chapter 7 was presented in Boston, MA, USA, at ASME Turbo Expo 2022. Chapter 8 builds off of 

the work presented in Chapter 7, expanding the test matrix to include more materials and machines, 
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specifically looking to delineate the impacts from the additive machine from the material used. 

Chapter 8 has been submitted to ASME Turbo Expo 2024, and is currently under review. 

Chapter 9, which is the last chapter in this dissertation, summarizes the key finding from 

all of the studies which comprise this dissertation. Comparisons between the performance of the 

internal cooling schemes are discussed, as well as recommended future work needed to be able to 

leverage additive manufacturing for internal cooling schemes.  
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2. AMPLITUDE AND WAVELENGTH EFFECTS FOR WAVY 

CHANNELS2 

2.1.  Abstract 

To improve the efficiency and durability of gas turbine components, advancements are 

needed in cooling technologies. To accomplish this task, some manufacturers are turning to additive 

manufacturing (AM), as it offers the ability to both rapidly iterate on component design, as well as 

incorporate unique internal cooling structures directly into parts.  As one example, wavy 

microchannels can be readily integrated into turbine components. This study investigates wavy 

channels of varying channel amplitude and wavelength through experimental measurements of heat 

transfer and pressure loss. In addition to experimental testing, CFD predictions were made to 

identify internal flow features that impacted performance.  

Five channel geometries were integrated into test coupons that were additively 

manufactured out of Hastelloy-X using direct metal laser sintering. True coupon geometric 

characteristics and wall roughness values were captured non-destructively using computed 

tomography (CT) scans. Geometric analyses indicated that coupons were reproduced accurately 

with minimal deviation from design intent. Experimental results indicated that decreasing the 

channel wavelength and increasing the channel amplitude resulted in substantial increases in both 

bulk friction factor and Nusselt number with respect to the nominal case and were scaled using a 

relative waviness parameter. CFD simulations predicted significant mixing of flow in the cases 

with the smallest wavelength and greatest amplitude. 

2.2.  Introduction 

The efficiency of gas turbine engines is important for many reasons, especially given the 

impacts on the economy and environment. Airlines use approximately 20% of all revenue on fuel 

alone (depending upon the market) [37] and the burning of CO2 producing fossil fuels is directly 

related to the increasing rate of climate change. To address these issues, it is common practice to 

improve the engine efficiency by raising the operating temperature of the turbine. This process 

requires increasingly innovative methods to cool both rotating and static turbine components while 

minimizing the use of cooling air. Traditionally, many types of cooling technologies, such as 

 
2 Corbett, T. M., Thole, K. A., and Bollapragada, S., 2022, “Amplitude and Wavelength 

Effects for Wavy Channels,” J Turbomach, 145(3), pp. 031011. 
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microchannels, pin fins, ribs, and more have been integrated into turbine components, and each 

have been explored at length [3]. 

 One such internal cooling technology, wavy channels, is of particular interest. It is possible 

for wavy channels to be integrated into many static turbine parts, such as the blade outer air seal or 

shrouds, in combustor liners, or in turbine airfoils as a potential concept in considering double-wall 

cooling designs that are often used.  Turbine manufacturers have already demonstrated the use of 

this concept in actual turbine components [38].  Wavy microchannels have been explored for 

several decades in many low Reynolds number studies; however, their implementation and use in 

conjunction with additive manufacturing (AM) have only recently begun to be studied for turbine 

applications.  

To facilitate these developments and construct complex parts, some manufacturers are 

turning to additive manufacturing. AM offers many benefits over traditional methods, such as 

increased part complexity without significant increase in cost, the ability to imbed novel internal 

features that would have been otherwise impossible, and the capacity to quickly iterate on designs. 

One of the primary AM methods of pertinence for gas turbines is direct metal laser sintering 

(DMLS) due to its ability to produce fine details and growing material selection. While there are 

elements of AM design that are unique to the process and require further consideration, such as 

build angle and process parameters, understanding and taking advantage of these barriers can make 

AM a highly effective tool for developing components with advanced cooling schemes. 

This study expands on prior wavy channels studies by investigating how the amplitude and 

wavelength independently impact the pressure loss and heat transfer of AM wavy microchannels. 

To characterize these effects, five AM test coupons were printed using DMLS and then tested to 

capture their heat transfer and pressure loss performance.  These results were explored further 

through CFD analysis which identified the internal flow features that facilitate or hamper 

performance. 

2.3. Literature Review 

Wavy channels are beneficial to cooling performance due to their ability to generate unique 

flow structures not present in straight channels. Many early investigations explored wavy channels 

through two-dimensional computational modeling of laminar flow [39–43]. These groups 

identified that the flow along the wall, even while in the low Reynolds number regime, would 

detach and develop a vortex in the cavity between waves. Nishimura et al. [42] investigated this 

phenomenon in a converging-diverging wavy channel and found that the size of the recirculation 

zones were a function of Reynolds number. These zones increase in size with increases in Reynolds 

number for laminar flows, but after the flow transitions to turbulence these recirculation zones 
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reduce in size to a limiting value with continued increases in Reynolds number. Snyder et al. [44] 

expanded on these findings, identifying that this detachment and recirculation resulted in local heat 

transfer augmentations with levels being periodic along a wavelength.  The location of highest heat 

transfer enhancements coincided with the lowest wall shear stress, which occurred just downstream 

of the flow detachment. 

As studies of these channels grew more sophisticated, three-dimensional computational 

domains were used more often to understand the unique flow features. Comini et al. [45] explored 

how the aspect ratio of a wavy channel impacted performance, finding that in the laminar regime 

Dean vortices developed whose magnitude was a function of channel aspect ratio. These Dean 

vortices enhanced local heat transfer by moving fluid from the wall into the channel center. These 

findings were later validated by Sui et al. [20], who conducted a study with channels of varying 

relative waviness, and showed the development of Dean vortices. Siu et al. also noted that this 

enhancement was accomplished with minimal increases to pressure drop, making wavy channels a 

potential cooling technology.  

Recent studies have continued to investigate geometric variations of wavy channels [46] 

still focusing on the performance in the laminar regime. Several studies were conducted by 

Harikrishnan et al. [47,48] investigating the performance of 3D wavy channels who found 

secondary flows enhanced heat transfer in the valleys of a wave, but the greatest heat transfer 

occurred at the crest of a wave due to re-attachment. Lin et al. [49] found that by modulating the 

amplitude and wavelength of a wavy channel along the flow length, it was possible to increase the 

magnitude of the Dean vortices and improve heat transfer. Further investigations of amplitude and 

wavelength were completed by Zhou et al. [50], who showed how channels with high amplitudes 

or low wavelengths induced strong vortices in the pits of the wave, enhancing heat transfer at a 

high pressure cost.  

Additive manufacturing (AM) offers the ability to integrate novel cooling designs, such as 

wavy channels, into gas turbine components easier than ever before, as shown by Wimmer et al.  

[6]. Integration, however, presents new complications that are not present in traditional 

manufacturing. An initial study from Kirsch and Thole [31] investigated both the feasibility of 

constructing AM wavy microchannels, as well as heat transfer and pressure loss performance. 

Much like previous AM microchannel studies [51,52], they found that the channel surfaces had a 

high roughness relative to their hydraulic diameter and, due to their size, were difficult to post 

process. Convective heat transfer was enhanced significantly by the roughness especially at high 

Reynolds numbers.  
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Previous studies highlighted the impact that additive roughness has on the performance of 

wavy microchannels, and the unique flow features that develop as a function of channel geometry, 

but questions still remain. This study aims to address one such question by methodically 

investigating how the amplitude and wavelength of AM wavy microchannels impacts performance 

over a range of Reynolds numbers. 

2.4.  Description of Test Coupons  

 Five flat test coupons were additively manufactured for this study, as shown in 

Figure 2-1, that were similar in construction to test coupons used in prior studies by one of the co-

authors [53]. The specific dimensions and characteristics of each the coupons can be seen in Table 

2-1. Each coupon was designed to be 50.8 mm long, 25.4 mm wide, and have a total thickness of 

3.05 mm. Channel lengths were defined along the centerline of the channel and were over 40 

hydraulic diameters long to minimize entrance effects, and varied in total length due to changes in 

the channel amplitude or wavelength. Between seven and nine wavy channels were packaged into 

each coupon depending upon the geometry. Each channel had an aspect ratio of 1:2 with a height 

of 1.91 mm. These dimensions resulted in a channel hydraulic diameter of 1.27 mm. 

 

 

 
Figure 2-1. Dimensioned test coupon used to determine the friction factor and bulk Nusselt number 

of the wavy channels with internal geometry exposed. 

Table 2-1. Coupon Geometric Characteristics 

Coupon 
Name 

Amplitude 
(mm) 

Wavelength 
(mm) 

Measured 
Dh (mm) 

Channel 
Length 
(mm) 

Number of 
Channels 

Design 
Surface 

Area 
(m2) 

Measured 
Surface 

Area (m2) 

Ra 
(μm) 

Ra/Dh 

0.5A 1.0 10.2 1.20 52.1 8 0.00238 0.00240 14.3 0.0120 

0.5λ 2.0 5.1 1.21 69.9 7 0.00280 0.00272 20.7 0.0171 

0.5λ-Mod 2.0 5.1 1.21 34.7 7 0.00139 0.00135 20.7 0.0171 

Nominal 2.0 10.2 1.23 56.8 9 0.00292 0.00287 15.9 0.0130 

1.5λ 2.0 15.2 1.27 53.2 8 0.00243 0.00230 16.2 0.0128 

1.5A 3.0 10.2 1.21 62.2 8 0.00284 0.00276 15.4 0.0127 
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A nominal wavy channel was defined with a given amplitude and wavelength, with the 

cross section of the channel being kept constant along the flow direction as shown by the blue line 

in Figure 2-2. In addition to this nominal case, four more designs were developed by varying the 

amplitude or wavelength of the channel resulting in the test matrix seen in Figure 2-2.  The colors 

illustrating these designs are consistent throughout the entirety of the paper when reporting the data 

in later sections. 

 

The five coupons were manufactured using direct metal laser sintering (DMLS) using an 

EOS M280 printer. The coupons were manufactured out of Hastelloy X, using the process 

parameters recommended by the manufacturer. This material was selected based on its prevalence 

to gas turbine components so as to accurately capture inherent roughness effects. 

The coupons were manufactured in a vertical orientation, where the build direction was 

along the length of the coupon. Supports were used for the top flange and to anchor the parts to the 

build plate. Following the build, the parts were cleared of powder, heat treated to relieve thermal 

stresses, and machined by EDM to remove supports and extract the parts from the build plate. 

Computed tomography (CT) scans showed the powder was removed from the channels. 

During coupon testing, it was discovered that for the shortest wavelength coupon (0.5λ), 

the heat transfer was so high that the flow temperature thermally saturated resulting in high 

uncertainties. To avoid saturation, the test coupon was shortened for the 0.5λ wavelength coupon. 

Comparisons of pressure loss data taken with both the shorter and longer coupon for this geometry 

 
Figure 2-2. Test matrix description and amplitude and wavelength definitions for wavy channels. 
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compared well. The shorter coupon is shown in Table 2-1 as 0.5λ-Mod, and was used for all heat 

transfer tests. 

2.5.  Channel Characterization 

To accurately capture the geometric characteristics inside the channels non-destructively, 

as well as to quantify the roughness on the interior coupon surfaces, each of the coupons underwent 

CT scans. The scans were completed using a voxel size of 35 microns, which was then further 

resolved using a commercial software, enabling the determination of the surface of the coupon to 

one tenth the voxel size, or 3.5 microns [54]. 

Arithmetic mean roughness (Ra) measurements were calculated using a method similar to 

that described by Stimpson et al. [51], wherein the roughness is representative of the average 

deviation of a surface from a reference. The values from several measurements were combined 

using a surface-area-average for each coupon, and is reported in Table 2-1. 

The roughness for the internal channel surfaces ranged between 14 < Ra < 21 microns, 

which matched similar levels of surface roughness for a vertical build orientation as seen by 

Wildgoose et al. [53].  Notably, the shortest wavelength coupon had the highest measured Ra, 

which was likely a result of the increased number of downskin surfaces. 

To capture the hydraulic diameter (Dh) of each of the channels, the coupon surfaces were 

exported from the CT software and analyzed using an in-house code. This code sectioned the 

channels into over 900 slices along their flow direction from which an average channel perimeter 

and cross-sectional area for each slice was calculated. These values were then averaged over all 

slices for a given coupon to find the average hydraulic diameter for the coupon, which is reported 

in Table 2-1. The measured hydraulic diameter was consistently close to the design with a 

maximum deviation of 5%. 

2.6.  Experimental Methods 

A test rig was constructed to experimentally evaluate the performance of the coupons over 

a range of Reynolds numbers. The test rig used was similar in construction to that used by Stimpson 

et al. [51] as illustrated in Figure 2-3.  



16 
 

 

Each coupon was installed between two plenums to ensure that the flow entering and 

leaving the coupon was uniform. Air entering the test section was metered using a mass flow 

controller located upstream and pressure in the test section was regulated through a needle valve 

located downstream allowing for independent control of the Reynolds number and Mach number. 

Each plenum was fitted with a pressure tap to capture the pressure drop across the coupon using a 

differential pressure transducer with swappable diaphragms to capture different pressure ranges.  

An additional gauge pressure sensor was fitted to the upstream pressure tap to capture the operating 

pressure.  

For the heat transfer tests, a heating assembly was placed on both sides of the test coupons. 

Each assembly consisted of a custom-built heater installed between a foam block and a copper 

block. Each heater was connected to its own power supply, allowing for independent control of the 

heat applied to each side of the coupon. The copper blocks interfaced with the test coupon, with a 

thin layer of thermal paste applied between the two components to minimize conductive resistance. 

The heat lost to components surrounding the coupon was determined by calculating 1D losses from 

thermocouple measurements in the foam blocks and plenums. These losses were typically at or less 

than 1% of the total heat input into the system for all heat transfer tests. The copper blocks were 

fitted with several precisely placed thermocouples to determine the surface temperature of the 

coupon using a 1D conduction analysis as described by Simpson et al. [51]. The thermal 

conductivity of the Hastelloy-X test coupons was measured to be 10.0 W/m-K.  

The temperature of the air upstream and downstream of the coupon was captured with 

additional thermocouples placed into the flow just upstream and downstream of the test coupon. 

The system was required to reach steady state while testing, which was determined by monitoring 

a time resolved plot of temperatures. An iterative calculation assuming 1D isentropic flow was used 

to accurately determine the temperature, pressure, velocity, and density of the air at the inlet and 

 
Figure 2-3. Cross section of test rig used to evaluate coupon heat transfer and friction factor 

performance. 
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exit of the test coupon. The coupon surfaces were assumed to be isothermal based on calculated 

high fin efficiencies. The bulk convective coefficient and Nusselt number were calculated using 

the coupon surface temperature, as seen in Equation 2-1. 

 

h ൌ
Q୧୬ െ ∑Q୪୭ୱୱ
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To ensure all the energy in the system was captured an energy balance was conducted by 

comparing the total heat input minus losses to that measured using a first law analysis. The energy 

balance for low Reynolds number tests were within 5% with some of the tests at high Reynolds 

numbers having a balance within 8%. 

As an additional measure, the test procedures and facility were benchmarked against 

known correlations using a smooth-walled coupon featuring straight circular channels. Friction 

factor measurements during benchmarking were compared to the Colebrook correlation in the fully 

turbulent regime seen as Equation 2-2 [55]. 
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Note that it was expected that the benchmarking machined coupon’s surface roughness, ks, 

was zero. By iteratively solving the Colebrook equation with this assumption, the friction factor 

for a smooth channel was then defined as f0, which was used for the augmentation factors. 

Heat transfer measurements were similarly taken using the same benchmarking coupon 

and compared against the Gnielinski correlation, which is shown in Equation 2-3 [56]. 
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The smooth channel Nusselt number, Nu0, was then found by solving the Gnielinski 

correlation with f0 over a range of Reynolds numbers, which was also used for the augmentation. 

2.7.  Measurement Uncertainty 

Measurement uncertainty was determined using the methods as described by Dunn [57]. 

Friction factor measurements were found to have a high uncertainty in the low Reynolds regime, 

at just over 20% of measured value with the main contributors being the differential pressure 

measurement and the mass flow rate. After a Reynolds number of 5,000 all measurements were 

within a 5% uncertainty. During testing, several friction factor data points were collected multiple 
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times for each coupon using different differential pressure sensor diaphragms and identified that 

pressure drop results were repeatable to within 3% of the full-scale value. 

Nusselt number uncertainty was similarly calculated, and it was found the relative 

uncertainty of Nusselt number was less than 8% with the main contributors being thermocouple 

measurements at the exit of the test coupon and the temperature measured in the copper blocks. 

Additional heat transfer measurements were made to evaluate repeatability, and found the measured 

Nusselt number was repeatable within 2%. 

2.8.  Computational Methods 

A computational fluid dynamics (CFD) simulation was conducted for each of the five 

channel geometries previously discussed. The objective of this analysis was to identify any driving 

flow features that impacted the heat transfer and friction factor performance of the channels within 

the study. The CFD domain shown in Figure 2-4 was modeled for these comparisons.  It was 

assumed that the coupon wall temperature was constant due to a high fin efficiency. A symmetric 

boundary condition was applied to the top wall and the channel lengths were increased by a factor 

of 2.5 to better understand the thermal saturation.  Modeling AM roughness computationally has 

been shown previously to be difficult [30]. As such, the channel walls were assumed to be smooth, 

as the CFD was intended to provide a relative comparison rather than be fully representative of the 

as-built channel performance. 

 

 
Figure 2-4. Example of domain used in computational study. 

 



19 
 

A mass flow inlet was imposed on the entrance of each of the channels, with a flow rate 

set to achieve a Reynolds number of approximately 10,000. An outflow boundary condition was 

imposed at the channel exit. For the CFD simulations, the inlet velocity profile was considered 

uniform given the plenum used in the experiment accelerated the flow and flattened the profile. 

The density of the air was assumed to be constant based on a testing relevant pressure and 

temperature. The simulations were solved by approximating the solution to the Reynolds Averaged 

Naiver-Stokes (RANS) equations using a commercial CFD solver [58]. The pressure-density 

coupling scheme was SIMPLE, and all spatial equations were resolved to 2nd order. Turbulence 

was modeled using the realizable k- model, and heat transfer at the wall was modeled using 

enhanced wall treatment. Prior studies by one of the co-authors [31,32] have shown that while 

secondary flows may be moderately underpredicted using the realizable k- model, the relative 

performance between channels is captured. 

The grids used to model the channels were created using a commercial grid generation 

software [59]. Structured grids were generated with a value of y+ ~1 in the near wall regions. The 

grid size between the computational cases varied, but the total number of cells for each case was 

near 3.5 million elements. A mesh-sensitivity study was conducted using increasing mesh sizes 

from 1.5 million to well over 8 million elements. Increasing the cell count from 3.5 million to 8 

million yielded a change in friction factor and Nusselt number results of less than 1%.   

The simulation was considered converged when the outlet temperature remained constant 

over 200 iterations and all normalized residuals were below 10-6. 

2.9.  Effect of Channel Wavelength 

The measured pressure losses in terms of friction factors for coupons of varying 

wavelengths at a constant amplitude are seen in Figure 2-5.  Also shown in Figure 2-5 is the data 

from a coupon used for benchmarking the test rig and data for a straight AM channel with a similar  

hydraulic diameter and relative roughness (Dh = 1.25mm and Ra = 12 microns) [53]. These results 

indicate that all wavy channels have a much higher friction factor than both the smooth and 

additively manufactured straight channels. The results also indicate that decreased wavelength 

results in substantially increased friction factors. As the wavelength decreases, the increased 

friction factor is caused by increased flow detachment and reattachment as the flow passes over 

increasingly steep convex walls. The data in Figure 2-5 also indicates that the friction factor for the 

wavy channels becomes independent of Reynolds number as early as Re ~ 2,000, as compared with 

Re ~10,000 for the rough straight channels. This independence is typically associated with highly 

turbulent flows indicating impacts of roughness and turbulence. 
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To understand the impact that the channel geometry has on performance, the predicted 

local friction factor and Nusselt number were calculated from the simulations as shown in Figure 

2-6.  Note that these results are presented as augmentations from the nominal case, whereby fn and 

Nun are the average of the values predicted for the nominal case after 10 wavelengths for the 

computational results and the experimental value of the nominal case for the experimental results. 

Using this normalization, the nominal case in Figure 6 oscillates about unity as would be expected.  

The x-axis in Figure 2-6 is the global x-coordinate, X, normalized by the channel wavelength, λ. 

Using this coordinate system aligns the wave of each channel making it possible to compare 

performance along a wavelength. 

 
Figure 2-5. Friction factor testing results for channels of varying wavelength and constant amplitude 

as a function of channel Reynolds number. 
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In Figure 2-6(a), there is a periodic nature to the friction factor results due to the channel 

wave. The peaks were co-located near the flow attachment, whereas the valleys are co-located near 

the flow detachment. The peaks are most pronounced for the low wavelength case (0.5), given 

that the channel requires the most aggressive changes to flow direction. The periodic behavior 

occurs through the developing region of the flow with the oscillations damping to nearly constant 

peak and valley values after approximately L/Dh ~ 30 (or 7.5) for the low wavelength case (0.5). 

In the highest wavelength case (1.5), the oscillations dampen after only L/Dh ~ 20 (1.25). While 

Figure 2-6(a) illustrates that the CFD significantly overpredicted the relative increase in friction 

factor for the low wavelength case (0.5), the predictions for both the nominal and 1.5 cases are 

relatively good. It is likely that this disagreement between the computational and experimental data 

is due to the realizable k- model inaccurately capturing the near-wall behavior as was seen in the 

shortest wavelength case. However, the same trends were found between measured and predicted 

data. 

 
Figure 2-6. (a) Friction factor augmentation and (b) Nusselt number augmentations as compared to 

the nominal case for channels of varying wavelength and constant amplitude. 
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Experimentally obtained heat transfer data from coupons of varying wavelength at a 

constant amplitude is shown in Figure 2-7.  Also shown is the benchmark data for smooth channels 

and heat transfer measurements for the same straight AM channel presented in Figure 2-5.  A 

similar trend was seen to that of the friction factor results, where the decreased wavelength resulted 

in increased Nusselt numbers. Particularly, the Nusselt number for the nominal and increased 

wavelength (1.5)  were nearly the same at high Reynolds number.  Also shown in Figure 2-7 is 

the notable increase in heat transfer over the straight AM channel, demonstrating how even 

moderately wavy channels can induce significantly increased heat transfer.  

 

Evaluating the local Nusselt number in Figure 2-6(b) reveals a similar oscillatory structure 

in the heat transfer, as was seen with the friction factor, where the detachment and reattachment of 

the fluid on the crests of a wave resulted in high heat transfer regions. The peak and valley behavior 

of heat transfer occurs because the heated flow along the wall mixes into the cooler channel flow 

towards the center as it detaches from the wave with cooler fluid replacing it from the central flow 

region upon reattachment. Similar to the friction factor data, the CFD overpredicted the heat 

transfer for the low wavelength (0.5) channel, but gave reasonable predictions for the others. 

The predicted thermal profiles across the entire channel can be seen in Figure 2-8 (a-e), 

with Figures 2-8(b), 2-8(c), and 2-8(d) representing the low (0.5), nominal, and high (1.5) 

wavelength cases for the same amplitude. The predictions show decreasing the wavelength of the 

 
Figure 2-7. Nusselt number as a function of Reynolds number for coupons of varying wavelength 

and constant amplitude in the turbulent regime. 



23 
 

channel results in higher heat transfer to the working fluid, which is consistent with the 

experimental Nusselt number data. These results show that the shortest wavelength coupon, Figure 

2-8(b), becomes thermally saturated at the full coupon length, also matching experimental results. 

The predicted heat transfer trends between channels also matches the results shown in Figure 2-7, 

in that the nominal and high wavelength cases, shown as figures 2-8(c) and 2-8(d) respectively, had 

very similar thermal pickup. 

 

To further investigate this periodic structure, the velocity fields predicted by the CFD were 

captured at three different planar locations for each of the five wavelengths as presented in Figures 

2-9(a-o). The concave and convex sides of the channel are annotated for the first channel in a row, 

but are true for the remaining channels in the row. The low (0.5), nominal, and high (1.5) 

wavelength cases are presented in Figures 2-9(d-f), 2-9(g-i), and 2-9(j-l) for the same amplitude.  

The velocity contours show that the distribution of the flow shifts towards the convex side of the 

channel as wavelength decreases. This change in the flow distribution results from the pressure 

gradients that form along the steep convex walls of the channel similar to large ribs. 

Figures 2-9(d), 2-9(g), and 2-9(j) show distribution of secondary flows at the first planar 

location for the three channels in the order of increasing wavelength. The secondary velocities 

indicate the magnitude increases with decreasing wavelength. The secondary flow structures 

change as a function of wavelength as shown in Figures 2-9(g) and 2-9(j), which indicate the 

development of two pairs of Dean vortices along the concave wall and in the corners of the convex 

wall of the wave. One pair of the Dean vortices are not present in the low wavelength case (0.5) 

as shown in Figure 2-9(d).  For the low wavelength case in Figure 2-9(d) the secondary flows 

develop into two large cells that occupy the top and bottom of the channel. In the second planar 

location mid-way between the peak and valley, Figures 2-9(e), 2-9(h), and 2-9(k), indicate that 

Figure 2-8. (a-e) Thermal contours for the tested channels normalized by the inlet and wall 
temperatures. 
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there are almost no vortices as the flow shifts from one curved wall to the other. The planar location 

at the valley of the curve, shown as Figures 2-9(f), 2-9(i), and 2-9(l) for the low (0.5), nominal, 

and high (1.5) wavelength cases also indicates that the flow is completely mirrored between the 

first and last planar locations. The secondary flows exibited in the channels of varying wavelength, 

Figures 2-9(d-l), improved heat transfer in the channels computationally; however, it is expected 

that the surface roughness will have a more signficant impact on the heat transfer of the channel, 

as seen by prior researchers [31]. 
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2.10. Effect of Channel Amplitude 

The friction factor results from coupons of varying amplitude at a constant wavelength can 

be seen in Figure 2-10. The influence of amplitude was found to be the inverse of wavelength with 

higher amplitudes resulting in increased friction factors. Given that increased pressure loss is 

largely a function of the flow detaching and attaching from the inside walls of the channels, it is 

expected that increasing amplitudes resulted in higher friction factors. Similar to Figure 2-5 for 

Figure 2-9. Normalized maximum velocity and secondary flows at three planar locations along a 
given wavelength for the reduced amplitude (a-c), reduced wavelength (e-f), nominal (g-i), increased 

wavelength (j-l), and increased amplitude (m-o) cases. 
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different wavelengths, Figure 2-10 also indicates that the friction factor of the wavy channels 

becomes independent of Reynolds number at low values (Re ~ 4,000) relative to that of the smooth 

coupon. 

 

Predictions of the development of the local friction factor and Nusselt number 

augmentation relative to the nominal case along the channel length are shown in Figure 2-11. Two 

conclusions can be drawn from Figure 2-11(a): the amplitude of the oscillations present in the 

friction factor results is dependent on the wave amplitude; and the CFD predictions were correct in 

trend but slightly off in comparing the average bulk values. Increasing channel amplitude results in 

increases to the amplitude of the periodic behavior in friction factor, as well as streamwise length 

required for the periodic behavior to reduce to the fully developed value. These results for the 

changing amplitude differ from the modifications to wavelengths over which we studied, where 

changes in friction factor from the nominal case was found to be significantly higher when 

wavelength was changed. 

 
Figure 2-10. Friction factor as a function of Reynolds number for channels of varying amplitude and 

constant wavelength. 
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Figure 2-11(b) shows the local development of Nusselt number, where it can be seen the 

CFD predictions were close to the measured average heat transfer. Similar to the friction factor 

predictions, the amplitude of the oscillations in heat transfer are smaller for the decreased amplitude 

case (0.5A) as compared to the increased amplitude case (1.5A). Based on the predictions, the 

influence of the wave amplitude on the oscillations is lower than that of the wavelength for the 

ranges studied.  

The experimentally obtained Nusselt number for the coupons of varying amplitude over 

the entire Reynolds number range are shown in Figure 2-12. The highest amplitude channel (1.5A) 

achieved the highest Nusselt numbers throughout the test range. The heat transfer performance of 

the channels approached similar values at the highest Reynolds number tested for the highest 

amplitude case (0.5A) and the nominal case. These results align well with the assumption that the 

increased protrusion of the convex walls into the main channel flow results in increased flow 

mixing and subsequent heat transfer, as seen in the channels of varying wavelength. The impact of 

 
Figure 2-11. (a) Friction factor and (b) Nusselt number augmentations from the nominal case for 

channels of varying amplitude and constant wavelength. 
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this change can be seen in Figures 2-8(a), 2-8(c), and 2-8(e), where the thermal contours for the 

decreased (0.5A), nominal, and increased (1.5A) amplitude cases can be seen. Opposite to the 

channels of varying wavelength, there is a clear trend of increased fluid temperatures as the channel 

amplitude increases, matching experiments. 

 

The velocity contours presented in Figure 2-9 with the channels of varying amplitude are 

displayed in Figures 2-9(a-c), 2-9(g-i), and 2-9(m-o). Similar to changing wavelength, the peak 

velocities shift between the convex walls as the fluid passes through the channel, which is also 

apparent for the smallest amplitude case (0.5A) represented in Figure 9(a-c). This shift becomes 

more pronounced with increasing amplitude, shown in Figure 2-9(m-o), where the flow is largely 

hugging the convex channel wall regardless of streamwise location resulting from the cross-channel 

pressure gradient. There is a less pronounced impact on the development of the secondary flows as 

compared to changing wavelength over the ranges studied with very similar formations of Dean 

vortices for all the amplitudes as shown by Figures 2-9(a), 2-9(g) and 2-9(m). Similar to decreasing 

wavelength, increasing channel amplitude increased the magnitude of the secondary flows, as seen 

in Figures 2-9(c), 2-9(i), and 2-9(o). 

2.11. Overall Channel Performance 

To scale the relative performance of all the wavy channels, a parameter previously 

recommended by Sui et al. [20] was evaluated. Sui et al. suggested the use of a relative waviness 

 
Figure 2-12. Nusselt number for channels of varying amplitude and constant wavelength as a 

function of channel Reynolds number. 
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parameter, defined as the channel amplitude divided by the channel wavelength. Figures 2-13(a) 

and 2-13(b) show the performance augmentation with respect to a smooth coupon for both friction 

factor and Nusselt number augmentations as function of relative waviness for three Reynolds 

numbers. The dashed lines in both Figures 2-13(a) and 2-13(b) are intended to represent the general 

performance trend and is not representative of any correlation. Straight AM channel data is also 

plotted in Figure 2-13(a) and 2-13(b) (A/ = 0) for reference.  At a Reynolds number of Re = 30,000 

the friction factor augmentation shows a strong functional increase as A/ increases, which results 

from the increased obstruction of the convex wall into the flow path resulting in increasing pressure 

losses. These trends in friction factor are the same as Reynolds number is decreased, though the 

magnitude of the friction factor augmentation decreases.  
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The augmentations to heat transfer in Figure 2-13(b) at a Reynolds number of Re = 30,000 

show only a slight increase with A/, nearly flattening as A/ approaches 0.5. As Reynolds number 

is decreased however, there is an apparent trend of increased heat transfer as relative waviness is 

increased. This alligns with what was seen previously in Figures 2-7 and 2-12, as all tested channels 

 
Figure 2-13. (a) Friction factor augmentation, (b) Nusselt number augmentation, and (c) efficiency 

index as a function of channel relative waviness. 
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approached similar Nusselt number values as the Reynolds number was increased. These results 

imply that for some cases there is a diminishing impact for turbine cooling relative to pressure loss. 

To capture these cases of diminished cooling, two methods were used to compare the 

overall performance of the channels. The first used the efficiency index, as described by Equation 

2-4. 
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The efficiency index is an indicator of the heat transfer performance enhancement relative 

to the required increase in pumping power and was adapted from previous studies [60]. The 

efficiency index is plotted as a function of the relative waviness in Figure 2-13(c). It is clear from 

this figure that the efficiency index for channels of a relative waviness of less than A/ = 0.3 were 

similar for Reynolds number of 20,000 and 30,000. This is not true for the coupons tested at a 

Reynolds number of 10,000, where the increases in heat transfer seen in Figure 2-13 (b) outweighed 

the frictional losses shown in Figure 2-13(a), particularly for the relative waviness range of 0.1 < 

A/ < 0.3. There was a decrease in performance across all Reynolds numbers after a waviness of 

A/ > 0.3, as the increased frictional losses were met with only minor increases in heat transfer as 

was seen in Figure 2-13(b). As the Reynolds number was increased it should also be noted that the 

efficiency index continued to decrease, and almost all wavy channels at a Reynolds number of Re 

= 30,000 had a smaller efficiency index than a straight microchannel, indicating that wavy channels 

would be most effective in a Reynolds number range of 5,000 < Re < 10,000. 

The second method to compare the overall performance of the channels was to compare 

the Nusselt augmentation for a given friction factor augmentation across the tested designs. The 

augmentations with respect to a smooth coupon are presented in Figure 2-14 for all Reynolds 

numbers. These results showcase the wide range of performance available from channels of varying 

amplitude and wavelength. Notably, channels that had a small amplitude (0.5A) and high 

wavelength (1.5) saw similar performance throughout the testing range whereas high amplitudes 

(1.5A) and low wavelengths (0.5) saw substantial increases in friction factor for notable increases 

in Nusselt augmentation. The performance of wavy channels relative to a straight AM channel is 

also presented on this plot where it can be seen that any level of channel waviness was found to 

substantially increase both friction factor and Nusselt number. Note that the straight AM channel 

is still affected by the channel roughness, which is why the augmentations are above one.   
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2.12. Conclusions 

This study investigated how the amplitude and wavelength of additively manufactured 

wavy channels impacts heat transfer and pressure loss using experimental testing and CFD 

predictions. Test coupons were additively manufactured using direct metal laser sintering and were 

then analyzed using CT scans to determine the accuracy to the design intent and investigate internal 

surface roughness. 

Coupon characterization showed that when built vertically the channel shape and diameter 

were manufactured with only slight variations relative to the design intent. The roughness was 

found to be similar across all coupons, except for the shortest wavelength case, which saw a notable 

increase because of the increased number of downskin surfaces. 

The experimental and predicted data indicated that either decreasing channel wavelength 

or increasing the channel amplitude resulted in increases to both heat transfer and pressure losses. 

For the friction factor, the data indicated nearly a constant value throughout the range of Reynolds 

numbers starting as low as Re ~ 2,000 indicating a fully turbulent flow.   

The friction factor and heat transfer predictions exhibited an oscillatory behavior with 

decreasing amplitudes of the oscillations when becoming fully developed.  The predictions 

indicated flow detaching and reattaching from the channel surfaces leading to streamwise 

 
Figure 2-14. Nusselt number augmentation as a function of the friction factor augmentation for all 

channels. 
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oscillations in the local friction factors and heat transfer coefficients, which were dependent on 

both channel amplitude and wavelength. The CFD predictions also elucidated the secondary flows 

changed considerably with decreasing wavelength while changing increasing the wave amplitudes 

resulted in the same secondary flow pattern only stronger vortices.  

Scaling the friction factor and Nusselt number data by the relative waviness parameter 

(A/) showed clear trends in both pressure loss and heat transfer. This scaling indicated that friction 

factor greatly increased with increasing relative waviness, whereas the heat transfer increased 

moderately with increasing relative waviness. Due to the high increases in friction factor as 

compared to the modest increase in heat transfer, the efficiency index was similar for all coupons 

of low relative waviness, but decreased slightly for the coupon of highest relative waviness. 

Continued increases in relative waviness would only result in worse efficiency index performance, 

and the ideal range of relative waviness to maximize heat transfer for a given pumping power is 

between 0.1 < A/ < 0.3. 

This paper uniquely characterized the performance of additively manufactured channels of 

varying amplitude and wavelength. The data presented in this paper can be used by the gas turbine 

community to select the best wavy channel configuration for turbine components that require small 

cooling features, such as blades, vanes, or shrouds. Improved component design can lead to a 

reduction in required cooling flow, thus resulting in improved overall engine performance. 
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3. IMPACTS OF PIN FIN SHAPE AND SPACING ON HEAT TRANSFER 

AND PRESSURE LOSSES3 

3.1.  Abstract 

Additive manufacturing (AM) provides designers with the freedom to implement many 

designs that previously would have been costly or difficult to traditionally manufacture. This 

experimental study leverages this freedom and evaluates several different pin shapes integrated into 

pin fin arrays of a variety of spacings. Test coupons were manufactured out of Hastelloy-X using 

direct metal laser sintering (DMLS) and manufacturer recommended process parameters. After 

manufacturing, internal surface roughness and as-built accuracy were quantified using Computed 

Tomography (CT) scans. Results indicated that pin fins were all moderately undersized, and that 

there was significant surface roughness on all interior surfaces. Experimental data indicated that 

diamond shaped pins were found to have the highest heat transfer of the tested shapes, but triangle 

shaped pins pointed into the flow incurred the smallest pressure drop. Modifications to the 

streamwise spacing of the pins had little impact on the friction factor, but did increase heat transfer 

with increasing pin density. Prior Nusselt number correlations found in literature underestimated 

heat transfer and pressure loss relative to what was measured resulting from the AM roughness.  A 

new correlation was developed accounting for AM roughness on pin fin arrays. 

3.2.  Introduction 

The continued improvement of gas turbine efficiencies is critical with consistent year-to-

year growth in commercial air travel expected for the foreseeable future [46] and anticipated 

increases in demand for electricity generation globally [61]. Developments toward more effective 

cooling schemes are of particular interest, as they can be integrated into a variety of components to 

extend life and reduce usage of limited cooling air. There have been many technologies that 

historically have been used in turbine cooling, notably ribs, channels, impingement and, the focal 

point of this study, pin fins [62]. Pin fins for use in turbine cooling, which are well suited for small 

internal cooling passages, have been studied for decades [63].  

Gas turbine components that are exposed to the highest temperatures are typically cast 

using advanced single crystal techniques [2,64,65].  Within these cast parts are intricate internal 

 
3 Corbett, T. M., Thole, K. A., and Bollapragada, S., 2023, “Impacts of Pin Fin Shape and 

Spacing on Heat Transfer and Pressure Losses,” J Turbomach, 145(5). pp.051014. 
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cooling features that are often left “as is” without a post-smoothing. The casting can result in 

increased roughness levels not accounted for in prior studies.  

Similar to cast components, additively manufactured (AM) parts also exhibit rough 

surfaces. AM offers additional advantages, however, being both cheaper and faster than traditional 

casting when developing one-off parts, as well as providing considerable design freedom. There is 

interest in how AM roughness impacts on the performance of pin fin arrays as well as how these 

impacts relate back to the performance expected of cast components. Several prior researchers have 

explored AM produced pin fin arrays for gas turbine applications [33,34]; though a correlation that 

can be used to predict the performance of rough walled arrays has not yet been reported.  

This study investigates pin fin arrays featuring a variety of practical streamwise spacings 

and pin shapes that were produced using AM. After being printed test coupons were evaluated 

using computed tomography (CT) scans to capture the as-built geometry and roughness and then 

tested to measure the heat transfer and pressure performance. A new correlation was developed 

based on the data obtained in this study, as well as from literature, that can be used to predict heat 

transfer on the basis of pin spacing, Reynolds number, and a new term added to account for 

roughness in the array. 

3.3.  Literature Review 

Early investigations on the performance of pin fin arrays identified the independent impacts 

that the pins and endwall surfaces had on the total heat transfer. Zukauskas [66] summarized the 

results from several early pin fin studies that featured long tubes in staggered and in-line 

formations.  Their work identified that the mean heat transfer of such pins could be predicted 

without considering the endwalls, indicating that the majority of the heat transfer resulted from the 

pin surfaces. This difference in heat transfer between the pins and endwalls was further explored 

by Sparrow et al. [67], who found that the heat transfer near the endwalls was significantly lower 

than that around the circumference of the pin.  

The relative magnitudes of heat transfer from the endwalls and pin surfaces was later found 

to be a function of the pin height-to-diameter ratio (H/D). A study from VanFossen et al. [68] found 

that by shrinking the pin H/D to a size relevant to turbine airfoil cooling (0.5 < H/D < 2), a greater 

fraction of the total heat transfer occurred on the endwalls relative to what was seen previously 

with arrays featuring long pins. They also found that the array-averaged Nusselt number for the 

low aspect ratio pin fins was smaller than what had previously been reported for longer pins. 

Brigham et al. [69] continued investigating the effects of the H/D ratio and found that the heat 

transfer performance of an array is similar when the pin height-to-diameter ratio is between 0.5 < 

H/D < 2. Aligning well with these findings, Chyu et al. [70] later determined that the heat transfer 
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coefficient on the endwall surfaces became significantly higher as the pin aspect ratio decreased 

from H/D = 4 to 2. Later work from Kirsch and Thole [33] investigated additively manufactured 

low aspect ratio pin fins (H/D =1), featuring rough wetted surfaces. Their work revealed that this 

roughness increased heat transfer considerably relative to similar geometries with smooth surfaces.  

Many studies have focused on investigating the impacts of the spacing of low aspect ratio 

pin fins in arrays.  Multiple studies led by Metzger et al. [21,71] evaluated low aspect ratio pins at 

several streamwise spacings (1.5 ≤ X/D ≤ 5). It was found that the heat transfer increased notably 

with decreases in streamwise spacings within this test range.  Both Lawson et al. [72] and Ostanek 

[73] continued evaluating the changes in performance as a result of pin spacing for low aspect ratio 

pin fins. Their investigations identified similar patterns of array performance based on their tested 

streamwise spacing (1.73 ≤ X/D ≤ 3.46), but additionally found that the spanwise spacing did not 

have a significant impact on heat transfer within their test range (2 ≤ S/D ≤ 4) relative to the 

streamwise spacing. In addition to heat transfer, Lawson et al. and Ostanek captured the array 

friction factor and found it to be almost entirely a function of spanwise spacing, counter to what 

was seen for heat transfer. Decreases in spanwise spacing resulted in increases to friction factor 

within the test range given the greater flow obstruction.   

The pin shape also plays a role in heat transfer and pressure loss of the array. Metzger et 

al. [74] investigated how oblong pins oriented at different directions impacted performance.  They 

found some pin orientations resulted in decreased heat transfer and significant pressure penalties 

as compared to standard cylindrical pins. Chyu et al. [75] investigated diamond and square shaped 

pins finding that both shapes had higher heat transfer than circular pins.  The diamond pins were 

found to incur a higher pressure penalty relative to the square shapes. A later analysis performed 

by Chyu et al. [22] expanded on these results and found that the diamond and square shaped pins 

had a similar or lower heat transfer coefficients on the pin as compared to the circular pins.  They 

also found that the two pin shapes induced unique and complex flow fields that improved 

convective heat transfer on endwalls in the wake region. Note that these studies used smooth 

surfaces. 

Ferster et al. [34] investigated additively manufactured pin fin arrays featuring several 

different pin shapes at different spacings. They found that certain pin shapes, such as a star and 

dimpled sphere, imposed a greater pressure penalty than heat transfer benefit as compared to 

cylindrical pins. Other shapes however, such as triangle shaped, sustained minimal pressure loss 

while maintaining heat transfer to that of circular pins.  

Several investigators in the past have strived to correlate the heat transfer performance of 

pin fin arrays using equations of varying complexity. Metzger et al. [21] developed a widely 
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accepted correlation based on the streamwise spacing and pin Reynolds number to determine the 

array averaged Nusselt number. This correlation was quickly followed by VanFossen et al. [68], 

who developed their own correlation using a modified length scale to predict the array average 

performance. VanFossen’s correlation was followed later by groups like Chyu et al. [70], who 

developed a series of correlations based on the pin aspect ratio. The correlations developed by Chyu 

et al. were solely a function of the pin Reynolds number and aspect ratio, and were therefore 

independent of the pin spacing. This exclusion was found to result in moderately less accurate 

prediction of array performance as compared to correlations proposed earlier, but did capture the 

impact of aspect ratio that had not yet been described. Lawson [76] developed a more intricate 

correlation that used pin spacing as a basis for all equation constants, which was found to improve 

agreement with experimental data as compared to earlier proposals. Ostanek [73] also developed a 

correlation that was a function of Reynolds number, streamwise and spanwise spacings, which 

showed improved agreement to data collected from several studies. 

Previous published papers have identified the impacts of geometric characteristics of pins 

and spacing of pins with smooth surfaces.  In contrast, the study reported in our paper uniquely 

evaluates the impact of AM roughness by evaluating eight different pin shapes and spacings. 

Coupons were characterized to capture true dimensions and surface roughness, and then 

experimentally tested to find the friction factor and heat transfer performance.  Using these results, 

a correlation was developed to predict the performance of several geometries. 

3.4.  Description of Test Coupons 

All pin fin arrays used in this study were packaged into tests coupons that were similar in 

construction to those used in prior studies by one of the co-authors [33,53], as shown in Figure 3-

1. These test coupons were designed to be 50 mm long, with an internal duct width of 19 mm and 

height of 1.9 mm. These duct dimensions resulted in a duct hydraulic diameter (Dh) of 3.46 mm. 

The thickness of the endwalls was minimized to allow for accurate predictions of heat transfer 

during experimental testing.  
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Cylindrical, diamond, and triangle pins were chosen to be investigated for this study.  The 

triangle pins were oriented both with the “point” directed into the flow and in the downstream 

direction, which are referred to as the point and face orientations respectively. These shapes were 

decided based on a previous work by Ferster et al. [34] who analyzed similar pin shapes. The 

diameter (D) for each of the pin geometries was taken to be the thickness at the point of maximum 

flow obstruction and was set to be a constant D = 1.27 mm across all tested shapes. This definition 

meant that the pins had a height to diameter ratio of H/D = 1.5, which is representative of the pin 

size in engine components. The streamwise spacing of the diamond and triangle shaped pins was 

varied between 2 ≤ X/D ≤ 4, while the spanwise spacing was kept constant at S/D = 3. These 

coupons were intended to be used to explore both the impacts of streamwise spacing and shape. 

The coupon featuring cylindrical pins was designed to match the spacings from a prior study where 

X/D = 2.6 and S/D = 4 [33]. A summary of the pin shape and spacings of the coupons used in this 

study including roughness can be seen in Table 1. 

 

 
Figure 3-1. Test coupon diagram with exposed internal geometry and relevant coupon dimensions. 

 
Table 3-1. Coupon Specifications and Roughness 

Pin Shape X/D S/D Endwall  Ra /Dh Pin Ra /Dh 

Cylinder 2.6 4 0.0120 0.0100 

Triangle Point 2 3 0.0119 0.0048 

Triangle Point 3 3 0.0129 0.0050 

Triangle Point 4 3 0.0110 0.0028 

Triangle Face 2 3 0.0119 0.0048 

Triangle Face 3 3 0.0129 0.0050 

Triangle Face 4 3 0.0110 0.0028 

Diamond 2 3 0.0106 0.0019 

Diamond 3 3 0.0133 0.0030 

Diamond 4 3 0.0154 0.0018 
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Coupons were manufactured using an EOS M280 machine out of Hastelloy-X. The 

coupons were built in the vertical build orientation such that the pins were unsupported inside the 

ducts. Support structures were used to bind the coupons to the build plate and support the top 

flanges. The coupons containing triangular pins were constructed such that the point of the triangle 

pin pointed downward to allow the pin to be self-supporting. Coupons were manufactured using 

the process parameters recommended by the manufacturer.  

After being printed, coupons were cleared of powder and heat treated to relieve residual 

stresses from the build. Parts were removed from the build plate, support structures were cut away, 

and interface surfaces were cut to size using wire EDM. 

3.5.  Coupon Characterization 

Coupon geometries were characterized using non-destructive computed tomography (CT) 

scans. Scans were completed using a voxel size of 35 microns. Using commercial software, these 

scans were resolved to 1/10th the voxel size, determining the wall features down to 3.5 microns 

[54].  

Using these scans, the as built dimensions of the test coupons were captured in a multistep 

process. The first step was to reconstruct the coupon surfaces from the CT scan using commercial 

software, followed by exporting these surfaces for analysis using an inhouse code. The inhouse 

code analyzed the duct diameter by splitting the reconstructed surfaces of the coupon along the 

flow direction into over 800 slices to determine the perimeter and cross-sectional area for each 

slice. These measurements were then averaged across all slices to define the measured duct 

hydraulic diameter. The pin diameters were captured separately by using the scans parsed into over 

100 slices along the height of the channel where the perimeter, maximum flow obstruction, and 

cross-sectional area were captured for each pin in the coupon independently. Once captured, these 

values were averaged across all pins in a coupon. The pin cross-sectional perimeter and area 

determined from this analysis were used to calculate the total wetted surface area inside the coupon. 

Figure 3-2 showcases the midsection of one of the diamond shaped pins captured from the 

CT scans along with the design intent. The unsupported melt pool at the base of the pin permeated 

lower than intended thereby lengthening the pin along the build direction. This phenomenon is 

particularly noticeable at the two spanwise corners, where they become rounded from lack of 

support functionally reducing the pins maximum diameter. As a result of this rounding, pin 

diameters were consistently undersized. The triangle shaped pins had the most significant 

deviations while the diamond shaped pins were printed more accurately. 
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The interior surfaces of the coupons, as shown in Figure 3-3 and indicated in Table 3-1, 

were rough for all the geometries built.  The endwalls, in particular, had high roughness. The 

roughness on these surfaces were determined quantitatively using the methods described by  Snyder 

et al. [52]. In short, a plane was fit to the coupon surface, and then the surface deviation from this 

plane was measured. These deviations were then averaged to define arithmetic mean roughness 

(Ra) for a given location.  A minimum of four planes were used for each endwall surface in a 

coupon, with each being approximately one square millimeter in area. The roughness of the pin 

surfaces and the endwall surfaces were captured independently, and the area averaged values for 

both as normalized by the hydraulic diameter are reported in Table 3-1. Unlike what has been 

previously reported in literature [33], the area-averaged roughness of these channels was largely 

the same regardless of pin spacing. This difference is likely a due to the coupon geometry being 

considerably larger than that which was reported previously, in addition to improved process 

parameters. It can also be seen in Table 3-1 that the pin roughness is between 50-90% lower than 

the roughness on the endwalls. This is likely due to the decreased conduction resistance of the pin 

surfaces as compared to the thin endwalls which impacted surface morphology during the build. 

 
Figure 3-2. Accuracy of as-measured pin to design intent for diamond shaped pins. 
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3.6.  Experimental Methods 

The experimental test facility is similar to that used in previous AM test coupon studies  as 

shown in Figure 3-4 [33,51]. During experimental testing a coupon was installed between two 

plenums, which conditioned the flow to be uniform as it entered and exhausted from the test 

coupon. The air flow through the test section was controlled by a mass flow controller located 

upstream of the test section. To control the flow pressure in the coupon, a needle valve was used 

downstream of the test section. Fluid temperatures were captured upstream and downstream of the 

coupon using several E-type thermocouples. Pressure in the system was captured using an upstream 

gauge pressure sensor, and pressure drop across the coupon was measured using a differential 

pressure transducer featuring removable diaphragms to allow for accurate capture of a wide range 

of pressure drops. Pressure in the test section varied from 15-100 psia depending on the Reynolds 

number being tested.   

 

Figure 3-3. Internal surfaces of the coupons containing (a) triangle pins (b) cylindrical pins, and (c) 
diamond pins recreated from CT scans. 

 
Figure 3-4. Diagram of test section. 
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For the pin fin studies, the Reynolds number and friction factor were calculated using the 

minimum flow area through the coupon, which was a function of the spanwise pin spacing, as seen 

below in Equation 3-1. 

U୫ୟ୶ ൌ U୫ୣୟ୬ ቆ
W

W െ Nୱ୮ୟ୬ ∗ D
ቇ  ሺ3 െ 1ሻ 

Where Nspan is the number of spanwise pins, W is channel width, and D is pin diameter. It should 

be noted that the Fanning friction factor was used for these studies.  

Heat transfer measurements were captured using a constant surface temperature boundary 

condition with the use of heated copper blocks as shown in Figure 4. Coupon wall temperatures 

were constant for a given test, and ranged from 60-70°C between tests. Thermal losses were 

quantified through thermocouples placed throughout the foam blocks and plenums. The heat 

transfer into the coupon was determined using a one-dimensional conduction analysis based on 

precisely positioned thermocouples in the copper blocks. This analysis is described in greater detail 

by Stimpson et al. [51]. The total heat input into the coupon was determined by subtracting the heat 

that was lost to the surrounding components from the heater power. To ensure that the heat transfer 

into the system was accurately captured throughout tests, the total heat introduced into the test 

coupon was compared to the heat calculated using the first law of thermodynamics. This energy 

balance was found to be within 5% for all tests throughout the range evaluated providing confidence 

in the measured convective heat transfer.  

All sensor data was post processed using an inhouse code to calculate the temperature, 

pressure, density, and flow speed at the coupon entrance and exit using 1D isentropic flow 

assumptions. The convective coefficient was calculated based on an isothermal wall assumption, 

which was validated by the high fin efficiency of the array. The convective coefficient is defined 

in Equation 3-2. 

h ൌ
∑Q୧୬ െ ∑Q୭୳୲

Aୱ∆T୪୫
 ሺ3 െ 2ሻ 

where As is the entire wetted surface area of the coupon. The definition of the wetted area is the 

surface area where the working fluid is touching and, as such, the pin footprint is removed. 

To validate the performance of the test rig, it was first benchmarked by collecting data from 

a smooth traditionally manufactured open channel coupon and comparing the results to known 

correlations. Friction factor results were validated by comparing against the laminar flow relation 

and the Colebrook equation seen as Equation 3-3 [55]. 
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Because the test coupon was smooth, the Colebrook equation was solved assuming ks = 0 

for comparisons against the collected data. It is common practice in pin fin studies to use the 

Fanning friction factor, which is one fourth the value for channel flows. As such, all smooth friction 

factor values determined from the Colebrook equation reported in later sections are divided by four.  

Heat transfer measurements were similarly taken using this smooth coupon and were 

compared against the Gnielinski Correlation as seen as Equation 3-4 [56]. 

Nu ൌ
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The results presented using this correlation were determined using the friction factor for a 

smooth coupon. 

3.7.  Measurement Uncertainties 

Measurement uncertainty was calculated using the method of propagation of error [57]. 

The largest sources of error in calculating the friction factor were the differential pressure 

measurements and the measured mass flow rate. The combined uncertainty was approximately 7% 

for ReD < 5,000, and was 5% or lower for ReD > 5,000. During testing several data points were 

repeated in an overlapping region of pressure diaphragms to ensure measured results were 

consistent. Repeatability of the friction factor measurements were within 2-4%. 

The uncertainty with heat transfer was also quantified with the primary driver being the 

thermocouples located at the exit of the coupon and the copper blocks, with uncertainties under 7% 

for the entire test range and results being repeatable within 2%. 

3.8.  Pin Shape Effects 

The change in pin geometry had several distinct impacts on overall performance of the 

arrays. Figure 3-5 shows the friction factor as a function of Reynolds number for coupons of 

differing pin shape. Based on the results presented in Figure 3-5, it is evident that the flows were 

fully turbulent throughout the entire test range, as indicated by friction factor being independent of 

Reynolds number. This rapid transition to a turbulent flow is the result of the turbulence induced 

by the flow interacting with the pins and the rough walls. The triangle pins in the point orientation 

have the lowest friction factor of the tested shapes, being 36% less than the diamond shaped pins 

and 45% less than the triangle pins in the face orientation. This decreased pressure losses for the 

point orientation are due to two complimentary effects. Firstly, the flow impinging on the pin 

frontal area is anticipated to play a significant role in the overall pressure losses and this expectation 

is substantiated by the triangles in the face orientation inducing the highest friction factor. The 

diamond shaped pins had the next highest pressure loss, which aligns well with this hypothesis 
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given that the flow through the array had a steeper angle of impact on the diamond pins than on the 

triangle pins in the point orientation. The second effect is the interactions of the wake regions that 

occur behind the pins, which has been shown to change depending on pin shape in past literature 

[22]. While the effects of the wake region have previously been reported to minimally impact 

friction factor for smooth arrays [72], it is anticipated that due to the increased endwall roughness 

for these wake regions are contributing significantly to overall pressure loss. 

 

Figure 3-6 shows the heat transfer results for the same test coupons that were shown in 

Figure 3-5.  As the Reynolds number increases, the difference in performance between the different 

pin shapes also increases, but the percent difference between the shapes remains largely constant 

with the diamond shaped pins performing between 15% and 18% better than the triangles in the 

point orientation. Aligning with previous research [22], the diamond shaped pins achieved the 

highest heat transfer of the tested shapes. This enhancement is augmented further by the increased 

endwall surface roughness resulting in significantly greater heat transfer than would be expected 

from smooth pin fin arrays. All pins had similar levels of roughness on the endwall surfaces as seen 

in Table 3-1, so the relative differences in heat transfer between these arrays is primarily a function 

of pin shape.   

 
Figure 3-5. Friction factor data for coupons of varying pin shape at a streamwise spacing of X/D = 3. 
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3.9.  Streamwise Pin Spacing Effects 

The friction factors of the coupons at two Reynolds numbers for three different streamwise 

spacings are shown in Figure 3-7, where it can be seen there was minimal variation in friction factor 

between streamwise spacings. The streamwise spacing effects in this Reynolds regime (1,000 < 

ReD < 20,000) have been shown previously to have little impact on the friction factors for smooth 

pins as the wake interactions between rows is significantly less influential on pressure drop than 

the increased flow blockage from decreases in spanwise spacing [72,73]. Conversely, previous AM 

pin fins have shown that any increase in pin density, either through decreased spanwise or 

streamwise spacing, resulted in higher friction factors [33]. These heightened friction factors were 

linked to the increased AM surface roughness, which was also found to increase with tighter spaced 

arrays. As seen in Table 3-1, roughness on both the array endwalls and on the pin surfaces were 

largely the same among the different array geometries. This difference in surface morphology 

between the current and prior study is likely a function of the increased coupon size, where the 

current study used a hydraulic duct diameter of 3.5 mm and the prior used test coupons that had a 

duct diameter of 2.1 mm. Additionally, improvements to the additive process parameters likely 

played a role in improving these surfaces. 

 
Figure 3-6. Nusselt number values for pins of varying shapes at a streamwise spacing of X/D = 3. 
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Figure 3-7 shows that the pin shape and orientation had a much more significant impact on 

the array performance as compared to streamwise spacing, with the friction factor changing by no 

more than 6% between spacings for a given Reynolds number and pin shape. In contrast to the 

friction factors, the array average Nusselt numbers showed more dependence on pin spacing than 

did the friction factors, as can be seen in Figure 3-8.  For example, the tightest spaced diamond pins 

were able to achieve a 10-15% increase in heat transfer over the widest spaced pins at a ReD = 

10,000. This increase in heat transfer can be attributed to the increased effects of the wake regions 

behind the pins in the tightest streamwise spacing as compared to the widest as well as the increased 

surface area. The impact of the increased number of pins becomes less significant as the flow 

becomes more turbulent, as shown on the right of Figure 3-8 at ReD = 20,000. 

 
Figure 3-7. Friction factor values for pins of varying shape and streamwise spacings at Re = 10,000 

and 18,000. 
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3.10. Overall Array Performance 

To fully characterize the performance of an internal cooling design, it is important to 

understand the relative increase in pressure drop compared to the increase in heat transfer. One 

method of comparison is to determine the efficiency index of the design, which reveals the relative 

increase in heat transfer performance per increase in required pumping power. The form used in 

this study was adapted from Gee and Webb [60] and seen as Equation 3-5. 
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To appropriately scale the data for this parameter, the Nusselt number was modified to be 

a function of the duct hydraulic diameter (Dh) rather than pin diameter, and the friction factor for 

the test coupons was calculated similar to that of channels, seen as Equations 3-6 and 3-7. 
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This modification to the definitions is required as both the Nusselt number and friction 

factor are being normalized using the smooth channel correlations shown as Equations 3-3 and 3-

4. Additionally, the values obtained from Equations 3-3 and 3-4 were calculated using the duct 

Reynolds number, which uses the duct hydraulic diameter as the length scale. This method for 

 
Figure 3-8. Nusselt number values for pins of varying shape and streamwise spacings at Re = 10,000 

and 20,000. 
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normalizing the Nusselt number and friction factor augmentations is identical to the method used 

by Ostanek [73]. 

The efficiency index performance of arrays with diamond and triangle shaped pins at a 

streamwise and spanwise spacing of X/D = S/D = 3 is compared to a traditionally manufactured 

array with cylindrical shaped pins of the same spacing in Figure 3-9. It should be noted that these 

results are given as a function of the pin Reynolds number, rather than the duct Reynolds number. 

It can be seen in Figure 3-9 that the AM coupons perform very similarly to the traditional coupons, 

despite the AM roughness effects. This indicates that the heat transfer and friction factor are 

increased proportionly due to the increased surface roughness. However, the triangles pins in the 

face orientation have a lower effecincy index due to the substantial increase in pressure loss for 

only moderate increases in heat transfer as the flow impinged on the face of the pin. 

 

3.11. Correlating roughness with performance 

A pin fin array channel containing cylindrical pins was intended to serve as a comparison 

to prior results from the same laboratory [33,72], but a significant deviation from prior performance 

was found. A brief overview of the coupons analyzed in these prior investigations can be seen in 

Table 3-2, where it should be noted that these studies all used the same definition for Reynolds 

number, Nusselt number, surface area, and surface roughness. The results indicated measurable 

differences in Nusselt numbers when comparing the previous coupons with those that were made 

for this study with both using additive manufacturing.  The heat transfer performance for the 

 
Figure 3-9. Efficiency index performance of coupons tested in the current study compared to a 

traditionally manufactured pin fin array of the same spacing. 
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cylindrical pins is compared to similar array spacings found in literature in Figure 3-10. The 

performance of the coupon developed for this study has significantly lower heat transfer than the 

previous AM pin fin arrays by Kirsch and Thole [33], but still considerably greater heat transfer 

from the smooth pin fin arrays (not using AM) by Lawson et al. [72]. 

 

The differences in heat transfer shown in Figure 3-10 are a result of the significant role the 

endwall surface roughness has in low aspect ratio pin fin arrays. To compare the roughness effects, 

the endwall roughness was normalized by the duct hydraulic diameter, Dh, and is reported in Table 

2.  There was a significant difference in relative roughness between the current and prior AM 

studies [33,34], with the latter having over twice the relative roughness of the former as seen in 

Table 3-2. This increase in heat transfer of small internal passages as a function of relative 

roughness has been explored previously by Stimpson et al. [51] indicating higher heat transfer with 

relative roughness. What the results in Figure 3-10 also illustrate are the improvements in the 

additive manufacturing processing parameters with respect to reducing the roughness levels over 

time by comparing the Kirsch and Thole [33] study in 2017 to that of the current study in 2021. 

 
Figure 3-10. Nusselt number for various cylindrical pins of similar spacing found in literature 

compared to data from current study. 
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In developing a correlation for pin fin arrays with realistic AM roughness levels, prior 

correlations from literature were evaluated. Many of the correlations used to predict the heat 

transfer took the form of a common series of multiplied independent variables raised to a constant  

[21,70,73,76], as seen in Equation 3-8.  
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Where C1 through C4 are correlation constants. To account for the relative roughness, an 

additional term is being proposed by our work to the series, resulting in the modified form seen in 

Equation 3-9. 
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To determine the correlation constants, a non-linear multivariable regression analysis was 

used on the experimental testing results of the current study including all of the pin fin shapes, as 

well as all available heat transfer data from the studies by Kirsch et al [33], Lawson [76], and 

Ostanek [73]. The objective of the analysis was to minimize the root mean square (RMS) error 

between the prediction and experimental values. This data set included both additively and 

traditionally manufactured coupons of a variety of spacings and pin shapes. 

Using this method, the constants for the correlation were solved and are shown in Table 3-

3. The predictions using the new correlation are given in Figure 3-11. Despite the variations in pin 

shape, spacing, manufacturing, relative roughness, and size, that the correlation can predict heat 

transfer within 10% for almost all data used to fit the correlation. The correlation is compared 

against previous work in Table 3-4, where the valid ranges of geometric characteristics and 

Reynolds numbers are shown. 

Table 3-2. Geometric Characteristics of Test Coupons 

Study Pin Shape X/D Range S/D Range H/D Ra/Dh 

Current Study Varied 2 - 4 3 - 4 1.5 0.011 - 0.015 

Kirsch et al. [33] Cylindrical 1.3 - 2.6 1.5 - 4 1 0.039 - 0.053 

Ferster et al. [34] Varied 1.3 - 2.6 1.5 - 4 1 0.040 - 0.050 

Ostanek [73] Cylindrical 2.16 - 3.03 2 1 0 

Lawson [76] Cylindrical 1.73 - 3.46 4 1 0 

Metzger et al. [21] Cylindrical 1 - 5 2.5 1 0 
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To further validate the performance of the correlation, it was used to predict the heat 

transfer of additional data sets from Ferster et al. [34] and Metzger et al. [21]. The results of this 

comparison can be seen in Figure 3-12, where the correlations developed by Chyu et al.[70] and 

Metzger et al. [21] are also displayed. The previously reported correlations accurately capture the 

heat transfer of prior smooth coupons for Re < 10,000 as shown using various black markers. 

Likewise, the correlation developed in this study can be seen to predict very similar performance 

from the smooth pin fins, collapsing almost entirely onto the correlation developed by Chyu et al. 

[70]. 

The correlation developed in our study can be seen in Figure 3-12 to go one step further 

and predict the heat transfer performance of AM coupons as well indicated with the various colored 

markers. Notably, the developed correlation shows the ability to accurately predict the performance 

of various pin shapes despite not including a term to capture this geometric variation. This is due 

Table 3-3. Correlation Constants 
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Figure 3-11. Prediction accuracy of developed correlation against data in literature. 
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to the relatively small impact that the changes in pin shape had on the heat transfer performance as 

compared to the large changes that were the result of the increased endwall roughness.  

 

 

While not reported in this particular study due to unavailability of published data, it is 

expected that this correlation could be used to predict the heat transfer of traditionally rough cast 

components as well. Given the sensitivity of heat transfer to relative roughness, having a correlation 

that includes one such term can be highly useful for engineers designing components exposed to 

Table 3-4. Correlations for Pin Fin Array Heat Transfer 
Study Pin Shape X/D  S/D  H/D  Reynolds  Correlation 

Metzger et 
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Figure 3-12. Developed Nusselt number correlation compared to data and correlations found in 
literature. 
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high thermal loads. This correlation can be employed as a way of scaling the performance of 

prototypes made through additive manufacturing to final cast components. 

3.12. Conclusions 

The current study investigated the impacts of three elements of pin fin array design: pin 

geometry, spacing, and surface roughness.  Several pin fin array designs were packaged into 

additively manufactured test coupons with these parameters varied and experimentally tested.  

Geometric characterization showed that pins were able to be largely accurately reproduced, though 

pins were all slightly undersized. The characterization of the coupons also revealed higher surface 

roughness on array endwalls relative to the roughness on the pins. 

Experimental results indicated that the triangle shaped pins with their point directed into 

the flow resulted in the lowest overall friction factor, where reversing the triangle orientation 

resulted in the highest friction factor. The highest heat transfer was achieved by the diamond shaped 

pins, likely as a result of the increased levels of turbulence in the wake region, that were further 

enhanced by the rough endwalls. It was shown that pin streamwise spacing had little overall impact 

on the friction factor in the ranges tested, which is a result of the relative roughness dominating 

spacing effects as contributors to friction factor. The heat transfer was found to slightly increase 

with tighter spaced coupons at low Reynolds numbers. The efficiency index for the additively 

manufactured pin fin arrays was shown to be same as traditionally manufactured arrays for a range 

of Reynolds numbers, indicating that the ratio of heat transfer benefit to pressure loss is similar for 

both AM and traditional arrays.  

Correlations in literature for heat transfer were found to significantly underpredict the heat 

transfer performance of the additively manufactured pin fin arrays because of the roughness.  

Comparisons of the data in literature showed a significant relationship between Nusselt number 

and relative roughness. To account for the roughness, a new correlation was developed with an 

additional term to capture the impact of the relative roughness of the array. This correlation was 

developed such that it can be used to predict the heat transfer of both highly rough and smooth pin 

fin arrays of a variety of spacings and shapes.  

As additive manufacturing continues to prove to be a valuable asset in prototyping and 

cooling design development, it is critical to understand how the as built geometry impacts pin fin 

array performance. Furthermore, it is essential that designers have the required tools to predict the 

performance of these arrays, so that comparisons between manufacturing methods can be made 

before going through the manufacturing process. The results presented in this study bridge this gap 

so that designers can more effectively use AM in gas turbine cooling design.
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4. Large Eddy Simulations of Kagome and Body Centered Cubic Lattice Cells4 

4.1. Introduction 

Heat exchangers are a prevalent part of modern life, with use cases spreading from small 

electronics cooling to power plants for distributing and dissipating thermal energy. Lattice 

structures have high surface area-to-volume ratios, making them an ideal candidate for use as a 

cooling technology. Several studies have recently evaluated lattice structures for cooling in the 

trailing edge of turbine blades [77,78] and in heat exchangers [24,79]. 

 A lattice is most typically composed of a single “unit” cell in a repeating pattern in both 

streamwise and spanwise directions. The two most common types of lattice unit cells are triply 

periodic minimal surfaces (TPMS) that are complex surfaces defined by a mathematical function, 

or strut-based lattices that are composed of struts arranged in a variety of patterns. While lattice 

structures have been able to be produced through other means in the past [24], additive 

manufacturing (AM) opens up the opportunity to implement and curate these features faster and 

cheaper than was feasible previously.   

Several groups in recent years have begun investigations into lattice structures for cooling 

applications, featuring both TPMS [80–84] and strut based lattices [78,83,85–102]. Many types of 

lattice unit cells have been investigated in these studies, with some of the most prominent unit cells 

including Kagome [78,83,86–89,96–98], body centered cubic (BCC) [83,89,99–102], face centered 

cubic (FCC) [83,87,103], cube [77,95], and octet [77,95]. These unit cells have been investigated 

in a range of scales, between 10 mm unit cells [77,85] down to 2 mm [83,86].  Additionally, the 

unit cells have been integrated into test coupons in several ways, including incorporated into 

channels with various spanwise and streamwise spacings [77,83],  as well as used to form a three-

dimensional grid [95]. Generally speaking, the thermo-hydraulic performance of lattice structures 

was greater than that of an empty duct, and have been seen to thermally develop in roughly 3-5 unit 

cells [89,95].  The specific focus of the current study is on two different unit cell geometries: the 

BCC and Kagome unit cells.  

Recent investigations using Kagome lattice unit cells have leveraged both experimental 

and steady RANS simulations to explore performance. Hou et al. [104] completed a study on 

Kagome lattice where the orientation of the geometry was varied.  They found that orienting the 

center struts parallel to flow direction resulted in enhanced heat transfer performance due to large 

 
4 Corbett, T. M., and Thole, K. A., 2024, “Large Eddy Simulations of Kagome and Body 

Centered Cubic Lattice Cells,” Int. J. Heat Mass Transf., 218, p. 124808. 
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recirculation zones that occurred between lattice unit cells. This recirculation in the near wall region  

has been noted by several other researchers as well [83,86,89,97] and was found to be a function 

of the interactions of the vortices that develop just behind and in front of the lattice struts. The 

formation of these vortices resulted in a heat transfer bias, where one surface of the lattice design 

had significantly greater heat transfer than the other, as shown by Liang et al. [89]. There have also 

been a number of studies that have investigated how changes to the core Kagome geometry impact 

performance, including modifications to the strut shape [87], length [98], and number impacted the 

lattice performance [86]. Of these modifications, changes  to strut length had the greatest impact 

on both heat transfer and pressure loss performance, with Kemerli and Kahveci [98] reporting an 

almost 230% increase in Nusselt number as unit cell sizes halved and cell porosity increased.  

Similar to the Kagome lattice, there has been a significant research effort to better 

understand the performance of the BCC lattice. Several studies investigated laminar flow through 

a BCC lattice, and highlighted the impact of porosity [99–101] and developed analytical models to 

predict heat transfer [102]. Studies by Dixit et al. [99], Takarazawa et al. [100] , and Shahrzadi et 

al. [101] found that as the porosity of the unit cell decreased, the heat transfer and pressure drop 

increased considerably. Dixit et al. [99] explained this change in performance to be the result of the 

increase in surface area increasing the skin friction as well as enabling greater heat transfer. Another 

study by Ernot et al. [102] developed an analytical model to predict the heat transfer of laminar 

flow through a BCC lattice, but they found that there were strict limitations on appropriate inlet 

flow rates, highlighting the difficulty in accurately predicting heat transfer of BCC lattice using 

simplified models. Two studies by Liang et al. [83,89] investigated turbulent flow through BCC 

lattice arranged with a streamwise and spanwise spacing similar to a pin fin geometry using 

experiments and steady RANS simulations. They found in high Reynolds number flows the vortex 

development in the wake of the BCC lattice resulted in increased average heat transfer on the 

endwalls relative to the average performance of the Kagome lattice. Despite the increased heat 

transfer the measured pressure drop was similar to Kagome lattice, giving rise to a greater thermal 

efficiency, or relative increase in heat transfer for a given amount of pumping power [89].   

While these prior studies have explored many aspects of lattice designs, there is currently 

no work comparing the unsteady flow features in representative lattice structures, or studies that 

made of use of higher order modeling techniques beyond steady RANS. The current study expands 

on the prior work on lattice structure performance by first exploring how the flow develops through 

subsequent rows of tightly packed Kagome and BCC lattices using experimentally validated large 

eddy simulations. Additionally, the turbulence generation and underlying transient structures are 

investigated, and their impact on local heat transfer is described.  
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4.2. Computational Setup 

4.2.1. Modeling Domain and Methods 

Two forms of lattice unit cells were investigated as part of this study, namely the body 

centered cubic (BCC) and Kagome lattices, which are shown in Figure 4-1(a) and 1(b). Each BCC 

lattice unit cell had a total of eight struts that were defined such that they connected opposing 

corners of the cubic unit cell. Each Kagome lattice featured a total of six struts that were defined 

similarly, though the unit cell shape was hexagonal with a width to height ratio of 3:2, similar to 

what was used by Parbat et al. [86]. The height of both designs investigated in this study was 

defined as 1.905mm, which was a size relevant to a variety of small-scale microchannels previously 

studied by the authors [105,106]. Because of the aspect ratio of the Kagome lattice, it was slightly 

wider than the BCC unit cell for this study with an aspect ratio of 1:1. Due to the differences in unit 

cell shape, the total volume of the Kagome lattice unit cell was physically larger than that of the 

BCC design. Both of the designs were modeled such that they had a porosity, defined as the empty 

volume over total unit cell volume, of 75%. The strut diameter was varied between the two designs 

to maintain this level of porosity as given in Table 1. 

 
 

Figure 4-1. (a) Kagome and (b) body centered cubic lattice definitions. 
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The unit cell size was defined as the width of the design, which was 1.91 mm for the BCC 

unit cell and 2.54 mm for the Kagome unit cell. Unit cells of the respective lattice were arranged 

into a “core” region, where cells were spaced at exactly one unit cell width, an arrangement which 

is shown in Figure 4-2. For each unit cell type, ten rows of lattice were combined into a “core” 

region, where the rows were arranged along the flow direction. In addition to the core region, there 

was an empty entry region, five unit cells in length, and an empty outlet region the length of ten 

unit cells. The domain was modeled this way to determine if the design of the lattice impacted the 

flow upstream or downstream of the core region. The two sides of the domain were modeled using 

a periodic boundary, which in effect captured an infinitely wide duct containing many columns of 

the lattice designs.  

 

To ensure that the relevant flow features and transient flow dynamics were captured in this 

simulation, the domain was modeled using Large Eddy Simulations (LES) using a commercial 

computational fluid dynamics (CFD) solver [107]. The modeled fluid was air, where density was 

calculated using the ideal gas law and the dynamic viscosity and thermal conductivity of were 

modeled using Sutherland’s law. Air entered the domain through a mass flow inlet that imposed an 

internal Reynolds number of approximately Re = 21,000, and a pressure outlet boundary condition. 

The walls of the domain were set to a constant temperature of 75°C, and the temperature of the 

Table 4-1. Geometric Properties and Experimental Results of Simulated and Tested Lattice 

Analysis 
Method Test Type Unit Cell Porosity 

Cell Size 
[mm] 

Strut 
Diameter 

[mm] 

Fully 
Developed  

f 

Fully 
Developed 

Nu 

Fully Developed Nu, 
As-Designed  
Surface Area 

LES Both BCC 0.75 1.905 0.46 7.1 245 245 

LES Both Kagome 0.75 2.560 0.80 9.1 240 240 

Exp. Pressure Loss BCC - 1.905 0.58 8.6 - - 

Exp. Pressure Loss Kagome - 2.560 0.93 8.7 - - 

Exp. Heat Transfer BCC 0.75 1.905 0.41 - 196 231 

Exp. Heat Transfer Kagome 0.72 2.560 0.86 - 230 269 

Figure 4-2. Computational domain used for simulations. 
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inlet mass flow was set to 23°C. These conditions were set to mirror an experimental validation 

that will be discussed Section 2.3. The Wall-Adapting Local Eddy-viscosity (WALE) sub-grid 

turbulence model was used to capture sub-grid scale turbulence, as it most appropriate for wall 

bounded turbulent flows [108]. Time steps were determined such that the Courant number was less 

than one for the entire domain. 

 While lattice structures have gained significant interest for applications in conjunction with 

metal additive manufacturing, the computation model used for this study did not account for the 

typical surface roughness intrinsic to metal additive components. Modeling the surface roughness 

requires significantly more complex meshes or wall models [109,110], which is further exasperated 

by the variability in metal additive surface roughness. Given the already great computational cost 

of this analysis due to modeling using LES, the walls in the domain for this study were modeled as 

smooth. 

4.2.2. Mesh Generation and Validation 

A region of the two meshes that were generated and used for these simulations are shown 

in Figure 4-3(a) and 3(b). Both meshes were generated using the same commercial tool used for 

modeling, and made use of polyhedral cells. The mesh featured prism layers in order to accurately 

resolve thermal and velocity gradients in the near wall region with y+ values to approximately one.  

 

Initial simulations of both geometries were computed using a steady Reynolds averaged 

Navier Stokes (RANS) simulation. These initial simulations were used in three capacities: to 

Figure 4-3. (a) Kagome and (b) body centered cubic mesh at the midplane of the domain and (c) the 
spectral power density of the three velocity components as a function of frequency at a point 

downstream of the first row of Kagome lattice. 
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determine the residence time in each domain, to approximate the Taylor micro and Kolmogorov 

length scales, and to serve as the initial conditions that were used for the LES simulations. The 

residence time was determined by tracking the amount of time it took an average particle to travel 

along a streamline from the domain inlet to the domain outlet. The residence time was 

approximately two milliseconds for both geometries. Estimations of the local Taylor micro and 

Kolmogorov turbulent length scales were extracted using built in software functions, and the 

domains were re-meshed such that the cell size fell between these two length scales, as 

recommended by the software user manual [107]. This remeshing process resulted in an average 

cell size in the core of the domain of approximately 28.2 microns for both lattices. The final mesh 

sizes were 13 million cells for the BCC lattice, and 15 million cells for the Kagome lattice. The 

non-dimensional grid scales +Δx and +Δz were estimated to be similar for both geometries, with 

an average value of approximately 50. The non-dimensional y grid scale +Δy was one or lower for 

the entire domain. The re-meshed domains were then run using RANS until they were converged 

again, and these updated solutions were used as the initial state for the LES simulations. 

The first step in determining whether a mesh is sufficiently resolved using LES is to 

determine the amount of turbulent kinetic energy (TKE) that was explicitly captured as compared 

to the amount that was modeled using the sub-grid model. The explicitly captured TKE was then 

compared to the TKE modeled using the sub-grid turbulence model, as recommended by Pope 

[111]. It was found that the turbulence captured was greater than 99% for the flow outside of the 

core mesh region, and greater than 95% for the vast majority of the flow inside of the core region, 

indicating that the mesh was well resolved.   

As a secondary characterization of the mesh quality, a point was selected downstream of 

the second row of lattice where significant turbulence generation occurred. A time history of all 

three components of velocity were recorded at this point for a total of two residence times. Each 

component of the velocity was then converted into a spectral power density which was then plotted 

against frequency. An example of this analysis as completed for the Kagome lattice is shown in 

Figure 4-3(c), though the BCC lattice had a very similar response. The fluctuations in the three 

components of velocity at this point were roughly equivalent, indicating that the turbulence in this 

region was isotropic. All three components of the velocity from this analysis followed the expected 

-5/3rds slope from a frequency of approximately 104 Hz to 105 Hz, indicating that the mesh was 

sufficiently resolved.  

After mesh validation was completed, the temperature, pressure, density, and three 

components of velocity were time averaged at each location in the entire domain for three full 

residence times in order to capture the bulk fluid motion and thermal transport. A time step was 
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considered converged when all residuals dropped by at least three orders of magnitude. Compute 

times for both simulations were on the order of several months using 100 cores on a computing 

cluster. The results of these simulations will be explored in detail in Section 3. 

4.2.3. Benchmarking with Experimental Simulations 

Comparisons of numerically predicted and measured heat transfer and friction factor were 

made to benchmark the simulations.  For the heat transfer experiments, two coupons were 

manufactured using laser powder bed fusion (L-PBF) on an EOS M280 using Hastelloy-X. A 

similar sized  coupon to those used in prior studies by the authors [105,106] was used to house the 

lattices. Unlike the modeled domain these coupons contained several more rows of lattice to ensure 

the flow became fully developed by the coupon exit. Additionally, there were not empty entrance 

and exit regions in these coupons like in the computational models, and instead the entire interior 

of the coupons consisted of the lattice core region of the modeled domain. Because of the 

differences in unit cell size, the manufactured Kagome coupon contained 19 rows of lattice unit 

cells, and the BCC design contained 25. There were seven lateral columns of the Kagome lattice in 

each coupon, and 10 columns in the BCC design. The coupons were CT scanned to validate that 

they were printed close to the design intent, and a section of the surfaces captured from these scans 

are is shown in Figure 4-4(a) and 4(b).  The as-printed porosity was ε = 0.72 for the Kagome lattice 

and ε = 0.75 for the BCC lattice. It should be noted that because the strut diameter of the BCC 

lattice was approaching the limits of what could be manufactured on the L-PBF system, there were 

consequently some variations in the as-printed strut diameter between individual unit cells. This 

variability and inherent surface roughness resulted in a 17% increase to surface area for both 

designs as compared to what was computationally modeled, which was the original design intent. 

 

To compare the predicted and measured pressure losses, two additional coupons were 

printed on a standard Stereolithography (SLA) 3D printer that represented the computational 

domain more precisely. These SLA coupons featured the upstream and the downstream regions 

 
Figure 4-4. Single unit cell from CT scan of metal (a) Kagome and (b) BCC lattice test coupons. 
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without lattice that was present in the computational domain. These coupons were also 

instrumented with pressure taps along the streamwise length to capture local static pressures. 

Following testing these coupons were cut open and the struts were measured using calipers. Both 

designs featured struts larger than the design intent, with the diameter of the BCC struts measured 

to be 0.58 ± 0.06 mm and the Kagome struts were measured to be 0.93 ± 0.06 mm.  

 Experiments were performed in a benchtop test that has been described in detail in prior 

publications by the authors [105,106]. In brief, the test rig features an upstream mass flow controller 

that meters the flow of air through an instrumented test section. This test section features two 

plenums that condition the flow entering the coupon to be of uniform velocity, and the flow 

exhausting from the plenum to undergo sudden expansion, ensuring that the inlet and outlet flow 

conditions were known. Each plenum was instrumented with a pressure tap and a differential 

pressure transducer was used to capture the static pressure loss across the coupon. The pressure 

inside of the test section was determined using a gauge pressure sensor that measured the 

downstream static pressure, and the local atmospheric pressure was used to determine the absolute 

pressure. The plenums in the rig were also instrumented with a series of thermocouples that were 

used to calculate the temperature of air upstream and downstream of the plenum. Isentropic flow 

relations were used to determine the temperatures and pressures exactly at the coupon inlet and 

outlet.  

To quantify the internal heat transfer coefficients, a heating assembly was installed on both 

sides of a test coupon that impose a constant surface temperature boundary condition. These 

assemblies consisted of a surface heater placed between insulating foam and a copper block. Six 

thermocouples were placed precisely halfway through the thickness of the copper block in each 

heating assembly. Throughout both the foam blocks and the plenums there were a series of 

thermocouples which were used to determine the conduction losses, which were typically less than 

1%. The temperature from the thermocouples in the copper blocks and the total heater power minus 

any losses were used in a one-dimensional conduction analysis to determine the coupon surface 

temperature. An energy balance was also performed during the experiments providing better than 

3% closure. 

Both test coupon geometries were tested at the same conditions used in the computational 

setup. The only deviation for the testing from the computational model was for the SLA coupons 

used to measure the local pressure loss, which were conducted at room temperature. 

4.2.4. Data Reduction 

There are many scaling methods used throughout the literature in studying lattice structures 

specifically related to the performance of their designs.  Those variations include a range of 
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geometric features representing the length scales used such as duct hydraulic diameter, largest pore 

diameter, some combination of surface area and volume, and porosity. Caket et al. [112] have 

recently assembled a comprehensive summary of studies investigating the performance of lattice 

structures and noted that due to the unclear length scales it is difficult to directly compare the 

performance of lattice between studies.  

For this study the Reynolds number (Re), friction factor (f), and Nusselt number (Nu) were 

scaled using the open duct hydraulic diameter. Since the computational results featured an infinitely 

wide duct due to the periodic boundary conditions, the hydraulic diameter definition reduces to 

twice the height of the duct, or 2H. For the experimental results the test coupon hydraulic diameter 

was used, though it should be noted that due to the high aspect ratio of the test coupon duct (10:1), 

the resulting hydraulic diameter was 10% smaller than that of the infinite duct. For the velocity 

scale the mass average inlet velocity for a fully open duct was used for both the experimental and 

the computational domains.  As such, the definitions for the Reynolds number (Re), friction factor 

(f), and Nusselt number (Nu) are given in Equations 4-1 through 4-3. 
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The local pressure gradient was found by first taking the average of the streamwise 

pressure, and then using a third order central differencing scheme to extract the gradient of this 

pressure as a function of streamwise position. The local heat transfer coefficient was determined 

using Equation 4-4, which was found by combining the equation for internal heat transfer with a 

constant surface temperature and the first law of thermodynamics.  
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The surface area at a given streamwise position is defined as the area from the inlet to that 

position.  

Finally the local fluid temperature throughout this study was normalized using Equation 4-

5. 
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4.3. Results and Discussion 

4.3.1. Local Pressure Drop and Heat Transfer 

Measurements from the SLA test coupons and predictions of the development of the 

pressure loss in terms of a friction factor as a function of number of unit cells is shown in Figure 

4-5(a). The results shown in Figure 4-5(a) indicate relatively good agreement between the pressure 

measurements and predictions, especially for the Kagome geometry. The trend in the results for the 

BCC agree with the experiments, however, there is a slight overprediction of the friction factor as 

the flow becomes fully developed. This disagreement is attributed to the sensitivity to the strut 

diameter for the BCC lattice. As previously discussed, the strut diameter approached the size limit 

for what could be printed and resulted in slightly larger struts than intended as shown in Table 4-1. 

Consequently, the pressure drop from the BCC coupons was measured to be higher than predicted 

computationally. Both the strut diameters and the unit cell size were larger for the Kagome lattice 

than they were for the BCC lattice. This meant that even though the SLA Kagome lattice coupons 

had a similar level of deviation from the intended strut diameter as the BCC lattice, the impact on 

the overall lattice porosity was smaller, translating to a smaller impact on the expected pressure 

drop. Given that the Kagome and BCC lattice used similar computational setups and that the 

experimental measurements from the Kagome lattice had good agreement with the computational 

results, it was concluded that the simulations represented the internal flow field from the test 

coupons.  

 

The computational predictions show an oscillatory trend in friction factor beyond the first 

row for both the BCC and Kagome lattice as shown in Figure 5(a). These oscillations correlate 

directly with the flow’s interactions with lattice struts. The areas of tightest flow constriction in 

each of the lattice designs force the flow to accelerate, increasing the pressure loss and consequently 

Figure 4-5. (a) Friction factor and (b) Nusselt number as a function of X. 
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increasing the local friction factor. Additionally, the flow stagnates on the lattice struts, which 

increases the static pressure in front of the lattice followed by a decrease in the static pressure in 

the wakes that form behind the struts. Because these high- and low-pressure regions are a function 

of the flow’s interactions with lattice struts, the increased number of struts in the BCC lattice as 

compared to the Kagome lattice results in a higher oscillation frequency for the BCC lattice relative 

to the Kagome. Because the Kagome lattice struts are larger than the BCC lattice, larger wakes 

with more significant flow area reductions are induced causing the amplitude of Kagome lattice’s 

oscillations to be greater than those seen in the BCC lattice. 

For the Kagome lattice, the friction factor oscillates around a constant value after 

approximately four unit cells, whereas the BCC lattice’s friction factor oscillates around a constant 

value after two unit cells. This near constant oscillation is indicative of the flow becoming 

hydrodynamically fully developed. Taking the average of friction factor in the region between X = 

5 and X = 9 shows that fully developed value for the Kagome lattice is f = 9.1 and the fully 

developed value for the BCC lattice is f = 7.1. For comparison, the friction factor of the Kagome 

and BCC lattice were found experimentally to be f = 8.7 and f = 8.6 respectively. The deviation for 

the BCC lattice is the result of the overbuild struts, as mentioned previously. The Kagome lattice 

experimental results were within experimental uncertainty of the computational results. This 

difference in friction factor can be attributed to differences in local wall shear stress and in the 

strength and distribution of eddies in the wake regions of each lattice, which will be discussed in 

greater detail in Sections 3.2 and 3.3 respectively. 

In addition to the development of the local friction factor profiles, there is significant 

interest in the development of the local Nusselt number, which is shown in Figure 4-5(b). Since the 

computational domain had fewer unit cells than the experiments with the measured heat transfer 

values being only a global average, the direct comparisons between the predicted and measured 

were not possible. However, the predictions in Figure 5(b) indicate nearly a fully thermally 

developed BCC lattice while the Kagome appears to continue to increase at the end of the domain.  

To compare the predicted to the measured Nusselt numbers, shown in Figure 4-5(b), a curve fit 

between row values of X = 0.5 and X = 9.5 for both lattices were done and are shown using a dashed 

line. The fully developed projected Nusselt value approaches Nu = 245 compared to the measured 

being Nu = 196 for the BCC lattice whereas the projected and measured values for the Kagome 

lattice were Nu = 240 and Nu = 230, respectively. The BCC and Kagome lattices reaches 95% of 

the projected fully developed value by X = 4.5 and X = 8.3.  This difference in predicted heat 

transfer is the result of differences to the local thermal profiles, which is discussed in more detail 

in Sections 3.2 and 3.3.  
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Comparing the experimental data to the computational data, it is clear that the Kagome 

lattice LES matches the experimental value within uncertainty, but the BCC design does not. The 

Nusselt number of these lattice is primarily impacted by two things: the porosity and surface area 

of the lattice. The porosity of the experimental BCC lattice was the same as the computational 

model, whereas the experimental Kagome lattice was slightly less porous due to overbuilding 

during manufacturing and surface roughness features. Because the experimental Kagome lattice 

coupons were less porous than computational model, the experimental heat transfer should have 

been greater than the simulated heat transfer [99], but instead it was slightly lower. Both of the 

experimental lattice coupons had 17% greater surface area than intended due to local roughness 

features present on the surfaces of the struts. If the as-designed surface area was used to calculate 

the Nusselt number, the fully developed value increases to Nu = 231 and Nu = 269 for the BCC and 

Kagome lattice respectively. This adjustment to the surface area makes the BCC lattice 

performance agree with the computational model within experimental uncertainty, and makes the 

experimental Kagome lattice have a significantly greater Nusselt number than the computational 

model, as would be expected due to the decreased porosity. The better agreement using the as-

designed surface area implies that the added surface roughness did not effectively increase heat 

transfer. The fully developed Nusselt number and friction factor for the experimental and 

computational analysis are summarized in Table 4-1, using both the as-printed and as-designed 

surface areas. 

Similar to the momentum development there is a distinct spatial periodicity in the Nusselt 

number of the Kagome lattice, oscillating as the flow navigates around each row of lattice. This 

periodicity reaches a minimum at the center of a Kagome unit cell, indicating the sudden flow area 

reduction results in a local decrease to the Nusselt number. The BCC lattice’s Nusselt number was 

notably less periodic by comparison, with a somewhat uniform increase in Nusselt number as a 

function of number of unit cells. The variation in oscillations between the two lattices is a function 

of local velocity and thermal profiles, which will be discussed later in Section 3.2.  

3.3 Flow and Thermal Developing Region 

To better understand how the flow develops through the entry region of the lattice 

structures, normalized, time-averaged thermal and velocity profiles at five streamwise planes were 

taken normal to the flow. The profiles for the Kagome lattice are shown in Figure 4-6. Starting with 

the Kagome lattice shown in Figure 4-6(a-j), the predictions indicate significant secondary flows 

including flow reversals that result in thermal fields with large variations. The secondary velocities 

for the Kagome lattice take the form of a vortex pair that drives the flow to have the highest 

velocities near the bottom juncture with the adjacent cell. Between the 1st (Figure 4-6(b)) and 2nd 
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(Figure 4-6(c)), rows of lattice there are also smaller, weaker vortices present in the bottom corners 

of the Kagome lattice, which dissipate after the 3rd (Figure 4-6(d)) row of lattice. These smaller 

vortices are the result of the upstream horseshoe vortex which forms just in front of the first row of 

the Kagome lattice. In the later rows of the Kagome lattice, the time-averaged horseshoe vortices 

are not visible resulting from the unsteady shedding from the struts. The thermal profiles for the 

Kagome lattice, shown in Figure 4-6(f-j), result explicitly from the secondary velocities with the 

cooler air near the bottom of the channel convecting towards the top of the channel.     

 

The velocity distribution presented in Figure 4-6(c) indicates that after the second unit cell 

the flow accelerates as it transitions to fully developed from the distribution shown in Figure 4-6(b) 

and Figure 4-6(d). During this transition, there is a significant increase in turbulence intensity, 

which will be discussed in Section 3.3. The bulk of the flow can be seen to be moving on either 

side of the wake of the lattice in the first row (Figure 4-6(b)) with the secondary flows appearing 

to be similar between the third (Figure 4-6(d)) and eighth rows(Figure 4-6(e)).  This similarity 

between the 3rd and the 8th rows of lattice is represented in the friction factor shown in Figure 4-5(a), 

where after the third row the trend in friction factor becomes spatially periodic. For the fully 

developed flow, there are regions of high velocity near the base of both sides of the lattice unit cell 

as shown in Figure 4-6(d). The biased flow resulted in 15% greater heat transfer on the base of the 

channel than on the top surface, similar to what was reported previously by Liang et al. [83]. To 

Figure 4-6. Normalized time-averaged (a-e) velocity and (f-j) thermal contours at five streamwise 
planes for the Kagome lattice. 
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explore this formation in greater detail, contours of the time-averaged normalized vorticity with in-

plane streamlines are shown for three streamwise planes in Figure 4-7.  

 

As the flow encounters the first Kagome unit cell, it impinges on the two front facing struts 

in the base of lattice and the one front facing strut at the top of the lattice. While the flow navigates 

around the base of the lattice, a region of vortical flow can be seen in Figure 4-7(a) on either side 

of the first unit cell, showing the formation of a wake. Some amount of the flow that encounters 

this first row passes between the bottom two struts and is injected into this wake, forming another 

vortex pair that extends to the following unit cell. The flow that is captured in these wakes is 

directed into the backwards facing strut near the base of the channel. This strut forces the fluid in 

the center of the unit cell upwards. Along the top of the channel the flow is diverted to either side 

of the unit cell by the single front facing lattice strut, and then collides with and subsequently 

separates from the two back facing struts as seen in Figure 4-7(b). As the wake forms from these 

separation points it is interrupted by the front facing strut from the second lattice unit cell. This 

interruption forces the flow and wake downwards, as shown by the streamlines in Figure 4-7(c). 

The composite effect between the interior flow being directed upwards and the exterior flow near 

the periodic boundaries being directed downwards results in the rotational secondary flows between 

cells that were seen previously in Figure 4-6.  

Figure 4-7. Normalized time-averaged vorticity in three streamwise planes for the first five rows of 
the Kagome lattice (a-c). 
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Continuing downstream, the flow along the base of the channel passes over the front facing 

struts of the second row of lattice, and a larger wake forms that occupies the full width between the 

second and third unit cells. Because the top surface wake from the first unit cell is also continuing 

downstream, the flow area becomes effectively reduced and results in the high velocity region that 

was identified in Figure 4-6(c). Beyond the third lattice unit cell, the wake from the top struts of 

the first unit cell diffuses as the flow becomes highly mixed. This reduces the maximum flow 

speeds, however the rotational flow between cells continues to drive the fluid near the periodic 

boundaries downwards, and the flow in the interior upwards, as was seen in  Figure 4-6.  

The Kagome lattice flow fields are significantly different from the BCC lattice’s, as shown 

in Figure 4-8 (a-e). There are many more vortices present for the BCC lattice than for the Kagome, 

with each BCC strut generating a pair of vortices. The generation of these vortices leads to periodic 

performance in friction factor seen in Figure 5(a), and the vortices smaller size relative to the 

Kagome vortices result in less pressure drop. The BCC vortices increase mixing from the near wall 

region, distributing flow from the center of the channel with higher velocities at the junction 

between the cells and in the near wall regions. After three unit cells (X=3), the velocity distribution 

shows the highest velocities occurring between the cell junctures. These high velocity regions 

transport the upstream cooler fluid downstream as shown in the thermal fields in Figure 4-8(j). 

Increased mixing from the secondary flows in the wakes of the BCC lattice resulted in higher 

Nusselt numbers as compared to the Kagome lattice, as was seen in Figure 4-5(b). 

 

Figure 4-8. Normalized time-averaged (a-e) velocity and (f-j) thermal contours at five streamwise 
planes for the BCC lattice. 
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Just after the first row of lattice Figure 4-8 (b)), the flow is largely distributed to the regions 

near the center of the periodic boundary at Y = -0.5 and Y = 0.5 and along center of the top and 

bottom walls at Z = -0.4 and Z = 0.4. After the second row (X = 2), there is a notable bias of the 

flow to the cell junctures as shown in Figure 4-8(d), as the bottom and top walls induce increased 

drag reducing the overall flow through these regions. The flow distribution at these planar locations 

remains largely the same after the second row. Unlike the flow distributions seen with the Kagome 

lattice, there is a distinct symmetry to the flow distributions present for the BCC lattice, stemming 

from the overall symmetry of the geometry. 

The time-averaged streamwise thermal and velocity fields at a vertical and horizontal 

midplane section for the Kagome and BCC lattice are shown in Figure 4-9 and Figure 4-10, 

including zoomed in regions after the 1st and 8th cells. Along the base of the channel in the core 

region of both lattice the thermal boundary layer is very thin relative to the developed boundary 

layer just upstream of the lattice at X = 0 due to the locally increased flow speeds, as shown in 

Figure 4-9(b) and Figure 4-10 (b). These thin boundary layers enhance heat transfer significantly 

by enabling a higher thermal gradient near the wall. In addition to short thermal boundary layers, 

the heat transfer is also enhanced by the boundary layer detachment in the wake region of the lattice, 

and the subsequent turbulent mixing which will be explored in Section 3.3. These wakes result in 

recirculation zones just behind the center of the unit cells, which are shown in Figure 4-9(c-d) and 

Figure 4-10(c-d) which further enhance mixing and heat transfer. The velocity in these recirculation 

zones is much slower than those near the periodic boundary, with the flow in some regions being 

nearly stagnant. In these regions the fluid is able to heat up significantly, such as near the top the 

of the Kagome lattice as shown in Figure 4-9(e-f). However, in the region between two rows of 

lattice, cooler fluid is transported into this wake by the cooler fluid that was identified in Figure 

4-6 and Figure 4-8. This transport results in a decrease in local fluid temperature downstream of 

the wake, and an example of this phenomenon can be seen in Figure 4-9(c) and Figure 4-10(c). 

This streamwise thermal gradient is significantly steeper for the Kagome lattice than the BCC 

lattice due to the increased mixing in the BCC lattice from the secondary flows identified in Figure 

4-8. The difference in thermal gradient between the two lattice causes the local Nusselt number of 

the Kagome lattice to have greater peak-to-peak variation than the BCC lattice, as seen in Figure 

4-5(b). 
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The streamlines in the horizontal planes displayed in Figure 4-9(a) and Figure 4-10(a) show 

that the wake behind the first row of both lattice types is notably larger than the downstream wakes. 

These wakes result in an effective reduction in flow area for this first row, which in tandem with 

the flow impinging on the first unit cell surface lead to the substantial pressure drop and friction 

factor presented in Figure 4-5(a). The wakes between the second (X = 3) and ninth (X = 8) rows are 

similar for both lattice, showing again that the flow has transitioned to being fully developed. A 

pair of vortices form in the wake region of behind each row of the Kagome and BCC lattices and 

are indicated using two ovals in Figure 4-9(c-d) and Figure 4-10(c-d). The location of the vortices 

relative to the center of the BCC unit cell is very similar for all rows of the BCC lattice, but change 

for the Kagome lattice after the second row. The center of the vortices in the wake of the first row 

Figure 4-9. Normalized time-averaged thermal contours with streamlines in the (a) horizontal and (b) 
vertical midplane of the Kagome lattice with highlighted regions of interest (c-f). 

Figure 4-10.  Normalized time-averaged thermal contours with streamlines in the (a) horizontal and 
(b) vertical midplane of the BCC lattice with highlighted regions of interest (c,d). 
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(X = 1) are located approximately 0.6 unit cells away from the center of the first row. In all 

subsequent rows, the center of the wake vortices shifts to be approximately 0.3 unit cells away from 

the center of the unit cell.  

For the BCC unit cell, the vortical formations are the same in both the vertical (Figure 

4-10(a)) and horizontal (Figure 4-10(b)) planes due to symmetry. In contrast, the flow field in the 

horizontal (Figure 4-9(a)) and vertical (Figure 4-9(b)) planes of the Kagome lattice are distinct. 

Looking to Figure 4-9(e-f), the flow in the vertical plane can be seen to move through the bottom 

struts of the lattice, and then move upwards towards the top of the channel, following the 

streamlines that were shown in Figure 4-7. Unlike the flow in the horizontal plane, the secondary 

flows in the vertical plane of the core region were not significantly a function of the streamwise 

location for the Kagome lattice. 

The flow in the wake behind the core region for both lattice designs return to the flow 

distribution found between parallel flat plates after several additional rows of lattice. The flow 

downstream of the BCC lattice shows a fully developed internal flow distribution approximately 

two unit cells after the core region, but the Kagome lattice takes as many as five unit cell lengths. 

The fully developed distance downstream of the lattice cells is a function of the Kagome lattice 

having highly skewed flow along the base of the channel, as was seen in Figure 4-6, which 

continues well after it leaves the core region, as shown using streamlines in Figure 4-9(b) after X = 

10.    

4.3.2. Turbulence and Unsteady Flows 

The turbulence intensity contours for the two lattices are shown in Figure 4-11(a-d) for two 

different streamwise planes. In general, the turbulence intensity levels are much higher for the 

Kagome than for the BCC lattices.  The Kagome lattice shown in Figure 4-11(b) has a peak in 

turbulence intensity just after X = 2 of TI = 1.61. The maximum of TI for the Kagome lattice is 

located where the velocity profiles in the Kagome lattice are not yet fully developed as was seen in 

Figure 4-6, with the high turbulence intensities indicating high flow unsteadiness.  The BCC lattice 

has lower turbulence intensities, shown in Figure 4-11(c) and Figure 4-11(d), with a maximum 

turbulence intensity of TI = 0.87. Regions of high turbulence intensity for both types of unit cell 

relate to regions of increased heat transfer. Highly rotational regions like those in the wake of a 

given unit cell experience increased turbulence intensity resulting from the unsteady flow due to 

the wakes shedding from the struts. The increased turbulence intensity for the Kagome lattice as 

compared to the BCC lattice is reflected in the friction factor results presented in Figure 4-5(a), as 

the higher turbulence intensity leads to increased pressure drop and subsequently higher friction 

factor. While generally speaking increases to turbulence intensity results in increases to heat 
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transfer, prior researchers have identified that there is a limit to how much enhancement increased 

turbulence intensity can provide [113]. This limit is reflected in the heat transfer results, where 

despite the Kagome lattice having a greater overall turbulence intensity, it has a lower Nusselt 

number than the BCC lattice.  

 

To identify unsteady flow structures present in these areas of high turbulence intensity, the 

unsteady y-component of vorticity and temperature were captured at distinct time intervals for the 

Kagome and BCC lattice and is shown in Figure 4-12 and Figure 4-13. Beginning with the Kagome 

lattice in Figure 4-12(a), there are many instantaneous vortices in the regions between the first three 

rows of unit cells in Figure 4-12(a). These vortices indicate the flow is highly mixed, especially in 

the regions of highest turbulence intensity as shown in Figure 4-11(b). There does not appear to be 

any coherent or consistent structures, but instead this flow appears to be dominated by turbulent 

mixing. Regions of high vortex strength directly correlate with regions of increased thermal 

transport, as seen in instantaneous theta contours shown in Figure 12(b). Particularly the vortices 

that form due to wake shedding, such as those at approximately Z = 0, X=0.8, there is substantial 

thermal transport from the near wall region to the bulk flow. In certain areas of the flow, such as 

near the top wall at X=2, there is a recirculation zone that limits local heat transfer, denoted by the 

local vortical flows and temperatures approaching ϴ = 0.5. 

Figure 4-11. Turbulence intensity at two planar locations for the (a-b) Kagome and (c-d) BCC lattice. 
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Just upstream of the Kagome lattice a horseshoe vortex forms along the bottom wall 

periodically in time and is ingested into the core region of the lattice. This vortex forms, grows in 

strength, detaches from the wall, and is ingested 16 times per flow through time of the domain. 

This vortex formation and destruction can be seen at X = 0.1 in Figure 4-11(b), where there is a 

slight increase in turbulence intensity, and in the time averaged thermal profiles shown Figure 

4-9(b), where the boundary layer just upstream of the first row of lattice dissipates before coming 

into contact with the actual unit cells.  

The flow between rows of the BCC lattice has more coherent vortical structures than the 

Kagome lattice, as shown in Figure 4-13(a). At the interface of the upstream flow and the wake of 

the first row of BCC lattice there is a region of vorticity that is constant in time, indicating flow 

Figure 4-12. Instantaneous (a) vortices and (b) thermal profiles around the Kagome lattice at four 
time intervals. 

Figure 4-13. Instantaneous (a) vortices and (b) thermal profile around the BCC lattice at four time 
intervals. 
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separation. The separated flow region enables significant thermal transport, as shown in Figure 

4-13(b). Following the first row, the span of the wake that forms from the center of the unit cell is 

only the width of the center region, and much of the flow around the lattice is mixed. The mixing 

in these rows enhances the thermal uniformity of the fluid through the BCC lattice. As these 

vortices shed from the center of the BCC unit cell, they interact with the boundary layer forming 

on the endwall, pulling it away from the near wall region. This vortex-boundary layer interaction 

causes the size of the thermal boundary layer to vary substantially as the fluid passes through the 

core region and indicates that the fluid near the endwall is circulated into the bulk flow more 

effectively than was seen for the Kagome lattice. The result of this more substantial interaction is 

a more uniform increase in the thermal profile than was seen in the Kagome lattice when time 

averaged, as was shown in Figure 4-9 and Figure 4-10. Subsequently, the local BCC lattice Nusselt 

number had smaller amplitude oscillations than the Kagome lattice, and the magnitude of the 

Nusselt number was also greater as shown in Figure 4-5(a). 

To understand the fundamental motions of the vortices being shed from the two types of 

lattices, a transient spectral analysis was completed to determine the dominant frequencies in the 

U component of velocity. This analysis was completed by saving the instantaneous velocities at 

every location in the planes shown in Figure 4-9(a) and Figure 4-9(c). The time histories of these 

velocities were reconstructed, and a fast Fourier transform (FFT) was completed at each point to 

covert the velocity into the frequency domain. The power spectrum was calculated from the FFT 

to identify which frequency dominated the local velocity signal. The magnitude of the power 

spectra of these locally dominant frequencies varied considerably depending on the location in the 

spatial domain. To identify the regions of the most significant periodic flow, the frequencies whose 

magnitude were in the top 25% of all of the locally dominant frequencies were isolated.  To 

normalize the isolated dominant frequencies (n), the local Strouhal number was calculated and is 

shown in Figure 4-14.  The length scale for the Strouhal number was the width of the maximum 

flow obstruction at the center plane, and the velocity scaling was the local time-averaged velocity. 

 
Figure 4-14. Local Strouhal number in the wake region of the (a) Kagome and (b) BCC lattice. 
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The Strouhal number is defined as the ratio of unsteady acceleration to the advective 

acceleration for a flow. For a single bluff body in cross flow, the expected Strouhal number is St = 

0.2 in flows with a Reynolds number between Re = 1,000 and Re = 100,000 [114]. However, prior 

investigations have identified that augmentations to the yaw of the cylinder can decrease the 

Strouhal number [115], and that cylinders in a bank arrangement, such as pin fins, can cause the 

Strouhal number to increase beyond values of St = 0.4 using velocity scaling similar to what was 

used in this analysis [116]. 

For the present investigation the regions where the wake shedding occurs is clear, with 

wakes shedding halfway along the streamwise span of the center of a Kagome lattice unit cell 

(Figure 4-14(a)) and almost immediately after coming into contact with the center of the BCC 

lattice unit cell. Both locations represent areas where the span of the geometry decreases, which 

results in a boundary layer separation. The Strouhal numbers associated with these regions near the 

point of separation and just downstream of it lie in the range of St = 0.05 to St = 0.5, which is 

similar to what has been seen in prior pin bank experiments [116], due to large scale alternating 

eddy shedding [117]. The local Strouhal number increases to well in excess of St = 1.0 at the wake 

interface just behind the center of a given lattice unit cell due to high frequency vortices present in 

the wake region, as was seen in Figure 4-12 and Figure 4-13. In these regions the high frequency 

vortices that form in the shear layer of the wake dominates local oscillations in the flow and the 

associated Strouhal number, as compared to lower frequency instabilities due to the alternating 

eddy shedding. In the wake of the final row of lattice, the regions of the flow where St > 1.0 for 

both the BCC and Kagome designs are less prominent, but there are larger regions of more 

moderate Strouhal numbers (St = 0.05-0.4). In these regions the alternating eddies from the final 

row of lattice propagate downstream and are not interrupted by additional rows of lattice, allowing 

the vortices shed in this region extend out to full span, unlike what was seen in the earlier rows. 

For the Kagome lattice shown in Figure 4-14(a), the regions of the flow outlined by Strouhal 

numbers greater than one are cylindrical in all but the regions behind the first and last row, whereas 

these regions are largely rectangular in shape for the BCC lattice shown in Figure 4-14(b). In the 

regions of the flow where St > 1.0, the time averaged local velocities approach 0 as the flow 

transitioned to being reversed in the wake of the lattice, as was seen in Figure 4-9 and Figure 4-10. 

As was seen in Figure 4-12 and Figure 4-13, the local flow instabilities characterized by the 

Strouhal number enhanced thermal transport, which subsequently increased the local Nusselt 

number. These periodic flow mechanisms also increased viscous dissipation, resulting in 

significant pressure losses and friction factor values. 
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4.4. Conclusion 

Two lattice structure designs were explored using large eddy simulations to understand 

underlying physical phenomena regarding thermal and momentum development, as well as 

unsteady flow features that result in high turbulence regions. Simulations were compared to 

experimental results and showed generally good agreement, and reasons for deviations between the 

two methods were identified. The friction factor for Kagome and BCC lattice was seen to become 

fully developed after four and two unit cells respectively, with the Kagome lattice friction factor 

being greater than the BCC lattice friction factor. The number of unit cells before the flow became 

fully developed was found to be a function of the local velocity distribution. The flow thermally 

developed within approximately four unit cells for the BCC designs and after eight unit cells for 

the Kagome, which was found to be the result of variations in the velocity profile and changes to 

the secondary flow structures as the fluid moved downstream. Once fully developed, the flow in 

the Kagome lattice was skewed, with one side of channel featuring two high velocity regions. The 

two high velocity regions were found to develop due to the interactions between the rotational wake 

regions and the lattice struts. The turbulence intensity was found to be a function of lattice unit cell 

design, with the Kagome lattice having higher local turbulence intensity than the BCC design. This 

variation was found to be the result of highly unsteady flow that formed as the Kagome lattice 

approached a fully developed flow condition. Vortices shed from both the BCC and Kagome lattice 

interacted with the endwalls, resulting in periodic boundary layer detachment in the wake region 

of the lattice designs, which ultimately enhanced heat transfer. Spectral analysis revealed that the 

wake shedding in the core lattice region occurred at a similar Strouhal numbers to prior pin bank 

experiments, with some regions of periodic flow dominated by large scale alternate eddies and 

other regions dominated by vortices present in the wake shear layer.  

This study uniquely identified the time dependent structures present in the Kagome and 

BCC lattice designs, and further classified the development of friction factor and Nusselt number 

through rows of these lattice. The specific flow structures that contributed to this development were 

also determined and described in detail. This study also highlighted the use of large eddy 

simulations as a viable and valuable method for exploring lattice structure performance. Future 

work will be needed to explore additional styles of lattice structures, and identify how best to scale 

their performance to enable use in a myriad of applications. 
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5. SCALING HEAT TRANSFER AND PRESSURE LOSSES OF NOVEL 

ADDITIVELY MANUFACTURED RIB DESIGNS5 

5.1. Abstract 

Rib turbulators are a key cooling feature that enable increased heat transfer on the interior 

of gas turbine components. As metal additive manufacturing becomes available for developing 

turbine parts, it is becoming increasingly important to understand how the surface roughness 

intrinsic to this manufacturing method impacts the performance of rib turbulators. To explore what 

impact roughness has on rib turbulator performance, several relevant scale test coupons were 

manufactured from a variety of super alloys on a range of additive machines. Additionally, several 

coupons were built at large scales to effectively reduce the relative roughness size impacts and 

determine scale effects. A range of different wavy broken rib designs, varying both rib wavelength 

and orientation within a channel were evaluated. Coupon geometry and surface roughness were 

characterized using both computed tomography scans and optical profilometry. Variations between 

the print methods were found to have limited impact on the surface roughness, but significant 

impact on the accuracy to meet the design intent with rib heights varying by 30%. Following 

characterization, coupons were flow tested and it was found that the ribs that more regularly 

disturbed the flow as a function of their geometry most significantly enhanced heat transfer and 

pressure drop. The performance index of the broken wavy ribs was similar to other advanced rib 

designs, such as broken or V shaped ribs, but augmentations to heat transfer and pressure drop were 

generally lower. The rib performance was compared as a function of relative roughness, and it was 

found that increases in relative roughness resulted in increased friction factor and heat transfer, 

especially at higher Reynolds numbers 

5.2. Introduction 

The gas turbine engine is critical element of modern life, powering as many as 26,600 

active aircraft worldwide with projections estimating a 22% increase to total turbine aircraft over 

the next decade [118]. As more turbine engines enter operation, guaranteeing they operate as 

efficiently as possible will be critical to both the environment, as well as to reducing fuel waste. 

One way to improve the efficiency of a gas turbine engine is to ensure that the cooling air used to 

improve the life and durability of individual components is used as effectively as possible by 

leveraging advanced internal cooling schemes.  

 
5 Corbett, T. M., Thole, K.A. “Scaling Heat Transfer and Pressure losses of Novel 

Additively Manufactured Rib Designs” GT2024-122792, under review 
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Cooling schemes typically implemented in gas turbine components feature a wide range of 

internal features including pin fins, microchannels, and the focus of the current study, surface ribs 

[3]. Over the past few decades, surface ribs have received significant attention for use in a gas 

turbine environment, as summarized by Han [119]. Recent studies have explored the use of 

increasingly complex rib designs, managing to continue to improve heat transfer performance by 

encouraging complex secondary flows.  

One way that complex rib designs can be studied is by leveraging additive manufacturing 

(AM), which is typically cheaper and faster than traditional cast components for development parts 

[120]. Additive manufacturing does not come without its own complications however, typically in 

the form of reduced mechanical strength and significant surface roughness. While the impact of 

surface roughness on certain internal designs has been explored at length, the impact of surface 

roughness on the performance of rib designs is still not well understood.  

This study experimentally and computationally investigated a suite of additively 

manufactured surface rib designs and compared how differences in their design impacted their local 

and bulk heat transfer and pressure loss characteristics. Additionally, this study investigated 

coupons manufactured at multiple scales, while continuing to match non-dimensional parameters 

and Reynolds numbers, to identify how diminishing relative roughness impacted thermohydraulic 

performance.   

5.3. Literature Review 

Early studies into rib features focused on ribs at various angles relative to the flow direction 

in rectangular channels, and on the aspect ratio (width over height) of the rectangular channel. 

Historically, ribs were studied on two opposite sides of a rectangular channel, spanning the length 

of the width. These early studies identified that the relative rib height, (e/D) and the channel aspect 

ratio (AR) dominated the performance rib designs. As relative rib heights increase or as the channel 

aspect ratios become narrower, there is an enhancement in heat transfer and an increase to the 

pressure drop. Rib heights for gas turbine components are typically around e/D = 0.1, though they 

vary depending on the design [121]. Prior studies have investigated channel aspect ratios between 

1/4 to 4/1 to mirror the aspect ratios expected in modern vanes and blades. Rib pitch spacing (P/e) 

also has an impact on the heat transfer and pressure drop performance. One study by Taslim and 

Lengkong [122] highlighted how decreasing rib pitch spacing below five was detrimental to the 

overall thermohydraulic performance, due to the substantial increase in pressure drop for an 

relatively small enhancement in heat transfer. 

It is expected that there will be some variation to the rib profile due to manufacturing 

limitations, and several researchers have studied how changes to these profiles impact performance. 
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Han et al. [123] implemented wedges on the leading and trailing edges of 90° ribs. They found that 

these wedges lowered the friction factor relative to ribs without wedges, but heat transfer at 

Reynolds numbers greater than 7,000 was not impacted. Han et al. attributed the insensitivity of 

the heat transfer to the rib design to the increased turbulence in the completely rough regime. A 

later study by Lockett and Collins [124] found that by rounding edges of a square rib, the wake 

heat transfer becomes a function of Reynolds number due to a less defined flow detachment and 

reattachment location. Other authors [125,126] investigated fillets at the leading and trailing edges 

of ribs, finding that the rounding of corners resulted in a moderate reduction in heat transfer 

depending on the rib aspect ratio, but significantly reduced pressure drop, especially at wider rib 

pitch spacings. Rallabandi et al. [127] recently evaluated filleted angled ribs with a square cross 

section and found that at Reynolds numbers greater than 30,000, that the fillets had a relatively 

small impact on heat transfer, but did reduce friction factor considerably. 

Later rib studies focused on more advanced designs which varied the orientation of the rib 

relative to the oncoming flow direction and rib shape. These advanced rib designs encouraged the 

development of secondary flows that resulted in significant heat transfer enhancement while 

minimally impacting the overall pressure drop. Examples of this style of rib include V-shaped ribs 

[128], W-shaped ribs [129], and wedge shaped ribs [130]. In addition to augmenting the orientation 

and shape of the rib, prior authors implemented “broken” ribs, where ribs would feature gap regions 

which further enhanced heat transfer without substantially impacting the design pressure drop 

[131,132].  

One more recently studied style of advanced rib designs are wavy ribs [133–137]. These 

wavy ribs feature a rectangular profile that follows a sinusoidal pattern along the streamwise 

direction of a rectangular channel. Similar to the other advanced rib designs, the curvature of the 

wavy ribs is intended to produce beneficial secondary flows. Wang et al. [134,135] computationally 

investigated a straight channel with a central wavy rib, and independently varied the rib waviness 

and height. The results of these studies were compared against a more common V-shaped rib. The 

authors found that the rib height had the greatest impact on the channel performance, which they 

attributed to a beneficial increase in surface area. Wang et al. found that taller ribs with minimal 

curvature could result in similar heat transfer performance as compared to the V-shaped ribs.  A 

follow up investigation by the same authors looked at a wavy rib in a stationary and rotating U-

shaped channel [136], and found that on a wall with the wavy rib feature that the thermohydraulic 

performance was greater than that of a V-shaped rib. Chang et al. [137] experimentally evaluated 

the performance of a wavy rib and wavy U-channel design, and found that the addition of the 
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streamwise oriented wavy rib doubled pressure losses and heat transfer over a wavy duct without 

a rib design.  

Many of the prior studies investigating rib performance have done so using ribs that were 

composed entirely of smooth surfaces. In true engine components, these internal features have some 

level of surface roughness as a result of the casting process. Additionally, as more manufacturers 

turn to additive manufacturing as a means for producing gas turbine components [9], understanding 

the impact of surface roughness on the performance of rib designs is critically important for 

effective component design. Kilpatrick and Kim [138] used computational modeling to predict the 

impact that surface roughness would have on the performance of additively manufactured surface 

ribs. The model that they developed showed that very high roughness levels (Ra > 100 micron) 

would limit the strength of secondary flows, resulting in a reduction in heat transfer while still 

increasing overall pressure drop. Roy et al. [35] and Searle et al. [36] experimentally and 

computationally investigated additively manufactured ribs at Reynolds numbers in excess of 

80,000. Both studies saw enhanced heat transfer for a constant amount of pumping power for the 

additively manufactured geometries, and concluded that rougher surfaces likely would offer further 

heat transfer enhancement, though only showed this enhancement computationally.  

The current study will build on the work of prior investigators by identifying how 

differences in the surface morphology of additively manufactured surface ribs impacts the 

performance of an advanced rib design. In particular, five additively manufactured wavy rib designs 

were explored. These designs were characterized using optical profilometry and computed 

tomography (CT) scans. The bulk heat transfer and pressure loss of these designs was measured 

experimentally, while a set of computational simulations were used to explore the local 

performance. Additionally, several coupons were manufactured at increased scale, which were used 

to analyze the impact of reduced relative roughness on the performance of these ribs.  

5.4. Geometric Description  

A series of test coupons were used to experimentally characterize the performance of a 

family of wavy rib designs. Each test coupon featured an open duct with a hydraulic diameter of 

3.46mm, similar to those previously investigated by the co-authors [139]. The duct was designed 

to be 50.8mm long, and have an aspect ratio of 1:10 with a height of 1.91mm.    

A total of six designs were evaluated in this study. A diagram of the six designs is shown 

in Figure 5-1 with a summary of the geometric conditions given in Table 5-1. The first design was 

a simple open channel, with no internal geometry to serve as a baseline for performance. The next 

three designs investigated wavy ribs of three different wavelengths, named the 0.5λ, nominal, and 

1.5λ cases. For these designs, a wavy rib with a relative rib height of e/H = 0.1 and spanwise pitch 
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of S/e = 10 were integrated onto one of the wide sides of the coupon duct. The amplitude for each 

of these designs was constant at 2.0mm. The wavelength of the nominal case was 10.2 mm, making 

the wavelengths for the 0.5λ and 1.5λ cases 5.1 mm and 15.2 mm respectively. In addition to the 

waviness, these ribs were also broken, with breaks that were 2e wide that occurred at every quarter 

of the wavelength. The fifth and sixth coupon designs featured a wavy rib with the same geometry 

as the nominal wavelength case, but implement on both sides of the duct in either an aligned or 

offset orientation. The aligned orientation featured ribs that were simply mirrored across the 

midspan of the test coupon, and the offset design shifted the wavelength on the opposite side of the 

test coupon by half a period, resulting in helix pattern when viewed from above as shown in Figure 

5-1. 

 

 

 

In addition to the six previously mentioned designs, the nominal wavy rib case was also 

tested at multiple scales. Specifically, coupons were printed at a 1x, 3x, and 5x scale relative to 

coupon size previously mentioned. These larger coupons were intended to identify how reducing 

the relative roughness impacted the performance of the wavy rib designs.  

Figure 5-1. (a) Pitch and broken spacing for all rib geometries, and (b-f) diagrams of rib location in 
the coupon duct and rib design. 

Table 5-1. Coupon Designs Investigated in the Current Study 

Design Scale 
Wavelength 

[mm] 
Amplitude 

[mm] 
Position in 

Duct 
Increase in SA 

[%] 

0.5λ 1x 5.1 2.0 One Wall 10.4 

Nominal 1x 10.2 2.0 One Wall 8.2 

1.5λ 1x 15.2 2.0 One Wall 8.0 

1.0λ-BS 1x 10.2 2.0 Two Walls 16.3 

1.0λ-BSO 1x 10.2 2.0 Two Walls 16.3 

3x - 1.0λ 3x 30.6 6.0 One Wall 8.2 

5x - 1.0λ 5x 51.0 10.0 One Wall 8.2 
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Test coupons were additively manufactured out of IN718 on two printers: a GE M2 and a 

VELO Sapphire. On the GE printer, all of the design variations were printed, with the exception of 

the 5x scale coupon due to limitations on the print size. On the VELO printer, only four coupon 

variations were printed, those being the empty duct, and the nominal wavy rib printed at all three 

scales. The feedstock IN718 powder for all coupons was the same, and industry standard process 

parameters were used. All coupons were built in a vertical orientation, such that the flow and build 

directions were parallel. Self-supporting structures were integrated into the flanges of the coupon 

designs, which were removed following the build via milling. Additionally, coupon surfaces which 

mated with the test rig were machined to tolerance to allow the parts to seal. 

5.5. Geometric Characterization 

The test coupon geometries were characterized using computed tomography (CT) scans. 

CT scans were completed on the 1x coupons using a voxel size of 35μm, the 3x samples were 

scanned with a voxel size of 82 μm, and the 5x sample was scanned at a voxel size of 100 μm. It 

should be noted that features smaller than the voxel size would not be captured using these CT 

scans. This CT scan analysis revealed significant variation in recreation of the rib profile depending 

on the additive printer used. To showcase these variations, the rib cross section at approximately 

75% of the rib height for the five coupons featuring the nominal wavy channel design is shown in 

Figure 5-2. In addition to the rib cross sections, streamwise rib profiles were extracted at the 

location of the green line which are shown to the right of each rib cross section. 

 

 
Figure 5-2. Profile of the nominal rib design intent (a) 

compared against the five printed variants (b-f). 
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As can be seen in Figure 5-2(b) and Figure 5-2(d), the 1x GE and 1x VELO coupons 

featured significant rounding at any of the corners of the design, deviating significantly from the 

intended rectangular profile. Along the streamwise direction, the areas where the rib was intended 

to be broken for the GE 1x test coupon were overbuilt, resulting in some cases where the rib was 

unbroken entirely. By comparison, the VELO 1x coupon included underbuilt ribs in the broken 

section, resulting in gaps approaching 4e instead of the intended 2e. The VELO 1x coupon also 

featured irregular ball structures along the length of the rib which significantly increased the local 

rib height. At the 3x scale, the GE (Figure 5-2(c)) and VELO (Figure 5-2(e)) coupons were 

significantly more similar, both to each other and to the design intent. This similarity is as expected, 

given that the scale of the rib is increasing, while the scale of the additive tolerancing is constant 

across all coupon scales. However, it should be noted that the irregular balling identified in the 1x 

VELO coupon also appears near the broken sections of the 3x VELO rib, resulting in a rib profile 

resembling a bone. At the 5x scale shown in Figure 5-2(f), the profile of the rib is largely identical 

to that of the design intent, with only small fillets on the corners of the surface.  

These reconstructed surfaces were processed using an inhouse code was used to break up 

the surface into approximately 1000 slices along the flow direction. For each slice, the channel 

width and height were estimated, and then used to calculate the local perimeter and cross-sectional 

area. Using these values, the hydraulic diameter was calculated, and averaged across all streamwise 

slices for each test coupon. In addition, the coupon rib height was also calculated by averaging the 

distance between the top of each rib and the coupon surface for each streamwise slice. Given that 

the ribs were broken, the regions of the test coupon where the ribs were broken were excluded from 

the rib height averaging. The rib height determined through this analysis is shown in Figure 5-3. 
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The rib height analysis shown in Figure 5-3 revealed that the almost all of the ribs slightly 

underbuilt their design intent, though most ribs were within uncertainty (defined as half of the voxel 

size). The one notable exception is the 1x nominal VELO coupon, which was significantly taller 

than intended, due to the irregular balling on the rib identified in Figure 5-2(d). Conversely, the 

coupon built most accurate to the design intent was the VELO 5x nominal case.  

To characterize the surface quality of the test coupons, the open channel coupons were cut 

open using wire EDM to allow optical access. Given that prior work from the authors has shown 

that coupons printed in the same build with the same orientation have statistically similar roughness 

profiles [139], the two open channel test coupons were assumed to be representative of the 

roughness profile for their respective builds. To capture the roughness profiles, optical profilometry 

measurements were taken using a laser confocal optical profilometer at a 20x scale. Eighteen 

surface measurements were taken for each coupon to ensure statistical significance. Each 

measurement was analyzed using the software provided with the optical profilometer, which 

characterized the surface to within 0.8 μm. For surface measurements, planes that were 

approximately 500 by 700 μm were fit to the measured surface. A variety of roughness statistics 

were extracted from these planes and averaged for each sample, and are reported in Table 5-2.  

 

 

Figure 5-3. Relative rib height determined from the CT 
scans for the nine test coupons featuring ribs. 

Table 5-2. Roughness Measurements from the Open AM Channels 

Machine Sa [μm] Sz [μm] Sq [μm] Ssk 

GE M2 3.2 55.1 4.4 1.6 

VELO Sapphire 4.2 48.8 5.6 1.1 
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Generally speaking, the roughness profiles and magnitudes from the two samples were 

similar, with the GE coupons having moderately lower arithmetic mean and root mean square 

roughness levels. The measured roughness is low as compared to prior investigations [27,140], 

likely a function of the beneficial build orientation and well refined process parameters for IN718. 

The roughness on both of these parts was largely a function of small particulate that was dispersed 

over the surface, in addition to layer lines which caused more regular but smaller disruptions to the 

surface topography. 

5.6. Experimental Setup 

The experimental setup for the 1x coupons in this study is identical to that used in prior 

investigations by the authors [139]. The experimental rig consists of a test section fed compressed 

air from a mass flow controller. The test section consists of two plenums on either side of a test 

coupon, which impose known flow conditions to the inlet and exit of the test coupon. The upstream 

plenum imposes a uniform velocity profile, whereas the downstream plenum features a sudden 

expansion in flow area, which enables defining a known loss coefficient at the coupon inlet and 

outlet. Both plenums are instrumented with a pressure tap to capture the pressure drop across a test 

coupon and the test section gauge pressure, as well as thermocouples to capture the thermal rise. 

Typical gauge pressure in the rig ranged from 70-700kPa. The pressure transducer used to measure 

the pressure drop across the coupon featured swapable diaphragms enabling accurate capture of a 

range of pressure drops. Temperatures and pressures at the coupon inlet and exit are calculated 

using isentropic flow relations, which are used in the calculation of the non-dimensional bulk flow 

characteristics. Downstream of the test section is a needle valve, which allows for independent 

control of Reynolds number and Mach number. Mach numbers in the test coupon were kept below 

Ma = 0.1 to minimize compressibility effects.  During heat transfer testing two heating assemblies 

were installed on either side of the test coupon, which imposed a constant surface temperature 

boundary condition. Each heating assembly consisted of a heater positioned between a foam block 

and copper block. Each copper block had six thermocouples located precisely in halfway along the 

copper thickness. Using a one-dimensional thermal resistance network accounting for the 

remaining copper, thermal paste, and coupon wall thickness, the wall temperature on the interior 

of the test coupon was calculated. In addition to the thermocouples in the copper, there were several 

additional thermocouples placed throughout the foam blocks and in the material of the plenums. 

These thermocouples were used to estimate the losses from the heaters to the rig itself, rather than 

to the flow passing through the test coupon. Losses were typically less than 3% of the total heat 

input. To calculate the bulk convection coefficient, the equation for the heat transfer from an 

isothermal wall was used, as shown in Equation 5-1. 
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The total wetted surface area as determined from the CT scans was used when calculating 

the bulk convective coefficient.  

For the 3x and 5x test coupons, larger scale plenums and heating assemblies as compared 

with the 1x were used with the same instrumentation. The only modification to the scaled-up 

plenums and heating assemblies was the integration of additional thermocouples to improve capture 

of temperatures inside the plenums and copper blocks.  

Pressure loss from the test coupons was normalized using the friction factor, and the heat 

transfer was normalized using the Nusselt number. To ensure that the results from the test rig 

matched expectations, plenums of all scales were initially tested using a coupon featuring smooth 

cylindrical channels. Pressure loss results from this analysis was compared against the Colebrook 

correlation [55], and was within 5% for Re > 3000 for all coupon scales.  The Nusselt number 

results from the 1x scale were compared against the Gnielinski correlation [56] and agreed within 

3%. Additionally, during a heat transfer test, the energy input into the test coupon is compared 

against the first law of thermodynamics. These comparisons were within 6% for all test coupon 

scales, indicating accurate capture of the heat transfer in the system. 

5.7. Uncertainty Quantification   

Uncertainty for the experimental results was calculated using the method of propagation of 

uncertainty as described by Dunn [57]. The uncertainty in the Reynolds number and friction factor 

was greatest at lower Reynolds numbers, with uncertainties approaching 7% and 15% at a Reynolds 

number of 2000. At Reynolds numbers in excess of 5000, uncertainties in Reynolds number and 

friction factor approached 2% and 6%. These parameters were repeatable within 1% and 3%. The 

major contributors to uncertainty in the Reynolds number was the mass flow rate and the test section 

pressure. The local pressure drops and CT scan measurements of the coupon height and width were 

the major contributors to the uncertainty in the friction factor measurements. The uncertainty in 

Nusselt number was approximately 3%, and was repeatable within 1%. The copper block 

temperatures and the outlet temperature measurements were the greatest contributors to uncertainty 

in Nusselt number.   

5.8. Computational Setup 

In partnership with the various experimental test coupons evaluated in this study, a 

computational analysis was completed to further explore the underlying flow structures. A total of 

six simulations were run: one for each of the five geometric variations, and another case using the 

same mesh and domain settings with no ribs to validate the computational setup. For the five cases 
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looking at geometric variations, the corners of the ribs were rounded with very small fillets to 

improve mesh quality and reduce computational error. These simulations were developed using a 

commercial CFD solver [107], and the computational domain can be seen in Figure 5-4(a-b). The 

domain consisted of a test section the length of a single test coupon and an empty region the length 

of five duct-heights behind the test section to minimize reversed flow near the outlet. Flow entered 

the domain through a mass flow inlet, which was set to achieve a Reynolds number of 20,000. Flow 

exits the domain through a constant pressure outlet condition set to a typical pressure used during 

experimental testing. On either of the spanwise walls of the domain, a periodic flow boundary 

condition was used to mimic an infinite width duct containing the wavy ribs. The other domain 

surfaces were set as smooth no slip walls. These walls were set to a constant temperature of 75°C 

and the mass flow entering the domain was set to a temperature of 23°C. The flow was modeled as 

turbulent, using the K-ω SST turbulence model. The constitutive relationship, which describes the 

relationship between the Reynolds stresses and the mean strain rate, was modeled as cubic to 

increase the accuracy of highly swirled flows with anisotropic turbulence, like would be expected 

in the wake of the ribs. The modeled fluid was air, where the density was calculated using the ideal 

gas law, thermal conductivity and dynamic viscosity were modeled using Sutherlands law, and the 

specific heat was modeled using a polynomial as a function of local fluid temperature. The walls 

for the computational domain were modeled as smooth. 

Polyhedral meshes were generated for each of the geometries using the commercial solver, 

and an example of one such mesh can be seen in Figure 5-4(c). In the near wall region, inflation 

layers were used to reduce the local y+ values to approximately unity, with a growth rate of 1.1 to 

ensure the thermal and momentum boundary layers in the sub viscous region were accurately 

resolved. The nominal wavy rib case underwent a mesh independence study, with mesh sizes 

varying between 200,000 and twenty million cells and is shown in Figure 5-4(e). A mesh size of 

approximately 14 million cells was found to resolve the flow in the domain, and the mesh settings 

used to capture this performance was used for all other domains.  
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5.9. 1x Wavy Rib Performance 

To begin identifying how the changes to the 1x wavy rib geometry impacted the 

performance of the wavy ribs, the friction factor and Nusselt number performance was quantified 

as a function of Reynolds number, and is shown in Figure 5-5.  

 

Looking to the five different wavy ribs designs, there was a clear upwards trend in both 

pressure drop and heat transfer as a function of increased flow disruptions. Starting with the three 

designs of varied wavelength, the nominal and 1.5λ designs had similar friction factor performance, 

whereas the 0.5λ design had a 30% greater friction factor. In contrast, the heat transfer differed 

between the three designs with the 1.5λ having 9% lower heat transfer than the nominal case, and 

the 0.5λ having 15% greater heat transfer than the nominal case on average. The cause for these 

differences in heat transfer is due to the more regular disruptions to the near wall flow from the 

0.5λ design as compared to the nominal and 1.5λ designs. For the nominal designs printed on both 

sides, there was significant increase to both the heat transfer and the pressure drop over that of the 

nominal design printed on one side of the coupon. However, the difference in performance between 

the two designs featuring ribs on both sides was largely within experimental uncertainty. The 

Figure 5-4. The (a) top and (b) side profiles of the computational domain, (c) zoomed out and (d) 
zoomed in view of the computational mesh, and (e) mesh independence study for the nominal case. 

Figure 5-5. Measured (a) friction factor and (b) Nusselt number as a function of Reynolds number for 
the varying rib designs for 1x scale. 



89 
 

coupon that had the lowest friction factor and heat transfer enhancement was the open additive 

channel. Both the heat transfer and friction factor from the open channel agreed within 15% of a 

prior correlation proposed by Wildgoose et al. [140], which leverages the root-mean-square 

roughness and the skewness of a sample to predict a fully developed friction factor and Nusselt 

number.  

To more precisely examine the differences in performance between the different test 

coupon designs, a bar plot of the friction factor augmentation and Nusselt number augmentation at 

a Reynolds number of 20,000 is presented in Figure 5-6. The bulk results from the computational 

setups are also presented in Figure 5-6, where it was seen that the computational results followed 

the same trends as the experimental results, and in some cases matched the experimental results 

within uncertainty. The most significant exception to this agreement is in the case of the empty 

duct, which instead approached the values of the Colebrook and Gnielinski correlations due to the 

lack of modeling surface roughness in the computational domain. This agreement implies that the 

additional surface roughness present on the GE designs did not significantly alter the performance 

of these features, which is the result of the already enhanced near wall turbulence that was 

developed as a function of the rib geometry.  The heat transfer from the designs featuring ribs on 

both sides of the duct was marginally greater than the experimental results, which may be due to 

the computational model using the design intent rib height, increasing the local flow blockage and 

velocity. 

 

 
Figure 5-6. Friction Factor and Nusselt number augmentation at a Reynolds number of 20,000. 
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To further understand why the different designs performed as they did, contours of the non-

dimensional temperature with overlaid streamlines were created and are presented in Figure 5-7. 

 

 

The first plane for the nominal design (Figure 5-7(c)) is located at half of a wavelength 

along the streamwise direction. Two vortices are shed from the first two broken rib segments, which 

pull up the boundary layer in the wake of these segments and enhance local convection. As these 

vortices travel downstream of the rib surface, they are disrupted by subsequent rib segments, 

causing new vortices to be regularly established. The orientation of the vortex is dependent on the 

alignment of the rib surface relative to the oncoming flow, meaning that the vortex changes 

orientation twice for each rib wavelength. Between the first and second plane, many more vortices 

are shed from each of the different segments, and a counter rotating vortex forms near the center 

of the channel. This vortex can be seen near the middle left of Figure 5-7(h). This counter rotating 

vortex forms as a result of the vortices shed from the rib surfaces, and similarly changes orientation 

twice over a given wavelength. At the final streamwise plane, shown in Figure 5-7(m), this central 

vortex extends to the top of channel, and begins to enhance the heat transfer on the opposing surface 

of the domain.  

The formation and destruction of the vortices are also present in the 0.5λ and 1.5λ designs, 

though the interval of the formation is tied to the rib wavelength. The strength of the vortex 

formation, and the resulting interaction with the thermal boundary layer, is tied to the angle of 

attack of the broken rib segments. This difference in vortex strength means that the 0.5λ design 

Figure 5-7. Contours of Theta for the five different wavy rib designs at three streamwise planes. 
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enhances heat transfer both through an increased number of wakes being shed, but also by the 

strength of these vortices. The impact of these more regular and stronger vortices are reflected in 

the greater bulk temperatures in Figure 5-7(k) than in Figure 5-7(l) or Figure 5-7(m), which all 

feature ribs on only a single channel surface. As a result of these vortices, the 0.5λ rib design had 

the greatest Nusselt number and friction factor as shown in prior figures and the 1.5λ design had 

the lowest overall Nusselt number and friction factor of the ribbed designs.  

When comparing to the designs that featured rib designs on both sides of the channel, there 

is an apparent increase in the overall number of vortices, as shown in Figure 5-7(d) and Figure 

5-7(e). In the aligned case the vortex formations downstream of the first period are symmetric, as 

seen in Figure 5-7(i), mirroring the symmetry of the design. In the offset case, the vortex formations 

are symmetric across the diagonal, as can be seen in Figure 5-7(j). The increased number of vortex 

interactions enhance the thermal mixing considerably, as well as serve as an additional pressure 

loss mechanism. Additionally, because these ribs are located on both channel surfaces, these 

designs disturb the flow and enhance the heat transfer performance on both channel surfaces, 

resulting in enhanced heat transfer performance relative to the designs featuring a rib on only one 

wall.  

The wavy rib design induces significant near wall vorticity, which results in localized 

regions of increased and reduced flow speeds. To explore this effect, contours of the near wall 

normalized y-component of vorticity for the nominal wavy rib design are shown in Figure 5-8, but 

it should be noted that all of the designs shared similar local near wall vorticity formations.  

 

As the flow crosses over the first period of the rib, it becomes skewed to the negative y 

direction due to the low-pressure region behind the first two rib segments. Some of this skewed 

flow then passes through the opening between the third and fourth rib segments, resulting in two 

regions of enhanced vorticity and increased flow speeds just below the fourth and fifth rib 

segments. In this region the skewed flow is corrected to travel again normal to the X-axis. Then, as 

the flow passes over the fifth and sixth rib segments it again becomes skewed in the negative Y 

direction. This pattern of the flow becoming skewed and then corrected repeats along the entire 

length of the rib design. Because of the broken rib segments, there are many regions of opposing 

vorticity near the wall. The regions of opposing vorticity either serve to locally increase or decrease 

Figure 5-8. Contours of the near wall normalized y-component of vorticity for the nominal case. 
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local velocities depending on their orientation, which lead to enhanced or deterred local heat 

transfer. To further characterize the local heat transfer performance, contours of the local Nusselt 

number enhancement were created for all designs and are shown in Figure 5-9. To calculate these 

local Nusselt numbers, the spanwise averaged log mean temperature difference was calculated as 

a function of length.  

 

Starting with the nominal case presented in Figure 5-9(c), there is an evident bias to the 

heat transfer, where every fourth rib segment has increased heat transfer in the wake region. This 

region of enhanced heat transfer aligns with the enhanced flow velocity region created by the 

constructive vortex formations identified in Figure 5-8. Additionally, there are regions of reduced 

heat transfer that cross along the interior of a given rib period, which correspond to the regions of 

reduced flow speed caused by the destructive vortex formations shown in Figure 5-8. 

Comparing the nominal case to the 0.5λ and the 1.5λ cases, shown in Figure 5-9(a) and 

Figure 5-9(b), the Nusselt number profile changes considerably. Notably for the reduced 

wavelength case that is a more dramatic region of increased Nusselt number augmentation, and the 

increased wavelength case has relatively minimal increase to the local Nusselt number. For the 

channels with ribs on both sides, the local Nusselt number profiles are slightly greater than those 

found for the nominal case on one wall, but have the same form. The similarity in distribution 

indicates that the changes to the local flow structures in the interior of the channel seen in Figure 

5-7 did not change the structure of the near wall heat transfer performance, but did increase the 

magnitude.  

Figure 5-9. Local Nusselt number augmentation for the (a) 0.5λ, (b) 1.5λ, (c) Nominal, (d) Nominal 
Aligned, and (e) Nominal Offset rib geometries. 
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5.10. Overall Performance 

To understand the performance of these rib geometries against other advanced rib 

geometries, a plot of efficiency index was created that features ribs from Park et al. [141], as well 

as Wright et al. [129] as a function of Reynolds number and is shown in Figure 5-10. It should be 

noted the data reported in this plot from prior authors was originally reported using the area of an 

empty duct, but was corrected in the current study to use the wetted surface area to offer a fair 

comparison between studies. A summary of the properties of these advanced rib designs is 

presented in Table 5-3. 

 

 

First looking to the efficiency index of the designs investigated in this study, it can be seen 

that the designs with ribs on only one side of the duct have a efficiency index that is largely 

independent of Reynolds number in the range tested. As the wavelength of these designs decrease, 

the efficiency index increases, following the same trends as the heat transfer performance. For the 

ribs that were integrated on both sides of the duct, there is a clear downward trend as a function of 

Table 5-3. Geometric Characteristics of Designs Investigated In Prior Studies 

Study Rib  
Design 

Rib  
Height 

Rib Spacing 
(P/e) 

Channel Aspect 
Ratio (W/H) 

Current Wavy 0.131 - 10 

Park et al. [141] 90° 0.078 10 4 

Wright et al. [129] 45° 0.078 10 4 

Wright et al. [129] Discrete W 0.078 10 4 

 
Figure 5-10. Efficiency index versus Reynolds number of the wavy rib geometries against other 

advanced rib designs. 
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the Reynolds number. At a Reynolds number of 10,000, only the ribs on both sides of the duct 

outperformed the 90° ribs reported by Park et al. [141]. At Reynolds numbers of 20,000 and greater, 

all but the lowest wavelength ribs out performed 90° ribs and the angled ribs studied by Wright et 

al. [129],  indicating that the wavy ribs investigated in this study may be more suitable than angled 

ribs at greater Reynolds numbers. The W-shaped rib studied by Wright et al. [129] outperformed 

the wavy ribs investigated in this study at all investigated Reynolds numbers. 

To further characterize the relative performance of the ribs in this study against other 

advanced rib designs, an augmentation plot was created and is presented in Figure 5-11. 

 

Relatively speaking, the designs in this study offered low augmentation values for both 

friction factor and heat transfer as compared to the other advanced designs. These reduced 

augmentation values are likely the result of relatively low rib spanwise spacing, and the fact that 

the majority of the wavy rib designs had the rib oriented largely along the flow direction. 

Additionally, the ribs investigated as part of this study also did not extend across the full span of 

the channel, where the other advanced rib designs did, resulting in significantly greater overall 

Nusselt number and friction factor augmentations. 

5.11. Scaled Testing 

To begin to isolate the impact of the roughness on the surfaces of these rib designs against 

their performance, the nominal test coupons built at three scales were tested over a range of 

 
Figure 5-11. Augmentation plot of the wavy rib designs investigated in this study compared against 

designs from literature. 
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Reynolds numbers to capture both the heat transfer and pressure loss. These results were 

normalized by the 5x design, and are shown in Figure 5-12.  

 

In both Figure 5-12(a) and Figure 5-12 (b) all scales are trending towards the same friction 

factor and Nusselt number at a lower Reynolds number, with the exception of the 1x VELO coupon. 

Given that the geometry is matched and the Reynolds number is matched, we would expect the 

augmentation from the 5x case to be uniformly unity for all coupons. However, at higher Reynolds 

numbers the increased relative roughness of the 1x scale coupons enhanced the heat transfer 

performance by as much as 20-30% while resulting in an increase to friction factor by 200-250%. 

The 1x VELO coupon deviation in performance can likely be attributed to the extremely irregular 

rib profile and height that deviated significantly from the design intent as was shown previously in 

Figure 5-2(d). The 3x VELO coupon had nodules that formed near the corners of the ribs, which 

protruded above the overall rib height. It is suspected that these protrusions, partnered with the 

slightly greater relative roughness, lead to the greater friction factor and Nusselt number as 

compared to the 3x GE coupon.  

To further explore the impact that the additive surface roughness had on the test coupons, 

an additional analysis compared the friction factor and Nusselt number against the relative 

roughness of the channel, and is reported in Figure 5-13.   

 
Figure 5-12. Friction factor and Nusselt number augmentation for the nominal design at several 

scales. 
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Starting with the friction factor results shown in Figure 5-13 (a), there is an evident upward 

trend in friction factor as relative roughness increased for all Reynolds numbers. Three coupons 

with the smoothest relative roughness, those being the coupons printed at 3x and 5x scale, had 

relatively similar values for friction factor, though as was shown in Figure 5-12(a), the 3x VELO 

coupon had slightly greater friction factor values due to the irregularities along the rib surface in 

addition to the increased surface roughness. Looking to the heat transfer results shown in in Figure 

5-13(a), we can see that at lower Reynolds numbers the relative roughness had a relatively small 

impact on the overall heat transfer.  At greater Reynolds numbers, there was a linear increase in 

heat transfer with increasing relative roughness, which agrees with the computational trends 

predicted by Roy et al. [35]. However, Roy et al. [35] also predicted that the friction factor would 

only marginally increase as a function of relative roughness, which is counter to the results shown 

in Figure 5-13 (a), indicating that more work should be done to accurately capture the impact of 

additive surface roughness on the performance of ribbed surfaces. 

 
Figure 5-13(a) Friction factor and (b) Nusselt number as a function of relative roughness at three 

Reynolds numbers for the scaled test coupons. 



97 
 

5.12. Conclusions  

This paper explored the performance of a suite of advanced broken wavy rib designs. 

Designs were integrated into additive coupons of three different scales and built on two different 

direct metal laser sintering printers. Test coupons were characterized using computed tomography 

scans to characterize the accuracy to design intent, and determine the hydraulic diameter and rib 

height. It was found that the coupons manufactured on a GE machine were manufactured largely 

similar to the design intent, but the 1x scale VELO coupons were manufactured with significant 

variability in both the rib height and the rib profile. Surface roughness measurements were taken 

on a single coupon from both printers featuring an open duct using an optical profilometer to 

accurately describe the surface topography. It was found that GE coupons had slightly lower surface 

roughness, but that the topography of the surface roughness was similar.  

Coupons were experimentally tested over a range of Reynolds numbers to characterize both 

the heat transfer and pressure loss performance. Computational studies were also completed to 

analyze the internal flow structures that lead to the measured performance. Experimental results 

showed that reductions to the wavelength of the rib resulted in increases to the overall pressure loss 

and heat transfer, but that integrating ribs on both sides of the duct had the greatest impact on the 

overall performance. Ribs integrated in either an aligned or offset orientation performed very 

similarly from a heat transfer and pressure loss perspective. The trends of the computational results 

aligned well with the experimental results, and revealed that there was complex vortex generation 

in the near wall region due to repeated vortex shedding from the rib surfaces. These near wall vortex 

formations resulted in a bias to the local heat transfer across the ribs. 

Comparing the experimental results determined from this study against the results 

determined by prior researchers, it was determined the augmentation to both heat transfer and 

pressure loss were lower than typical 90° ribs, and significantly lower than that of more advanced 

rib designs. This difference in performance was attributed to the reduced angle of attack from these 

rib surfaces as opposed to those in literature, as well as the lack of the rib extending the full span 

of the endwall surface. 

To identify the impact of the relative roughness of the design against the overall 

performance, coupons at multiple scales were tested at a range of Reynolds numbers. It was 

expected that the coupons built at different scales should perform the same at a given Reynolds 

number, however it was found that greater levels of relative roughness increased the friction factor 

significantly. The Nusselt number at low Reynolds numbers approached the same value for the test 

coupons that accurately represented the intended geometry, but at more turbulent Reynolds 

numbers there was a linear increase in heat transfer as a function of relative roughness.  
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The results from this study provide designers with a potential new cooling technology that 

could be used to enhance the internal cooling of various gas turbine components. Further work 

should be completed to identify how the spanwise spacing of these ribs impacts the performance 

of wavy rib designs. Additionally, an unsteady computational analysis should be completed to 

better understand the flow bias mechanics given the inherent unsteady nature of vortex shedding. 
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6. THERMOHYDRAULIC PERFORMANCE AND FLOW STRUCTURES 

OF DIAMOND PYRAMID ARRAYS6 

6.1.  Abstract 

Surface features are a common heat transfer enhancement method used in a myriad of 

applications including gas turbines and heat exchangers. One such style of surface features is 

diamond pyramids, which offer significant heat transfer augmentation for moderate increases in 

overall pressure losses. This study investigated a suite of additively manufactured pyramids in a 

variety of sizes and arrangements at relevant scale contained in test coupons. Designs were printed 

with low surface roughness relative to typical additive components, and pyramids were printed near 

to the design intent. Experimental and computational results indicate that the pressure penalty and 

heat transfer increased as the pyramids increased in size with aligned pyramids on both channel 

walls having higher values than staggered pyramids. It was found that implementing the pyramids 

onto a rough surface had a lesser impact on the friction factor than implementing on a smooth 

surface, but that the relative increase in heat transfer was the same regardless of the roughness of 

the endwall. The greatest enhancement to local heat transfer and pressure loss was offset from the 

location of minimum flow area due to local acceleration around the wake regions. The vortices 

formed in the wake of the pyramid structures significantly enhanced the endwall heat transfer and 

shear stress. The overall performance of the pyramids investigated in this study follows a similar 

trend to prior studies investigating smooth rib geometries, though certain rib designs had higher 

heat transfer at lower pressure losses.  

6.2. Introduction 

Power generation gas turbines serve as a major source of energy, with natural gas 

contributing as much as 41% of the total electricity generation in the United States as of May 2023 

[142]. As energy demand continues to grow even with the commissioning of renewable sources, 

identifying avenues for improving performance of these engines is of the utmost importance. One 

such avenue is the improvement of the internal cooling schemes used in a variety of hot section 

components. In an engine, cooling air is siphoned from the main gas path in the compressor, before 

the combustor. Extracting cooling air from this location means that a significant amount of work 

goes into the air, but only a fraction of that work can be extracted from it. Therefore, an efficient 

cooling design needs to limit the amount of cooling air but yet cool components enough to meet 

the design life.   

 
6 Corbett, T. M., Thole, K.A. “Thermohydraulic Performance and Flow Structures of 

Diamond Pyramid Arrays” GT2024-122359, under review 
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Innovative and efficient internal cooling schemes are a cornerstone in the design of high-

performance gas turbine components. Tailoring each scheme for its unique set of boundary 

conditions requires a wide range of internal cooling features including pin fins, ribs, impingement 

jets, and more [3]. As additive manufacturing becomes an increasingly viable means for 

manufacturing stationary components for gas turbine engines [9] and enables faster and cheaper 

product design cycles [120], there is ample opportunity to investigate and integrate new cooling 

schemes. One such style of internal cooling technology with limited research is diamond pyramid 

surface features.   

This study leverages additively manufactured test coupons to explore diamond pyramids 

differing in height and internal arrangement. Surface roughness measurements and geometric 

characterizations were completed to fully describe as-printed parts while computational fluid 

dynamics simulations were used to further understand the underlying flow dynamics. Flow features 

were explored and directly tied to the impact on overall heat transfer and pressure loss. The overall 

thermohydraulic performance of these features were evaluated as function of Reynolds number and 

performance was compared to other common heat transfer augmentation technologies.  

6.3. Literature Review 

Surface features are a common method for enhancing heat transfer as they both increase 

the overall surface area and encourage flow detachment which enhances heat transfer near the wall. 

Several research groups have investigated various forms of solitary surface features, including 

rectangular prisms [23,143,144], hemispheres [23], cones [145], and pyramids [23,146–149]. One 

study by Chyu et al. [23] investigated a range of surface features, including a rectangular prism, 

hemisphere, diamond, and pyramid, and found significant variations in the heat transfer in the wake 

region behind these shapes. They attributed these variations largely to changes in formation of the 

upstream horseshoe vortex in front of and the different wake vortex formations behind of the 

differing surface geometry. This study by Chyu et al. also identified that the most effective use of 

these types of features would be in staggered array, with diamond shapes likely requiring the least 

number of elements to effectively increase overall heat transfer.  

Solitary diamond and pyramid shaped surface features were explored by Martinuzzi et al. 

[146–148] through several studies. In their first investigation, Martinuzzi and AbuOmar [146] 

classified diamond pyramid shapes into either slender or broad pyramid shapes depending on the 

apex angle. When the oncoming boundary layer was laminar, slender and broad pyramids had 

differing vortex patterns in the wake. If the oncoming boundary layer was turbulent, where the 

boundary layer height exceeded that of the pyramid height, both slender and broad pyramids had 

similar wake structures. The most notable structure was a recirculation region that formed just 
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behind the tip of the pyramid, which Martinuzzi and AbuOmar named a rotor vortex. In a follow 

up study, Martinuzzi et al. [147] expanded on the wake flow and local pressure distribution of 

surface mounted bluff bodies.  They found that the mean pressure coefficient profiles were similar 

for several types of bluff body if the streamwise distance was normalized by the reattachment 

length.  

Beyond the single diamond pyramid in cross flow, there are several studies that investigate 

a very similar geometry called a delta rib in an array. A delta rib is in effect a pyramid with a 

triangular base, where the apex of the pyramid is slanted towards the flow direction. Han et al. 

[130] conducted an early investigation identifying that the heat transfer performance of delta ribs 

in an array produced heat transfer enhancements 2.5-3.2 times that of a smooth channel, which 

outperformed a common square-edged 90° ribs. This heat transfer enhancement came at the cost of 

a 5-6 times increase in friction factor. A study by Henze and Von Wolfersdorf [150] investigated 

delta ribs computationally, and found that the heat transfer was a function of the how far into the 

boundary layer the ribs protruded, with more pronounced designs causing more significant 

increases to heat transfer. An investigation by Valentino et al. [151] found that by strategically 

placing either full or partial delta ribs on alternating walls of a channel they could improve their 

overall thermal performance by encouraging secondary flows.  

All of the previously discussed studies investigating surface turbulators featured smooth 

surfaces.  When leveraging new manufacturing techniques, like metal additive manufacturing, part 

surfaces have an inherent surface roughness. Prior literature exploring the impact of the inherently 

rough additive surfaces on surface turbulating geometry is limited [35,36,138].  A study by Roy et 

al. [35] computationally investigated the performance of turbulators at internal Reynolds numbers 

in excess of 100,000 and saw an enhancement in heat transfer with only a moderate increase to 

friction factor as the surface became rougher.  

The prior investigations on diamond pyramids and delta rib turbulators have identified how 

various geometric aspects of these surface features impacted heat transfer, pressure loss, and vortex 

formation. However, there is limited information on how pyramids of different heights in an array 

configuration, as would be expected in cooling designs, impact the thermohydraulic performance. 

Prior work also does not identify how the vortices from this style of surface feature interact with 

each other, or how those vortices impact the local heat transfer. Finally, there is a lack of work 

investigating additively manufactured surface features, identifying how the inherent surface 

roughness impacts the part performance. This study will build on the work of prior investigators 

by exploring these aspects of diamond pyramid surface features, enabling engineers developing gas 

turbine cooling schemes to apply this cooling technology effectively. 
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6.4. Geometric Description  

Several test coupons were fabricated to experimentally explore a range of diamond 

pyramid arrays. The test coupon envelope for this study was the same as prior studies by the authors 

[105,139] being 50.8 mm long, 25.4 mm wide, and 3.05 mm tall. The diamond pyramids were 

integrated into a duct of the same length, with a width of 19.05 mm and a height of 1.91 mm. An 

example of this coupon can be seen in Figure 6-1. 

 

A summary of the different geometries investigated as part of this study is shown in Table 

6-1. To isolate the impact of pyramid height on performance, three sizes of pyramids were 

investigated. The pyramid heights were e = 0.25 mm, e = 0.43 mm, and e = 0.63 mm tall, which 

correlates to a pyramid height over channel height ratio of e/H = 0.131, 0.231, and 0.328. The 

frontal width of the pyramid was defined as twice the  height resulting in an apex angle of 90°, 

which is categorized as “broad” according to Martinuzzi et al. [147]. Pyramids were arranged in a 

staggered array on one or both sides of the test coupons, as shown in Figure 6-1. For pyramids of 

differing heights, the pyramids were only integrated on one endwall of the test coupon. The spacing 

of the array was normalized using the projected frontal width of the base of the pyramid, defined 

as Ws (equal to two times the pyramid height). The pyramids were distributed in a staggered 

arrangement, with a streamwise spacing of x/Ws = 2 and spanwise spacing of S/Ws = 3. 

 
Figure 6-1. Example of test coupon with dimensioned pyramid, and side profiles of the different 

pyramid arrangements. 
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In addition to the three designs that varied pyramid height, two designs were manufactured 

that varied the pyramid arrangement, as shown in Figure 6-1. The first arrangement was the 

“aligned” case, where pyramids were placed on both walls of the test coupon as if they were 

mirrored across the midspan. The second was an “offset” case, where the pyramids of opposing 

rows were placed staggered on either side of the test coupon. These additional cases were designed 

to elucidate any potential impacts of variations to the array arrangement on heat transfer and 

pressure losses. Finally, there was one additional test coupon featuring an open channel and no 

surface features. This coupon’s purpose was to serve as a baseline for the expected performance of 

an empty additive duct and to give perspective on how much increase in performance could be 

expected by implementing any of the pyramid designs.   

The six test coupons were manufactured out of IN718 on a GE M2 printer with industry 

standard process parameters. Coupons were manufactured in a vertical orientation at a constant 

radius from the laser source, as this has been shown in the past to minimize variations to local 

surface roughness [152]. Support structures were integrated into the flanges of the design to enable 

this print orientation. After the build, parts were cleared of powder and heat treated to remove 

residual stresses. Finally, coupon flanges were machined to size to allow them to mate with the 

experimental test rig and support structures were removed. 

6.5. Geometric Characterization 

To characterize the accuracy to build intent, test coupons were scanned using Computed 

Tomography (CT) using a voxel size of 35μm. Using a commercial software the surfaces 

determined by the CT scans were reconstructed to within 3.5 microns [54], though it should be 

noted that features smaller than the voxel size were not resolved from this analysis. These 

reconstructed surfaces were digitally split into approximately 1000 slices along the flow direction. 

Table 6-1. Coupon Geometric Descriptions 

Coupon Name 
Pyramid 

Arrangement 

Design Sa

Open Channel Sa

 

Designed 

Pyramid 

Height 

[μm] 

Measured 

Pyramid 

Height 

[μm] 

Designed 

e/H 

Measured 

e/H 

Endwall 

R
a
 [μm] 

Endwall 

R
z
 [μm] 

Open Channel None 1 - - - - 3.00±1.2 21.7±2.1 

Small Pyramids  One Side 1.05 250 151.2±4.8 0.13 0.08 3.58±1.2 23.0±2.4 

Medium Pyramids One Side 1.05 440 349.8±10.1 0.23 0.18 4.00±1.3 25.9±3.0 

Large Pyramids One Side 1.05 635 547.6±23.6 0.33 0.29 4.15±1.3 28.7±5.2 

Large Pyramids,  

Both Sides Aligned 

Both Sides 

Aligned 
1.08 635 543.8±12.9 0.33 0.29 3.30±1.3 27.9±2.4 

Large Pyramids,  

Both Sides Offset 

Both Sides 

Offset 
1.05 635 531.8±11.3 0.33 0.28 4.25±1.2 32.6±3.2 
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For each slice the perimeter and cross-sectional area of the duct was determined, which were then 

used to determine the duct hydraulic diameter for each slice. The slice values were averaged for 

each coupon, and showed that each duct was built within 3% of the design intent.  

After characterization by CT scan and performing the heat transfer and pressure drop 

testing, the coupons were cut open using wire electro discharge machining to reveal the internal 

surfaces. The extracted coupon surfaces were then measured by focus variation on an optical 

profilometer (OP) to more precisely measure pyramid heights and roughness statistics. Scans were 

taken using a 10x resolution, which resolved features approximately one micron and larger. Using 

the profilometer software, three geometric characteristics from the pyramids were measured: the 

average height, the streamwise length and the spanwise width. These measurements were taken on 

a minimum of seven pyramids for each design to ensure statistical significance. The normalized 

heights, streamwise lengths, and spanwise widths of the pyramids are summarized in Figure 6-2. 

To make these measurements, lines were defined across the streamwise and spanwise width of the 

pyramids, similar to what is shown in the diagram of Figure 6-2. These lines captured the average 

profile of the pyramid along the length of the line. To determine the spanwise width and streamwise 

length of the pyramid, the location where the surface extended beyond the height of the local 

surface roughness was identified, as shown by the red and blue “X”’s in Figure 6-2. The distance 

between these two “X”’s was defined as the span or length of the pyramids respectively. The height 

of the pyramid was defined as the average of the max height found from the spanwise and 

widthwise profiles, and is shown using a green “X”.  
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All of the pyramids were notably shorter than the design intent shown by the solid bars in 

Figure 2 with the small pyramid being only 60% of its intended height. The deviations reported in 

Figure 2 correspond to each design printing approximately 100 μm shorter than intended. This 

deviation can be attributed to the rounding of the top of the pyramid, due to limitations of the weld 

pool size during the manufacturing process. The spanwise width and streamwise length of the 

pyramid were manufactured within 10% of the design intent, with the spanwise width being smaller 

than intended and the streamwise length being larger than intended. The lengthening along the 

streamwise direction was the result of the powder being unsupported on the downskin face of the 

pyramid during the print. Despite the height, spanwise width and streamwise length deviating from 

the design intent, the surface area was within 2% of the design intent for all designs due to 

additional surface area from the roughness features.   

The software used to operate the optical microscope was also used to extract roughness 

statistics. For each coupon a minimum of 12 locations were scanned to extract roughness 

measurements.  Before calculating any roughness statistic from these measurements, a surface 

correction was applied to account for any tilt the sample had during the measurement. Additionally, 

a filter was applied that removed non-physical noise from the scan measurement. After these 

 
Figure 6-2. Measurements of pyramid height, spanwise width, and streamwise length from optical 

profilometry scans. 
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corrections were applied, four line profiles were defined parallel and perpendicular to the build 

direction for each measurement location. From the profiles two roughness statistics were extracted: 

the arithmetic mean surface roughness, Ra, and the average roughness height, Rz.  

Roughness measurements from the optical scans revealed that the average Ra for the end 

walls of all coupons were within measurement uncertainty, with an average value of 3.7±1.2μm. A 

summary of all of the roughness values is shown in Table 6-1. This value of Ra is relatively low as 

compared to prior work on published additive surfaces [29], which was likely the result of highly 

refined process parameters and the ideal surface orientation of the test coupons. Rz measurements 

were also found to be very similar across all coupons, with an average value of 26.0±1.4μm. This 

means that the roughness features on the surface of the part were between 5-17% of the height of 

the as-built pyramids. The magnitude of the Rz measurements were largely a function of the of 

partially sintered particles present on the surface, in tandem with the layer lines distributed along 

the build direction.  

Qualitatively, the upward facing surfaces of the pyramids are even more smooth than the 

endwalls, as seen in Figure 6-2, with only a few partially sintered particles dotting the surface. The 

downskin faces of the pyramid are significantly rougher than the upskin faces due to a collection 

of particulates that partially fused to the downskin surface. This particulate is the result of the laser 

fusing more powder than intended during the additive build process, as would typically be expected 

of downskin surfaces. 

6.6. Experimental Setup 

Bulk thermal and pressure drop measurements were captured using an experimental rig 

that has been described in great detail in previous papers by the authors [105,139]. In short, 

upstream of the test section the flow is metered using a mass flow controller. The flow then passes 

through an upstream plenum, through the test coupon, and then exhausts from a downstream 

plenum. These plenums are used to modulate the flow to known conditions, with the upstream 

plenum providing a uniform velocity distribution, and the downstream plenum providing a sudden 

expansion allowing for known minor loss coefficients. Both plenums are instrumented with 

pressure taps and thermocouples to capture the pressure drop and thermal rise across the coupon 

during testing. Isentropic flow relations and are used to capture the exact flow conditions at the 

inlet and exit of the test coupon. Downstream of the test section a needle valve is used to regulate 

the internal pressure to ensure the Mach number stays less than 0.2 during testing. During heat 

transfer testing, a heating assembly is installed on both sides of the test coupon which imposes a 

constant surface temperature boundary condition. The heater for these assemblies is situated 

between a copper block and a foam block. The copper block features precisely machined holes for 
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six thermocouples, which were used in a 1D conduction analysis to find the coupon surface 

temperature. Losses in the test section were estimated using thermocouples installed in the foam 

and the plenum respectively. 

Pressure drop from the test coupons was normalized using the friction factor, which is 

defined in Equation 6-1. 

f  = 
2∙∆P

ρ∙u୫2 ∙
Dh

L
 ሺ6 െ 1ሻ 

Heat transfer was normalized using the Nusselt number and is defined in Equation 6-2. 

Nu ൌ
hD୦

k
 ሺ6 െ 2ሻ 

The bulk heat transfer coefficient was defined assuming a constant surface temperature 

boundary condition and accounted for the losses to the test rig, as shown in Equation 6-3.  

h ൌ
Q୧୬ െ Q୪୭ୱୱ

Aୱ∆T୐୑୘ୈ
 ሺ6 െ 3ሻ 

While running the heat transfer experiments an energy balance was performed that 

compared the heater power minus the calculated thermal losses to the first law of thermodynamics. 

For all experimental tests this energy closure was within 3%, indicating that the energy in the 

system was well captured.  

The bulk friction factor and Nusselt number are commonly normalized by the equivalent 

friction factor or Nusselt number for a straight cylindrical channel. The smooth friction factor was 

determined using the Colebrook correlation [55] assuming a smooth wall, shown in Equation 6-4, 

and the smooth Nusselt number was determined using the Gnielinski correlation [56], shown in 

Equation 6-5. 

1
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 To benchmark the test rig, a coupon containing only straight smooth channels was tested, 

and showed good agreement with the previously mentioned correlations for the test range evaluated 

in this study. The results from this test coupon are shown in later sections. 

In addition to the rig used to evaluate the bulk friction factor and Nusselt number, an 

additional test rig was used to determine any variation in the local surface temperature of the 

designs. A diagram of this experimental test rig is shown in Figure 6-3. This setup consisted of a 

rectangular channel with a hydraulic diameter of 13.6mm that was fed using a mass flow controller 
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upstream of the test section. In the test section mainstream temperatures and pressures were 

measured just upstream of the test section using thermocouples in the flow, and a pressure tap 

located in the top surface of the square channel. One half of a test coupon that was cut up for optical 

profilometry measurements was bonded to a heating assembly that was similar to those used for 

the bulk heat transfer measurements using thermal paste. This heating assembly applied a constant 

surface temperature boundary condition on the base of the channel. A cover plate was installed 

over the edges of the coupon to secure it during testing, and ensure a gradual transition from the 

rectangular channel surface to the rough surface of the test coupon. There was a Zinc Selenide 

window above the test section to allow optical access for a high-resolution (1280x1024) infrared 

(IR) camera to measure the coupon surface temperature. The test coupon was painted black to 

increase surface emissivity for IR camera measurements. The thickness of this paint was expected 

to be approximately 25 microns thick, based on prior measurements of the paint thickness on 

similar samples in the same lab. This paint thickness meant that the smallest roughness features 

may have been smoothed out, but the largest features which contributed more significantly to the 

local flow performance would still be visible. Surface thermocouples were bonded to the coupon 

for in situ IR calibration during testing. Thirty images of the coupon surface were taken and 

averaged for the results reported in this investigation.   

 

Surface temperatures for the IR measurements were normalized using the fin temperature, 

defined using Equation 6-6. 

𝑇௦ െ 𝑇ஶ
𝑇௦ന െ 𝑇ஶ

 ሺ6 െ 6ሻ 

The base temperature, Ts, was determined by taking the area-average endwall temperature 

excluding areas with the pyramid geometries. 

 
Figure 6-3. Cross section of rig used to take IR images of coupon surface. 
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6.7. Computational Setup 

To analyze internal flow features, computational fluid dynamics (CFD) simulations were 

completed using a commercial software [107]. A diagram of the computational domain that was 

used to evaluate this geometry is shown in Figure 6-4. The computational domain mimicked the 

experimental test coupons, but included an additional empty upstream section that was five duct 

heights long, and an empty downstream section that was ten duct heights long. The inlet to the 

domain was a mass flow inlet which imposed a Reynolds number of 20,000, and the outlet of the 

domain was a pressure outlet at 60psi. To simplify the model, symmetry planes were used on 

opposing walls of the duct such that only one sector of pyramids were modeled. The walls of the 

domain were isothermal, set to a temperature of 75°C. The walls were modeled as smooth, as prior 

investigations have shown explicitly modeling additive roughness is typically complex and requires 

either advanced wall modeling or highly refined surface meshes. The goal of these computations 

was to describe the largest flow features that drove the heat transfer and pressure loss in the domain. 

Modeling the domain in this way also offered the opportunity to delineate how the AM roughness 

impacted the performance of the different features, since these models should in effect be capturing 

the smooth version of these designs.  

 

The domain was meshed using a polyhedral mesher in the far field and using prism layers 

in the near wall region. The prism layers were defined such that the near wall y+ was approximately 

one, and the growth rate was set at 1.1 to accurately capture the thermal and velocity gradients near 

the wall. A mesh sensitivity study was completed on the domain containing the large pyramids on 

one wall, with meshes ranging from 240 thousand cells to over 8 million, and the result of this 

analysis is shown in Figure 6-4(c). It was found that after a mesh size of approximately 2 million 

cells that further refinement did not change the value of the calculated bulk Nusselt number or 

friction factor. However, because of available computational resources all of the domains were 

meshed using the settings that resulted in the highest density mesh of approximately 8 million cells. 

Figure 6-4. (a) Domain used for computations, (b) mesh used for computations, (c) mesh 
convergence study. 
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The flow was modeled using Reynolds Averaged Navier Stokes (RANS) with the k-omega 

SST turbulence model using a linear constitutive relationship. No wall functions were used and the 

boundary layer was fully resolved. The modeled fluid was air. Density in the domain was calculated 

using the ideal gas law, and the thermal conductivity and viscosity of the fluid were determined 

using Sutherland’s Law.   

Since one of the cases run for this study was a simple empty duct, results from this duct 

were compared against the values predicted by Colebrook and Gnielinski correlations, similar to 

what was done for the experimental data. It was found that the empty duct case was within 0.005 

(19%) for friction factor, and within 1.79 (4%) for Nusselt number, indicating that the near wall 

flow features were relatively accurately captured.  

6.8. Uncertainty Quantification 

The uncertainty in the experimental calculations was determined by the method of 

propagation of uncertainty as described by Dunn [57]. The uncertainty of Reynolds number was 

less than 2% for all Reynolds numbers greater than 5,000. For the friction factor measurements, 

uncertainties were approximately 6% at Reynolds numbers greater than 10,000 with repeatability 

lower than 4.5% for all test cases. The largest contributors to uncertainty were the pressure drop 

across the coupon and the dimensional accuracy from the CT scans. The uncertainties for the heat 

transfer tests were approximately 4%, with repeatability within 2%. The greatest contributors to 

uncertainty for the heat transfer tests were the wall temperatures and the outlet temperature 

thermocouple measurements. Uncertainty in the accuracy for the fin temperature measurements 

made using the IR camera were 0.05, though the precision of these measurements was 0.002. 

6.9. Surface Temperature Measurements 

The normalized fin temperature ratios as determined from the IR measurements are shown 

in Figure 6-5. The coupon endwall is largely at a uniform temperature, with a slight increase along 

the flow direction due to the flow developing across the coupon surface. There were local decreases 

in surface temperature on the pyramid surfaces in the same location as the partially fused roughness 

elements present near the tip of the pyramids on the downskin surfaces. Because these particles 

were only partially fused to the coupon surface, their conduction resistance was significantly 

enhanced resulting in a reduction in the local surface temperature. Additionally, the flow impinged 

onto the font of the diamond pyramids which further decreased the temperature. Several tests were 

run at a variety of different copper block temperatures and Reynolds numbers and the fin 

temperature ratios were found to be independent of the tested conditions. Given that the majority 

of the surface area of this design had a fin non-dimensional temperature approaching unity, the 
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assumption that the surface could be treated as isothermal was validated for the bulk heat transfer 

tests.  

 

6.10. Developing and Developed Flow 

To gauge the performance of the different pyramid geometries, the bulk friction factor and 

Nusselt number are presented as a function of Reynolds number in Figure 6-6 and are compared 

against straight cylindrical AM channels from Wildgoose et al. [53]. All forms of pyramid 

geometry had increased pressure loss and heat transfer over the AM open channel case, showcasing 

how even the smallest geometry had an impact on the bulk flow characteristics. Comparing the 

three pyramids of different sizes, both the pressure drop and heat transfer increased with increasing 

pyramid size. Specifically, the Nusselt increased by approximately 8% and the friction factor 

increased by 11-17% for each increase in pyramid size. As the pyramids became larger they 

imparted a more significant flow disturbance, causing wake vortices to increase in strength, as will 

be shown in later sections.  

 
Figure 6-5. Temperature distribution on the surface of the large pyramids case. 
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The arrangement of pyramids on the two channel surfaces also had a significant impact on 

the thermohydraulic performance, as shown in Figure 6-6, with aligned large pyramids on both 

sides of the channel resulting in the greatest overall pressure drop and heat transfer. This increase 

in heat transfer and pressure decrease can be attributed to the reduction in flow area from the 

pyramids on both sides, resulting in substantial local flow convective acceleration. The large 

pyramids on one side and the offset large pyramids on both sides had very similar friction factor 

and heat transfer performance over the range of Reynolds numbers evaluated. This similarity in 

performance can be attributed to similar heat transfer enhancement regions behind the two designs, 

which will be quantified in later sections. 

Comparing the heat transfer from the open channel printed for this study with the 

cylindrical AM channels characterized by Wildgoose et al. [53], the cylindrical channels have 

greater friction factor and Nusselt numbers augmentations. These greater values are expected, as 

the channels studied by Wildgoose et al. were moderately rougher (Ra ~ 10μm) than those in the 

current study (Ra ~ 4μm), and also had a smaller hydraulic diameter (Dh = 1.25mm). At high 

Reynolds numbers when the flow becomes highly turbulent, the Nusselt number, as reported by 

Wildgoose et al., and the open channel case in the current study become the same within the 

uncertainty. This similarity in results implies that there is a limit to the heat transfer enhancement 

from the roughness elements as the flows become highly turbulent, while still being detrimental to 

pressure losses. 

For the open channel results in Figure 6, the rough AM channel transitioned to turbulent 

flow at a lower Reynolds number than the smooth cylindrical channels, as indicated by the 

significantly greater friction factor at the textbook transition Reynolds number of approximately 

Figure 6-6. (a) Friction factor and (b) Nusselt number as a function of Reynolds number for the 
various diamond pyramid configurations. 
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2,000. This transition occurs due to various roughness features present on the surfaces of the 

additive parts turbulating the flow. Additionally, the open channel became fully turbulent at a 

Reynolds number of approximately 10,000, as the friction factor became independent of Reynolds 

number.  In contrast, the friction factor of the various pyramid geometries did not become 

independent of Reynolds number within the range tested. In some cases, like the aligned large 

pyramids on both sides, continued to decrease above Reynolds numbers of 20,000. This continued 

decrease at high Reynolds numbers is the result of separated flow regions that will be discussed in 

greater detail in a later section.  

To more precisely examine the differences in performance between the different pyramid 

designs, the experimental and computational friction factor data at a Reynolds number of 20,000 

was normalized in two ways. The first way normalized both data sets by the Colebrook friction 

factor, f0, to find the augmentation over a smooth channel. The second method normalized the 

friction factor by the open channel case, fe, to find the augmentation of the pyramids over a rough 

channel.  For the latter, the computational studies were normalized by the computational open 

channel, and the experimental results were normalized by the additive open channel. The results of 

these normalizations are shown in Figure 6-7, with bars to denote the experimental uncertainty. 

 

Looking first to the results presented in Figure 6-7(a), it can be seen that as the size of the 

pyramid increases from the small pyramids design to the large pyramids design, there is a consistent 

increase in overall friction factor augmentation both experimentally and computationally. The 

computational augmentations predicted especially for the small pyramids and the empty duct are 

significantly lower than the experimental results, indicating that the inherent surface roughness is 

 
Figure 6-7. Friction factor augmentation from a (a) smooth duct and the (b) empty duct cases at a 

Reynolds number of 20,000. 
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having a notable impact on the overall friction factor for these designs. As the pyramids grow in 

size, the influence of the design overtakes the influence of the roughness and the simulated friction 

factor approaches the experimental. For example, computational and experimental results agree 

much more for the large pyramids than for the small pyramids. For the aligned pyramids on both 

walls, the computational augmentation was significantly greater than what was found 

experimentally. This difference in performance can be attributed to the limitations of the 

computational turbulence model and differences between the computational and experimental 

geometry which will be discussed shortly. Because the current analysis is focused on the largest 

flow features, whose forms are expected to be largely independent of turbulence and small 

geometric differences the computational models were deemed valid for the current study.  

The experimental data in Figure 6-7 indicates that the large pyramids on one side had a 

slightly higher friction factor augmentation than the pyramids on both sides, even though the 

computational results indicated that their performance should be nearly identical. This difference 

in performance is suspected to be the result of how the roughness on the endwall surfaces impacted 

the attachment and reattachment behavior of the offset large diamond pyramids on both sides. 

Looking to the results normalized by the open channel case in Figure 6-7(b), all cases showed 

the computational augmentations are significantly greater than the experimental augmentations. 

This deviation between the two sets of results suggests that implementing these pyramids on a 

smooth surface would have a more significant impact on the internal pressure loss than an 

implementation on a rough surface.  

A similar analysis to what was shown in Figure 6-7 was completed using the Nusselt 

number with the smooth Nusselt number estimated by the Gnielinski correlation and is shown in 

Figure 6-8, with  bars to represent the experimental uncertainty. 
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Starting with Figure 6-8(a), it can be seen that the heat transfer augmentations are 

significantly smaller than the friction factor augmentations, as indicated by the scale on the y-axis. 

There is again a clear trend of increasing augmentation as the size of the pyramid increases both 

experimentally and computationally. The aligned large pyramids design has the highest heat 

transfer augmentation, measured at Nu/Nu0 = 1.72 and predicted at Nu/Nu0 = 2.16. Similar to the 

friction factor results, the predicted Nusselt number was notably lower than the experimental 

augmentations. This can be largely attributed to the lack of surface roughness present in the 

computational setup. Unlike the friction factor results, the difference between the computational 

and experimental results are nearly constant, with a bias of approximately Nu/Nu0 = 0.45. This 

result implies that for the conditions evaluated in this paper, the impact of surface roughness on 

heat transfer was additive, similar to what was shown by previous authors investigating external 

flows [153].  

Transitioning to Figure 6-8(b) both the computational and experimental augmentations 

from the open channel case show good agreement. This agreement also shows that the CFD 

accurately captured the heat transfer from the various pyramid designs.  The one exception to this 

agreement was the aligned large pyramids on both sides which slightly over estimated 

augmentation values relative to the experiments.  

One of the key differences between the experimental and computational cases was the 

unintended fillets on the experimental pyramid surfaces due to manufacturing limitations. To 

isolate the impacts of these fillets, an additional simulation was run on the design featuring aligned 

pyramids on both sides, where fillets were applied to all pyramid edges that approximated the 

 
Figure 6-8. Nusselt number augmentation from a (a) smooth duct and the (b) empty duct cases at a 

Reynolds number of 20,000. 
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geometric deviations found in the experimental coupons. The bulk friction factor and Nusselt 

number from this “rounded edges” case was captured at a Reynolds number of 20,000 and is shown 

in Figure 6-9. 

 

Comparing the friction factor augmentation between the three cases shown in Figure 

6-9(a), the computational case with rounded edges had a 36% lower friction factor than the case 

with sharp edges. Despite the large change to the friction factor augmentation, the case with 

rounded edges had only 12% lower heat transfer enhancement than the sharp edges case as shown 

in Figure 6-9(b). This greater decrease in friction factor as compared to Nusselt number for filleted 

surfaces features is similar to results seen in prior rib studies [125,126]. The filleted case pressure 

drop agrees more closely with the experimental results than the sharp case, though there is a greater 

discrepancy in heat transfer. Similar to Figure 6-7, the agreement in friction factor augmentation 

between the rounded case and the experimental results indicates that the shape of the surface feature 

dominates the pressure drop over the inherent additive surface roughness. However, the additive 

roughness still plays an important role in enhancing the experimental heat transfer. While the round 

edges case more closely models the true experimental coupon geometry, the performance trends 

and flow features as they pertain to this study from the rounded and sharp edges cases were similar 

as will be shown in later sections.  

To explore the flow development, the local friction factor and Nusselt number for the five 

sharp-edged designs and the empty channel were determined from the computational domains. The 

local friction factor was ascertained by finding the local pressure drop between the test section inlet 

and a given streamwise location in the computational domain. The velocity scaling for the local 

friction factor was the mass-averaged inlet velocity, and the length scaling used the local 

 
Figure 6-9. (a) Friction factor and (b) Nusselt number augmentation for three variations to the 

aligned pyramids on both sides case. 
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streamwise position relative to the test section inlet. The local Nusselt number was determined 

using the average local convective coefficient, which itself was defined by combing the first law 

of thermodynamics with the equation for heat transfer using a constant surface temperature 

boundary condition, and is shown in Equation 6-7. 

hത ൌ
mሶ ∙ c୮ ∙ ሺT୫ െ T୧୬ሻ

Aୱ ∙ ∆T୐୑୘ୈതതതതതതതതതത   ሺ6 െ 7ሻ 

The surface area used to find the local convection coefficient was defined as the surface 

area between the domain inlet and the current streamwise position. Because the local temperatures 

and pressures used in this analysis were streamwise averaged values, the local friction factor and 

Nusselt number reported in this analysis are also a streamwise averaged value. The results from 

this analysis are shown in Figure 6-10.  

 

The friction factor, shown in Figure 6-10(a), for each design decreases to within 3% of the 

fully developed value within approximately 10 hydraulic diameters along the length of the channel. 

The Nusselt number development length varies considerably between designs, with the medium, 

 
Figure 6-10. Development of local (a) Friction factor and (b) Nusselt number as a function length 
along the duct with locations of minimum flow area highlighted for the large, both sides aligned 

case. 
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large, and large pyramids on both sides offset being within 3% of their fully developed Nusselt 

number in less than two channel hydraulic diameters. The aligned large pyramids on both sides and 

small pyramids took 8.2 and 5.2 hydraulic diameter lengths respectively. The flow structures that 

developed between rows were stronger for the aligned large pyramids, and took more rows to 

approach a fully developed condition. The small pyramids did not cause large changes to the bulk 

flow, limiting thermal transport in the regions between rows, resulting in a longer entry region. 

These differences in development length are driven by the pyramids causing boundary layer 

detachment, resulting in increased mixing in the near wall region. As the flow through these designs 

approach a fully developed state there is a clear oscillatory response in the local pressure drop and 

heat transfer. The amplitude of these oscillations is directly correlated with the flow blockage of 

each design, with the small diamond pyramids having the lowest flow blockage and lowest 

oscillation amplitudes, and the aligned large pyramids on both sides having the greatest flow 

blockage and greatest oscillation amplitude.  

In Figure 6-10, a black “X” has been indicated on the aligned large pyramids to illustrate 

the location of maximum geometric flow blockage, which is located at the apex of a given row of 

pyramids. It is apparent that this location does not correspond with the maximum of the local 

friction factor, and instead the minimum flow area is a quarter of period ahead of the maximum 

friction factor. Additionally, the maximum flow obstruction occurs at the location of the minimum 

Nusselt number. This local performance can be attributed to the regions of flow attachment and 

detachment around the pyramid geometry, along with the acceleration of the cooler upstream flow, 

which will be explored in greater detail in the next section.  

Much like the bulk performance, the local friction factor for the large pyramids on one side 

and the offset large pyramids on one side develops similarly. Despite this similarity, the offset large 

pyramids on both sides had slightly higher heat transfer augmentation than the large pyramids on 

one side. This increase in heat transfer for the offset case is related to the formation of wakes behind 

the two designs, which will also be discussed in the next section.  

6.11. Flow Structures and Thermal Fields 

The normalized thermal profile of the five designs evaluated as part of this study are shown 

in Figure 6-11. Comparing the three pyramids of different heights shown in Figure 6-11(a-c), the 

thermal profile differs significantly. Between rows of the small diamond pyramids there was an 

area of flow with high temperatures, showcasing the limited thermal transport between this region 

and bulk flow. Because of the layer of high temperature fluid, this region experiences reduced heat 

transfer relative to the other pyramid designs. Between rows of the medium diamond pyramids cool 

air moves into the wake region, enabling more significant heat transfer enhancement than was seen 
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for the small pyramids. For the large diamond pyramids, the thermal wake is the least pronounced, 

with cooler fluid able to circulate into the wake region between rows of pyramids, significantly 

enhancing heat transfer. These flow phenomena directly tie to the bulk performance found in Figure 

6-6 (b), with the heat transfer increasing proportionally with pyramid height. 

 

The streamlines and thermal profiles of the large pyramids in the one sided (Figure 6-11(c)) 

and staggered (Figure 6-11(d)) arrangements were almost identical, despite the differences 

identified in Figure 6-10. This implies that the major differences in heat transfer between the two 

designs occurred away from the symmetry plane. In the aligned pyramids on both sides case, the 

thermal profiles and streamlines have an inherent symmetry along the design midspan due to the 

geometric symmetry. Because of the greater blockage ratio of the aligned large pyramids, the local 

flow velocities were increased, and subsequently local heat transfer was also increased. This is 

indicated by the greater local fluid temperature as compared to the other cases, which aligns with 

the expectations set by the experimental tests which showed the aligned large pyramids on both 

sides having the greatest bulk Nusselt number. 

Several vortex cores can be identified using the streamlines shown in Figure 6-11. 

Upstream of the pyramid the flow detaches and a horseshoe vortex forms, which results in a region 

of increased heat transfer just upstream of the pyramids. For all of the diamond pyramid designs, 

there was a recirculation zone located beyond the peak of the pyramid, named a rotor vortex by 

Martinuzzi and AbuOmar  [146]. The size of this vortex and the location where the flow re-attaches 

to the surface behind the vortex was found to be consistent with Martinuzzi and AbuOmar’s 

findings for the three designs varying pyramid height. For the aligned pyramids on both sides the 

Figure 6-11. Contours of normalized temperature for the (a) small, (b) medium, (c) large, (d) large 
both sides aligned, and (e) large both sides offset for a streamwise oriented plane in the entry 

region. 
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reattachment location is driven further downstream due to the increased local flow speeds. These 

recirculation zones are a function of Reynolds number, stretching downstream as Reynolds number 

increases. These zones effectively act as slip walls, resulting in the reduction to friction factor as a 

function of Reynolds number as was seen in in Figure 6-6(a). 

To continue to understand the impact of round edges on the performance of the diamond 

pyramids, thermal contours and streamlines were plotted for the third row of the aligned large 

pyramids case with and without the filleted edges and are shown in Figure 6-12. While there are 

some changes to the thermal field, such as the cooler upstream fluid traveling further downstream 

in the rounded case (Figure 6-12(a)) than the sharp case (Figure 6-12 (b)), the general form of 

thermal field is similar. This slight drop in thermal pickup was expected based on the 12% drop in 

Nusselt number reported in Figure 6-9(b). The rotor vortex is further downstream of the pyramid 

for the sharp edge case than the round edge case because of the greater flow constriction of the 

sharp edge case. For the rounded case, the flow detachment location is less defined than in the sharp 

edge case, where the flow will detach along the sharp edge of the pyramid. 

 

A further description of the thermal profile for the five sharp edged designs is presented in 

Figure 6-13, which shows the temperature profile with streamlines at two streamwise locations. 

Looking to the thermal profile at the upstream plane (Figure 6-13(a-e)), there is a region of flow 

where the thermal boundary layer is thin due to the interactions between a horseshoe vortex and 

the rotor vortex shown in Figure 6-11. This region of reduced boundary layer thickness allows for 

increased heat transfer from the wall to the bulk flow in the channel. At the downstream plane 

(Figure 6-13(f- j)) this region of reduced thermal boundary layer thickness is largely dissipated due 

 
Figure 6-12. Thermal contours with streamlines for the third row of the (a) round edge and (b) sharp 

edge aligned pyramids on both sides case. 
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to the mixing that occurs as a function of the frequent boundary layer detachment from the pyramid 

protrusions. For the small pyramid design shown in Figure 6-13(f) the thermal boundary layer at 

the downstream plane is similar for the bottom wall with pyramid features and the top wall without 

features. The similarity in thermal profile between the smooth wall and the wall with pyramids 

indicates that the small pyramids did not significantly alter the thermal profile beyond the 

immediate interactions with the pyramid geometries. These results imply that the majority of the 

increase in heat transfer for the small pyramid design was due to impingement on the front faces of 

the pyramids.  

 

In the wake of all of the pyramid designs at the first planar location there is a pair of counter 

rotating vortices that form and propagates downstream, as shown in Figure 6-13. These vortices 

improve heat transfer downstream of the rotor vortex identified in Figure 6-11, but also acts as a 

source for increase wall shear stress and pressure loss.  

To investigate the impact of the previously identified flow structures on the endwall heat 

transfer, contours of the endwall Nusselt number augmentation were extracted and are shown in 

Figure 6-14. This endwall Nusselt number was calculated using the local heat flux and the 

streamwise averaged log mean temperature difference. It is clearly evident comparing the regions 

with locally reduced thermal boundary layers shown in Figure 6-11 and Figure 6-13 to the surface 

contours in Figure 6-14, that these areas experience significantly enhanced local heat transfer. As 

the vortex strength increased, the heat transfer on the endwall also increased. In the case of the 

offset pyramids on both sides, the vortical zone in the wake was not as constricted as with either 

the large pyramids on one wall, or the aligned large pyramids on both walls. This lack of 

constriction allowed for an overall increase to the heat transfer as compared to large pyramids on 

Figure 6-13. Contours of normalized temperature for the (a) small, (b) medium, (c) large, (d) large 
both sides aligned, and (e) large both sides offset for planes normal to the streamwise direction. 
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only one wall despite having the same overall surface area, which is reflected in the streamwise 

averaged Nusselt number profiles provided in Figure 6-10. 

 

The faces that experience the greatest Nusselt number are the front faces of the pyramids, 

as cool air impinges on the front face resulting in significant heat transfer. These high Nusselt 

number regions line up with the IR measurements reported in Figure 6-7, where it was found that 

the front faces of the pyramids had the lowest surface temperature, indicative of increased 

convective heat transfer overwhelming the conductive heat transfer through the coupon.  

In the later rows of the diamond pyramids of all varieties, the areas of Nusselt number 

enhancement become less defined, and the enhancement region extends to the full span of the 

domain. However, the recirculation zones present just behind the spanwise corners of the pyramids 

continue to exhibit poor endwall heat transfer for all rows of pyramids, and the forward-oriented 

faces of the pyramids continue to have significantly enhanced heat transfer. The broadening of 

these heat transfer enhancement regions is the result of the less intense but larger regions of mixing 

that occur in the near wall region as the flow becomes highly mixed. 

6.12. Overall Performance 

There is a wide scope of surface feature designs that have been explored in prior literature. 

A summary of the geometric properties from two such studies by Park et al. [141] and Han et al. 

[130] is shown in Table 6-2. The experimental data from the current study is compared against the 

data from these prior studies on an augmentation plot shown in Figure 6-15. 

Figure 6-14. Contours of the endwall Nusselt number augmentation for the (a) small, (b) medium, (c) 
large, (d) large both sides offset bottom wall, (e) large both sides offset top wall, and (f) large both 
sides aligned cases, with a zoomed in view of the (g) upstream and (h) downstream region of the 

small pyramids case. 
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The black “X”’s in Figure 6-15 represents data from a study by Park et al. [141] who 

examined ribs on two sides of ducts of several different aspect ratios, and the black “*” represents 

data from a study by Han et al.[130] who investigated delta shaped ribs on two sides of a square 

duct. Both of these prior investigations did not include the surface area from the surface features in 

their calculations of the heat transfer coefficient. To offer a fair comparison to the data in the current 

study, the data from these studies was adjusted to account for additional feature surface area. The 

range in Nusselt number and Friction factor augmentations found by Park et al.’s study was similar 

to those found in this study, indicating that the additional roughness elements on the additive 

samples did not significantly alter the performance enhancement that could be expected from 

surface features. However, at low friction factor augmentations Park et al. did find their ribs offered 

moderately greater heat transfer enhancement than what was found from the designs in this study. 

Comparing against the data provided by Han et al., the performance of delta ribs is comparable to 

the performance of the diamond pyramids on both sides, which makes sense given the similarity 

between the two designs. The cylindrical AM channels from Wildgoose et al. [53] were found to 

Table 6-2. Geometric Summary of the Current and Prior Investigations on Surface Features 
Study  Geometry e/H Streamwise Pitch Property Varied 

Current Study Diamond Pyramids 0.08 - 0.28 4e 
Diamond Pyramid Array Height and 

Arrangement 

Park et al. [141] 90° Ribs 0.03 - 0.13 10e Channel Aspect Ratio 

Han et al. [130] Delta Ribs 0.12 5e Arrangement of four different surface features 

 
Figure 6-15. Augmentation plot comparing investigated designs to prior data. 
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perform very similarly to the designs in this study, with performance falling largely on top of the 

small and medium pyramid design data. 

6.13. Conclusions 

This study investigated five variations on diamond pyramid designs to identify how the 

pyramid height and arrangement impacted the overall design performance. Test coupons containing 

the augmentation features were additively manufactured using current best practices. As-printed 

pyramids were shorter than intended due to surface filets, but were otherwise printed very close to 

their design intent. Roughness measurements taken from test coupon endwalls revealed that the 

samples had lower roughness values than had been reported previously in literature for as-built 

additive parts.  

To evaluate the performance of the designs computational and experimental methods were 

used. As expected based on prior work, an empty additive duct had enhanced heat transfer and 

pressure loss as compared to a smooth duct. Introducing pyramids further enhanced pressure drop 

and heat transfer, increasing both proportionally to the size of the pyramid. The pyramids that were 

arranged on both sides aligned had the greatest pressure loss and heat transfer of the designs 

considered. Normalizing the design’s friction factor by the friction factor of an additive empty duct 

showed that introducing pyramids on a rough surface had a significantly smaller effect on 

performance than introducing the pyramids on a smooth surface. Doing the same scaling for heat 

transfer revealed that introducing pyramids on either the additive or the smooth surfaces resulted 

in similar levels of heat transfer enhancement.  

Investigations into the local heat transfer and pressure loss revealed that the peaks in 

performance did not align with the location of minimum flow area, but instead were offset. This 

offset was the result of local convective acceleration, which caused regions of increased heat 

transfer and pressure loss, especially in the wake region behind the pyramid. The structure and 

strength of the vortices in the wake of the pyramids were similar to that seem by prior authors 

exploring singular diamond pyramids. Finally, the designs explored in this analysis were found to 

be highly comparable to prior surface feature designs, including 90° ribs and delta shaped vortex 

generators. Future work should identify the role channel aspect ratio has on the performance of 

diamond pyramid geometries, to offer a more direction comparison to some prior rib studies and 

greater applicability to turbine blade and vane cooling. 

The results from this study uniquely identify the key flow mechanisms and expected heat 

transfer enhancement for a family of diamond pyramids. Designers can use the information 

provided in this study to incorporate this type of cooling technology into their own additive cooling 

schemes.  
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7. EXPANDING MATERIAL SELECTIONS FOR ADDITIVELY 

MANUFACTURED COOLING DESIGNS7 

7.1. Abstract 

Gas turbines feature many components that require superalloys capable of handling 

extreme thermal environments. Increasing the selection of materials available for these components 

is important to their use in these extremely high temperature environments. This study investigated 

two recently developed materials intended to be used for additive manufacturing (AM) with one 

superalloy based on Cobalt and the other on Nickel. Sets of four test coupons were built using the 

materials, in addition to the commonly used Inconel-718, on multiple laser powder bed fusion (L-

PBF) machines. Several build conditions were varied between coupon sets including coupon 

orientation, contour settings, and upskin and downskin treatment. Each set of test coupons featured 

four unique cooling designs to explore how different cooling technologies would be impacted by 

the variations in build conditions. After being built, coupons were CT scanned to determine 

accuracy to design intent and quantify the surface roughness. The CT scans indicated that 

horizontally built test coupons had significantly higher deviation from design intent and higher 

surface roughness than those built vertically. Results also indicated that the Cobalt-based alloy 

consistently had a smoother surface quality with lower surface roughness compared to the nickel-

based alloy. After geometric characterization, the cooling performance of the test coupons was 

measured experimentally. Pressure losses were found to correlate with increases in surface 

roughness; however, in some cases the convective heat transfer did not increase proportionally to 

the pressure loss as a result of surface features significantly blocking the flow without 

proportionally increasing convective heat transfer. 

7.2. Introduction 

Improving the efficiency of gas turbine engines by even a small amount can result in 

substantial reductions in fuel consumed to either generate thrust for aerospace applications or 

torque for power generation applications. One means of improving the turbine stage efficiency is 

by increasing the turbine inlet temperature. Developments in superalloys and sophisticated internal 

cooling schemes have enabled turbine inlet temperatures up to 1600°C as of  2010, which is in 

excess of the softening temperature of the metals used to make the parts [1].  

Advancements in manufacturing, such as casting of hot section components with internal 

cooling features, have aided much of this development. However, not only can the casting process 

 
7 Corbett, T. M., Thole, K.A., Ryan, D., Sudhakar, B, Kirka, M. M., Ledford, C., “Impacts 

of Superalloys on The Surface Quality of Additively Manufactured Channels” GT2023-102569 
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be expensive, but parts can take months, if not years, to manufacture [65]. Recently, some turbine 

manufacturers have been turning to additive manufacturing (AM), specifically laser powder bed 

fusion, to manufacture parts. While the low creep strength of AM components relative to single 

crystal cast components inhibits feasibility for AM turbine blades, other components within the hot 

section of the turbine under lighter loads may be able to be manufactured via AM [6]. However, 

there is a limited selection of AM materials capable of handling the extreme environments in this 

section of the engine [154,155].  

To address the limited material selection, two new superalloys have been recently been 

developed for AM gas turbine components, with one being based on Nickel and the other being 

based on Cobalt [156]. Before using these new alloys for parts with integrated cooling features, it 

is important to understand how different build conditions, such as the laser parameters and part 

orientation, can impact accuracy to design intent and surface roughness. To better understand this 

surface quality and subsequent internal heat transfer, the two new alloys were used to manufacture 

eight sets of four test coupons containing different internal cooling geometry. Test coupons were 

printed on a variety of printers with several build conditions. Internal surfaces were characterized 

using computed tomography scans, and test coupons were then experimentally tested to determine 

heat transfer and pressure loss characteristics. 

7.3. Literature Review 

The surface morphology of additive parts is highly dependent on various aspects of the 

build process, such as part orientation and laser process parameters. While external faces of additive 

parts can be smoothed through secondary machining operations, internal cooling geometries can 

be difficult to post process due to lack of line-of-sight access and small features sizes. Therefore, it 

is important to understand how these aspects of the build process impact the as-built quality of 

internal additive surfaces.  

Many researchers have investigated how part orientation impacted accuracy to design 

intent and roughness [52,157–159]. When parts feature surfaces that are downward facing and 

unsupported, known as downskin faces, it is anticipated that there will be a substantial increase in 

surface roughness and deviation from design intent without modifications to as-designed geometry 

[52]. These surface deviations are a function of the laser permeating beyond a single layer of 

powder due to increased powder absorptivity relative to the bulk material, resulting in dross 

roughness features [160]. Faces that are oriented upwards and are supported beneath by solid 

material, known as upskin surfaces, have been shown to typically more accurately capture the 

design intent and have lower magnitudes of surface roughness than downskin and sidewall surfaces 

[157].  
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In addition to part orientation, there have been several studies that have investigated the 

influence of variations to the laser and process parameters, including changes to the laser speed, 

power, hatch spacing, and layer size [161–165]. These investigations identified the surface quality 

was a function of the conjugate interactions between these parameters, and should therefore be 

combined into a single parameter known as the volumetric energy density (VED). VED is defined 

as the laser power divided by the product of the laser scan speed, hatch distance, and layer size. An 

investigation by Wang et al. [165] showed there was a parabolic relationship between VED and 

surface roughness, where either too great or small VED can cause increased surface roughness. 

Additionally, Zhang and Yuan [166] identified that while higher VED can reduce the surface 

roughness of upward facing surfaces to some extent, vertically oriented surfaces actually saw an 

increase in surface roughness with increasing VED.  

Some researchers have also investigated curating the laser parameters for specific regions 

of a part. Several studies by Charles et al. [160,167] have shown that the VED used on downskin 

faces was directly related to the deviation from design intent and surface roughness, indicating that 

optimizing parameters for multiple regions of a part is important to achieve better quality surfaces. 

A study by Tian et al. [162] identified that use of contour scans, which are a laser pass around the 

exterior surfaces of part at the end of each layer, reduced the overall surface roughness regardless 

of other build conditions.  

Further complicating the matters of appropriate laser process parameters are variations in 

material. Because of differences in absorptivity, the ideal laser process parameters varies when 

considering different materials [168]. In addition to the surface quality, one must also consider how 

the material porosity, microstructure, and residual stresses are impacted by the process parameters, 

which has also been shown a function of the VED [168,169]. Balancing these considerations may 

result in parameters that provide a part with better internal grain structure and density, but result in 

increased surface roughness.  

The surface quality of additive parts has a significant impact on the cooling performance 

of the part. There have been many studies that have identified how the high relative surface 

roughness of AM microchannels augmented the cooling performance considerably [51]. One study 

by Kirsch et al. [170] identified that changing the material between Hastelloy X, IN718, and CoCr 

could cause as much as 30% variations between channel hydraulic diameters, in addition to 

impacting the quantity and magnitude of roughness elements present on part surfaces. These 

features and deviations caused the friction factor to vary by as much as 300%. Despite these 

substantial changes to the friction factor, heat transfer augmentations were relatively similar 
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between designs printed from different materials,  indicating that variations to the surface quality 

impacts pressure loss more so than convective heat transfer [170].  

The as-built surface quality and accuracy to design intent for designs manufactured by L-

PBF out of the two newly developed superalloys presented in this study have not yet been reported. 

To explore the range of surface morphology that can be expected using the current state of the art 

processing parameters for these materials, test coupons were printed in two orientations and with 

variations in contour settings. CT scans were completed on test coupons to identify deviations from 

design intent and quantify surface roughness. After characterizing the test coupons, flow testing 

was completed to identify how the as-built surfaces impacted the cooling performance.  

7.4. Test Matrix Description 

The primary focus of this study was to understand the as-built surface quality of two newly 

developed superalloys for gas turbine applications, and determine the subsequent impacts this 

surface quality had on the cooling performance on internal cooling designs. The first superalloy 

used in this study was based on Cobalt and was developed by UC-Santa Barbara[171]. This alloy 

shows promise to exhibit higher ultimate tensile strength and durability as compared to prior Ni-

based superalloys, making it a good choice for gas turbine applications [156,171,172]. The second 

material was based on Nickel and was developed by Carpenter Technologies Corporation [173], 

whose composition was curated to enable enhanced additive manufacturing processability. These 

new alloys were developed for use in the laser powder bed fusion process, and had the same particle 

size distribution, with particulate ranging from 15-53μms. In addition to these new alloys, IN718 

was also used in this study to serve as a point of comparison for the current state of the art materials 

available for AM gas turbine components.  

 To understand the as-printed quality of these new alloys, several designs were 

incorporated into the same general coupon shape which is shown in Figure 7-1. All coupons were 

designed to be 50.8 mm long, 25.4 mm wide, and 3.05 mm tall. Four different internal cooling 

geometry designs were investigated as part of this study, with three designs featuring wavy 

channels, and a fourth design featuring pin fins. A diagram showing the four different designs can 

be seen in Figure 7-2.  The first wavy channel design used in this study was based on the nominal 

case design presented by Corbett et al. [106], with the additional two cases increasing the channel 

width by a factor of 1.5 and 2.0 times respectively. Variations to the aspect ratio of the channel 

have been seen to alter the cooling performance of periodic channels in a prior study due to changes 

to the strength of the dean vorticities that form along the walls of the channel [45]. Additionally, it 

was anticipated that the larger channel hydraulic diameter would minimize the deviation from 

design intent. The nominal case channel was designed to have a hydraulic diameter of 1.27 mm, 
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with the 1.5X width and 2.0X width channels having a diameter of 1.63 mm and 1.91 mm 

respectively. Channel lengths were defined such that the flow would become fully developed 

throughout the length of the channel, with L/D values of approximately 30 at a minimum.  

 

 

The pin fin array that was used as part of this study was based on a study by Corbett et al. 

[105], and featured pins that had a diamond cross section and were spaced at a spanwise and 

streamwise spacing of three pin diameters. The pin diameter was defined as the width of the 

maximum flow obstruction, which was designed to be 1.27mm.  

To understand the variety of surface quality that could be achieved using the two newly 

developed materials, a test matrix was developed that included several L-PBF machines and sets 

of build conditions which are summarized in Table 7-1. For each variation in build conditions, all 

four cooling designs were printed to understand how the build conditions impacted each design 

independently. 

 
Figure 7-1. General shape of all test coupons used as part of this study. 

 
Figure 7-2. Channel hydraulic diameter and internal channel geometry for the (a) nominal width, (b) 
1.5 width, and (c) 2.0 width wavy channels, in addition to the pin geometry and spacing for the pin 

fin design. 
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The first variation to the build conditions was modifying the coupon build orientation, as 

can be seen in Figure 7-3(a). The vertical build orientation was anticipated to enable the best quality 

surfaces, as much of the internal surfaces of the channel coupons would be self-supported. The 

horizontal build orientation was anticipated to be representative of the worst-case build direction, 

as much of the internal channel surface was unsupported during the build. It should be noted that 

for the pin fin designs the pins were unsupported within the duct for both the vertical and horizontal 

print orientation.  

The second variation involved enabling or disabling specialized process parameters for 

different regions of a given layer during the print. A breakdown of the different regions of a given 

layer can be seen in Figure 7-3(b), wherein the core, upskin/downskin, and contour regions can be 

seen. Within the context of L-PBF, the core region consists of the bulk interior material of the part. 

Upskin and downskin regions refer to the top and bottom external surface of part respectively. 

Process parameters can be curated for the upskin and downskin regions separate from the core 

region, and ideally setting unique parameters should reduce roughness elements around the part, 

and can result in improved accuracy to design intent. Lastly, a contour is a laser pass around the 

profile of the part for a given slice. Contours are typically used to reduce the surface roughness 

around the outside profile of a part.   

Table 7-1. Test Set Build Conditions 

Material Machine 
Coupon 

Orientation 

Layer 

Size 

[mm] 

Upskin and 

Downskin 

Treatment 

Bulk Material Settings Contour Settings 

Power 

[W] 

Velocity 

[mm/s] 

Volumetric 

Energy 

Density 

[J/mm^3] 

Power 

[W] 

Velocity 

[mm/s] 

Ni-Alloy Renishaw Horizontal 0.05 None 200 678 67.8 - - 

Ni-Alloy Renishaw Horizontal 0.05 Applied 200 678 67.8 - - 

Ni-Alloy Renishaw Horizontal 0.05 None 200 678 67.8 100 882 

Ni-Alloy Renishaw Horizontal 0.05 Applied 200 678 67.8 200 667 

Ni-Alloy Renishaw Vertical 0.05 None 200 678 67.8 100 882 

Co-Alloy EOS M280 Vertical 0.03 None 167 1198 58.1 - - 

Co-Alloy EOS M280 Vertical 0.03 None 167 1198 58.1 250 400 

IN718 GE M2 Vertical - - - - - - - 
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Because there were three different materials that were used as part of this study, the process 

parameters used in the core region also differed and can be seen in Table 7-1. It should be noted 

that given that these new materials have only just recently been developed, the process parameters 

that were used as part of this study are also still under development and are expected to improve 

over time. Additionally, due to time and material constraints, the Ni-alloy coupons and the Co-

alloy coupons were built on two different additive systems, with the Ni-alloy coupons being built 

on a Renishaw AM250, and the Co-alloy being built on an EOS M290. The IN718 coupons were 

built on a GE M2 machine by a third party vendor, whose internal process parameters were 

proprietary, though are representative of the current standard parameters for current AM 

superalloys. One key difference between the three machines used to manufacture the parts for this 

study were their lasers, where the GE M2 and EOS M290 use a continuous wave laser and the 

Renishaw AM250 used a pulsed wave laser. These two laser types interact with the weld pool 

differently, resulting in greater instability in the case of the pulsed wave laser relative to the 

continous wave laser, and additional process parameters that require tuning to manufacture the best 

possible surface. 

   

 
Figure 7-3. (a) Vertical and horizontal print orientations and (b) schematic of different zones in a 

layer during a L-PBF build that may use different process parameters. 
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7.5. Geometric Characterization 

All test coupons manufactured as part of this study were visually inspected immediately 

after manufacturing to determine if they were printed successfully. Some coupons, like those shown 

in Figure 7-4, had almost completely blocked channels. In particular, the horizontally built coupons 

with specialized parameters for the “skin” regions significantly overbuilt into the channels, 

resulting in completely blocked flow areas. In fact, of the four sets of coupons printed horizontally, 

only the set with one contour and no skin treatment printed successfully. Since the blocked channels 

would significantly inhibit flow testing, only two sets of the coupons printed from the Ni-alloy 

were tested: the coupons built vertically and the coupons built horizontally with one contour and 

no skin treatment.  

 

The remaining five sets of test coupons printed without issue, and underwent additional 

evaluation through computed tomography (CT) scans. The CT scans were completed using a CT 

scanner with a voxel size of 35 μm. CT scans were post processed using a commercial software, 

which was able to resolve the resolution of the scan to 1/10th the voxel size, or 3.5μm [54]. Using 

this software, coupon surfaces were re-constructed and exported for additional analysis using in-

house post-processing code. 

The wavy channel designs were processed by splitting channel into hundreds of cross-

sectional slices along the flow direction, similar to what was completed in by Corbett et al. [106]. 

The perimeter and cross-sectional area were then determined for each slice, and averaged for an 

entire channel, and then channels were averaged for an entire coupon. This methodology was also 

used to measure the wetted surface area of the channel coupons which was used in the later analysis. 

The pin fin coupons were analyzed using a similar but different methodology, which sliced the 

coupon along the streamwise direction as well as along the length of the pins inside the duct. The 

slices oriented in the streamwise direction were used to calculate the duct hydraulic diameter using 

the same method that was described for the wavy channels. The slices oriented along the height of 

 
Figure 7-4. Pictures of several as-built test coupons. 
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the channel were used to capture the pin diameter and wetted surface area for each pin 

independently, which was then averaged for each coupon.  

To begin evaluating the as-built quality of the geometries, the deviation from design intent 

for the hydraulic diameter and pin size, which can be seen in Figure 7-5. There were significant 

variations in the as-built designs, with hydraulic diameters varying by as much as 15% for the 

nominal width channels, and with the pin diameter varying by over 20% for the pin fin designs. 

The channel with the least variation in hydraulic diameter was the 2.0X width channel, varying in 

diameter by less than 10% between build conditions.  

 

To gain insight into the driving features that impacted the channel hydraulic diameter and 

pin diameter, the channel profile at two locations along the channel length and the midsection of 

two pins can be seen in Figure 7-6. Starting with the channel designs, the first channel cross section 

was taken at Plane I shown in Figure 7-6(a-c). Plane I was oriented orthogonal to the build direction 

of the coupons built vertically, and parallel to the build direction of the coupons build horizontally. 

For all three wavy channel designs printed horizontally out of the Ni-alloy, the top wall protruded 

significantly into the flow area, with irregular shapes forming on all walls. Since the vertically 

oriented Ni-alloy channel was better supported at the Plane I, it more closely matched the overall 

design intent as compared to the horizontal coupons. Despite the favorable orientation, the 

vertically oriented Ni-alloy channel still had significant and large irregular shapes along all walls. 

In contrast, the Co-alloy channels had much smoother walls, regardless of contour setting. The 

difference in surface quality between the two materials was likely a function of two things: the 

difference in power, laser scan speed, and layer size in the contour region, as well as the difference 

in machine used to manufacture the two materials. Renishaw machines use a pulsed laser whereas 

 
Figure 7-5. Deviation from design intent for the twenty test coupons that underwent experimental 

testing. 
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EOS machines use a continuous laser. Prior studies have identified parts made by a Renishaw 

machine have increased surface roughness relative to EOS and SLM machines [174], which is 

suspected to be a function of the difference in laser type between machines. The two sets of Co-

alloy coupons had similar build performance at the first planar location, though it should be noted 

that the coupons without contours had slightly larger flow areas than those built with contours. Of 

the build conditions evaluated, the IN718 designs printed closest to the design intent, which was 

anticipated due to the more refined process parameters.  

 

 

The second planar location (Plane II) shown in Figure 7-6(e-g) is at an approximately 45° 

plane to both build directions, meaning the vertically and horizontally built channels should have 

had a similar level of support during the build. This support is evident when comparing the Ni-

alloy coupons built vertically and horizontally, as their profiles for all three wavy channel designs 

are very similar. The profiles are close to the design intent, indicating that the deviation from the 

hydraulic diameter for the horizontally built coupons that was seen in Figure 7-5 was largely a 

function of channel profile in the orientation shown at Plane I. Conversely, the Co-alloy coupons 

had greater deviation from design intent than at the Plane I, with the coupons printed with contours 

being overbuilt and the coupons without contours were slightly underbuilt. This variation is print 

performance is also reflected in Figure 7-5, where it can be seen that the samples built with one 

Figure 7-6. (a-c, e-g) Wavy channel and (d,h) diamond pin fin profiles at two discrete locations. 
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contour from the Co-alloy had a smaller than intended hydraulic diameter, and the samples without 

contours had a larger than intended hydraulic diameter. The magnitude of the deviation from the 

design intent was not a function of the width of the channel for each build condition evaluated. 

These deviations therefore had a greater impact on the hydraulic diameter of the smaller width 

channels than the greater width channels, which is reflected in Figure 7-5. Generally speaking, the 

profiles of the IN718 coupons show they captured the design intent more accurately than the other 

conditions. 

The build conditions impacted the pin fins differently than they impacted the channels. The 

pins fins were unsupported for all test cases, resulting in significant stretching along the build 

direction as shown in Figure 7-6(d) and Figure 7-6(h). The stretching of pin is especially noticeable 

for the Co-alloy coupons printed with contours, where not only are the pin surfaces extended 

significantly behind the pin, but also the surfaces are overbuilt in front of the pin. Despite the 

increase in overall pin size, the Co-alloy coupon with contours was able to more accurately capture 

the pin diameter than any other design, as the pin diameter was defined as the area of maximum 

flow obstruction. The extension into the flow area behind the pin had a significant impact on the 

performance which will be discussed in later sections. Similar to the Co-Alloy, the IN718 pin fins 

slightly overbuilt the front of the pin, but pins did not have the tails stretching into the flow area 

behind the pins. The horizontally built coupon similarly featured stretched pins, but the stretching 

occurred along the spanwise direction, or along a given row of pins. The stretching of the pins in 

the horizontally built test coupon resulted in an over-sizing of the pin diameter, as well as a blunting 

of the front of the pin, which can be a source of significant pressure loss. Both sets of pin fin 

coupons made of the Co-alloy had relatively smooth pin surfaces, which is in stark contrast to those 

made from the Ni-alloy that featured highly irregular surfaces, similar to the channels. This 

irregularity can cause early and localized flow detachment from the pin surface, which can 

significantly increase pressure loss.  

To further quantify the surface quality of the coupons printed out of the new superalloys, 

the arithmetic mean surface roughness was determined for the three different channel designs. 

While the surface roughness of the pin fin designs was also of interest, CT scans of the pin fin 

endwalls had substantial noise limiting the author’s ability to resolve the surface. For the purposes 

of this study, it was anticipated that the surface roughness of the pin fin coupons was similar to that 

which was measured for the wavy channel designs. 

The surface roughness of the coupons was measured from the same CT scan surfaces that 

were used to determine the channel hydraulic diameter. In house code determined the surface 

roughness by first breaking up the channel into hundreds of slices, and then fitting a line to each 
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surface in each slice, and determining the average surface deviation from that line. Surface 

roughness values for each channel surface were then determined by averaging roughness values 

across all channel slices for each surface independently. Then the channel surface roughness was 

found by applying a surface area weighted average all channel surfaces. Finally, the coupon 

roughness value was determined by averaging the surface roughness of all channels in a coupon. 

The final roughness values found for the wavy channel coupons is presented in Figure 7-7. 

Similar to what was seen in Figure 7-6, the Ni-alloy coupons were built considerably rougher than 

their Co-alloy counterparts. In fact, roughness values for the Ni-alloy coupons were as much as 

three times as great as those built from the Co-alloy coupons. With respect to the big jump in 

roughness between materials, the build orientation only moderately impacted the channel surface 

roughness, with the horizontally built coupons being between 9% to 18% greater than those being 

manufactured vertically. As was seen in Figure 7-6, the IN718 coupons had the lowest surface 

roughess of the designs, which again was anticipated based on the improved process parameters. 

The variation in surface roughness is most likely another result of the difference in additive machine 

and settings in the contour region during the build, as the Co-alloy coupons were built with a greater 

power and lower speed relative to the Ni-alloy coupons.  

 

The final analysis to evaluate the surface quality of the different designs was to image the 

as-built surface using an in-house microscope, and the resulting images from this analysis are 

shown in Figure 7-8. Starting with the 2.0X wavy channel surfaces seen in Figure 7-8(a), the Ni-

alloy designs have many large roughness elements that protrude significantly into the flow area, as 

would be expected from the results presented in Figure 7-7. Both the IN718 and Co-alloy without 

contours coupons appear to have many small partially sintered particles distributed on the channel 

walls. The Co-alloy coupon with contours appears to have significantly fewer partially sintered 

 
Figure 7-7. Measured Ra for the wavy channel designs. 
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particles, but layer lines are more prominent on these walls than on the other coupons. These 

differences in surface quality show that despite having similar magnitudes of Ra, the underlying 

form of the roughness is different between build conditions. The upskin surfaces of the diamond 

pins in the various build conditions are shown in Figure 7-8(b). Mirroring the channel morphology, 

the Ni-alloy coupons have many large irregularly shaped nodules located along the length of the 

pin. The Co-alloy without contours pin fins have many small roughness features along all surfaces. 

In contrast, the IN718 and Co-alloy with contour coupons had relatively smooth pin surfaces with 

only a few partially sintered particles.  

 

7.6. Thermal Conductivity 

When intending to use a material for high thermal applications, it is important to quantify 

the material properties, especially the conductivity.  To measure the thermal conductivity of the 

materials investigated in this study, several thermal conductivity tests were conducted according to 

 
Figure 7-8. Surface morphology for the (a) 2.0X width wavy channels and the (b) upskin pin fin 

surfaces 
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ISO 22007-2 using a semi-infinite medium assumption. Measurements were conducted in a 

controlled oven at steady state conditions, and five measurements were taken and averaged for each 

data point to ensure accuracy. Measurements were taken in 50°C increments as the temperature 

was ramped up and down between 50°C and 250°C. A 95% confidence interval of these 

measurements indicated that the results were within 1.5% of the reported value.  

The results of the thermal conductivity testing can be seen in Figure 7-9. Between 50°C 

and 250°C the thermal conductivities of the Co-alloy and Ni-alloy were between 16% and 26% 

lower than the conductivity of the IN718 material. However, the relative increase in thermal 

conductivity with increase in temperature was similar for all three materials. The difference in 

thermal conductivities between the two newly developed alloys was only 3% at 50°C and 5% at 

250°C. These results indicate that thermal conductivity of the Co-alloy and the Ni-alloy were very 

similar, though it should be noted that the difference in thermal conductivity between the two 

materials will likely increase at higher temperatures.  

 

7.7. Experimental Methods 

Once the coupon surfaces characterized, coupons were experimentally tested to capture 

their heat transfer and pressure loss performance. The test rig used in this study was the same as 

was reported in prior studies by the authors [105,106], and can be seen in Figure 7-10.  

 
Figure 7-9. Thermal conductivity of newly developed superalloys compared against standard IN718. 
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Air flow was metered upstream of the test section using a mass flow controller, which feeds 

into the upstream plenum. The upstream pressure was measured using a gauge pressure sensor, and 

temperature was measured through several thermal couples placed into the flow. The plenum 

conditioned the velocity profile of the air to be almost completely flat as it entered the test coupon. 

The air then passed through the test coupon and was vented to the downstream plenum, where more 

thermocouples placed into the flow captured the temperature and a downstream pressure tap 

captured the pressure drop across the coupon. To ensure accuracy in reported values, the pressure, 

temperature, velocity, and density was calculated precisely at the coupon entrance and exit using 

isentropic flow assumptions. Back pressure in the test section was controlled using a downstream 

needle valve, which enabled independent control over Mach number and Reynolds number.  

For heat transfer tests, two heating assemblies were placed on either side of the test coupons 

to impose an isothermal wall condition. An example of one such assembly can be seen in Figure 

7-10. This assembly consists of a custom designed heater placed between a foam block and a copper 

block. Each heater was independently powered using a variable power supply. The foam blocks 

were instrumented with thermocouples to capture the thermal losses of the system. The copper 

block featured thermocouples whose position was precisely measured. Thermal paste was used 

between the copper block and the coupon to minimize conduction resistance, and additional losses 

to the plenums was also accounted for through additional thermocouples. Using the heater power 

and the thermocouples located in the copper, a one-dimensional (1D) conduction analysis as 

described by Stimpson et al. [51] was used to determine the temperature on the internal surface of 

the test coupon, accounting for the conduction losses. Using all of the measured temperatures and 

heat fluxes, the bulk convective coefficient was then calculated using Equation 7-1. 

h ൌ
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Figure 7-10. Test section of test rig used in this study. 



141 
 

Before measuring the performance of the coupons investigated in this study, the test rig 

was benchmarked using a traditionally manufactured smooth cylindrical channel test coupon. The 

friction factor measurements for the smooth coupon in the fully turbulent regime were compared 

against the Colebrook Equation [55], seen as Equation 7-2.  
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It was assumed that the benchmark coupon’s surface roughness, ks, was zero. The smooth 

cylindrical channel friction factor, f0, was then found by iteratively solving Equation 2 with no 

surface roughness. Heat transfer testing in the turbulent regime was similarly benchmarked by 

comparing the heat transfer results to the Gnielinski correlation [56], seen as Equation 7-3. 
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Where f0 was used to calculate the smooth cylindrical channel Nusselt number, Nu0. The 

complete results of the benchmark testing can be seen in prior investigations by the authors 

[105,106], where it was seen that smooth coupon results agreed well with the stated correlations.  

When determining the friction factor and the Nusselt number, either the diameter of the 

duct that contained the pin fin array or the wavy channel hydraulic diameter were used as the length 

scale. Defining the friction factor and Nusselt number using these length scales was done to enable 

more direct comparisons between the cooling performance augmentation in the later results 

sections.  

7.8. Measurement Uncertainty 

Uncertainty was calculated using the methods of propagation of error as described by Dunn 

[57]. Below a Reynolds number of 5,000, Experimental uncertainty in friction factor calculations 

was found to be approximately 10%, but was 4% or lower for Reynolds numbers in excess of 5,000. 

To evaluate repeatability, coupons were completely removed test rig following testing, and then 

reinstalled and tested again. This showed that friction factor tests were repeatable within 3%. 

Experimental uncertainty was calculated to be 8% or lower for Nusselt number 

measurements for all Reynolds numbers, and heat transfer tests were repeated similar to the friction 

factor tests and were found to also be repeatable to approximately 8%. To ensure that all of the 

energy entering and leaving the test rig was accounted for, the heat input from the heaters minus 

the measured thermal losses was compared to the heat entering the system as calculated from the 

first law of thermodynamics. This energy balance showed that a minimum of 95% of the energy 

entering and leaving the system was accounted for all heat transfer tests, which was deemed suitable 

for this study. 
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7.9. Wavy Channel Cooling Performance 

The friction factor augmentation and heat transfer augmentation for the wavy channel 

designs can be seen in Figure 7-11, in addition to data from a prior study  [106] featuring the same 

geometry. Starting with the friction factor plots shown in Figure 7-11(a-c), it is immediately 

apparent that the Ni-alloy coupons had a substantially higher friction factor augmentation than the 

Co-alloy coupons. In Figure 7-11(a), the Ni-alloy built horizontally had an almost 5 times higher 

friction factor augmentation than the Co-alloy coupon with one contour, showcasing the result of 

the increased surface roughness of the Ni-alloy coupons. The friction factor performance mirrors 

the surface roughness measurements shown in the prior sections, where increases in roughness are 

met with increases in friction factor augmentation. It is speculated that the large roughness features 

that were present on the surface of the Ni-alloy parts caused frequent and substantial disturbances 

to the boundary layer inside of the channels, resulting in boundary layer detachment and subsequent 

increases in pressure loss. While the IN718 coupons had the lowest measured surface roughness, 

the designs performed very similar to the Co-alloy coupons without contours. It is suspected that 

this similarity in performance is a function of the similar surface morphology that was seen in 

Figure 7-8. Despite the differences in design, all wavy channel designs had very similar increases 

in friction factor with increases in Reynolds number for a given build condition. This similarity 

between designs indicated that the impact of the surface roughness dominated the pressure loss 

performance over the design of the channel.  
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To more clearly illustrate the difference in performance between the channel designs, the 

friction factor augmentation for the three wavy channel designs at two Reynolds numbers can be 

seen in Figure 7-12. At a Reynolds number of 10,000 the friction factor augmentation was more so 

a function of the build conditions than the design. In particular, the friction factor augmentation of 

the Co-alloy coupons without contours was almost the same regardless of the width of the wavy 

channel. This independence from the design was not the case with the Ni-alloy coupons, where the 

poor build performance paired with the high surface roughness caused significant differences in 

the friction factor. At a Reynolds number of 30,000 the Co-alloy coupon performance was again 

independent of design, with friction factor augmentation for between the three wavy channels 

varying by only 10%. It should be noted that at Reynolds numbers above 15,000 the channel friction 

factors were constant. 

Figure 7-11. (a-c)Friction factor augmentation and (d-f) Nusselt number augmentation for the three 
wavy channel designs.  
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While the friction factor performance was consistent between the three channel designs, 

the heat transfer performance was not. The Nusselt number augmentation of the nominal width 

wavy channel shown in Figure 7-11(d). At a Reynolds number of 10,000 the horizontal Ni-alloy 

coupons were only moderately out-performing the Co-alloy coupons without contours, and as the 

Reynolds number approached 30,000 the Ni-alloy coupons performed worse than the Co-alloy 

coupon without contours. In contrast, the 1.5X width and 2.0X width channels, shown in Figure 

7-11(e) and Figure 7-11(f) respectively, show the same trend in performance that was seen in the 

friction factor augmentation. The roughest coupons, the horizontal Ni-alloy coupons, had the 

highest heat transfer augmentation, and the smoothest coupons, the single contour Co-alloy 

coupons, had the lowest heat transfer augmentations. The IN718 coupons had very similar 

performance to the Co-alloy coupons without contours, as was expected based on the similar 

surface morphology between the test coupons. These results indicate that the high surface 

roughness and surface irregularity that was seen with the nominal width channels made from the 

Ni-alloy were ineffectively transferring heat to the mainstream flow, despite increasing the channel 

pressure drop. Furthermore, since these effects are not seen in the 1.5X width and 2.0X width 

channels, it is expected that this performance is a function of the size of the roughness elements 

relative to the channel hydraulic diameter.  

The heat transfer augmentation values at two Reynolds numbers for the three wavy channel 

designs can be seen in Figure 7-13. Similar to the friction factor augmentations, the Nusselt number 

augmentations are largely a function of the material and build conditions used at a Reynolds number 

of 10,000, with variations in channel design only moderately impacting the heat transfer. At a 

 
Figure 7-12. Friction factor augmentation of the wavy channel coupons at Reynolds number of 

10,000 and 30,000. 
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Reynolds number of 30,000 the performance of the channels varies with changes in design. There 

is an apparent increase in Nusselt number augmentation as the channel width increases, particularly 

for the Ni-alloy coupons. This increase in performance indicates wavy channels with a greater 

cross-sectional area may be more suitable for heat transfer applications at higher Reynolds 

numbers.  

 

7.10. Pin Fin Array Cooling Performance 

The friction factor and Nusselt number augmentations for the pin fin array design can be 

seen in Figure 7-14, in addition to data from a prior study [105] featuring the same geometry. The 

friction factor augmentation for the pin fin designs was substantially greater than for the wavy 

channel designs. This difference in magnitude was a function of the fundamental differences in 

what causes pressure loss between the designs. Internal channels experience pressure loss as a 

function of the viscous forces that attach the flow to the walls of the channel. In addition to the 

pressure loss experienced at the wall, pin fin designs also introduce large flow blockages in the 

form of the pins. These pins both locally disrupt and mix the flow, as well as develop wakes that 

interact with other geometry in the duct as well as other pin wakes. This critical difference in flow 

dynamics means that the pressure loss performance of a pin fin array is a function of both the 

geometry of the pin, as well as the quality of the endwall surface. The trend and magnitude of the 

friction factor augmentation is therefore significantly different than was seen for the wavy channel 

coupons.  

 
Figure 7-13. Nusselt number augmentation of the wavy channel coupons at Reynolds numbers of 

10,000 and 30,000. 
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The lowest friction factor augmentation was for the Co-alloy with no contour, which can 

be attributed to the overall accuracy to design intent and small size of the pin as was seen in Figure 

7-6. The Co-alloy pin fin coupon printed with contours can be seen to have a similar level of friction 

factor augmentation as the vertically printed Ni-alloy and IN718 coupons, due to the substantial 

deviation from the design intent of the pins. Similar to the wavy channel designs, the Ni-alloy 

coupon printed horizontally had the highest measured friction factor, which is suspected to be a 

function of the pin’s elongation along the streamwise direction that was seen in Figure 7-6. This 

elongation would not only result in an increase in the overall flow blockage, but also the blunter 

shape of the pin would induce a more significant flow detachment in the pins wake.   

 The heat transfer performance of the pin fin designs is shown in Figure 7-14(b). Despite 

having a notably higher friction factor augmentation, the Co-alloy coupon built with contours and 

the Ni-alloy coupons built vertically both had lower Nusselt number augmentation values than the 

Co-alloy without contours. The increase in Nusselt number augmentation does loosely align with 

increases in the suspected surface roughness. It is expected based on a prior study by the authors 

that the endwall roughness played a significant role in the overall heat transfer performance of AM 

pin fin arrays[105]. Since it was expected that the endwall roughness of AM pin arrays droves the 

 
Figure 7-14. (a) Friction factor augmentation and (b)Nusselt number augmentation for the pin fin 

designs. 
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increased heat transfer, and that the design of the pin drove the pressure loss, the heat transfer and 

pressure loss performance of these coupons was anticipated to be decoupled to some degree. 

7.11. Efficiency Index of Tested Designs 

Using the prior augmentations, the efficiency index as defined by Gee and Web [60] was 

calculated using Equation 7-4. 
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The efficiency index is way to indicate the relative increase in heat transfer for an increase 

in pressure drop. A value of one would indicates the performance of a smooth, straight, cylindrical 

channel. The efficiency index was plotted as a function of Reynolds number for all tested coupons 

and can be seen in Figure 7-15, in addition to data from prior studies featuring the same geometries 

[105,106]. As expected based on the Nusselt number augmentation results, the nominal width wavy 

channel efficiency index results shown in Figure 7-15(a) are somewhat mixed. As the Reynolds 

number increased, the efficiency index of the Ni-alloy coupons decreased significantly more than 

the performance of the Co-alloy coupons. The efficiency index of the Ni-alloy coupons fell below 

one for much of the tested Reynolds range, indicating that the relative increase in pressure drop 

was not met with sufficient increase in heat transfer. For the other two wavy channel designs, shown 

in Figure 7-15(b) and Figure 7-15(c), the results from all build conditions collapse onto one value. 

This collapse indicates that the relative increase in heat transfer for a given pressure drop was 

similar between these designs, and the roughness features on the surfaces of the coupons simply 

amplified the magnitude of the respective friction factor and Nusselt number augmentations. As 

the Reynolds number was increased to 30,000 for the 1.5X and 2.0X width wavy channels, the 

performance index was trending towards one and would likely be lower than one at even greater 

Reynolds numbers.  

Despite the significant differences in the magnitude of the friction factor and Nusselt 

number augmentations between the channel and pin fin designs seen in prior figures, the efficiency 

index of the pin fins shown in Figure 7-15(d) is very similar to that of the wavy channels. This 

similar level of performance is indicative that the pin fins have a similar ratio of heat transfer to 

pressure loss to the wavy channel designs. There is a wider spread in the performance of the pin fin 

designs however, and it is suspected that this is the result of the significant variations to the pin 

shape seen in Figure 7-6, and differences in the surface roughness on the endwall surfaces.  
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Figure 7-15. Effeciency index for the (a-c) wavy channel and (d) pin fin array coupons as a function 

or Reynolds number. 
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7.12. Conclusions 

This study investigated the print surface quality of two newly developed superalloys for 

additive manufacturing. A variety of internal cooling designs were printed into test coupons, which 

were printed with a variety of build conditions. Surface quality of the designs varied substantially, 

and was largely a function of the material, machine, laser processing parameters, and build 

orientation. Surface roughness was largely a function of the build conditions regardless of internal 

design, with the Ni-alloy coupons having significantly greater surface roughness than the Co-alloy 

coupons.  

Thermal conductivity testing revealed that the newly developed materials had an 

approximately 20% lower thermal conductivity than standard IN718. Friction factor results showed 

that the poor surface quality of the Ni-alloy coupons caused high pressure losses for the wavy 

channel designs. The deviation from design intent for the pin fin designs caused the Co-alloy 

coupon built with contours and the Ni-alloy coupon built horizontally to have a significantly 

increased friction factor. Increases in friction factor were not always met with increases to heat 

transfer, as was the case for the wavy nominal width wavy channel built from the Ni-alloy. 

However, the 1.5X width and 2.0X width wavy channels did see improved heat transfer 

performance with increases in friction factor. Efficiency index calculations showed that the 1.5X 

and 2.0X width channels had a similar increase to heat transfer for a given amount of pressure loss, 

but that the nominal width wavy channel built from the Ni-alloy had worse performance than a 

smooth, cylindrical channel at Reynolds numbers greater than 20,000.  This reduction in 

performance is suspected to be a function of the large surface roughness relative to hydraulic 

diameter inhibiting heat transfer.  
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8. IMPACTS OF MATERIALS AND MACHINE ON THE VARIATION OF 

ADDITIVELY MANUFACTURED COOLING CHANNELS8 

8.1. Abstract  

While additive manufacturing (AM) can reduce component development time and create 

unique internal cooling designs, the AM process also introduces several sources of variability, such 

as the selection of machine, material, and print parameters. Because of these sources, wide 

variations in a part’s geometrical accuracy and surface roughness levels can occur, especially for 

small internal cooling features that are difficult to post-process. This study investigates how the 

selection of machine and material in the AM process influences variations in surface quality and 

deviations from design intent. Two micro-scale cooling geometries were tested: wavy channels and 

diamond-shaped pin fins. Test coupons were fabricated with five different additive machines and 

four materials using process parameters recommended by the manufacturers. The as-built geometry 

was measured non-destructively with computed tomography (CT) scans. To evaluate surface 

roughness, the coupons were cut-open and examined using a laser microscope. Three distinct 

roughness profiles on the coupon surfaces were captured including upskin, downskin, and channel 

walls built at 90 degrees to the build plate. Results indicated that both material and machine 

contribute to producing different roughness levels and very different surface morphologies. The 

roughness levels on the downskin surfaces are significantly greater than on the upskin or sidewall 

surfaces. Geometric analysis revealed that while the hydraulic diameter of all coupons was well 

captured, the pin cross section varied considerably. Along with characterizing the coupon surfaces, 

cooling performance was investigated by experimentally measuring friction factor and heat 

transfer. The variations in surface morphology as a function of material and machine resulted in 

heat transfer fluctuating by up to 50% between coupons featuring wavy channels and 26% for 

coupons with pin fin arrays. Increased arithmetic mean surface roughness led to increased heat 

transfer and pressure drop; however, a secondary driver in the performance of the wavy channels 

was found to be the roughness morphology, which could be described using the surface skewness 

and kurtosis. 

8.2. Introduction 

The additive manufacturing (AM) process, specifically direct metal laser sintering 

(DMLS), creates parts by using a laser to melt layers of metal powder particles in patterns that 

make up thin slices of the intended design. To implement AM as a viable manufacturing method 

 
8 Altland, A. Y., Corbett, T. M., Thole, K.A. “Impacts of Materials and Machine on the 

Variation of Additively Manufactured Cooling Channels” GT2024-122409, under review 
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for gas turbine components, additive parts need to be fabricated with reproducible mechanical 

properties, surface qualities, and geometric tolerances. In engine operating conditions, these 

qualities have a significant impact on a component’s durability and performance. For example, the 

microscale roughness and surface morphology created inside small internal cooling channels 

influence the design’s cooling performance, especially because these regions are difficult to post-

process. Not only does roughness vary from part-to-part, but different regions of one AM part have 

varying roughness profiles that are influenced by build orientation and where the part is located on 

the build plate.  

With recent advancements in AM, some gas turbine manufacturers have been 3D printing 

turbine components with unique cooling designs and reduced lead times [175]. However, compared 

to traditional manufacturing methods, metal AM is not yet capable of repeatably producing parts. 

During a build, each step and selection in the AM process impacts the quality of all the individual 

layers formed, and imperfections in one layer can propagate in succeeding layers in the build. 

Because this technology involves many complex interactions, several sources lead to variability in 

printed components, such as print parameters, materials, and machines [176]. Additional variations 

are introduced in the training and experience of the people operating the machines because 

operators are involved in many steps of the metal AM process.  

Characterizing how different vendors, machines, and materials contribute to variation 

across parts is needed to create reproducible AM methods. This study aims to find how the selection 

of material and machine affect part variation for AM cooling channels, and then understand how 

these variations impact the thermohydraulic performance. Two cooling geometries, diamond pin 

fins and wavy channels, were manufactured using five vendors, five machines, and four materials. 

Optical profilometry and computed tomography (CT) scans were used to characterize the internal 

surface roughness, surface morphology, and geometric deviations of the test coupons. Test coupons 

were experimentally tested to measure how roughness variations produced from the AM process 

influence the heat transfer and pressure loss.  

8.3. Literature Review  

Multiple studies have investigated how print parameters like hatch spacing, contours, and 

laser energy affect the surface morphology and defect formation for additive parts [177–182]. Laser 

parameters set for a build are highly influential in the final surface roughness produced because the 

laser varies the geometries of individual melt tracks that compose the part. As laser power increases, 

surface roughness decreases if the scan speed remains constant [178,180]. For different surface 

angles of a part, there is usually a trade-off in the parameters to create lower roughness profiles 
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[181]. Specifically looking at defect formation in DMLS, Sanaei et al. [182] observed that location 

on the build plate significantly impacted the defect distributions in a part. 

Because DMLS machines have differences in hardware and operators, additive part 

variation is further impacted. Some researchers have focused on additive part variation across 

different machine systems. For example, Wildgoose et al. [159] found that the surface roughness 

for multiple AM samples, including full gas turbine vanes, was higher for an EOS M400-1 machine 

compared to an EOS M290-1 machine. Dunbar et al. [183] examined in situ distortion for additive 

parts built on two machines and observed that a Renishaw AM250 machine’s build vertically 

distorted 10.6% more when compared with the same build on an EOS M280 machine. This 

distortion difference was attributed to the different default print parameters recommended for each 

machine and the different hardware components in the machine systems. Expanding on the range 

of additive machines investigated, Clark et al. [184] explored how five different machines impact 

surface morphology and roughness variation. Findings showed that surface morphology and 

roughness were significantly different for samples based on the build angle of the surface. Some 

machines produced upskin surfaces with low roughness and top surfaces with high roughness, 

while other machines produced opposing roughness profiles on these surfaces. A benchmarking 

study conducted by Yasa et al. [185] corroborated that roughness levels produced on different build 

angles varied based on machine. Additionally, Yasa el al. concluded that features of a sample that 

captured the design intent varied depending on the machine vendor. 

When selecting different materials for DMLS, more variability is introduced into the 

fabrication of additive parts. Several studies have investigated the differences in geometry and 

surface qualities of printed parts when using different metal powder materials in DMLS. For metal 

powders, the powder size distribution in combination with layer thickness are determining factors 

in the as-built surface roughness [186–188]. Other aspects of metal powder materials like particle 

shape [189,190], flowability [191], and reuse [192,193] also impact the surface quality and 

microstructure produced in additive parts.  

In addition to powder composition influences on the surface quality, several studies have 

looked at how different materials affect the as-built geometry of internal cooling channels. Kirsch 

et al. [170] found that changing material for a build can introduce up to 30% variation in the 

hydraulic diameters compared to only 18% variation using the same material. Corbett et al. [139] 

examined the geometries and roughness morphologies produced in additive cooling channels using 

two newly developed superalloys. The observed differences in the channel geometries and surface 

roughness were suspected to vary because of the different materials and print parameters used for 

each build. Building on AM capability studies, Snyder et al. [27] explored the feasibility of 
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customizing print parameters for AM cooling channels to create surfaces that enhance 

thermohydraulic performance. Findings showed that certain roughness levels and surface 

morphology combinations improve the performance of AM microchannels.  

The objective of this current study is to understand how preliminary sources of variability 

in the additive process, selection of vendor, machine, and material, impact variations in 

performance of internal cooling geometries. Non-destructive and destructive methods were used to 

characterize the surface quality and as-built geometry. Using two different internal cooling 

geometries, wavy channels and diamond pin fin arrays, the impact of the additive roughness on the 

heat transfer performance is measured.  

8.4. Description Of Test Matrix 

This study aims to understand how the selection of materials and machines in the AM 

process contributes to variation in additive parts, and the succeeding effects on the performance of 

different cooling geometries. To see how variation across additive parts impacts different types of 

internal cooling schemes, two cooling geometries were integrated into a general coupon shape, as 

shown in Figure 8-1. All test coupons are 50.8 mm long with a total channel width of 19.1 mm and 

height of 1.9 mm. For each manufacturing selection shown in Table 8-1, there is a set of two test 

coupons, including a diamond pin fin geometry and a wavy channel geometry. The pin fin geometry 

used in this study is based on the array presented by Corbett et al. [105], where the cross-sections 

of the pins are diamond-shaped. Pin spacings in these channels are designed to be three pin 

diameters in the spanwise and streamwise directions, and a design pin diameter of 1.3 mm. The 

wavy channel geometry used in this study is based on the nominal wavy channel geometry 

described by Corbett et al. [106] with the hydraulic diameter of each channel designed to be 1.3 

mm.  
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Introduced in Table 8-1 are the five vendors, five machines, and four materials that were 

used to fabricate the total of 16 test coupons. The test coupons were externally manufactured using 

print parameters that were recommended by the manufacturers for the specific machines and 

materials. While some of the print parameters can be directly compared, other vendors included in 

this study have proprietary print parameters for their machines. For each build, only the vertical 

build orientation along the length of the test coupons and support structures were specified, as seen 

in Figure 8-1. By only specifying the build orientation, there was likely variation in not only the 

selection of layer size, but also in the bulk scan settings and the implementation of unique scan 

strategies for smaller features. Because much of this information was unavailable to the authors, 

the specific cause of some of the variations to the as-built quality and surface topography cannot 

be determined, but the main objective of this study was to identify how the different roughness 

profiles generated by these differences in parameters impacted the flow results.  

Figure 8-1. The general coupon shape used in this study and regions of the test coupons imaged 
using a laser microscope.  

 

Table 8-1. Test Coupon Manufacturing 
 Test Coupon Sets – includes one wavy channel and one pin fin geometry 

Manufacturing 

Methods 
        

Vendor [194] [194] [195] [196] [194] [197] [198] [198] 

Machine 
EOS 

M290 

EOS 

M290 

EOS 

M280 

EOS 

M280 

Renishaw 

AM250 

3D 

Systems 

Pro X 

GE M2 
Velo3D 

Sapphire 

Layer Height 

[μm] 
30 30 30 20 50 - - - 

Material 
Ni-

Alloy 
Co-Alloy Co-Alloy 

Hastelloy 

X 
Ni-Alloy IN718 IN718 IN718 



156 
 

To observe material effects on additive part variation, four materials were selected for this 

study. Two of these materials are newly developed superalloys for use in gas turbine engines, which 

are described by Corbett et al. [139]. The first new superalloy developed  was nickel-based [173], 

while the second was a superalloy that was cobalt-based [171]. Commonly used in aerospace 

applications, the other two materials in this study are Inconel 718 and Hastelloy X, which are 

nickel-based superalloys. According to the external vendors, the four metallic powders in this study 

have similar particle size distributions, ranging from 15-53μms, though these distributions were not 

measured by the authors explicitly.  

From these various manufacturing selections, a test matrix was constructed with two 

independent variables to delineate the impacts of machine and material. A number of research 

groups assisted in the manufacturing of test coupons [194–198], which are summarized in Table 

8-1.  For materials, three of the materials described were printed on EOS machine systems. Two 

different EOS machines were used, those being an EOS M290 machine and an EOS M280 machine. 

The machine impacts were studied using test coupons fabricated with Inconel 718 on three different 

metal AM machines: 3D Systems ProX, GE M2, and Velo3D Sapphire. Additionally, one coupon 

was printed on a Renishaw AM250 out of the Ni-alloy. The Co-alloy was printed on an EOS 

machine twice, though the process parameters were refined between the two test sets. The 

parameters used will be referred to as Parameters 1 (P1) and Parameters 2 (P2). It should be noted 

that the print performance for any of these machines could likely have been improved through 

repeated builds with more curated process parameters. 

By using five vendors and five machines to manufacture the test coupons, additive part 

variation due to the operators of the machines and machine components was observed. Because 

operators of metallic additive machines are involved in most steps of the AM process, the 

experience and training of the individuals producing additive parts affects the microstructure and 

surface qualities. All the machines used direct metal laser sintering (DMLS) to fabricate the test 

coupons. With the exception of the Renishaw AM250 machine, the machine systems use 

continuous wave lasers. The Renishaw machine uses a pulsed wave laser. The different temporal 

profiles between these two laser emissions cause differences in temperature fluctuations of the melt 

pool. From these temperature differences, pulsed wave lasers have been shown to produce scale-

like melt tracks with deeper and narrower melt pools, while the continuous wave lasers result in 

smoother surface morphologies [199]. This difference in laser, in addition to the larger layer size 

used for the Renishaw AM250 printer as compared to the other coupons, was anticipated to result 

in significant irregularity in the coupon surface, as well as deviations from the design intent.   
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8.5. Surface Roughness Characterization 

The surfaces of all the test coupons were captured with a laser microscope to determine the 

impact of the manufacturing process on surface morphology and surface roughness levels. Before 

calculating any roughness parameters, a surface correction was applied to remove sample tilt and 

non-physical noise was filtered out. As highlighted in Figure 8-1, different areas of the coupons 

were imaged, including all four sides of the diamond pins, the channel walls of the pin fin coupons, 

and the endwalls of the wavy channel coupons. These imaged regions correspond to three different 

roughness profiles. The top two surfaces of the diamond pins capture upskin surfaces, meaning that 

these surfaces were printed over layers of sintered metal. Because the pins were unsupported during 

the builds, the other two sides of the diamond pins were printed over unsintered powder, so that 

these sides represent downskin surfaces. The pin fin and wavy channel walls capture surfaces that 

were oriented 90 degrees to the build plate.  

As seen in Figure 8-2, the eight different AM selections used to fabricate the coupons 

caused the surface morphologies of the pin fin channel walls to vary widely based on vendor, 

machine, material, and print parameters. These results show that the surface morphology varies 

widely depending upon material and machine but does not vary widely based on geometry. When 

the channel walls for the pin fins and wavy channel geometries have the same manufacturing 

selections, like in Figure 8-2(a) and Figure 8-2(b), the surface morphology appears very similar. 

Coupons fabricated with the same vendor and machine, such as in Figure 8-2(i,j) and Figure 8-2(k,l) 

have similar surface morphologies despite using different materials. The surface morphologies in 

Figure 8-2(g,h) and Figure 8-2(o,p) with the same vendor and material also have close appearances 

even though different machines were used. The similarities between these two cases demonstrate 

the influence of machine operators on the quality of additive parts. In contrast, Figure 8-2(k,l)and 

Figure 8-2(m,n) coupons printed on EOS M290 and Renishaw machines with the same vendor and 

material have very different surface morphologies. The Renishaw machine used in Figure 8-2(k,l) 

produced a surface with large globular features, while the EOS machine in Figure 8-2(m,n) 

fabricated a relatively smooth surface with distinct powder particles sintered to the surface. This 

variation in surface morphologies is suspected to be a function of the different machines and print 

parameters used. The coupons in Figure 8-2(a,b) and Figure 8-2(c,d) were printed on EOS M280 

machines, but have different surface morphologies due to differences in the print parameters, 

material, and vendor. Printed using IN718, Figure 8-2(e,f) looks dissimilar to Figure 8-2(g,h) and 

Figure 8-2(o,p) fabricated with the same material because of the varying vendor, machine, and print 

parameters. 
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Surface morphology does not only vary between different additive parts, but also vary 

across different regions on one additive part depending on the surface angle. Figure 8-3 shows the 

upskin and downskin images captured of the diamond-shaped pin surfaces. The downskin surfaces 

of the pins typically have increased numbers of partially sintered particles on the surface compared 

to the upskin surfaces, as seen on Figure 8-3(a) and Figure 8-3(b). Because downskin surfaces are 

printed over unsintered powder, surrounding powder particles partially melt onto the surface of the 

part during the build. Some coupons, like in Figure 8-3(p), also have large roughness features on 

the downskin surfaces, especially at the down-facing point of the diamond, because of powder 

particle agglomerations.   

Figure 8-2. Images captured with a laser microscope of pin fin channel walls (a,c,e,g,i,k,m,o) and 
wavy channel walls (b,d,f,h,j,l,n,p) in the respective regions indicated in Figure 8-1.  
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To evaluate the coupons’ surface roughness levels in this study, several roughness profile 

parameters were used, as seen in Figure 8-4. These roughness statistics were calculated from an 

average of seven individual measurements for each region of each sample. In total, four roughness 

parameters are discussed: arithmetical mean height (Sa), mean roughness depth (Sz), skewness (Ssk), 

and kurtosis (Sku). For each coupon set that includes one wavy channel and one pin fin geometry 

manufactured with the same machine and material, Sa and Sz show similar trends in roughness for 

the four areas imaged in Figure 8-4(a,b). The regions with the greatest average deviations follow 

the similar trends as the greatest height deviations in the area. When manufactured with matching 

machines and materials, the channel walls for the pin fin and wavy channel coupons have very 

close Sa values. This similarity shows that roughness does not vary much for the same surface 

angles on two different parts using the same machines and materials. The highest Sa for the channel 

walls was observed for the Renishaw coupons which is suspected to be due to a high layer thickness 

Figure 8-3. Images captured with a laser microscope of upskin surfaces of the diamond pins 
(a,c,e,g,i,k,m,o), and downskin surfaces of the diamond pins (b,d,f,h,j,l,n,p) in the respected regions 

shown in Figure 8-1.  
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of 50 µm and the pulsed wave laser on the Renishaw machine. Other authors [139,183] have also 

seen high levels of roughness and deformation produced on Renishaw machines. Compared to the 

roughness on the channel walls, the Renishaw diamond pin surfaces have significantly higher 

roughness levels on the downskin regions. The EOS M290 machines produced the highest Sa levels 

observed across all roughness measurements on the downskin surfaces. Conversely, all the coupons 

have upskin Sa that is relatively close to the 90-degree channel walls’ Sa values, with the exception 

of the Renishaw and Velo coupons that have upskin roughness levels close to the downskin regions.  

 

The mean roughness depth on the downskin surfaces approached or even exceeded 300μm, 

which is on the scale of the designed pin diameter of 1270μm. The similarity in scale between the 

designed features and the roughness on them would imply that these roughness elements are not 

just acting as additional microscale roughness features, but instead as more macroscale cooling 

features, which will impact the flow in unintended ways as will be shown in later figures. 

Figure 8-4. Roughness statistics for the imaged surfaces of the test coupons, including arithmetic 
mean roughness (a), mean roughness depth (b), skewness (c), and kurtosis (d).  
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The four surfaces of the Velo coupon’s pins were deformed with the four sides caved 

inward toward the middle, which will be shown later. This deformation on the Velo pins led to high 

deviations in the surface height. For the Renishaw coupons, all sides of the diamond pins exhibited 

very similar roughness profiles, which is attributed to the print parameters and machine.  

Almost all of the coupons’ surfaces have positive Ssk in Figure 8-4(c), which shows that 

the surfaces consist of peak features as opposed to valleys. Several surfaces show a negative Ssk 

close to zero, particularly on the downskin surfaces of the pin fins. This slightly negative Ssk value 

means that these surfaces are nearly balanced, but have slightly more valley-like features. In the 

channel walls data, coupon surfaces with larger Sa values tend to have lower Ssk meaning that these 

surfaces with higher average roughness tend to feature more crevasses. Coupons built with the same 

machines show similar trends in skewness for different surface roughness regions. For instance, 

the EOS M280 machines that built the Co-Alloy P1 coupon and the Hastelloy coupon have higher 

positive Ssk on both the channel walls, slightly positive Ssk on the upskin surfaces, and slightly 

negative Ssk on the downskin surfaces. This trend is corroborated by the coupons built on the EOS 

M290 machines with high Ssk on the channel walls, and positive Ssk for the diamond pin surfaces.  

Most of the test coupons in Figure 8-4(d) have Sku values around 3 which means the 

roughness profile is balanced between jagged and rounded features. However, a few surfaces have 

Sku values above 3, meaning the roughness profile is sharp. A sharp roughness profile (jagged) is 

most likely indicating that there are particles which are not bonded well to the surface. This 

likelihood is the result of the measurement method imposing high gradients to the surface 

roughness height when there are overhangs, which are expected when only a small portion of the 

particle fuses to the surface. An example of this effect is shown in the illustration presented in 

Figure 8-5. The reduced contact area between the particles and the wall will result in increased 

conduction resistance and reduce the fin efficiency of the particulate.  

 

 
Figure 8-5. Illustration showing potential differences in measured and actual roughness profile. 
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Surfaces with lower Sa levels tend to have higher Sku which correlates to a sharper 

roughness profile because these profiles are typically are smooth with individual powder particles 

adhered to the surface causing sharp changes in height. Contrarily, the higher Sa profiles tend to 

have more rounded roughness features where powder particles have coalesced, which causes the 

profile to balance close to 3.  

These types of roughness shapes can be viewed in Figure 8-6, which shows the channel 

wall roughness profiles for the pin fin and wavy channel coupons. The roughness profiles were 

obtained using the scans from the laser microscope, where a straight line was placed over small 

area of the surface to determine the height variations in the z direction for a given length in the x 

direction. As seen in previous roughness data, the channel walls for the pin fins and wavy channel 

geometries have very similar characteristics, while walls with different AM selections have wide 

variation. Height deviations can be seen for both the layer lines and the particulate adhered to the 

surface of the walls. For example, in Figure 8-6(a,b,g,h), the surface appears slightly wavy with 

occasional sharp deviations in height. The baseline rounded bumps are layer lines and the sharp 

spikes in the z direction are distinct powder particles that are partially sintered to the part’s wall. 

As can be seen in Figure 8-6(f), the sharper height deviations have smoother gradients to connect 

the particles to the mean plane, meaning that there is less overhang and the particles are closely 

bonded with the surface. On the other hand, surfaces like Figure 8-6(a) have perpendicular 

deviations in height showing that overhang likely exists. Other surfaces, such as in Figure 8-6(c,e), 

are pitted with sharp deviations to deep valley features.   
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8.6. Geometric Accuracy Characterization  

Further evaluation of the build quality for the test coupons was conducted using computed 

tomography (CT) scans. Investigating the as-built geometries of the cooling channels was 

completed by measuring deviation from design intent for the wavy channels and diamond pin fins 

using methods described by Corbett et al. [139]. An in-house processing code used point clouds 

obtained from the CT scans to measure slices of the as-built geometries and output averaged 

measurements of the hydraulic diameter and wetted surface area. For the pin fin coupons, all 

deviations from design intent in the hydraulic diameter fell within a range of 3.2%. The wavy 

channel geometries exhibited higher deviations for the hydraulic diameter geometry because the 

smaller channel widths and heights are difficult to print accurately. All wavy channel geometries 

were within a 6% deviation from design intent with the highest deviations in the EOS M280 Co-

Alloy and Renishaw Ni-Alloy coupons.  

While the hydraulic diameters were close to design intent for all the test coupons, the shape 

of the diamond pins varied greatly depending on the machine and material used to fabricate the 

cooling geometries. Figure 8-7 shows the cross-sectional shape of the as-built pins for the eight pin 

fin coupons compared to the intended design. Because the diamond pins are relatively small and 

Figure 8-6. Height variation in the z-direction for the channel walls taken along a given length in the 
x-direction. 
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unsupported during the build, these cooling features tend to have more geometric deviation 

compared to other regions of the test coupons. Variation in the diamond pin diameters ranged as 

high as 16.5%. As seen in Figure 8-7(a), the EOS M290 coupons both had pins that were overbuilt 

on the upskin surfaces and underbuilt on the downskin surfaces. The downskin surfaces of these 

coupons are observed to have rounded down-facing points with higher roughness features. The 

EOS M280 Co-Alloy P1 pins printed close to design intent for the impingement point, but were 

undersized along the span direction and downskin point. In contrast, the EOS M280 Hastelloy pins 

printed close to design intent on the upskin sides with overbuilt surfaces on the downskin sides.  

 

Looking at Figure 8-7 (b) with the coupons built using different machines and the same 

IN718 material, there is a notable increase in pin shape variation compared to the four coupons 

manufactured using EOS machines. This increased variation is suspected to be due to the different 

machines’ hardware, print parameters, and operators. For example, the Velo IN718 pins were 

printed with a distinct plus sign shape where each of the four points of the diamond are overbuilt, 

so that the pin walls cave inward at the middle. In comparison, the GE IN718 coupon that was 

 
Figure 8-7. Analysis of the shape of the diamond pins for EOS machines (a) and IN718 material (b). 
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fabricated with the same material and vendor had very different geometric inaccuracies in the 

diamond pins. The GE IN718 pins were significantly overbuilt on the upskin side of the coupon 

with a small tail in on the downskin side. Both the 3D Systems IN718 and the Renishaw Ni-Alloy 

pins were undersized with rounded upskin surfaces and tails on the downskin points. However, the 

Renishaw pins were also undersized in the spanwise directions leading to the highest deviations 

from the intended design diameter compared to the other coupons’ pins. The Renishaw coupon had 

the largest known layer size of the evaluated test coupons, which was likely a key factor in the 

accuracy to design intent that could be achieved using this printer.  

8.7. Experimental Methods 

In addition to characterizing the build of the coupons, experimental testing was conducted 

to collect heat transfer and pressure loss results. For this study, the test rig was the same as reported 

in previous research [105,106,139]. Test coupons were installed between two plenums 

instrumented with pressure taps to capture the pressure drop across the coupon using a differential 

pressure transducer. A gauge pressure transducer was used to find the upstream pressure inside of 

the test section. Flow entering the test section was regulated using a mass flow controller located 

upstream. A needle valve located downstream was used to independently control Mach number, 

which was kept below 0.15 for all tests, and Reynolds number. The plenums imposed known 

boundary conditions on the inlet and outlet of the test coupon, which were accounted for using loss 

coefficients. In the plenum thermocouples were placed into the flow path which measured the 

temperature of air at the inlet and outlet of the coupon. Using the known pressures, temperatures, 

and the mass flow rate in the plenums, the temperature, pressure, velocity, and density of the air at 

the coupon inlet and outlet was calculated assuming 1D isentropic flow. 

 For heat transfer tests, heating elements were added to both sides of the test coupon on the 

test rig. The heating elements are comprised of a custom surface heater placed between a copper 

block and a foam block. To minimize conduction resistance, thin layers of thermal paste were added 

to the copper block surfaces when placed against the coupon walls for testing. The heating elements 

imposed a constant surface temperature boundary condition on the outside of the test system. Using 

thermocouples located in the copper blocks, a 1D conduction analysis was completed to determine 

the temperature of the surface of the test coupon. There were also thermocouples in the foam blocks 

and the plenums, which were used to determine thermal losses during an experiment were 

measured. Using these measured losses, the known inlet and exit temperatures, and the known 

power input, an energy balance was created that compared the measured heat in to the expected 

heat in from the first law of thermodynamics. This comparison showed that energy closure was 

typically within 3%, meaning the loss paths in the rig were well captured. 
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Pressure loss results are represented by the friction factor, and heat transfer results were 

normalized using the Nusselt number.  Calculations of the bulk convective coefficient used the 

wetted surface area of the test coupons as determined from the CT scans. Before running tests in 

the rig, it was benchmarked using a test coupon featuring smooth, straight, cylindrical channels. 

The results from this test coupon were compared to Colebrook [55] and Gnielinski [56] correlations 

for friction factor and Nusselt number respectively. For the test range reported in the current study 

(Re > 4000), the benchmark coupon results were within 10% of the Colebrook correlation and 

within 5% of the Gnielinski correlation.  

8.8. Measurement Uncertainty  

To calculate uncertainty, the method of error propagation that is described by Dunn [57] 

was used. Experimental uncertainty for the friction factor values was calculated to be below 10% 

for all Reynold’s numbers in excess of 4000, and were typically approximately 6%. The greatest 

contributors to the uncertainty were the measured pressure drop and the measurements geometric 

measurements taken from the CT scans.  In the Nusselt number calculations, uncertainty was found 

to be below 7% for all data collected. The greatest contributors to uncertainty the temperature 

measurements for the thermocouple in the copper block, as well as at the exit of the test coupon. 

Uncertainty in the Reynolds number was also quantified, and found to be less than 3% for all tests. 

The greatest contributor to Reynolds number uncertainty was the measured mass flow rate. 

8.9. Thermal Performance of Wavy Channels 

 The wavy channel friction factor and Nusselt number performance are reported as a 

function of Reynolds number in Figure 8-8. Also shown in Figure 8-8 are the results from Kirsch 

et al. [31] who studied similar wavy channel geometry. 
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Comparing all of the coupons made on an EOS machine in Figure 8-8(a) and Figure 8-8(b), 

it is clear that depending on the material used there is significant variation, despite all using the 

same printer manufacturer. In particular, the heat transfer flow results follow the same trends that 

were reported in the arithmetic mean and mean roughness height roughness results shown in Figure 

8-4(a-b). The heat transfer performance and the pressure loss performance follow the same trends, 

with the Co-alloy P1 coupon being the only exception. This test coupon had scale-like roughness 

features below the partially fused particulate which can be seen in Figure 8-2(d). Between the Co-

alloy P1 and Co-alloy P2 coupons, most roughness statistics were the same, despite the differences 

in surface morphology, as shown in Figure 8-4(a-c). The major difference between the two coupons 

was in the measured Sku, which was lower for the P1 coupons than it was for the P2 coupons. As 

previously mentioned, the kurtosis describes the sharpness of the roughness profile, where a sharper 

profile has a higher Sku. The increased Sku of Co-alloy P1 coupon therefore implies that the 

roughness particles are poorly attached to the surface, resulting in reduced heat transfer 

performance relative to the Co-alloy P2 coupon.  

Comparing between the Co-alloy P2 coupon and the Hastelloy coupon, there was as much 

as an 83% difference in friction factor augmentation, and a 47% difference in heat transfer, despite 

the designs sharing the same design intent. Additionally, the IN718 coupon in Figure 8-8 (a-b) had 

Figure 8-8. Wavy channel friction factor (a,c) and Nusselt number (b,d) augmentation as a function of 
Reynolds number. 
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the second highest friction augmentation and the lowest heat transfer augmentation, which can be 

attributed to the small differences in the design between the wavy channels studied by 

Kirsch et al. [31] and the design evaluated in the current study.  

Comparing the results from the coupons manufactured from IN718 on different machines 

shown in Figure 8-8(c-d), there is less spread than was seen with the coupons of all the same 

machine. In fact, all of the heat transfer results conducted for this study are within experimental 

uncertainty. However, the coupon manufactured on the 3D Systems machine did have slightly 

lower friction factor augmentation than was measured on the other surfaces. It is suspected that this 

may be the result of the roughness on the downskin surfaces on the interior of the channel. The 3D 

Systems pin fin coupons had the lowest downskin Sa and Sz of the measured surfaces and the 

downskin surfaces on the interior of the wavy channels exhibited similar surface roughness 

characteristics. As such, this reduction to the channel downskin surface roughness led to improved 

friction factor results. The only coupon made of IN718 that did not have the same heat transfer 

performance was again the coupon design studied by Kirsch et al. [31]. Also shown in Figure 8-8(c-

d) is the results from the Renishaw coupon made from the Ni-alloy. This coupon had a high value 

of both arithmetic mean and total roughness height. The roughness profile was extremely irregular, 

as shown in Figure 8-6(e), which resulted in increased friction factor results. The heat transfer from 

extremely rough surfaces does not increase proportionally with respect to pressure loss [139], and 

the heat transfer augmentation for this coupon can decayed below the IN718 coupons at higher 

Reynolds numbers. 

Prior authors have noted that differences in the structure of roughness elements can have 

an impact on the cooling performance of the designs [200]. Between the different wavy channels 

that were manufactured out of IN718, there was not significant variation in the structure of the 

surface roughness, as was shown in Figure 8-2(f), Figure 8-2(h), and Figure 8-2(p). However, 

Figure 8-2(b), Figure 8-2(p), and Figure 8-2(n) shows the apparent differences in the surface 

morphology between the coupons made of different materials. Take for the example the surfaces 

of the coupon made from Hastelloy, the IN718 coupon made on the GE machine, and the Ni-alloy 

coupon built on the Renishaw machine. Of these three coupons, the IN718 coupon has the lowest 

Sa, but the Ni-alloy and Hastelloy coupons had similar levels of Sa as shown in Figure 8-4. Flack 

and Shultz [201] as well as Wildgoose et al. [140] identified that the skewness of roughness 

elements is a key parameter in scaling performance, and there is an evident difference in Ssk 

between the Hastelloy and Ni-alloy coupons. The negative Ssk of the Ni-alloy coupons indicates 

that the roughness profile was composed of valleys, as opposed to the mountains that made up the 

profiles of the Hastelloy coupon.  
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Despite similar magnitudes of Sa between the Hastelloy and Renishaw coupons, visually 

the difference in roughness structure can be seen in Figure 8-2(b) and Figure 8-2(n). The Hastelloy 

coupon surface is dotted with a multitude of randomly distributed small particulate, whereas the 

Ni-alloy coupon features large mounds of material with crevasses located between, which are 

dotted with additional particulate imposed on top of the mounds. Therefore, the distributed small 

particulate on the surfaces of the Hastelloy coupon is a more effective finned surface as compared 

to the crevices surfaces of the Ni-alloy coupon, allowing for an increase to heat transfer, despite 

the augmentation to pressure drop being similar as shown in Figure 8-8.  

To more broadly compare the performance of the different test coupons evaluated as part 

of this study, an augmentation plot was created and is presented in Figure 8-9. As with the prior 

augmentation results, the performance of much of the IN718 coupons fall on top of each other, with 

the exception of the 3D Systems coupons which offer similar levels of heat transfer enhancement 

for lower friction factor enhancement due to the previously discussed suspected low downskin 

surface roughness. The performance of coupons manufactured out of different materials varied 

depending on their respective roughness properties, where the smoother coupons enabled similar 

levels of heat transfer enhancement with lower friction factor enhancement.  Across all of the 

designs, the slope of heat transfer versus friction factor augmentation was consistent, whereas the 

shift along the friction factor augmentation axis was largely just a function of the arithmetic mean 

surface roughness. 
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Comparing the results from the EOS Ni-alloy coupon to the EOS Co-alloy P1 coupon in 

Figure 8-9, there is an evident increase in the heat transfer despite a similar magnitude of friction 

factor augmentation. This difference in performance is the result of the poorly attached particles on 

the surface of the EOS Ni-alloy coupon as indicated by the higher levels of Sku shown in Figure 

8-4(d) and the images shown in Figure 8-2(d) and Figure 8-2(l) for the Ni-and Co-alloys, 

respectively. The scale-like roughness of EOS Co-alloy P1 coupons therefore more effectively 

transfer heat. 

The flow results presented in Figure 8-9 also showcase that a primary factor to increasing 

the friction factor and heat transfer from a test coupon is the arithmetic means surface roughness. 

However, the structure of the roughness, which can be described using the Ssk and Sku of the surface, 

plays a significant secondary role in determining the effectiveness of a surface morphology. 

8.10. Thermal Performance of Pin Fins 

The flow results from the pin fin coupons are presented in Figure 8-10.  Starting with the 

coupons of varied materials shown in Figure 8-10(a,b),  it should immediately be noted that the 

friction factor and Nusselt number augmentations are significantly greater than those found for the 

Wavy channel coupons presented in Figure 8-8. The cause for this increase is in part due to the 

normalization of the results, which uses the bulk inlet velocity instead of the maximum velocity, 

 
Figure 8-9. Augmentation plot of the wavy channel design from the nine different build conditions. 
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and also the difference in the main contributors to pressure loss. Where for the wavy channels the 

wall shear stress in tandem with the internal secondary flow formations drive much of the pressure 

loss, the impingement onto pin surfaces and subsequent flow detachment and mixing is what drives 

the pressure loss and heat transfer in the pin fin arrays.  

 

For all but the Hastelloy coupons, the pin fin coupons made of different materials had very 

similar friction factor augmentation. The cause for this difference is that the coupons from the other 

materials had lower roughness statistics than the Hastelloy coupons, as shown in Figure 8-4. The 

Nusselt number augmentations from the coupons of varied materials for most of the coupons was 

very similar, with the exception of the Hastelloy test coupon. The reason for this difference in 

performance is twofold: firstly, the average pin diameter for the Hastelloy coupons was slightly 

larger than the other coupons of different materials inducing more mixing, and secondly the endwall 

surface of the Hastelloy coupon was significantly rougher than that of the other coupons of varied 

materials. Within the coupons of the same material, there was as much as a 22% difference in 

friction factor for a given Reynolds number, and as much as a 26% difference in heat transfer.  

Looking to Figure 8-10(c,d), the Renishaw Ni-alloy and the IN718 coupons made on the 

3D systems and GE machines had almost identical friction factor performance for the range tested. 

The only coupon to deviate was the IN718 coupon made on the VELO machine. The reason why 

Figure 8-10. Pin fin friction factor (a,c) and Nusselt number (b,d) augmentation as a function of 
Reynolds number. 



172 
 

the VELO coupon had the significant increase in friction factor was due to the shape of the pin that 

was formed during the build, as was shown in Figure 8-7 (b), where instead of the pins being a 

diamond in shape, they were instead shaped like a plus sign. This irregular shape lead to a greater 

percentage of the pin frontal area being normal to the oncoming flow direction, resulting in an 

increase in pressure loss from the flow impingement. This loss mechanism was partnered with an 

increased amount of pressure loss in the wake of each pin due to the recessed areas downstream of 

the pin. Despite the increased pressure loss, the heat transfer for the coupons made of IN718 was 

very similar. The Ni-alloy coupon made on the Renishaw machine also featured very similar 

performance to the coupons made of IN718, despite having increased levels of endwall arithmetic 

mean roughness relative to the IN718 coupons (Figure 8-4(a)). This was the result of the pins being 

considerably undersized, as shown in Figure 8-7 (b), limiting the effectiveness of this coupon as it 

compares to the Hastelloy coupon which shared a similar level of endwall surface roughness. 

The final comparison of the pin fin test results is presented in Figure 8-11, which features 

an augmentation plot of all eight variations of test coupon. The coupons that shared similar levels 

of surface roughness also shared a similar augmentation performance, with many of the test results 

falling largely on top of each other in Figure 8-11. The Hastelloy coupon is an outlier, with 

significantly enhanced heat transfer for a given friction factor augmentation. This outlier is again 

the result of the increased endwall arithmetic mean surface roughness not substantially increasing 

the pressure drop but still increasing heat transfer, since the mechanism for pressure drop is more 

reliant on interactions with the pin fins themselves. This relatively low friction factor sensitivity to 

roughness is indicated by the relatively similar friction factor augmentations exhibited by all 

coupons studied.  
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As was seen with the wavy channel results, it is likely that the particulate that made up the 

endwall surface roughness on the Hastelloy coupon further improved performance over the other 

evaluated test coupons. Similar to the wavy channels, the morphology of the endwall surface 

roughness also furthered the reduction in heat transfer for Renishaw coupons relative to the other 

designs, as shown in Figure 8-11. However, due to the significant differences in pin geometry 

between the Hastelloy and Renishaw coupons in Figure 8-7, it is difficult to decouple the surface 

morphology from geometric impacts. 

8.11. Conclusions  

This study examined how additive machines and materials impact the surface roughness 

and geometric accuracy of AM cooling channels, which subsequently affects the cooling 

performance. Two different AM cooling geometries were incorporated into a general test coupon, 

including a wavy channel geometry and pin fin geometry. A total of 16 coupons were manufactured 

using five vendors, five machines, and four materials. All test coupons were printed using DMLS 

with specified support structures and build orientation, while the print parameters were selected 

according to manufacturer recommendations. To characterize the as-built qualities, the coupons 

were scanned using computed tomography and imaged using a laser microscope. Additionally, test 

coupon pressure loss and heat transfer were experimentally determined. 

 
Figure 8-11. Augmentation plot of the pin fin design from the eight different build conditions. 
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Both the selection of machine and material were found to influence an additive part’s 

surface roughness, surface morphology, and geometric deviations. Not only do machine and 

material affect a part, but different manufacturers that are contracted to build parts can lead to 

variations in part roughness and geometry. Roughness levels can also significantly vary across one 

additive part based on a region’s surface angle. The downskin surfaces printed over unsintered 

powder on the test coupons were found to have much higher average roughness compared to the 

90-degree channel walls and upskin surfaces. However, there was very little variation in roughness 

observed for test coupons with different geometries that were built using the same build parameters.  

For the geometric accuracy characterization, all the cooling channels were found to have 

hydraulic diameters very close to the design intent. However, the diamond pins introduced 

significant variability in geometry because they were built without supports and are relatively small 

in size. Looking specifically at the cross-sectional perimeters of the diamond pins, it was observed 

that some machines and materials fabricated the diamond shape more accurately than others. There 

was more variation in pin shape across different machines compared to varying the material.  

This study identified that a primary driver in pressure loss and heat transfer was increased 

levels of Sa, but that a key secondary driver is the roughness morphology which can be described 

using Ssk and Sku. In particular, it was observed that for wavy channels surfaces with a high Sa, 

highly distributed small particles (higher Ssk) enhanced the heat transfer performance over that of 

a surface with more crevice-shaped roughness features (lower Ssk). Additionally, it was observed 

that for wavy channel surfaces with lower levels of Sa that the kurtosis described how well particles 

bonded to a surface, whereby poorly bonded particles resulted in a reduction in surface heat transfer 

performance.  

For the pin fin designs it was found that deviations from the pin design intent had the most 

significant impact on the pressure loss performance. However, in cases where there was significant 

endwall Sa, it was observed that the roughness further enhanced heat transfer and pressure loss. It 

was found that the different materials introduced more variation in a cooling geometry’s heat 

transfer performance compared to the additive machine used for both the wavy channel and pin fin 

geometries. Heat transfer and friction factor varied by up to 50% and 83% between coupons 

featuring wavy channels and varied by up to 26% and 22% for coupons containing pin fin arrays 

and was highly dependent upon the surface morphology. 

These results have identified exciting directions for improving heat transfer augmentation 

separately from pressure loss through identifying specific surface morphology effects.  These 

results also lay the groundwork for further developing additive manufacturing processes to create 

tailor-made surfaces specific to the application. Though further work needs to be completed in 
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order to isolate the impacts of process parameters, particle size distribution, and laser type in the 

determination of the various surface topographies.   
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9. CONCLUSIONS 

The seven studies that were covered in this dissertation explored how the inherent surface 

roughness of the additive manufacturing process impacted the performance of several families of 

internal cooling structures. Specifically, the prior chapters covered the performance of wavy 

channels, pin fin arrays of varying shapes, two varieties of strut-based lattice structures, surface 

diamond pyramids features, and broken wavy ribs. The parametric analyses around these designs 

offered greater insight into the range of performance that could be expected from similar styles of 

design.  These internal features all saw enhanced heat transfer as a function of the increased surface 

roughness at some pressure deficit, however there was significant variation in the magnitude of the 

impact of the surface roughness. The partnered computational analyses that were completed in the 

prior studies offered significant insight into the underlying fluid dynamics and heat transfer that 

enable the experimentally measured performance, and also allowed for identification of when 

computational models may not match their experimental counterparts. Building the coupons on the 

myriad of machines out of a range of different materials allowed for a broader understanding of the 

impact of these two key aspects of the additive manufacturing process on the surface morphology 

and subsequent thermohydraulic performance of wavy channels and pin fin arrays.  

The remainder of this chapter will review the overarching key findings from this 

dissertation. The first section will broadly compare the heat transfer and pressure loss results from 

the different internal cooling designs and the impact that the inherent surface roughness had on 

them. The second section will review how changes to the material and machine impacted the 

surface topography and ultimately the flow results from a series of internal cooling geometries. The 

last section will offer suggestions on future work to be completed to continue to explore the internal 

cooling additive manufacturing design space. 

9.1. Comparisons Of Internal Cooling Designs  

The bulk of this dissertation is composed of the exploration of a variety of internal cooling 

designs, identifying their key fluidic structures and interactions with roughness elements. A 

summary of the results from all of the investigated geometries is presented in Figure 9-1.  Each dot 

in Figure 9-1 represents the results from a coupon of the associated color. While the majority of the 

data presented in Figure 9-1 has been shown previously, a handful of additional coupons 

investigating the same surface features and fully dense lattice structures previously discussed were 

included in the plot that did not make their way into a prior publication. It should be noted that the 

axis in Figure 9-1 are log scale, so as to visualize the extremely broad range of test coupon designs 

as determined from the analyses discussed in the prior chapters. 
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 In Figure 9-1, the definition used for friction factor was uniformly the definition used to 

describe the friction factor of channel geometries to ensure that the comparisons between each of 

the data points would be fair. From these comparisons, it can be seen that different types of cooling 

technologies augments the performance of a simple channel in vastly different magnitudes. From 

the coupons explored in the current body of work, the empty ducts had friction factor augmentations 

between 2.0 and 5.0 depending on the Reynolds number, with heat transfer augmentations between 

1.2 and 1.7. Prior literature has shown that channels with more significant relative roughness can 

experience much more significant enhancements to performance, but within the work completed 

for this dissertation this range is representative.  

Surface features offered additional enhancement, bringing friction factor augmentations 

between 3.0 and 10.0, and Nusselt number enhancements between 1.4 and 2.3, with the vast 

majority of the results following along the line of an efficiency index of one. These surface features 

largely enhanced the heat transfer through increasing the near wall vorticity and thermal transport, 

particularly in the near wake region behind a given feature. Experimentally, these flow structures 

Figure 9‐1. Augmentation plot of all designs tested in this dissertation. 
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would interact with endwall roughness, which lead to an increase in both heat transfer and pressure 

loss.  

The wavy channel designs, highlighted in blue, offer an additional region of enhancement, 

with friction factor augmentations of 3.0 up through 30 depending on the design and interior 

roughness of the wavy channel, and Nusselt number augmentations that spanned from 1.2 to above 

3.0. The main mechanism for heat transfer enhancement in the wavy channel was the development 

of beneficial secondary flows, or Dean vortices, that formed as a function of the channel geometry. 

In the experimental channels, these secondary flows would interact with the rough channel walls, 

causing both increased heat transfer and pressure loss. In contrast to the surface features, the wavy 

channel designs span the efficiency index line, with some designs showing performance 

significantly below an efficiency index of 1. This low efficiency is due to the reduction in 

performance as a function of Reynolds number that was observed for the studied wavy channels. 

This reduction in performance was likely the result of the flow becoming more centered to the 

channel at greater flow rates, leading to larger recirculation zones and significant increases to 

pressure drop, while not equally enhancing heat transfer. This effect can be somewhat mitigated by 

increasing the aspect ratio of the wavy channel, as was seen in Chapter 7.   

 The next range of cooling technologies, the pin fins and fully dense lattice structures, far 

extend beyond the friction factor augmentations that were reported for the previously discussed 

geometries. Pin fin friction factor augmentations start at a value of 20 and extend to 100, whereas 

the lattice structure designs have augmentations that extend well above 500. As previously 

mentioned, this increase in friction factor augmentation is the result of the difference in how these 

geometries induce heat transfer and pressure drop. In either a pin fin or lattice array there are 

significant regions of reduced cross-sectional area which force the local velocity to increase, and 

strut geometry that the flow both impinges onto and also detaches from, resulting in wake 

formations and mixing. These significant increases to friction factor augmentations are paired with 

significant heat transfer enhancement, however the magnitude of these enhancements plateau at a 

Nusselt number augmentation just below six. While there is certainly a significant pressure penalty 

associated with the introduction of pin fin arrays, in certain instances the heat transfer enhancement 

from the arrays is worth the pressure penalty, such as in the trailing edge of a turbine blade. In the 

same way, there may be instances where the significant pressure drop that is induced from highly 

dense lattice structures may be worth it, especially in the cases of multifunctional designs where 

structural concerns are significant. 

 The designs presented in Figure 9-1 cover a broad range of thermohydraulic performance, 

but that doesn’t necessarily mean the designs shown will achieve every conceivable thermal 
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requirement. As such, the designs studied in this dissertation should serve as a starting point for a 

cooling scheme, which can then be optimized for a given application. Though as was seen in 

Chapter 7 and Chapter 8, the surface morphology that will be accompanying these designs will 

need to be considered during this optimization.  

9.2. Machine and Material Considerations in the DMLS Process 

While the chosen cooling features used in an additive cooling design have obvious 

implications onto the performance of said design, the surface roughness present as a function of the 

process is also a driving factor in the overall performance. While, as shown previously, there are a 

myriad of different L-PBF parameters that ultimately impact the surface morphology, the results 

from Chapter 7 and 8 discuss the implications of how different machines and materials ultimately 

impact the performance of an additively manufactured cooling features. Broadly speaking, it was 

found that geometric accuracy was fairly similar when comparing multiple materials on a given 

machine, though there may be variations in the underlying roughness topography. Conversely, 

differences in machine resulted in fairly significant modifications to the geometric accuracy, with 

only small changes to roughness topography.  Particularly, unsupported surfaces resulted in notable 

geometric changes between two machines. Between all of the builds studied, the friction factor of 

the same wavy channel design printed out of different materials differed by as much as 83%, and 

the heat transfer varied by as much 47%. For pin fins the friction factor augmentation varied by as 

much as 22% and the heat transfer varied by as much as 26% between coupons of different 

materials.  

Due to limited access to some of the process conditions used during the manufacturing of 

several of the coupon sets, explicitly determining what aspects of the different machines impacted 

the surface quality and geometric accuracy was not possible. It was likely that for any given coupon 

set, repeated builds which could be used to hone in the different process parameters would have 

improved the overall quality of the parts tested, however the main point of interest in this work was 

to understand how different roughness morphologies impacted the flow performance, and was less 

focused on the specifics aspects of those processes that lead to the differences in surface quality.  

The results presented in this dissertation also identified that increased arithmetic mean 

surface roughness led to increased friction factor and heat transfer enhancement for both pin fin 

and wavy channels. In the case wavy channels, it was also identified that the morphology of the 

surface roughness played a secondary role in determining test coupon performance. Small 

particulate that was well bonded to the channel surface was found to significantly enhance heat 

transfer, whereas crevasse shaped roughness features had limited enhancement. The quality of these 

features was found to correspond with the surface skewness and kurtosis. 
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9.3. Recommendations for Future Work 

To fully understand each of the designs in this dissertation, a significant amount of work 

still needs to be completed. In particular, many of the designs investigated as part of this study 

featured unsteady flow structures, and in certain cases the heat transfer and pressure losses from 

the design was driven by complex unsteady flows. Because the vast majority of this work used 

time-averaged techniques, either with the experimental results or the implementation of Steady 

Reynolds Averaged Navier Stokes (RANS) models, there is a significant amount about these 

unsteady flows that have not been characterized. Particularly in the cases of the wavy ribs, diamond 

turbulators, or the pin fin arrays, a more detailed transient analysis may offer increased insight into 

the underlying fluid dynamics leading to the time-averaged performance. If possible, a detailed 

transient analysis into the fluid flow around additive surface roughness would also be valuable, 

since the flow separation induced by the roughness would also be inherently unsteady. 

As mentioned in Chapter 4, there is not yet a widely agreed on method for scaling the 

hydrothermal performance of lattice structures, and there has been limited work investigating the 

performance of lattice structures at multiple scales. Preliminary results from a scaling analysis on 

lattice structures is presented in Appendix A, which shows that using channel definitions for 

characterizing the performance of lattice structures does not scale friction factor appropriately, but 

that using the definition for pin fins shows promise. Additional experimental work will need to be 

completed to validate an appropriate friction factor definition, and would be of great use to the heat 

exchanger community as leveraging lattice structures as a cooling design becomes more feasible. 

Additional criteria for evaluating the performance of these lattice structure should also be explored, 

such as comparisons of the gravimetric heat transfer [202], which may more directly compare the 

overall heat transfer for a given weight which is an important quality for aerospace heat exchangers. 

One of the key outcomes from this dissertation was the mapping of cooling design space 

for additively manufactured internal cooling schemes. These largely experimental results have laid 

the ground work for an opportunity to explore an optimization space for advanced internal designs. 

Not every design investigated as part of this body of work will be suitable for every application, 

but many of the designs can be used in some combination to create an effective cooling scheme. 

Completing a first order optimization using the designs from this dissertation for a given application 

would be an effective use of the breadth of experimental data. From this first order optimization, 

further refinement could be completed using more computationally heavy optimization methods, 

such as adjoint optimization or voxel based genetic algorithms. Given the irregularity of additive 

surface roughness and the difficulty to simulate it with commercial computational fluids solvers, it 
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is recommended that a final step for this style of optimization should always be to validate the 

optimization using additional experimental testing. 

While the latter half of this dissertation covered how additive surfaces varied depending 

on their manufacturing conditions, further research should be completed to understand what aspects 

of the additive machines was leading to the differences in surface morphology and geometric 

accuracy. Specifically, additional work should be completed on comparisons of parts between 

different additive machines while keeping a greater number of variables the same between builds, 

such as particle size distribution and layer height. Without a key understanding of the cause for the 

differences between machines, validation of additive manufacturing as a general manufacturing 

method will be impossible. Several of the studies completed in this dissertation involved coupons 

where the author did not know the process parameters used to manufacture the parts. Not knowing 

these parameters limited detailed discussion about accuracy to design intent and the impacts of the 

surface quality, and what aspects of the process resulted in these deviations. Future studies 

investigating additively manufactured internal cooling designs should be diligent in determining 

the process parameters used in a given build and extracting powder samples for particle size 

distribution measurements. Much like in industry, having a detailed log of as many aspects of entire 

additive process as possible, including the feedstock powder quality, process conditions used, 

operator of the machine, and final part heat treatment and machining, is a critical in being able to 

make the most detailed and definitive statements about how and why a given part printed the way 

it did.  
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Appendices 

A. PRELIMINARY LATTICE STRUCTURE SCALING RESULTS 

In recent years there has been several groups who have begun to investigate the cooling 

performance of AM lattice structures. Given the broad definition of what a lattice structure is, there 

have been many different forms of implementation. Liang et al. [83] implemented several lattice 

shapes, including a BCC and Kagome lattice, in a staggered arrangement similar to pin fins, in 

addition to two other lattice types that were integrated into a test coupon in an inline arrangement 

similar to this study.  Aider et al. [95] has also studied the thermal-fluid performance of several 

types of lattice, but as a three-dimensional grid with unit cells of approximately 10mm. Both studies 

scaled their results using a channel friction factor definition, which is shown in Equation A-1. 

𝑓௖௛௔௡௡௘௟ ൌ
∆𝑃

0.5 ∙ 𝜌 ∙ 𝑢௠ଶ
∙
𝐷௛
𝐿

 ሺ𝐴 െ 1ሻ 

 For this definition, the mass average inlet velocity is used as the velocity scaling, and the 

channel hydraulic diameter over the coupon length is used as the length scale.  

The author of this dissertation also investigated several lattice structures. In Chapter 4, a 

detailed CFD study was presented that explored the performance of Body Centered Cubic (BCC) 

and Kagome lattices. In addition to the two metal additive coupons used for experimental validation 

in Chapter 4, several other metal additive coupons featuring the same BCC and Kagome lattice 

geometry were printed which varied the lattice porosity that were not included in the results of that 

Chapter. The friction factor from these additional coupons, as defined using the Equation A-1, was 

compared to the results from literature, and are shown in Figure A-1. 

 
Figure A-1. Friction factor data from the current study compared against literature. 
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There is an evident difference in performance between the three studies, especially when 

comparing the results of the large scale designs studied by Aider et al. [95] to those found by the 

author. It was hypothesized that this order of magnitude difference in results was because this 

definition of friction factor did not appropriately scale the pressure loss results, rather than a true 

difference in friction factor as a function of the lattice design and porosity. It was further 

hypothesized that geometrically similar larger lattice structure designs would result in larger values 

of friction factor. While the unit cells built by Liang et al. [83] were slightly larger than those 

studied by the author, the sparce arrangement of lattice was anticipated to significantly reduce the 

pressure drop and resulting friction factor.  

To test this hypothesis, three new test coupons were built on a stereolithography (SLA) 

printer, whose as-built surfaces were assumed to be hydrodynamically smooth. A diagram of these 

three coupons can be seen in Figure A-2. The lattice integrated into these test coupons was a 

Kagome lattice, as was studied in Chapter 4. The 1x scale test coupon matched the same design 

intent that was used in the Chapter 4, however the upstream and downstream open channel regions 

were removed from the test coupon design, and the coupon was instead fully dense with 10 rows 

of lattice structures. The porosity of the Kagome lattice was defined as 0.3 to reduce the error 

associated with printing the test coupons at the 1x scale, as was found in Chapter 4. All coupons 

were printed on the same build plate at the same time out of a gray plastic developed by the printer 

manufacturer.  

 

 The three test coupons were evaluated in the same test rig that was described in prior 

chapters, using the scaled plenums discussed in Chapter 6. As mentioned in that chapter, the rig 

Figure A-2. (a) The three scales of test coupons used for characterizing the performance of the 
lattice structures, with a view of the internals with the (b) top surface and (c) side wall removed. 
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was benchmarked using a coupon featuring straight cylindrical channels which agreed within 5% 

of the Colebrook correlation. The test coupons were tested over a range of Reynolds numbers to 

determine pressure drop. The pressure drop for these test coupons were normalized in two ways: 

first using the definition shown in Equation A-1, and then again using a definition more similar to 

the definition used to scale pin fin array pressure loss which is presented in Equation A-2. 

𝑓௟௔௧௧௜௖௘ ൌ
∆𝑃

0.5 ∙ 𝜌 ∙ 𝑢௠௔௫ଶ ∙
1
𝑁

 ሺ𝐴 െ 2ሻ 

For this scaling the maximum velocity in the lattice structure is determined using the 

minimum flow area, which is estimated by subtracting the frontal area of the lattice from the cross-

sectional area of the duct. Instead of normalizing using the length of the coupon and duct hydraulic 

diameter, the results are instead normalized using the number of rows of lattice structures along the 

flow direction. Equation A-2 is normalized in this way because the disruption from a given row of 

lattice was anticipated to be the primary contributor to pressure loss. In addition to the friction 

factor, the Reynolds number for the lattice structures was also redefined to be more consistent with 

the pin fin definition, as shown in Equation A-3. 

𝑅𝑒௟௔௧௧௜௖௘ ൌ
𝑢௠௔௫ ∙ 𝜌 ∙ 𝐷௣௢௥௘

𝜇
 ሺ𝐴 െ 3ሻ 

Dpore in Equation A-3 was defined as the maximum pore diameter, which was shown by 

Aider et al. [95] to better scale the Nusselt number results in their study. For the Kagome lattice, 

this maximum pore diameter is the duct height. The results normalized using the channel and lattice 

definitions are shown in Figure A-3 for the coupons built at three different scales. 

 

Starting with the channel definitions shown in Figure A-3(a), the scale of the test coupon 

had a clear impact on the friction factor. If the performance was scaled appropriately, the friction 

Figure A-3. Scaling the friction factor of the lattice designs using (a) channel definitions and 
(b) proposed lattice definitions. 
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factor should be uniform for a given Reynolds number, regardless of geometric scale. This increase 

in friction factor as a function of scale is an important determination for the thermos-fluids 

community, as it makes comparisons between studies reliant on the compared studies sharing not 

only the same definition of friction factor, but also the same scale.  

Leveraging the pin fin definitions shown in Equation A-2 and A-3 shows much better 

agreement between the coupons of different scales, particularly between the 3x and 5x scale test 

coupons. The 1x test coupon has an approximately 15% greater friction factor than the 3x coupons 

for the entire range of Reynolds numbers tested. It is suspected that this discrepancy is the result of 

the as-printed coupon deviating from the design intent, as the strut diameters and sizes for the 1x 

coupon approached the limitations of what could reliably be printed. A similar discrepancy between 

the as-built and as-design test coupon was previously found in the local pressure drop coupons 

discussed in Chapter 4.  

Moving forward, additional work is required to validate the use of these lattice structure 

definitions for a broader range of lattice structures. Future work should particularly focus on not 

only comparisons of strut-based lattice, but also include triply periodic minimal surface (TPMS) 

lattice structures. Additionally, this same style of scaling should be applied to the heat transfer 

performance of lattice geometry at different scales, to ensure the scaling as proposed by Aider et 

al. [95] holds for different geometric scales.  
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B. COMPARISONS TO PRIOR LITERATURE 

There are a multitude of different studies who have investigated the performance of both 

additive and traditional cooling technologies previously in literature. The goal of this appendix is 

to offer a point of comparison for the data collected in this body of work against that of prior 

researchers. This was accomplished by using a series of augmentation plots, similar to what was 

used in the final chapter of this dissertation. The geometries in this section are split into four parts, 

pin fin arrays (Figure B-1),  surface features (Figure B-2), lattice structures (Figure B-3) , and 

channels, including both wavy and non-wavy channels (Figure B-4).  

 

 

 
Figure B-1. Augmentation plot of pin fin data from the current study compared against data from 

literature. 
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Figure B-2. Augmentation plot of surface feature data from the current study compared against data 

from literature. 

 
Figure B-3. Augmentation plot of lattice structure data from the current study compared against data 

from literature. 
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[51,203]  

 
Figure B-4. Augmentation plot of microchannel data from the current study compared against data 

from literature. 
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C. UNCERTAINTY CALCULATIONS 

Uncertainty Nomenclature 

Ac  cross sectional area 

Dh  hydraulic diameter 

h  convection coefficient 

H  channel Height 

I  electrical current 

k  thermal conductivity 

L  channel Length 

𝑚ሶ    mass flow rate 

N  number of channels 

P  perimeter 

Patm  atmospheric pressure 

Pgauge  gauge pressure 

ΔP  pressure drop across the test coupon 

Q  heat 

Qloss  loss heat to the test rig  

R  resistance 

Rcond  conduction resistance 

t  thickness 

T  temperature 

ΔTLMTD  log mean temperature difference 

u  mass averaged velocity 

V  voltage 

W  Channel Width 

Greek 

μ  dynamic viscosity 

ρ  density 

Subscripts 

cu  copper 

coupon  test coupon 

far  thermocouple farthest from the test coupon 

foam1  located in the first foam block 

foam2  located in the second foam block 
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in  at the inlet of the test coupon 

near  thermocouple nearest to the test coupon 

out  at the outlet of the test coupon 

plenum1 located in the first plenum 

plenum2 located in the second plenum 

s  surface 

tp  thermal paste 

Uncertainty Calculations 

For each data point that was calculated for every paper discussed in this dissertation, an 

uncertainty analysis was conducted, using the propagation of uncertainty as described by Dunn[57]. 

This uncertainty analysis was integrated into the core data processing code that was used for 

analyzing all experimental data, facilitating calculation of uncertainty for each data set. Generally 

speaking, there were three properties of interest in the prior studies: Reynolds number, the friction 

factor, and the Nusselt number. These three numbers are defined below in Equations B-1, B-2, and 

B-3.  

𝑅𝑒 ൌ
𝜌𝑢𝐷௛
𝜇

ሺ𝐵 െ 1ሻ 

𝑓 ൌ
∆𝑃

0.5 ∙ 𝜌 ∙ 𝑢ଶ
∙
𝐷௛
𝐿

 ሺ𝐵 െ 2ሻ 

𝑁𝑢 ൌ
ℎ𝐷௛
𝑘

 ሺ𝐵 െ 3ሻ 

However, almost all of the properties shown in these equations are functions of other 

variables themselves, and as such the equations need to be expanded to be defined in terms of the 

measured quantities. These expanded forms for the Reynolds number and friction factor can be 

found in Equations B-4, and B-5. 

 

𝑅𝑒 ൌ
2𝑚ሶ

𝜇ሺ𝑊 ൅ 𝐻ሻ
 ሺ𝐵 െ 4ሻ 

𝑓 ൌ
4 ∙ ∆𝑃 ∙ ሺ𝐻 ∙ 𝑊ሻଷ

ሺ𝐻 ൅𝑊ሻ ∙ 𝐿 ∙ 𝑚ሶ
∙ ൤൫𝑃௚௨௔௚௘ ൅ 𝑃௔௧௠൯ ∙ ൬

1
𝑇௜௡

൅
1
𝑇௢௨௧

൰ െ
∆𝑃
𝑇௢௨௧

൨  ሺ𝐵 െ 5ሻ 

 

While equation A-3 may appear to be the simplest of the three key parameters, it is in fact 

the most complex to calculate, as it depends on many variables. As such the equation has been 

broken into several parts for clarity, as shown in Equations B-6 through B-14. 
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ℎ ൌ
𝑄 െ 𝑄௟௢௦௦

ሺ𝐿 ∙ ሺ2𝑁 ∙ ሺ𝑊 ൅ 𝐻ሻሻ ∙ ∆𝑇௅ெ்஽
 ሺ𝐵 െ 6ሻ 

𝑄 ൌ 𝐼ଵ ∙ 𝑉௣௢௪௘௥,ଵ ൅ 𝐼ଶ ∙ 𝑉௣௢௪௘௥,ଶ ൌ
𝑉௥௘௦௜௦௧௢௥,ଵ ∙ 𝑉௣௢௪௘௥,ଵ

𝑅௥௘௦௜௦௧௢௥,ଵ
൅
𝑉௥௘௦௜௦௧௢௥,ଶ ∙ 𝑉௣௢௪௘௥,ଶ

𝑅௥௘௦௜௦௧௢௥,ଶ
ሺ𝐵 െ 7ሻ 

𝑄௟௢௦௦ ൌ 𝑄௟௢௦௦,௣௟௘௡௨௠భ
൅ 𝑄௟௢௦௦,௣௟௘௡௨௠మ

൅ 𝑄௟௢௦௦,௙௢௔௠భ
൅ 𝑄௟௢௦௦,௙௢௔௠మ

ሺ𝐵 െ 8ሻ 

𝑄௟௢௦௦,௣௟௘௡௨௠భ
ൌ

𝐴௖,௉௟௘௡௨௠భ

𝑘௡௬௟௢௡ ∙ ൫𝑇௡௘௔௥,௣௟௘௡௨௠భ
െ 𝑇௙௔௥,௣௟௘௡௨௠భ

൯
ሺ𝐵 െ 9ሻ 

𝑄௟௢௦௦,௣௟௘௡௨௠మ
ൌ

𝐴௖,௉௟௘௡௨௠మ

𝑘௡௬௟௢௡ ∙ ൫𝑇௡௘௔௥,௣௟௘௡௨௠మ
െ 𝑇௙௔௥,௣௟௘௡௨௠మ

൯
ሺ𝐵 െ 10ሻ 

 

𝑄௟௢௦௦,௙௢௔௠భ
ൌ

𝐴௖,௙௢௔௠,ଵ

𝑘௙௢௔௠ ∙ ൫𝑇௡௘௔௥,௙௢௔௠,ଵ െ 𝑇௙௔௥,௙௢௔௠,ଵ൯
ሺ𝐵 െ 11ሻ 

𝑄௟௢௦௦,௙௢௔௠మ
ൌ

𝐴௖,௙௢௔௠,ଶ

𝑘௙௢௔௠ ∙ ൫𝑇௡௘௔௥,௙௢௔௠,ଶ െ 𝑇௙௔௥,௙௢௔௠,ଶ൯
ሺ𝐵 െ 12ሻ 

∆𝑇௅ெ்஽ ൌ
𝑇௜௡ െ 𝑇௢௨௧

ln ൤
𝑇௦ഥ െ 𝑇௢௨௧
𝑇௦ഥ െ 𝑇௜௡

൨
ሺ𝐵 െ 11ሻ

 

𝑇௦ഥ ൌ
𝑇௦,ଵ ൅ 𝑇௦,ଶ

2
ሺ𝐵 െ 12ሻ 

𝑇௦,ଵ ൌ 𝑇௖௨,ଵ െ 𝑅௖௢௡ௗ ∙ ൬𝑄௟௢௦௦,௙௢௔௠భ
൅
𝑄௟௢௦௦,௣௟௘௡௨௠భ

൅ 𝑄௟௢௦௦,௣௟௘௡௨௠మ

2
൰ ሺ𝐵 െ 13ሻ 

𝑇௦,ଶ ൌ 𝑇௖௨,ଶ െ 𝑅௖௢௡ௗ ∙ ൬𝑄௟௢௦௦,௙௢௔௠మ
൅
𝑄௟௢௦௦,௣௟௘௡௨௠భ

൅ 𝑄௟௢௦௦,௣௟௘௡௨௠మ

2
൰ ሺ𝐵 െ 13ሻ 

𝑅௖௢௡ௗ ൌ
𝑡௖௨

𝑘௖௨ ∙ 𝐴௖,௖௨
൅

𝑡௧௣
𝑘௧௣ ∙ 𝐴௖,௧௣

൅
𝑡௖௢௨௣௢௡

𝑘௖௢௨௣௢௡ ∙ 𝐴௖,௖௢௨௣௢௡
ሺ𝐵 െ 14ሻ 

 

In order to calculate the uncertainty for these equations, the root sum square of the first 

derivative of each parameter multiplied by the uncertainty in that parameter is taken. An example 

of this method is shown in equation B-15 for the Reynolds number. 

 

𝑈ோ௘ ൌ ඨ൬
𝜕𝑅𝑒
𝜕𝑚ሶ

∙ 𝑈௠ሶ ൰
ଶ

൅ ൬
𝜕𝑅𝑒
𝜕𝑊

∙ 𝑈ௐ൰
ଶ

൅ ൬
𝜕𝑅𝑒
𝜕𝐻

∙ 𝑈ு൰
ଶ

൅ ൬
𝜕𝑅𝑒
𝜕𝜇

∙ 𝑈ఓ൰
ଶ

ሺ𝐵 െ 15ሻ 

 

As an example, the uncertainties and partial derivatives for a Reynolds numbers of 5,000 

and 15,000 for a wavy channel geometry are shown in Table C-1 and Table C-2. 
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The contribution to total uncertainty was determined by taking the sum of each of the 

elements under the square root, and normalizing each partial derivative-uncertainty value pair by 

the total sum.   

Equation B-16 was used to determine the uncertainty in the friction factor. 

 

𝑈௙ ൌ

⎷
⃓⃓
⃓⃓
⃓⃓
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൬
𝜕𝑓
𝜕𝑚ሶ

∙ 𝑈௠ሶ ൰
ଶ

൅ ൬
𝜕𝑓
𝜕𝑊

∙ 𝑈ௐ൰
ଶ

൅ ൬
𝜕𝑓
𝜕𝐻

∙ 𝑈ு൰
ଶ

൅ ൬
𝜕𝑓
𝜕∆𝑃

∙ 𝑈∆௉൰
ଶ

൅ ⋯

൬
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𝜕𝐿

∙ 𝑈௅൰
ଶ

൅ ቆ
𝜕𝑓
𝜕𝑃௚

∙ 𝑈௉೒ቇ
ଶ

൅ ൬
𝜕𝑓

𝜕𝑃௔௧௠
∙ 𝑈௉ೌ ೟೘

൰
ଶ

൅ ⋯

൬
𝜕𝑓
𝜕𝑇௜௡

∙ 𝑈்೔೙൰
ଶ

൅ ൬
𝜕𝑓
𝜕𝑇௢௨௧

∙ 𝑈
೚்ೠ೟
൰
ଶ

ሺ𝐵 െ 16ሻ 

 

As an example for determining the uncertainty in friction factor, the uncertainties 

associated with friction factor for a wavy channel at a Reynolds number of 5,000 and 15,000 are 

shown in Table C-3 and Table C-4. 

Table C-1. Uncertainty Contributions For Reynolds Number at a Reynolds Number of 5,000 

Variable 
Value of Partial 

Differential [1/units] 
Uncertainty Contribution 

𝐦ሶ  [kg/s] 4.252E+06 2.91E-05 77.9% 

W [m] -1.746E+06 1.75E-05 4.8% 

H [m] -1.746E+06 1.75E-05 4.8% 

Mu [mꞏs/kg] -2.691E+08 1.84E-07 12.5% 

Total Uncertainty 2.80%   

Table C-2. Uncertainty Contributions For Reynolds Number at a Reynolds Number of 15,000 

Variable 
Value of Partial 

Differential [1/units] 
Uncertainty Contribution 

𝐦ሶ  [kg/s] 4.26E+06 2.91E-05 51.5% 

W [m] -5.24E+06 1.75E-05 10.5% 

H [m] -5.24E+06 1.75E-05 10.5% 

Mu [mꞏs/kg] -8.09E+08 1.84E-07 27.6% 

Total Uncertainty 1.9%     
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Given the significant number of variables that lead to uncertainty in the Nusselt number 

definition, the uncertainty calculations are broken into two parts, first uncertainty in the coupon 

surface temperature, and then uncertainty in the Nusselt number. Given the number of variables 

included in the equation for uncertainty in the surface temperature of the test coupon, an abbreviated 

form of the equation is shown in Equation B-17.  

 

Table C-3. Uncertainty Contributions For Friction Factor at a Reynolds Number of 5,000 

Variable 
Value of Partial 

Differential [1/units] 
Uncertainty Contribution 

Pa [Pa] 1.26E-06 5515.808 24.9% 

Pg [Pa] 1.26E-06 2585.535 5.5% 

ΔP [Pa] 1.07E-05 172.3689 1.8% 

W [m] 182.6042 1.75E-05 5.3% 

H [m] 452.7293 1.75E-05 32.5% 

𝐦ሶ   [kg/s] -261.64 2.91E-05 30.0% 

R [J/kg/mol] -0.00053 0.01 0.0% 

Coupon Outlet Temperature [K] -0.00024 1.00 0.0% 

Coupon Inlet Temperature [K] -0.00027 1.00 0.0% 

Channel Length [m] -2.68291 2.54E-05 0.0% 

Total 9.2%   

Table C-4. Uncertainty Contributions For Friction Factor at a Reynolds Number of 15,000 

Variable 
Value of Partial 

Differential [1/units] 
Uncertainty Contribution 

Pa [Pa] 4.75E-07 5.52E+03 6.0% 

Pg [Pa] 4.75E-07 2.59E+03 1.3% 

ΔP [Pa] 3.37E-06 4.31E+02 1.8% 

W [m] 1.96E+02 1.75E-05 10.3% 

H [m] 4.87E+02 1.75E-05 63.0% 

𝐦ሶ   [kg/s] -9.40E+01 4.76E-05 17.4% 

R [J/kg/mol] -5.71E-04 1.00E-02 0.0% 

Coupon Outlet Temperature [K] -2.61E-04 1.00E+00 0.1% 

Coupon Inlet Temperature [K] -2.98E-04 1.00E+00 0.1% 

Channel Length [m] -2.88E+00 2.54E-05 0.0% 

Total 6.6%   
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An example of the calculated uncertainty of the coupon surface temperature at a Reynolds 

number of 10,000 and 30,000 for a wavy channel geometry are shown in Table C-5 and Table C-6. 
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Table C-5. Uncertainty Contributions For Coupon Surface Temperature at a Reynolds Number of 
10,000 

Variable 
Value of Partial 

Differential [K/units] 
Uncertainty Contribution 

Heater 1 Voltage [V] -3.36E-02 5.00E-04 0.0% 

Heater 2 Voltage [V] -3.33E-02 5.00E-04 0.0% 

Heater 1 Resistor Voltage [V] -1.38E+01 1.00E-04 0.0% 

Heater 2 Resistor Voltage [V] -1.33E+01 1.00E-04 0.0% 

Heater Resistor Resistance [Ohm] 3.19E+01 1.00E-04 0.0% 

Plenum Loss Area [m2] -9.73E+01 5.40E-07 0.0% 

Inlet Plenum, Loss TC 1 [K] 1.42E-03 1.00E+00 0.0% 

Inlet Plenum, Loss TC 2 [K] -1.42E-03 1.00E+00 0.0% 

Plenum Thickness [m2] 6.95E+00 2.54E-05 0.0% 

Plenum Thermal  

Conductivity [W/mK] 
-3.15E-02 7.00E-03 0.0% 

Outlet Plenum, Loss TC 1 [K] -1.42E-03 1.00E+00 0.0% 

Outlet Plenum, Loss TC 2 [K] 1.42E-03 1.00E+00 0.0% 

Foam Cross Section [m2] 1.42E+00 1.50E-06 0.0% 

Foam Thermal  

Conductivity [W/mK] 
3.33E-02 5.40E-04 0.0% 

Foam 1, Loss TC 1 [K] 3.06E-04 1.00E+00 0.0% 

Foam 1, Loss TC 2 [K] -3.06E-04 1.00E+00 0.0% 

Foam 2, Loss TC 1 [K] 3.06E-04 1.00E+00 0.0% 

Foam 2, Loss TC 2 [K] -3.06E-04 1.00E+00 0.0% 

Foam Thermocouple Distance [m] -2.83E-01 2.54E-05 0.0% 

Copper Thickness[m] -5.78E+01 2.54E-05 0.0% 

Copper Thermal  

Conductivity [W/mK] 
9.54E-04 3.85E+00 0.0% 

Copper Cross Sectional Area [m2] 2.53E+03 1.50E-06 0.0% 

Thermal Paste Thickness [m] -1.93E+04 2.54E-05 32.1% 

Thermal Paste  

Conductivity [W/mK] 
2.12E-01 2.31E-02 0.0% 

Coupon Thickness [m] -4.45E+03 1.75E-05 0.8% 

Coupon Thermal Conductivity [W/mK] 2.35E-01 1.00E-01 0.1% 

Fore Copper Temperatures [K] 5.00E-01 1.00E+00 33.5% 

Aft Copper Temperatures [K] 5.00E-01 1.00E+00 33.5% 

Total 1.1%   
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Table C-6. Uncertainty Contributions For Coupon Surface Temperature at a Reynolds Number of 
30,000 

Variable 
Value of Partial 

Differential [K/units] 
Uncertainty Contribution 

Heater 1 Voltage [V] -4.10E-02 5.00E-04 0.0% 

Heater 2 Voltage [V] -4.13E-02 5.00E-04 0.0% 

Heater 1 Resistor Voltage [V] -1.60E+01 1.00E-04 0.0% 

Heater 2 Resistor Voltage [V] -1.58E+01 1.00E-04 0.0% 

Heater Resistor Resistance [Ohm] 4.61E+01 1.00E-04 0.0% 

Plenum Loss Area [m2] -5.63E+01 5.40E-07 0.0% 

Inlet Plenum, Loss TC 1 [K] 1.42E-03 1.00E+00 0.0% 

Inlet Plenum, Loss TC 2 [K] -1.42E-03 1.00E+00 0.0% 

Plenum Thickness [m2] 4.03E+00 2.54E-05 0.0% 

Plenum Thermal  

Conductivity [W/mK] 
-1.82E-02 7.00E-03 0.0% 

Outlet Plenum, Loss TC 1 [K] -1.42E-03 1.00E+00 0.0% 

Outlet Plenum, Loss TC 2 [K] 1.42E-03 1.00E+00 0.0% 

Foam Cross Section [m2] 1.00E+00 1.50E-06 0.0% 

Foam Thermal  

Conductivity [W/mK] 
2.35E-02 5.40E-04 0.0% 

Foam 1, Loss TC 1 [K] 3.06E-04 1.00E+00 0.0% 

Foam 1, Loss TC 2 [K] -3.06E-04 1.00E+00 0.0% 

Foam 2, Loss TC 1 [K] 3.06E-04 1.00E+00 0.0% 

Foam 2, Loss TC 2 [K] -3.06E-04 1.00E+00 0.0% 

Foam Thermocouple Distance [m] -2.00E-01 2.54E-05 0.0% 

Copper Thickness[m] -8.33E+01 2.54E-05 0.0% 

Copper Thermal  

Conductivity [W/mK] 
1.37E-03 3.85E+00 0.0% 

Copper Cross Sectional Area [m2] 3.65E+03 1.50E-06 0.0% 

Thermal Paste Thickness [m] -2.78E+04 2.54E-05 49.2% 

Thermal Paste  

Conductivity [W/mK] 
3.05E-01 2.31E-02 0.0% 

Coupon Thickness [m] -6.41E+03 1.75E-05 1.2% 

Coupon Thermal Conductivity [W/mK] 3.38E-01 1.00E-01 0.1% 

Fore Copper Temperatures [K] 5.00E-01 1.00E+00 24.7% 

Aft Copper Temperatures [K] 5.00E-01 1.00E+00 24.7% 

Total 1.8%   
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Using the uncertainty in coupon surface temperature, the uncertainty in Nusselt number can be 

calculated using equation B-18. 
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As with the other parameters, an example for the uncertainty calculations for a wavy 

channel at two Reynolds numbers is shown in Table C-7 and Table C-8. 

 

 

 

 

Table C-7. Uncertainty Contributions for Nusselt Number at a Reynolds Number of 10,000 

Variable 
Value of Partial 

Differential 
[1/units] 

Uncertainty Contribution 

Width [m] -1.14E+04 1.75E-05 0.4% 

Height [m] 2.44E+04 1.75E-05 1.9% 

Channel Length [m] -1.06E+03 2.54E-05 0.0% 

Coupon Wall Temperature [m] -2.57E+00 8.64E-01 51.6% 

Heater Power [m] 5.47E-01 1.67E-01 0.1% 

Conductivity of Air [m] -2.22E+03 2.73E-04 3.8% 

Plenum Inlet Temperature [m] 6.79E-01 1.00E+00 4.8% 

Plenum Outlet Temperature [m] 1.89E+00 1.00E+00 37.4% 

Total 5.1%   

Table C-8. Uncertainty Contributions for Nusselt Number at a Reynolds Number of 30,000 

Variable 
Value of Partial 

Differential 
[1/units] 

Uncertainty Contribution 

Width [m] -2.31E+04 1.75E-05 0.2% 

Height [m] 4.95E+04 1.75E-05 1.1% 

Channel Length [m] -2.16E+03 2.54E-05 0.0% 

Coupon Wall Temperature [m] -6.36E+00 1.01E+00 62.2% 

Heater Power [m] 7.63E-01 2.08E-01 0.0% 

Conductivity of Air [m] -4.66E+03 2.64E-04 2.3% 

Plenum Inlet Temperature [m] 2.13E+00 1.00E+00 6.9% 

Plenum Outlet Temperature [m] 4.22E+00 1.00E+00 27.2% 

Total 6.6%   
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