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Abstract

Material processing is an important topic in academic research and engineering practices. Its applications, such as welding and laser forming, are widely employed in the fabrication of large structures. However, welding applications may cause undesired permanent distortions and residual stresses in materials. It is highly desired by researchers and engineers to develop efficient numerical methods that have the capability to simulate material processing for a timely prediction of distortions and residual stresses that may be produced.

Finite element analysis of 3D full scale thermo-elasto-plastic material processing has been considered to be computationally expensive and poses challenging difficulties for current available numerical algorithms as well as computer hardware. Tremendous computational costs arise from the fine meshes, small time increments, and nonlinearity involved in this kind of analysis.

The objective of this research is to develop effective and efficient numerical methods and computational techniques that are capable of performing 3D large scale finite element analysis of material processing problems. Parallel computing is first introduced for simulating large scale applications on shared memory computers. The Dual-Primal Finite Element Tearing and Interconnecting method with Reduced Back Substitution and Linear-Nonlinear Analysis (FETI-DP-RBS-LNA) is then proposed to introduce the divide and conquer concept to the simulation of large scale problems and reduce the
overall computational costs. Distributed computing is further introduced for the FETI-DP-RBS-LNA algorithm. Message Passing Interface (MPI) is implemented and tested on a distributed PC cluster so that FETI-DP-RBS-LNA receives the benefit of distributed computing. Finally, the partial Cholesky re-factorization scheme is investigated and implemented to improve the computational performance of material processing simulations. This scheme only re-factorizes the nonlinear regions in the structure. Therefore, the overall simulation time can be greatly reduced.
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Chapter 1

Introduction

1.1 Material Processing Modeling and Computational Challenges

Material processing is an important topic in academic research and engineering practices. Its applications, such as welding and laser forming, are widely employed in the fabrication of large structures due to their advantages of improved structure performance, cost savings, and easy implementation. However, welding applications may cause undesired permanent distortions and residual stresses in materials [1, 2, 3, 4]. These undesired phenomena may degrade the overall structural performance and sometimes even cause the failure of structures. It is critical for engineers to have the capability to predict the resulting distortions and residual stresses in advance, so that they may institute pre-processing and manufacturing techniques, such as pre-heating, fit-up and straightening, to reduce these unwanted side effects to a minimum when necessary.

Several of the most common types of welding distortions are listed in Figure 1.1. These distortions are caused by different types of residual stress distribution introduced by welding in structures. Angular distortion, for example, is mostly caused by the transverse shear stress at the top and the bottom surfaces of the plate [5]; while for buckling, the longitudinal residual stress introduces additional stress stiffness to the structure, causing instability and buckling phenomena [6].
Fig. 1.1. Types of Welding Distortion [7].
In a welded structure, sometimes one type of distortion may be more prominent than others. In this case, the problem can be simplified by considering only the effective component of residual stresses which relates to the corresponding type of distortion. For example, a 2D-3D decoupled modeling approach considers the effect of longitudinal residual stress and gives adequate predictions for buckling dominant welding distortions [6]. However, in many applications, several types of welding distortions may also exist simultaneously, and some types of welding distortions are highly dependent on the welding sequence. The simplified methods have difficulties to capture all these characteristics, and therefore, cannot predict the actual distortions.

Modeling and finite element analysis of welding distortions and residual stresses have been an active research area since the late 70’s [8, 9, 10, 11, 12, 13, 14]. Most of the models used at that time were 2D models, built on the intersection area transverse to the welding direction, and they assume plane strain or generalized plane strain to predict residual stresses in 2D models. However, this approach has difficulty capturing some distortion modes that are affected by the structural interaction and constraint in the welding direction, as it does not take that dimension and its effects into account.

To achieve more accurate results, a full scale 3D moving source simulation is necessary to take all the welding distortion modes and residual stresses into consideration. [15, 16, 17]. Based on the types of welding, two reference frames: Eulerian frame and Lagrangian frame, can be used for 3D models. The Eulerian frame is suitable for long and steady welds [18, 19], while the Lagrangian reference frame [20, 16, 9, 8, 21, 22, 23, 24, 3, 25, 26, 27] is preferred for more general problems. However, finite element analysis of 3D moving source welding simulation has been considered
to be computationally expensive and poses challenging difficulties for industrial scale implementations. High computational costs are caused by the following three factors: 1) These applications result in very large equations during the simulations. Since near the thermal processing path, very dense meshes are required to capture the high gradient temperature and residual stresses results [28, 29], which increases the size of the equation dramatically. For large scale applications, it is common that the total number of equations may exceed a million. 2) Small time increments are required to capture the moving heat input correctly [28, 29]. For simulations with several meters of material, hundreds and even thousands of time increments may be required. 3) Part of the structure behaves nonlinearly. When the standard direct sparse solver is used, this phenomenon requires the entire system to be re-factorized for each Newton-Raphson iteration in each time increment, increasing the already expensive computation costs. Although these factors introduce many computational difficulties, they are all necessary for correctly capturing the moving heat source input and the resulting high gradient temperature and residual stresses fields [28].

1.2 Computer Aided Design and Numerical Approaches

Computer aided design and engineering have been widely applied to analyze various material processing applications in many industries, such as automotive and shipbuilding industries. Compared to the traditional experimental trials, these approaches provide a relatively cost saving methodology for their users to test and verify designs before sending them to the product lines. They can also provide reliable numerical results
in a relatively short amount of time, which improves the design efficiency and reduces the cycles of product development.

Among the various research topics in computer aided design and engineering, finite element analysis is an important and well-known area due to its solution effectiveness and wide applicability. Many researches have been conducted in this area during the past several decades. For material processing applications, finite element formulations of quasi-static thermo-elasto-plastic processes in Lagrangian reference frames have been widely used to analyze complex physical phenomena involved in these applications, such as heat transfer in thermal processing and residual stress distribution after the material is cooled down [30, 16, 9, 8, 21, 31, 26, 3]. The thermal analysis is assumed to be transient while the elasto-plastic mechanical analysis is quasi-static. Thermo-elasto-plastic processes are typically assumed to be weakly coupled; that is, the temperature profile is assumed to be independent of stresses and strains. Thus, a heat transfer analysis is performed initially and the resulting temperature history is imported as the thermal loading in the following mechanical analysis. The thermal analysis is nonlinear due to the temperature dependent material properties. Furthermore, plasticity and large deformation analysis introduce additional sources of nonlinearity in the mechanical analysis.

Several approaches have been studied with the objective to solve the large scale problems introduced during material simulations, such as the adaptive meshing method [32, 33] and the domain decomposition style FETI-DP method [34, 35]. The adaptive meshing approach automatically refines or coarsens the meshes along the laser forming path based on the temperature or stress gradient, thus it reduces the unnecessary
mesh density and saves computational time. However, due to the high gradient residual stresses in regions previously processed thermally, coarsening is still a problem in mechanical analysis since dense meshes are still required to capture these high gradient residual stresses and strains, and these residual stresses and strains play important roles in the structural distortions. Therefore, in mechanical analysis, adaptivity can only take full effect in regions that have not been processed. This limits the effectiveness of adaptive meshing. The FETI-DP approach is based on the divide and conquer methodology. It splits a large domain into many subdomains with non-overlapping interfaces and corner nodes. The corner and interface problems are first solved, and then the subdomain problems can be processed in a parallel fashion on shared memory multi-processor computers or distributed computing clusters. Therefore, this method can receive the benefit from parallel/distributed computing and reduce overall simulation time. However, there are still some difficulties for this approach to solve large scale problems efficiently when the resulting interface problem or the coarse problem is large.

1.3 Objective of This Research and Approaches Adopted

The main objective of this research is to investigate and propose effective and efficient numerical methods and computational techniques that are capable of handling 3D large scale finite element simulations introduced during material processing, especially in the area of welding and laser forming research.

Four computational approaches are adopted in this thesis to achieve the objective of this research. The details are listed in the following subsections.
1.3.1 Large Scale Parallel Computing Approach

This approach introduces parallel computing to the simulations of large scale welding applications. The computational challenges in the material processing applications and the background of parallel computing are first discussed. Several implementation and optimization issues based on the nature of large scale welding problems, such as the latent heat range and the spatial and temporal discretization requirements, are also investigated to optimize the software and improve the overall computational performance. The whole approach is then tested on the 1.27 million DOFs Maglev beam model. The computational statistics are reported. The results demonstrate that this approach provides a feasible way to simulate large scale welding problems in a short amount of time.

1.3.2 Domain Decomposition Approach with FETI-DP-RBS-LNA

As parallel and distributed computing gradually become the computing standard for large scale problems, the domain decomposition method (DD) has received growing attention since it provides a natural basis for splitting a large problem into many small problems, which can be submitted to individual computing nodes and processed in a parallel fashion. The DD style algorithm not only provides a method to solve large scale problems which are not solvable on a single computer by using direct sparse solvers, but also it gives a flexible solution to deal with large scale problems with localized nonlinearities. When some parts of the structure are modified, only the corresponding subdomains and the interface equation that connects all the subdomains need to be recomputed. In this approach, the Dual-Primal Finite Element Tearing and Interconnecting method (FETI-DP) is carefully investigated, and a reduced back-substitution
(RBS) algorithm is proposed to accelerate the time consuming preconditioned conjugate gradient (PCG) iterations involved in the interface problems. Linear-nonlinear analysis (LNA) is also adopted for large scale problems with localized nonlinearities based on subdomain linear-nonlinear identification criteria. This combined approach is named as the FETI-DP-RBS-LNA algorithm and demonstrated on the mechanical analyses of a welding problem. Serial CPU costs of this algorithm are measured at each solution stage and compared with that from the IBM Watson direct sparse solver and the FETI-DP method. The results demonstrate the effectiveness of the proposed computational approach for simulating welding problems, which is representative of a large class of three dimensional large scale problems with localized nonlinearities.

1.3.3 Distributed Computing Approach with FETI-DP-RBS-LNA

This approach introduces distributed computing to the simulations of large scale welding applications. It first reviews the FETI-DP-RBS-LNA algorithm and the computational model of distributed systems. Then the implementation details of the distributed computing version of the FETI-DP-RBS-LNA algorithm are discussed. Two different Message Passing Interface (MPI) are implemented. They are the MPICH implementation over the standard ethernet interconnect and the MPIGM implementation over the high-speed Myrinet interconnect, respectively. One 16-subdomain welding example is tested with both MPI implementations. Decent speedup is reported based on the wall clock time measured from the Penn State LionXM distributed PC cluster and a single large shared memory Unisys system.
1.3.4 Partial Cholesky Re-factorization Approach

This approach investigates the partial Cholesky re-factorization scheme and its application for large scale material processing applications. It first reviews the partial Cholesky re-factorization scheme. Then the implementation details, such as updated region selection and model simplifications, are discussed. This scheme is integrated into the in-house FEA software. Three laser forming examples with varying scales are simulated using this scheme. The CPU time costs are measured and compared with the standard direct sparse solver. Significant computational improvement are achieved for these laser forming applications. Scalability and speedup results are also presented to show the effectiveness of applying the partial Cholesky re-factorization scheme to simulate large scale material processing applications.

1.4 Thesis Layout

The following thesis is organized as four main chapters, and each chapter is based on the original format of a paper. Chapter 2 discusses parallel computing for large scale applications. Chapter 3 and Chapter 4 address the FETI-DP-RBS-LNA algorithm and its distributed computing implementation. Chapter 5 discusses the partial Cholesky re-factorization scheme and its applications. Finally, Chapter 6 outlines the results achieved in this research and concludes this thesis.
Chapter 2

Large Scale Computing in Welding. Application: Modeling Welding Distortion of the Maglev Beam

2.1 Introduction

2.1.1 Computational Challenges in Welding Simulation

Welding is an important topic in engineering research and is widely employed in the fabrication of large structures due to their advantages of improved structure performance, cost savings, and easy implementation. However, welding applications may cause undesired permanent distortions and residual stresses in materials [1, 2, 3, 4]. These undesired phenomena may degrade the overall structural performance and sometimes even cause the failure of structures. It is critical for engineers to have the capability to predict the resulting distortions and residual stresses in advance, so that they may institute pre-processing and manufacturing techniques, such as pre-heating, fit-up and straightening, to reduce these unwanted side effects to a minimum when necessary.

In Fig 2.1, several of the most common types of welding distortions are listed. These distortions are caused by different types of residual stresses distribution introduced by welding in structures. Angular distortion, for example, is mostly caused by the transverse shear stress at the top and the bottom surfaces of the plate [5]; while for

\footnote{The content of this chapter will be submitted to Modelling and Simulation in Materials Science and Engineering.}
In a welded structure, sometimes one type of distortion may be more prominent than others. In this case, the problem can be simplified by considering only the effective component of residual stresses which relates to the corresponding type of distortion. For example, a 2D-3D decoupled modeling approach considers the effect of longitudinal residual stress and gives adequate predictions for buckling dominant welding distortions [6]. However, in many applications, several types of welding distortions may also exist simultaneously, and some types of welding distortions are highly dependent on the welding sequence. The simplified methods have difficulties to capture all these characteristics, and therefore, cannot predict the actual distortions.

A full scale 3D moving source simulation is necessary to take all the welding distortion modes and residual stresses into consideration. However, finite element analysis of 3D moving source welding simulation has been considered to be computationally expensive and poses challenging difficulties for industrial scale implementations. High computational costs are caused by the following three factors: The fine meshes required in the finite element modeling, which increase the problem size dramatically; Material nonlinearity and plasticity, which increase the iterations required within each time increment; The small time increment value used in the analysis, which results in a very large total number of time increments. Although these factors introduce many computational difficulties, they are all necessary for correctly capturing the moving heat source input and the resulting high gradient temperature and residual stresses fields.
Fig. 2.1. Types of Welding Distortion [7].
2.1.2 Recent Approaches and Large Scale Parallel/Distributed Computing

Several approaches have been studied with the objective to solve this type of large scale problems. One of them is adaptive meshing [32, 33]. This approach automatically refines or coarsens the meshes along the welding path based on the temperature or stress gradient, thus it reduces the unnecessary mesh density and saves computational time. However, due to the high gradient residual stresses in regions previously processed thermally, coarsening is still a problem in mechanical analysis since dense meshes are still required to capture these high gradient residual stresses and strains, and these residual stresses and strains play important roles in the structural distortions. Therefore, in mechanical analyses, adaptivity can only take full effect in regions that have not been processed. This limits the effectiveness of adaptive meshing. Another approach is the domain decomposition style methods, such as the FETI-DP method [34, 35]. The FETI-DP approach splits a large scale problem into many small problems and one interconnecting interface problem (the interface problem also requires to solve a coarse problem first). Therefore, it improves computational efficiency by reducing the problem size and using parallel computing techniques. However, there are still difficulties to apply this approach to solve large scale problems efficiently when the resulting interface problem or coarse problem is large.

As the advance of modern computer technology, parallel and distributed computer systems have become more and more popular and easily accessible to normal users. Compared to the normal computers, they provide a much powerful platform for large scale computing and improve the capability of simulating large scale applications. Parallel
Parallel computing is introduced for the shared memory systems, and OpenMP is a popular choice to explicitly explore multi-threaded, shared memory parallelism on these systems. For the distributed systems, the concept of distributed computing is introduced and Message Passing Interface (MPI) is normally used to communicate information among the distributed processors and memory. Compared to MPI, OpenMP is relatively easy to implement and it yields good speedup on modest sized systems. The working model of OpenMP can be viewed as a fork and join model. Before entering the program domain that can be parallelized, the master thread of the program forks many
new threads. All these threads will perform the computations concurrently in the parallelized domain. Later, when the computations are finished, these newly forked threads will join the master thread and send their results back. This idea is shown in Figure 2.3.

2.1.3 Objective of This Research

The objective of this paper is to introduce parallel computing into the simulations of large scale welding applications. Although parallel computing is already an important research area in the field of computer science and engineering, it has not received full attention by the welding research groups yet. Many implementation and optimization issues are still need to be investigated and addressed based on the nature of large scale welding problems. These researches are important since they are closely related to the feasibility of implementing parallel computing for large scale welding simulations, and they also provide the possibilities to optimize the software and improve the overall computational performance.
In this paper, several modeling issues are investigated for large scale welding applications to optimize the implementation of parallel computing, which includes: Determining the minimum discretization requirements for modeling welding meshes; investigating the effects of latent heat range and maximum time increment $\Delta t_{max}$ on the convergence behavior of the code and how they affect the precision of the results. The parallel version of the welding simulation software is also developed and optimized for large shared memory computers. OpenMP is applied to explicitly explore multi-threaded, shared memory parallelism on computations of independent loops, such as elemental stiffness and residual information; the IBM Watson Sparse Matrix Package (WSMP) [36, 37] is applied to solve equations in the order of millions; and Basic Linear Algebra Subprograms (BLAS) is also implemented to improve the performance of matrix and vector related operations.

Welding of a potential design of the Maglev beam is simulated and demonstrated as the numerical example in this paper. First, an investigation is performed on a single joint model, which is a portion of the Maglev beam, to identify the proper values for latent heat range used in the thermal analysis. Then, spatial and temporal discretization studies are also performed on a single joint model. Based on the discretization study, a 1.27 million degrees of freedom model is built to analyze the Maglev beam welding design. The Goldak’s welding heat source model is used to represent the heat input, and a large deformation analysis is performed at the last time increment to take the possible buckling phenomenon into account. Finally, parallel computing statistics and numerical results are presented to demonstrate the effectiveness of this approach.
2.2 Review of Thermal and Mechanical Analytical Formulations

Finite element formulations for quasi-static thermo-elasto-plastic processes in Lagrangian reference frames have been widely used in analyzing fusion welding processes [30, 16, 9, 8, 21, 31, 26, 3]. The thermal analysis is assumed to be transient while the elasto-plastic mechanical analysis is quasi-static. Thermo-elasto-plastic processes are typically assumed to be weakly coupled; that is, the temperature profile is assumed to be independent of stresses and strains. Thus, a heat transfer analysis is performed initially and the resulting temperature history is imported as the thermal loading in the following mechanical analysis. The thermal analysis is nonlinear due to the temperature dependent material properties. Furthermore, plasticity and large deformation analysis introduce additional sources of nonlinearity in the mechanical analysis.

2.2.1 Transient Thermal Analysis

For a reference frame $r$ fixed to the body of a structure, at time $t$, the governing equation for transient heat conduction analysis is given as follows:

$$\rho C_p \frac{\partial T}{\partial t}(r,t) = \nabla_r \cdot (k \nabla_r T) + Q(r,t) \quad \text{in volume } V$$

(2.1)

where $\rho$ is the density of the flowing body. $C_p$ is the specific heat capacity. $T$ is the temperature. $k$ is the temperature dependent thermal conductivity matrix. $Q$ is the internal heat generation rate, and $\nabla_r$ is the spatial gradient operator of the reference frame $r$. 
The initial and boundary conditions for the transient thermal analysis can be found in most of the standard textbooks.

### 2.2.2 Quasi-Static Mechanical Analysis

A small deformation elasto-plastic mechanical analysis is used to simulate plasticity evolution during welding, and when all welds are completed, a large deformation analysis is performed to model any potential buckling phenomenon.

The stress equilibrium equation is given as follows:

\[
\nabla_r \sigma(r, t) + b(r, t) = 0 \quad \text{in volume } V
\]

(2.2)

where \( \sigma \) is the stress, and \( b \) is the body force.

The initial and boundary conditions for the quasi-static mechanical analysis can be also found in most of the standard textbooks.

A large deformation analysis based on the Total Lagrange formulation [38] is applied after the elasto-plastic mechanical analysis is finished. One additional time increment is added and the large deformation analysis is performed on this additional time increment by restarting the computation from the previously saved small deformation displacement, stress and strain results.
2.3 FEA Algorithm Implementation

2.3.1 Software and Libraries

The software used is an in-house FEA code, which is designed to simulate quasi-state thermo-elasto-plastic processes, such as the problems in welding and laser forming processes. The code is developed with Fortran 90. An implicit solution scheme using the Newton-Raphson method is used to solve nonlinear problems in the iterative fashion.

Several optimizations of the code are accomplished to improve the performance of simulations on large shared memory systems, which include:

1. OpenMP technology is used to explicitly explore multi-threaded, shared memory parallelism on independent loops, such as computations of elemental information. The implementation is applied on the top elemental level to explore data locality and optimize cache utilization.

2. The IBM Watson Sparse Matrix Package (WSMP) [36, 37] is used to solve equations with over a million degrees of freedom in the parallel fashion on shared memory computers.

3. Modules are implemented for shared use of data and definitions. Memory is efficiently utilized through dynamic allocation and deallocation.

4. Basic Linear Algebra Subprograms (BLAS) are used to improve the performance of basic vector and matrix related operations. The implementation uses the Intel Math Kernel Library, version 7.0.

5. Buffered writes are used to improve the efficiency of disk I/O when the hard disk is non-local.
6. Restart capability is implemented in case re-running the program from some previously saved state is required. This feature is used by the large deformation analysis in this paper.

2.3.2 Hardware

The simulations are performed on an Unisys ES7000 system. The system is 16-way SMP based on 64-bit Intel Itanium2 processors. Each CPU is 1.5 GHz and has 6 MB level 3 cache. The 16 CPUs are grouped into 4 clusters. Each cluster has 4 CPUs, and these CPUs are connected by the internal crossbar switch. Shared memory is 32 GB and its bandwidth is 200 Mhz. The OS is RedHat Enterprise 3 Linux, and the compiler is Intel ifort, version 8. The non-local hard disk access is via NFS.

2.4 Discretization Requirements and Welding Simulation Settings

2.4.1 The Goldak’s Welding Heat Source Model

The thermal analysis is applied to simulate heat propagation and temperature distribution in the structures during welding processes. The Goldak’s “double ellipsoid” model [11] is used to represent the welding heat input during the transient thermal analysis. The formulation is shown in Equation (2.3)

\[
Q = \frac{6\sqrt{3}Q_w \eta f}{abc \pi} e^{-3((\frac{x}{a})^2 + (\frac{y}{b})^2 + (\frac{z+vt}{c})^2)}
\]  

(2.3)

Where \(Q_w\) is the welding heat input, \(\eta\) is the welding efficiency, \(x\), \(y\), and \(z\) are the local coordinates of the double ellipsoid model aligned with the weld fillet, \(a\) is the
weld width, \( b \) is the weld penetration, \( c \) is the weld ellipsoid length, \( v \) is the torch travel speed. Before the torch passes the analysis plane, \( c=a \) and \( f=0.6 \). After the torch passes the analysis plane, \( c=4a \) and \( f=1.4 \).

### 2.4.2 Material Properties and Latent Heat Range

The material used in the Maglev beam simulations is A36 steel. The temperature dependent thermal conductivity \( K \) and specific heat \( C_p \) are based on the data in [39], and the density of the steel is \( 7.82 \times 10^3 \text{ kg/m}^3 \). The latent heat of fusion is set to be 247 kJ/kg/°C [40] and the ambient (room) temperature is set to be 25 °C.

The latent heat range is the temperature interval in which materials experience the phase transition from solid state to liquid state. During the numerical tests, the settings of latent heat range is one important factor that affects the numerical convergence behavior [41] as well as the precision of the results in thermal analysis. In reality, the latent heat range is small, which also means the phase transition is finished within a small temperature interval. However, from the numerical point of view, convergence is difficult to achieve when the latent heat range is small. This is because the value of specific heat \( C_p \) (the derivative of enthalpy with respect to temperature) becomes very large and it results in ill-conditioned tangent stiffness matrices. Therefore, careful studies are necessary to investigate the proper latent heat range in order to achieve a good balance between the convergence speed and the precision of the results.

There are several types of weld in the potential welding design of the Maglev beam, and their welding heat inputs and torch travel speeds are different. In the numerical simulations, these different features pose different requirements on latent heat range in
thermal analysis. Generally, a weld with high heat input has more convergence problems and requires a wider latent heat range. In the current program implementation, one latent heat range is chosen and applied for all welds. Therefore, it must be derived based on the weld with highest heat input, and thus, satisfies the requirements of all welds.

2.4.2.1 The Choice of Latent Heat Range in Thermal Analysis

The latent heat range in the thermal analysis is tested on a small welding model based on weld 3 in the Maglev beam model, as shown in Figure 2.4. This weld connects the bulkhead to the deck plate inside the box, and it has the highest welding heat input among all the welds, $Q_w = 8925 \, W$. The welding efficiency is $\eta = 0.8$, and the torch travel speed is $v = 6.48 \, mm/s$.

Three latent heat ranges $[1415, 1594]$, $[1365, 1644]$ and $[1315, 1694]$ are tested and compared on this small welding model to investigate their effects of convergence behavior and resulting precision. The maximum time increment $\Delta t_{max}$ is chosen to be 2.0 s in the analyses (this value will be explained in Sec 2.4.3). The dimensions of this model are as follows: length of the plate=764 mm, width of the plate=245 mm, thickness of the plate=18 mm, height of the stiffener=38 mm, thickness of the stiffener=25 mm. The total simulation time is 120 s, and the cooling process is simulated at the last time increment by imposing the ambient temperature field on the structure.

For the thermal analyses, the latent heat range $[1415, 1594]$ yields very poor convergence behavior. The program diverges unless $\Delta t$ is chosen to be a small value. Therefore, it results in very slow progression in the time scale and many computations
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are waisted due to these cutbacks. However, when the latent heat range is expanded to [1365, 1644] and [1315, 1694], the program converges much more smoothly. During the numerical tests of the same model, latent heat range [1365, 1644] yields a few cutbacks and [1315, 1694] yields only one cutback.

The mechanical analyses are also performed on this model to check the difference of distortions introduced by adopting these three different latent heat ranges. The boundary conditions for mechanical analyses are shown in Figure 2.4. Symmetric boundary conditions are applied on two symmetric planes with X and Y displacements fixed respectively, and XYZ displacements of Node 1 are fixed. The final displacement results are shown in Figure 2.5, Figure 2.6, Figure 2.7. The Z-displacement results along the side of the plate, which is marked as Curve 1 in the model (Figure 2.4), are also recorded in Figure 2.8 as a measure of welding introduced angular distortion. The total time increment counts and the maximum absolute Z-displacement results (corresponding to Node 2 in Figure 2.4) are recorded in Table 2.1.

<table>
<thead>
<tr>
<th>Latent Heat</th>
<th>Thermal</th>
<th>Mechanical</th>
<th>Max Z-displacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1415, 1594]</td>
<td>650</td>
<td>108</td>
<td>8.05 mm</td>
</tr>
<tr>
<td>[1365, 1644]</td>
<td>139</td>
<td>107</td>
<td>6.84 mm</td>
</tr>
<tr>
<td>[1315, 1694]</td>
<td>104</td>
<td>97</td>
<td>6.36 mm</td>
</tr>
</tbody>
</table>

Table 2.1. Time increment counts and maximum absolute Z-displacement results
Fig. 2.5. Displacement Results, Range[1415, 1594], Inc=108, 10X Magnified, Unit[mm]
Fig. 2.6. Displacement Results, Range[1365, 1644], Inc=107, 10X Magnified, Unit[mm]
Fig. 2.7. Displacement Results, Range [1315, 1694], Inc = 97, 10X Magnified, Unit [mm]
Fig. 2.8. Z Direction Displacement Results
From Table 2.1, it can be seen that expanding the latent heat range from [1415, 1594] to [1365, 1644] helps to reduce the time increment count from 650 to 139 in the thermal analysis, which reduces computational time dramatically. The relative error of the maximum absolute Z-displacement results between the latent heat range [1415, 1594] and [1365, 1644] is calculated in Equation (2.4). It shows that 15.0% of error is introduced by this expanding procedure, which is worthwhile to compromise considering that 78.6% of increments are saved.

\[
\text{error} = \frac{8.05 - 6.84}{8.05} = 15.0\% \quad (2.4)
\]

When the latent heat range is expanded further, from [1415, 1594] to [1315, 1694], the time increment count is reduced from 650 to 104. However, the relative error of the maximum absolute Z-displacement results increases to 21% (computed based on the same equation Equation (2.4), just change 6.84 to 6.36). Therefore, it is not worthwhile to consider this expansion since the computational savings are not significant compared to the previous case, and 6% more error is introduced.

Based on the above observations, the latent heat range is chosen to be [1365, 1644].

2.4.3 Spatial and Temporal Discretization Requirements

With the objective to reduce unnecessary computational costs as while as to achieve sufficiently reliable results, minimum discretization requirements for modeling welds should be satisfied [28]. In the Maglev beam model, the following spatial and
temporal discretization are used as a general rule to mesh all the welds and control maximum time increment:

1. Four quadratic elements are included along each axis in the “double ellipsoid” model [28].
2. The heat source may move approximately one-half of weld pool length in one time step [28].

### 2.4.3.1 Maximum Time Increment ($\Delta t_{\text{max}}$) for Thermal Analysis

The amount of time to be incremented at each time increment, $\Delta t$, is controlled by the predicted time increment $\Delta t_{\text{predict}}$ (based on the error estimation result from the last time increment) and also capped by $\Delta t_{\text{max}}$, as shown in Equation (2.5).

$$\Delta t = \min(\Delta t_{\text{predict}}, \Delta t_{\text{max}})$$  \hspace{1cm} (2.5)

$\Delta t_{\text{max}}$ is computed from the above temporal discretization requirement as follows:

$$v \times \Delta t_{\text{max}} \leq c \quad \text{for all welds}$$  \hspace{1cm} (2.6)

where $c$ is the weld ellipsoid length in Equation (2.3), it also approximates one-half of weld pool length. $v$ is the velocity of a specific weld. In the potential welding design of the Maglev beam, $c$ is around 20 mm and $v$ varies from 2.1 mm/s to 10.8 mm/s. In the current implementation, one value for $\Delta t_{\text{max}}$ is used for all welds. Therefore, $\Delta t_{\text{max}}$ is chosen to be 2.0 s for the thermal analysis. The $\Delta t_{\text{max}}$ used in the mechanical analysis is discussed in the following section.
2.4.3.2 Maximum Time Increment ($\Delta t_{\text{max}}$) for Elasto-Plastic Mechanical Analysis

The elasto-plastic mechanical analysis uses a quasi-static scheme, and several time increments are computed to simulate the plasticity evolution resulting from the high temperature results introduced in welding. Generally, the problem size in mechanical analysis is three times of the problem size in thermal analysis, therefore much more computational time is required for the mechanical analysis compared to that of the thermal analysis. However, unlike the thermal analysis, where a strict temporal discretization is required to correctly capture the heat input, $\Delta t_{\text{max}}$ in the elasto-plastic mechanical analysis can be expanded to reduce the total computational time.

$\Delta t_{\text{max}}$ in the mechanical analysis is also weld dependent. Generally, $\Delta t_{\text{max}}$ should be tested and validated through numerical experiments performed on the weld with the lowest torch travel speed, since for welds with high torch travel speeds, $\Delta t_{\text{predict}}$ will be used as the time increment amount, and $\Delta t_{\text{max}}$ will not take effects (see Equation (2.5)).

Another small welding model based on weld 4 in the Maglev beam model is built and shown in Figure 2.9. This weld connects the bulkhead to the webplate, and it has the lowest torch travel speed among all welds, $v = 2.17 \, \text{mm/s}$. The welding heat input is $Q_w = 2930 \, \text{W}$, and the welding efficiency is $\eta = 0.8$.

Elasto-plastic mechanical analysis with $\Delta t_{\text{max}} = 2.0 \, \text{s}$ and $\Delta t_{\text{max}} = 5.0 \, \text{s}$ are performed and compared on this small welding model. The dimensions of this model are as follows: length of the plate=572.23 mm, width of the plate=1073 mm, thickness of the
plate=12.26 mm, height of the stiffener=182.80 mm, thickness of the stiffener=25 mm. The total simulation time is 275 s, and the cooling process is simulated at the last time increment by imposing the ambient temperature field on the structure.

The boundary conditions for the mechanical analyses are shown in Figure 2.9. Symmetric boundary conditions are applied on two symmetric planes with Y and Z displacements fixed respectively. Also the XYZ displacements of Node 1 are fixed. The final displacement results are shown in Figures 2.10 and 2.11. The X-displacement along Curve 1 is plotted in Figure 2.12. The total time increment counts and maximum X-displacement results (corresponding to Node 2 in Figure 2.9) are recorded in Table 2.2.

<table>
<thead>
<tr>
<th>Latent Heat</th>
<th>$\Delta t_{\text{max}}$</th>
<th>Mechanical</th>
<th>Max X-displacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1365, 1644]</td>
<td>2.0 s</td>
<td>145</td>
<td>4.85 mm</td>
</tr>
<tr>
<td>[1365, 1644]</td>
<td>5.0 s</td>
<td>91</td>
<td>4.56 mm</td>
</tr>
</tbody>
</table>

Table 2.2. Time increment counts and maximum absolute X-displacement results

The relative error is computed in Equation (2.7). By increasing $\Delta t_{\text{max}}$ from 2.0 s to 5.0 s, the total time increment count involved in the computation is reduced from 145 to 91, which is 37% of savings in this case, and the error introduced is within 6%.

$$\text{error} = \frac{4.85 - 4.56}{4.85} = 6.0\%$$ (2.7)
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Fig. 2.10. Displacement Results, $\Delta t_{max} = 2.0\,s$, Inc=145, 10X Magnified, Unit[mm]
Fig. 2.11. Displacement Results, $\Delta t_{max} = 5.0 \text{s}$, Inc=91, 10X Magnified, Unit[mm]
Fig. 2.12. X Direction Displacement Results
Therefore, in the final elasto-plastic mechanical analysis of the Maglev beam model, the maximum time increment $\Delta t_{max}$ is chosen to be 5.0 s.

### 2.5 The Full Scale Maglev Beam Model

The Maglev Pennsylvania Project [42] plans to deploy high-speed maglev trains in commercial service with an initial project forty to fifty miles in length. It provides a possible alternate source of transportation that offers competitive trip-time savings to auto and aviation modes in the 40- to 600-mile travel markets. Magnetic forces are used to suspend, guide and propel the vehicles on the guideway. There are no wheels, no moving parts and no physical contact with the guideway. Therefore, there is no friction and wear on moving parts. The absence of contact results in an exceptional ride quality for the passenger, very quiet operation and reduced maintenance costs.

The Maglev system is designed to operate at speeds in excess of 310 mph, and the Maglev beam is one important integral component of the transrapid guideway. The overall system ride comfort is directly related to the execution and quality of the guideway. Therefore guideway specifications and tolerances are especially important. The guideway structure must be manufactured within very small tolerances. The 47-mile proposed Pennsylvania alignment consists of over 2000 guideway beams, each measuring 203 feet long, weighing 135 tons with compound curves built-in and having to be manufactured within millimeters of tolerance. Along the top plate, the tolerance is $\pm 5$ mm, and on the critical surfaces (stator and guidance magnets), the tolerance is $\pm 2$ mm. Precision fabrication technology needs to be developed for the production of the guideway beam within specifications.
2.5.1 Model Information and Welding Conditions

Figure 2.13 shows a section of the Maglev guideway beam, which is one of the main components of the magnetic levitation transportation system. The guideway beam is double span and is supported by piers with varying distances between them depending on the beam type and curvature. The section of a beam known as the Type 1 guideway beam is analyzed in this work. As shown in Figure 2.13, the guideway beam is a trapezoidal box beam structure with 25 mm thick stiffeners located at fixed intervals. The main components are the top flange (deck plate, 18 mm thick), the side web plates (12 mm thick) and the bottom flange (lower chord, 40 mm thick). The top flange, side web plates and bottom flange are welded longitudinally using fillet welds. The stiffeners are welded onto the top flange using double fillet welds.

The actual length of the main guideway beam utilized in this project is 61.92 m. As the beam has a uniform cross section and consists of alternating diaphragm and crossbeam stiffeners at equally spaced intervals of approximately 3 m, only a portion of the beam is analyzed to simplify the analysis. A 6.88 m long portion that contains two bulkhead stiffeners and one crossbeam stiffener, as shown in Figure 2.13, is planned for instrumented testing. However, in the numerical simulations, the 6.88 m model is still too large and exceeds the computer resource limitations. Therefore, a model which represents 1/8 portion of the 6.88 m Maglev beam is built for simulation purpose, which is shown in Figures 2.15 and 2.16.

There are in all ten types of welds that are considered for this analysis. Their processing paths are shown in Figure 2.14 and the detailed information is listed below.
Fig. 2.13. The Components of the Maglev Guideway Beam
Table 2.3 tabulates all the welding parameters. The values of the welding thickness are selected based on the reports from Maglev and the CAD drawings.

Fig. 2.14. Welds for the Maglev Beam

1. Longitudinal weld between the web plate (12 mm) and the deck plate (18 mm)
2. Longitudinal weld between the web plate (12 mm) and the lower chord (40 mm)
3. Transverse weld between the bulkhead (25 mm) and the deck plate (18 mm)
4. Vertical weld between the bulkhead (25 mm) and the webplate (12 mm)
5. Transverse weld between the bulkhead (25 mm) and the lower chord (25 mm)
6. Welds for the cross beam (25 mm) and the web plate (12 mm) and the deck plate (12 mm)
7. Longitudinal weld between the guide rail (30 mm) and the deck plate (18 mm)
8. Longitudinal weld between the stator web (15 mm) and the stator flange (25 mm)
9. Longitudinal weld between the stator web (15 mm) and the deck plate (18 mm)

10. Longitudinal weld between the inlets (10 mm) and the stator beam (25 mm) and the guide rail (30 mm)

<table>
<thead>
<tr>
<th>Case</th>
<th>Type</th>
<th>Thickness</th>
<th>Volts</th>
<th>Amps</th>
<th>Travel Speed</th>
<th>Wire Feed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Horizontal fillet</td>
<td>8</td>
<td>29</td>
<td>340</td>
<td>15.3</td>
<td>500</td>
</tr>
<tr>
<td>2</td>
<td>Vertical fillet</td>
<td>8</td>
<td>25</td>
<td>125</td>
<td>5.0</td>
<td>160</td>
</tr>
<tr>
<td>3</td>
<td>Overhead fillet - 3 passes</td>
<td>8</td>
<td>24.5</td>
<td>125</td>
<td>10.2</td>
<td>160</td>
</tr>
<tr>
<td>4</td>
<td>Horizontal fillet</td>
<td>6</td>
<td>28</td>
<td>340</td>
<td>25.5</td>
<td>500</td>
</tr>
<tr>
<td>5</td>
<td>Vertical fillet</td>
<td>6</td>
<td>25</td>
<td>125</td>
<td>9.1</td>
<td>160</td>
</tr>
<tr>
<td>6</td>
<td>Overhead fillet</td>
<td>6</td>
<td>24.5</td>
<td>125</td>
<td>10</td>
<td>160</td>
</tr>
</tbody>
</table>

Table 2.3. Welding Parameters

2.6 Simulations and Results of the Maglev Beam Model

2.6.1 Model and Welds Information

The meshes of the Maglev beam model is shown in Figure 2.15. Two inlets are included in this model. It consists of 84668 Hex20 elements and 424343 nodes. The numbers of equations in thermal and mechanical analyses are listed in Table 2.4. The
dimensions of this large scale model are listed as follows: length=1894 mm, width=1385 mm, height=1994 mm. The total weld length in this model is 13.3 m. Symmetric boundary conditions are applied on two symmetric planes with X and Y displacements fixed respectively. Also the XYZ displacements of Node 1 are fixed. The welds are shown in Figure 2.16 in red color and the boundary conditions are also included.

<table>
<thead>
<tr>
<th></th>
<th>Thermal Analysis</th>
<th>Mechanical Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Equations</td>
<td>424343</td>
<td>1269792</td>
</tr>
<tr>
<td>Time Increments</td>
<td>1579</td>
<td>602</td>
</tr>
<tr>
<td>Wallclock Time</td>
<td>56 Hours</td>
<td>91 Hours</td>
</tr>
</tbody>
</table>

Table 2.4. Equations and Simulation Statistics for the Large Scale Model

The welds in the numerical simulation are performed in sequential order as listed in Table 2.5. The timing information is also recorded for all the welds. The third column in Table 2.5 records the total time duration of a specific weld, and the fourth column records the start time of a specific weld.

All the welds finish at t=2678 s. In the simulation, 2800 s is computed. A follow on Total Lagrange large deformation analysis is performed after the last time increment of the elasto-plastic mechanical analysis to capture the possible buckling phenomenon.
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Fig. 2.16. Welds and Boundary Conditions for the Large Scale Maglev Model
<table>
<thead>
<tr>
<th>Number</th>
<th>Weld Description</th>
<th>Duration</th>
<th>Start Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The web plate to the deck plate</td>
<td>292s</td>
<td>0s</td>
</tr>
<tr>
<td>2</td>
<td>The guide rail to the deck plate</td>
<td>292s</td>
<td>292s</td>
</tr>
<tr>
<td>3</td>
<td>The stator web to the deck plate</td>
<td>175s</td>
<td>584s</td>
</tr>
<tr>
<td>4</td>
<td>The stator web to the stator flange</td>
<td>292s</td>
<td>759s</td>
</tr>
<tr>
<td>5</td>
<td>The inlets to the stator beam and the guide rail</td>
<td>98s</td>
<td>1051s</td>
</tr>
<tr>
<td>6</td>
<td>The web plate to the lower chord</td>
<td>175s</td>
<td>1149s</td>
</tr>
<tr>
<td>7</td>
<td>The bulkhead to the deck plate (inside box)</td>
<td>118s</td>
<td>1324s</td>
</tr>
<tr>
<td>8</td>
<td>The bulkhead to the web plate</td>
<td>130s</td>
<td>1442s</td>
</tr>
<tr>
<td>9</td>
<td>The bulkhead to the stator web</td>
<td>65s</td>
<td>1572s</td>
</tr>
<tr>
<td>10</td>
<td>The bulkhead to the stator flange</td>
<td>53s</td>
<td>1637s</td>
</tr>
<tr>
<td>11</td>
<td>The bulkhead to the deck plate (outside box)</td>
<td>101s</td>
<td>1690s</td>
</tr>
<tr>
<td>12</td>
<td>The bulkhead to the web plate</td>
<td>887s</td>
<td>1791s</td>
</tr>
</tbody>
</table>

Table 2.5. The Sequential Welds Information for the Large Scale Maglev Model
Cooling down is simulated by imposing the ambient temperature field on the model and performing an additional large deformation analysis.

### 2.6.2 Thermal and Mechanical Results

The temperature results at increment 1501 \((t=2645.20\,\text{s})\) are shown in Figure 2.17. The final large deformation displacement results at time increment 602 \((t=2800.00\,\text{s})\) are shown in Figure 2.18. The small deformation results are almost the same as those from the large deformation analysis, which implies there is no buckling after welding.

Curves 1 and 2 are marked along the guide rail (the dot lines in Figure 2.16), and the X and Z direction displacement results of these two curves are recorded in Figure 2.19, Figure 2.20, Figure 2.21 and Figure 2.22 for both the small and the large deformation analysis. Some oscillation of the results along Curve 1 is observed, which is caused by the weld performed along this curve. The results for the small and the large deformation analysis are also very close to each other as shown in these figures.

The maximum absolute X and Z displacement results from the large deformation analysis are shown in Table 2.6. The X displacement is primarily attributed to the angular distortion, and its dependence on the length of the model is low. Therefore, the angular distortion satisfies the \(\pm 2\,\text{mm}\) design specifications. However, the Z displacement is primarily attributed to longitudinal bowing distortion, and it is expected to increase when the length of the model increases. To correctly predict this bowing distortion, a larger model is needed to be built to verify the effect of model length on the bowing distortion.
Fig. 2.17. Temperature Results of Large Scale Maglev Beam, t=2645.20s, Unit[°C]

<table>
<thead>
<tr>
<th>Curve 1</th>
<th>Curve 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>0.18 mm</td>
</tr>
<tr>
<td>Z</td>
<td>1.02 mm</td>
</tr>
</tbody>
</table>

Table 2.6. Maximum Absolute X and Z Displacement Results, Large Deformation Analysis
Fig. 2.18. Displacement Results of 1/8 Maglev Beam, Large Deformation, t=2800.00s, 50X Magnified, Unit[mm]
Fig. 2.19. Z Direction Displacement Results of Curve 1 in Large Scale Maglev Beam, t=2800.00s
Fig. 2.20. X Direction Displacement Results of Curve 1 in Large Scale Maglev Beam, $t=2800.00\text{s}$
Fig. 2.21. Z Direction Displacement Results of Curve 2 in Large Scale Maglev Beam, $t=2800.00s$
Fig. 2.22. X Direction Displacement Results of Curve 2 in Large Scale Maglev Beam, t=2800.00s
2.6.3 Performance Results

The simulation is performed on the 16 CPU Unisys ES7000 system. Time increments and wallclock time statistics of the thermal and elasto-plastic mechanical analyses are listed in Table 2.4. Speedup is also measured on an 8 CPU SGI Altix 350 system for the first 38 time increments based on the wallclock time spent on a single CPU, which is shown in Table 2.7. 3.94 is achieved for the thermal analysis and 4.51 is achieved for the mechanical analysis.

<table>
<thead>
<tr>
<th></th>
<th>Thermal Analysis (s)</th>
<th>Mechanical Analysis (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 CPU</td>
<td>81302</td>
<td>171397</td>
</tr>
<tr>
<td>8 CPUs</td>
<td>20645</td>
<td>37967</td>
</tr>
<tr>
<td>Speedup</td>
<td>3.94</td>
<td>4.51</td>
</tr>
</tbody>
</table>

Table 2.7. Speedup Results Based on Wallclock Time, First 38 Time Increments

2.7 Conclusions and Future Work

This paper investigates the deployment of parallel computing and serval related modeling and optimization issues used for simulating welding distortion in large structures. The FEA algorithm is also carefully implemented on a large shared memory
computer and optimized to achieve the optimal computational performance. The optimized approach is applied on the large scale Maglev beam problem with 1.27 million equations, and the computational statistics demonstrate that this approach provides a feasible way to simulate large scale welding applications in a short amount of time, which are thought to be a very computationally challenging problem during the last decades.

Future work will focus on the following two topics: The first topic is to implement different maximum time increment values $\Delta t_{max}$ for different welds, therefore to further improve the overall computational efficiency. The second topic is to build a twice longer Maglev beam model compared to the one used in this paper, and investigate the effect of model length on the bowing distortion.
Chapter 3

A Fast Implementation of the FETI-DP Method: FETI-DP-RBS-LNA and Applications on Large Scale Problems with Localized Nonlinearities

3.1 Introduction

In many science and engineering disciplines, such as, material processing, biomechanics and structural dynamics, large scale finite element simulations are heavily desired with the objective to correctly simulate full scale physical processes and achieve high fidelity numerical results. The total number of finite element equations arising from these problems can be in the millions. Solving these large scale problems poses many challenges for currently available numerical algorithms as well as computer hardware.

Extensive research has been conducted to develop an efficient and reliable numerical method that is capable of solving large scale problems. Direct sparse solvers are recognized as robust and efficient and are already employed in many commercial finite element softwares. However, the high memory demands and the not-so-well parallel scalability [43] of direct sparse solvers restrict their applications to large scale problems. Traditional iterative solvers are excellent from the memory point of view and can be easily parallized. However, they are problem dependent in some cases, and for ill-conditioned engineering problems, they are not as reliable as direct sparse solvers.

2The content of this chapter has been published on International Journal for Numerical Methods in Engineering. Volume 63, Issue 6, Pages: 833-858.
One alternative choice is the Domain Decomposition (DD) style methods which combine advantages of both direct and iterative solvers. The DD methods are based on the divide-and-conquer concept. They distribute the computational tasks based on the splitting of a large geometric domain into several subdomains with either overlapping or non-overlapping interfaces, and then these subdomains can be submitted to individual computing nodes and processed in a parallel fashion. For the DD methods with non-overlapping interfaces, two parallel approaches that implement the DD algorithms have been studied intensively. Based on parameters chosen on interfaces to keep the continuity of neighboring subdomains, these two approaches are named as the primal substructuring method and the dual substructuring method, respectively. Taking solid mechanics problems as an example, the primal substructuring method chooses displacements as interface unknowns [44, 45, 46], and one example is the Balancing Domain Decomposition method (BDD) proposed by Mandel [47]. The dual substructuring method chooses interface forces, which are resembled by Lagrange multipliers, as unknowns, and the FETI family algorithms belong to this category [48, 49, 35].

The original Finite Element Tearing and Interconnecting method (FETI) was first introduced by Farhat and Roux [48, 50, 51, 52, 53]. A set of Lagrange multipliers $\lambda$ is introduced to enforce the continuity of neighboring subdomains. This set of Lagrange multipliers, together with the coefficients of rigid body modes for floating subdomains, form the basic unknowns of the interface equation. This interface equation is solved by the preconditioned conjugate projected gradient method (PCPG). The optimal convergence properties for second order elliptic problems, such as plain strain/stress problems and solid mechanics problems discretized by brick elements, are studied in references
When equipped with the mechanically consistent Dirichlet preconditioner and applied to second order elliptic problems, it shows the condition number of interface equation $\kappa$, grows asymptotically as

$$\kappa = O(1 + \log^2 \left( \frac{H}{h} \right))$$ \hspace{1cm} (3.1)$$

where $H$ is the subdomain size and $h$ is the mesh size. The condition number $\kappa$ is weakly related to the values of $H$ and $h$, and this property results in good numerical and parallel scalability of the FETI method, which is shown on a 1000-processor configuration of the ASCI Option Red supercomputer at Sandia National Laboratory [57]. For fourth order plate and shell problems, the original FETI method is no longer numerically scalable. The two-level FETI method (FETI-2) is developed to solve these types of problems [49, 58, 59]. The FETI-2 method introduces an additional set of Lagrange multipliers at the subdomain corners, and determines their values at each PCG iteration through solving the coarse problem formed by the subdomain rigid body modes and the subdomain corner modes. This additional procedure enforces the continuity of the transverse displacements at the subdomain corners and improves the scalability of fourth order plate and shell problems. When the Dirichlet preconditioner is used, the condition number estimate, which is Equation (3.1), still holds for its interface equation [60].

The new generation of FETI family methods, the Dual-Primal FETI method (FETI-DP) [34, 35] preserves the satisfactory numerical and parallel scalability of the original FETI and FETI-2 methods for second and fourth order problems. It also uses Lagrange multipliers to place the continuity constraints on interfaces. However, instead
of introducing the coefficients for rigid body modes in the original FETI and the second set of Lagrange multipliers in FETI-2, it chooses some corner node degrees of freedom as basic unknowns so that each subdomain is non-singular. Thus it circumvents solving all the rigid body modes and the generalized inverse of the subdomain matrices. The coarse problems of FETI-DP, which are essential for scalability properties, in general, are also sparser than those of FETI and FETI-2. These features make FETI-DP much more uniform and applicable for programming than its predecessors, and numerical experiments show that it also delivers better computational performance under most circumstances [34]. The FETI family of algorithms has been implemented for problems arising from many engineering fields [61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71]. When some modifications are made to solve multiple right hand sides [72, 73], this method can also be applied in sensitivity analysis, optimization and design fields [74].

One important feature of domain decomposition (DD) based iterative solvers with a direct sparse solver as the local solver is that more CPU time is spent in local back-substitutions than in local factorizations. In the FETI family of algorithms, many local back-substitutions are involved in the step of solving large interface problems iteratively by the PCG method, and these local back-substitutions consume a high percentage of the total CPU time. Some detailed CPU measurement results can be found in reference [66] and the welding example in this paper. If the Dirichlet preconditioner is applied, many additional local back-substitutions will also be involved. The total number of local back-substitutions is also related to the precision requirement of the results. It takes more PCG iterations, and therefore more local back-substitutions, to achieve higher precision results. To alleviate this computational difficulty, a reduced back-substitution
(RBS) algorithm is proposed in this paper based on investigations of the boolean matrices involved in these back-substitutions. The RBS algorithm performs a reordering of the equations and removes unnecessary computations performed on equations that are not needed in back-substitutions. Therefore, this algorithm reduces the size of back-substitution problems, and considerable computational time is saved. Overhead from numeric factorizations will be introduced due to this specific ordering strategy. This overhead is problem dependent, and in general, related to the way that meshes and subdomains are generated. However, for large scale problems with localized nonlinearities, this overhead is acceptable and does not prevent savings of overall CPU costs since when linear-nonlinear analysis (LNA) is applied, which will be discussed in the next paragraph, only a few nonlinear subdomains require re-factorizations.

The built-in divide-and-conquer concept of DD methods also benefits large scale problems with localized nonlinearities. The well-known linear-nonlinear analysis (LNA) can be adopted to reduce unnecessary computations in the numeric factorizations of linear subdomains. This results in significant reduction of computational time for large scale problems with localized nonlinearities, such as welding problems. In this paper, the FETI-DP-RBS-LNA method, which combines FETI-DP, RBS and LNA, is proposed to solve large scale problems with localized nonlinearities. This approach is demonstrated on a welding problem. The welding simulations are known to be very computationally expensive due to the dense meshes and small time increments required to correctly capture the moving heat source inputs and the resulting high gradient temperature and residual stresses fields [28]. One numerical experiment is performed on a 16-subdomain hollow beam welding model with a total of one million degrees of freedom. The serial
CPU time on an Unisys ES7000 system is measured for the IBM Watson Sparse Matrix Package (WSMP) [36, 37], the FETI-DP algorithm and the FETI-DP-RBS-LNA algorithm. The CPU results show that the FETI-DP-RBS-LNA algorithm outperforms both of them in this case.

In the following paragraphs, section 2 presents a review of the general framework of the FETI-DP algorithm. Section 3 proposes the RBS algorithm and discuss its advantages and disadvantages. Section 4 reviews the main concept of linear-nonlinear analysis (LNA) and provides specific linear-nonlinear identification criteria for thermal and mechanical analyses in welding problems. Section 5 presents the serial CPU time and memory costs of the mechanical analyses for a 16-subdomain hollow beam welding problem. Finally, section 6 concludes the paper and suggests several future work.

3.2 Review of The FETI-DP Method

3.2.1 Saddle Point of the Lagrangian

The foundation of the FETI family methods for three dimensional linear elasto-static problems is to solve the saddle point of the following Lagrange function in Equation (3.2), and detailed explanation of this idea and definitions of terms are in [48, 51].

\[
J^*(v^1, v^2, ..., v^s, \mu) = \sum_{i=1}^{n_s} J_i(v^i) + \sum_{l=1}^{n_l} (v^i - v^j, \mu)_{\Gamma_l} \tag{3.2}
\]
The solutions $u^1, u^2, ..., u^s$ and interface forces $\lambda$ for the above problem should satisfy the saddle point equations derived from Equation (3.2), which are listed in Equation (3.3) for future reference.

$$\begin{cases}
\frac{\partial J^s(u^1, u^2, ..., u^s, \lambda)}{\partial u^i} = 0 & i = 1, 2, ..., n_s \\
\frac{\partial J^s(u^1, u^2, ..., u^s, \lambda)}{\partial \lambda} = 0
\end{cases} \quad (3.3)$$

### 3.2.2 Matrix Formulations

In this section, the FETI-DP method are reviewed and the matrix formulations are presented, most of them can be found in the related papers, for example [34]. They are presented to provide reference for later discussions.

In Figure 3.1, a large domain $\Omega$ is divided into four subdomains and finite element discretization is applied. The subdomain related nodes are classified into three groups based on their locations. They are corner nodes, non-corner interface nodes and internal nodes, respectively. For a specific subdomain, the global stiffness matrix $K^s$, solution vector $u^s$ and load vector $f^s$ can be rearranged as the format of Equation (3.4) based on the above nodes classification.

$$K^s = \begin{bmatrix}
K^s_{ii} & K^s_{ib} & K^s_{ic} \\
K^s_{ib} & K^s_{rr} & K^s_{rb} \\
K^s_{ib} & K^s_{rb} & K^s_{cc}
\end{bmatrix}, \quad u^s = \begin{bmatrix}
u^s_i \\
u^s_b \\
u^s_c
\end{bmatrix}, \quad f^s = \begin{bmatrix}
f^s_i \\
f^s_b \\
f^s_c
\end{bmatrix} \quad (3.4)$$
Fig. 3.1. Subdomains with non-overlapping interfaces, their meshes and nodes classification
where $s$ corresponds to subdomain index, $i$ stands for the internal node degrees of freedom, $b_c$ is the corner node degrees of freedom, and $b_r$ refers to the non-corner interface node degrees of freedom.

There are several definitions of corner nodes, and the choice of corner nodes will affect the size of the coarse problem, which is essential for parallel scalability of the FETI-DP method [34, 35]. It will also affect the convergence speed of the PCG method for interface problems. In Ref [34], the corner nodes are defined as: c1) The points belonging to more than two subdomains, and c2) The set of nodes located at the beginning and end of each edge of each subdomain. Defining all the nodes in group c1 to be corner nodes is important since these nodes do not belong to any interfaces between two subdomains. Thus they cannot be simply replaced by normal Lagrange multipliers $\lambda$. The corner nodes in group c2 are required to remove the rigid body modes of subdomains. Noticing that both primal unknowns $u$ and dual unknowns $\lambda$ are used in the FETI-DP interface equations and they are interchangeable on non-corner interface degrees of freedom, except the above two groups, some additional corner nodes can be added to replace the previous non-corner interface nodes without alternating the FETI-DP algorithm. This modification could reduce the PCG iteration count for applications with relatively large local subdomain problems and relatively small coarse problems, since more corner nodes help to ”fix” each subdomain and accelerate convergence.

The global vector of corner degrees of freedom, each individual subdomain non-corner degrees of freedom and subdomain interface degrees of freedom are defined in
Equation (3.5):

\[
\begin{bmatrix}
u_1^c \\ u_2^c \\ \vdots \\ u_N^c 
\end{bmatrix}
= 
\begin{bmatrix}
u_1^s \\ u_i^s \\ u_b^s 
\end{bmatrix} 
= 
\begin{bmatrix}
u_b^s \\ u_b^r \\ u_b^c 
\end{bmatrix}
\]

(3.5)

Two additional mapping matrices, as shown in Equation (3.6), are introduced to map degrees of freedom between these vectors. Here \( B^s_r \) are signed boolean matrices, and the sign is defined as follows: For each degree of freedom (equation) on the interface of subdomain \( i \) and \( j \), if the corresponding component in \( B^i_r \) is first set to be +1, then the corresponding component in \( B^j_r \) will be -1, and vise versa. \( B^s_c \) are normal boolean matrices. During the computations, the mapping actions of these boolean matrices and their transposes on a vector perform scatter and gather operations instead of any real matrix-vector multiplications.

\[
B^s_r u^s_r = \pm \begin{bmatrix} 0 \\ \vdots \\ u_b^r \\ \vdots \\ 0 \end{bmatrix} \quad \text{and} \quad B^s_c u^s_c = u^s_b
\]

(3.6)

With all these definitions, through a standard Galerkin procedure to discretize Equation (3.3) and after several rearrangements of the terms, the dual-primal interface
The equation for the FETI-DP method is listed in Equation (3.7):

\[
\begin{bmatrix}
F_{I_{rr}} & F_{I_{rc}} \\
F_{I_{rc}^T} & -K^{*}_{cc}
\end{bmatrix}
\begin{bmatrix}
\lambda \\
u_c
\end{bmatrix}
=\begin{bmatrix}
d_r \\
-f^*_c
\end{bmatrix}
\]  

(3.7)

where

\[F_{I_{rr}} = \sum_{s=1}^{n_s} B^r_s K^{s}_{rr}^{-1} B^r_s^T\]  

(3.8)

\[F_{I_{rc}} = \sum_{s=1}^{n_s} B^r_s K^{s}_{rr}^{-1} K^{s}_{rc} B^c_s\]  

(3.9)

\[K^{*}_{cc} = K_{cc} - \sum_{s=1}^{n_s} (K^c_r B^c_s)^T K^c_s^{-1} (K^c_r B^c_s)\]  

(3.10)

\[d_r = \sum_{s=1}^{n_s} B^r_s K^{s}_{rr}^{-1} f^c_s\]  

(3.11)

\[f^*_c = f_c - \sum_{s=1}^{n_s} B^c_s^T K^{r}_{rc} K^c_r^{-1} f^r_s\]  

(3.12)

\[K_{cc} = \sum_{s=1}^{n_s} B^c_s K^{c}_{cc} B^c_s\]  

(3.13)

Noticing that Equation (3.7) is based on both primal unknowns \(u_c\) and dual unknowns \(\lambda\). When the dimension of \(\lambda\) reduces to zero, all dual unknowns are replaced by primal unknowns. This equation becomes a pure primal substructuring interface equation, which is Equation (3.14), where \(K^{*}_{cc}\) is just the Schur complement matrix in
the traditional domain decomposition method.

\[ K_{cc}^* u_c = f_c^* \] (3.14)

Conversely, if the dimension of \( u_c \) reduces to zero, all the primal unknowns are replaced by dual unknowns. Equation (3.7) becomes the original FETI interface equation without any constrains of rigid body motions, which is shown in Equation (3.15).

\[ F_{rr}^* \lambda = d_r \] (3.15)

Eliminating \( u_c \) from the dual-primal interface equation, Equation (3.7), yields Equation (3.16) about Lagrangian multipliers \( \lambda \) on interfaces:

\[ (F_{rr}^* + F_{rc}^* K_{cc}^{-1} F_{rc}^* T) \lambda = d_r - F_{rc}^* K_{cc}^{-1} f_c^* \] (3.16)

This is the interface equation that needs to be solved first in the FETI-DP algorithm. The computation of \( K_{cc}^{-1} \), which is used in the right hand side, is referred to as the coarse problem of the FETI-DP method. A short summary of solution procedures of the FETI-DP method is listed in Table 3.1. The equation in step S3 for solving the rest subdomain internal unknowns \( u_r^S \) can be derived directly from the discretized form of Equation (3.3). For solid mechanics problems and thermal problems with constant conductivity, since their stiffness matrices are symmetric positive definite (SPD), the matrix \( (F_{rr}^* + F_{rc}^* K_{cc}^{-1} F_{rc}^* T) \) in the interface equation, Equation (3.16), is also SPD. The PCG method provides an efficient choice to solve this type of equations.
S1. Solve the interface unknowns $\lambda$ from Equation (3.16)

$$(F_I^T_{rr} + F_I^T_{rc} K_c^{cc} F_I^T_{rc}) \lambda = d_r - F_I^T_{rc} K_c^{cc} (F_I^T_{rc} \lambda)$$

S2. Solve the corner nodes unknowns $u_c$ from Equation (3.7)

$$u_c = K_c^{cc} (f_c^s + F_I^T_{rc} \lambda)$$

S3. Solve the subdomain internal unknowns $u_s^r$ from

$$u_s^r = K_s^{rr} (f_s^r - K_s^{rr} B_s^r u_c - B_s^{rt} \lambda)$$

Table 3.1. Solution Procedures of the FETI-DP Method

To reduce the iteration count in the PCG iterations, refinement of the FETI-DP algorithm is possible by enforcing an optional admissible constraint in Equation (3.17) at each PCG iteration [34]. This accelerates the convergence rate if the full column rank matrix $Q$ is properly chosen. $r^k$ is a residual associated with the dual interface problem and has the form of Equation (3.18). It stands for the difference of $u$ on the interfaces between neighboring subdomains, and will approach zero when the interface equation converges. The details of augmented equations can be found in [34].

$$Q_T r^k = 0 \quad (3.17)$$

$$r^k = d_r - F_I^T_{rc} K_c^{cc} (f_c^s - (F_I^T_{rr} + F_I^T_{rc} K_c^{cc} F_I^T_{rc}) \lambda) = \sum_{s=1}^{n_s} B_s^r u_s^k \quad (3.18)$$
3.2.3 Preconditioners and Conjugate Gradient Method

The Dirichlet and lumped preconditioners used here are extended from those in the original FETI and FETI-2 methods [34]. The Dirichlet preconditioner is defined as:

\[
F^{D \ I}_{rr}^{-1} = \sum_{s=1}^{n_s} w^s B^s_r \begin{bmatrix} 0 & 0 \\ 0 & S^s_{b_r b_r} \end{bmatrix} B^{sT}_r w^s 
\]

(3.19)

where \( S^s_{b_r b_r} \) are Schur complement matrices:

\[
S^s_{b_r b_r} = K^s_{b_r b_r} - K^s_{b_r b_r} K^{-1}_{ii} K^s_{b_r b_r} 
\]

(3.20)

and the lumped preconditioner is:

\[
F^{L \ I}_{rr}^{-1} = \sum_{s=1}^{n_s} w^s B^s_r \begin{bmatrix} 0 & 0 \\ 0 & K^s_{b_r b_r} \end{bmatrix} B^{sT}_r w^s 
\]

(3.21)

where \( w^s \) are scaling diagonal matrices that account for eventual subdomain heterogeneities [75], and they are chosen to be identity matrices \( I \) in the numerical experiments in this paper. The Dirichlet preconditioner is more computationally expensive than the lumped preconditioner since it involves numeric factorizations of \( K^s_{ii} \) and back-substitutions solving \( K^s_{ii}^{-1} \beta \) for each subdomain during each PCG iteration. However, in general, it reduces the required iterations and improves the overall computational
efficiency for fourth order plate and shell problems, and the lumped preconditioner is mostly used for second order problems [34].

The details of the PCG algorithm can be found in [76, 34]. In general, the relative residual is used to predict when to exit PCG iterations, which is shown in Equation (3.22).

\[
\frac{\| Ku - f \|_2}{\| f \|_2} \leq \epsilon
\]  

(3.22)

3.3 Reduced Back-Substitution Algorithm

The PCG iterations for large interface problems are found to be the time consuming part in the FETI family algorithms. Within the PCG costs, a high percentage of the CPU time is actually consumed by the local back-substitutions inside the PCG iterations. The detailed percentage mainly depends on the size of the coarse problem, the number of subdomains, and the running mode of the program (serial or parallel mode). Some examples of CPU usage statistics can be found in Ref [66] and the welding simulation problem in this paper. For the diffraction grating problem and the alloy wheel problem in Ref [66], when a sparse solver is used for the local factorizations, the local back-substitutions consumes 55.3% and 69.2% of the total CPU time, respectively. For the mechanical analysis of the welding problem in this paper, which stands for a category of applications with small coarse problems, Figure 3.2 shows the serial CPU costs of local factorizations, PCG and local back-substitutions in the FETI-DP algorithm, and the local back-substitutions consumes 64.3% of the total CPU time.
From a mechanical point of view, local back-substitutions are essential to find the interface forces that "glue" the previous discrepancy displacement fields on the interfaces, which is shown in Equation (3.18). The relationship between interface forces and interface displacements is mathematically represented by the inverses of subdomain stiffness matrices, and these local back-substitutions help to solve the global interface forces based on the difference of displacements on interfaces. On the other hand, local back-substitutions are also involved in preconditioning the system, as shown in Equation (3.20).

Therefore, local back-substitutions play an important role in the FETI-DP algorithm, and since they consume a high percentage of the CPU time, the reduction of computations in these steps will greatly improve the overall performance of the FETI-DP algorithm. In this section, the computations in the back-substitution steps are carefully investigated. The matrices and right hand side vectors involved in the equations are properly reordered to reduce the computations in these steps.
3.3.1 Sparsity and Reduced Back-Substitutions in PCG

During each PCG iteration, the most time consuming steps are calculating the following two matrix-vector multiplications listed in Equation (3.23). Each multiplication has several back-substitutions involved.

\[
(F_{rr} + F_{rc} K_{cc}^{-1} F_{rc}^T) \cdot \lambda \quad \text{and} \quad F_{rr}^D -1 \cdot \lambda \quad (3.23)
\]

Now, taking one sub-step from the first multiplication \(F_{rr} \cdot \lambda\) as an example, and substituting the detailed expression of \(F_{rr}\), it yields the following equation:

\[
F_{rr} \cdot \lambda = \sum_{s=1}^{n_s} B_r^{s} K_r^{s} -1 B_r^{s T} \lambda \quad (3.24)
\]

In the standard FETI-DP method, \(B_r^{s T} \lambda\) is calculated first and then \(K_r^{s} -1(B_r^{s T} \lambda)\) is solved as a whole through the back-substitution, where \(K_r^{s} -1\) is the inverse of subdomain matrix which has already been decomposed and stored in previous steps. Finally, the solution vector \(K_r^{s} -1(B_r^{s T} \lambda)\) is multiplied by the mapping matrix \(B_r^{s}\) again to form \(B_r^{s}(K_r^{s} -1(B_r^{s T} \lambda))\), and summed over all the subdomains. The reason this process requires so much time lies in the relatively large number of equations in each subdomain, as the back-substitution is actually performed on each subdomain internal and non-corner interface degrees of freedom (equations). The left part of Figure 3.3 shows the nodes involved in this standard back-substitution.

In the following paragraphs, a reduced back-substitution (RBS) algorithm is proposed to reduce the unnecessary equations involved in the back-substitutions and save
computational costs. Notice $B^s_r$ are signed boolean matrices which map the internal and non-corner interface degrees of freedom in each subdomain to the global non-corner interface degrees of freedom, which is shown in Equation (3.25). It can be seen that only in the row and column corresponding to $u^s_b$, the component of $B^s_r$ is +1 or −1. Elsewhere it is always 0. Although Equation (3.25) (also the coming Equation (3.26) and Equation (3.28)) is listed in the format of matrix-vector multiplications, it just serves to help understanding. In actual numerical applications, scatter and gather operations are taken instead of multiplications.

$$
B^s_r u^s_r = \begin{bmatrix}
0 & ... & 0 & 0 & ... & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & ... & 0 & \pm 1 & ... & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & ... & 0 & 0 & ... & \mp 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & ... & 0 & 0 & ... & 0
\end{bmatrix}
\begin{bmatrix}
u^s_{i_1} \\
u^s_{i_n} \\
u^s_{b_{ri_1}} \\
u^s_{b_{rim}} \\
u^s_{b_{rim}} \\
\vdots
\end{bmatrix}
= \begin{bmatrix}
0 \\
\vdots \\
\pm u^s_{b_{ri_1}} \\
\pm u^s_{b_{rim}} \\
\vdots \\
0
\end{bmatrix}
$$

Equation (3.25)

When $B^{sT}_r$ is applied on $\lambda$ through scatter operations to calculate $B^{sT}_r \lambda$ in Equation (3.24), only the components corresponding to non-corner interface equations of subdomain $s$ are extracted out and assigned a sign. Other components in the result $B^{sT}_r \lambda$ will be 0 regardless of what they are in the original $\lambda$. Thus, if the equations corresponding to non-corner interface degrees of freedom are reordered and numbered last, the detailed expression of this scatter operation can be written as in Equation (3.26),
Fig. 3.3. Nodes Involved in Standard Back-Substitution and Reduced Back-Substitution for Subdomain $\Omega^2$ in Figure 3.1
and the "±" sign means either "+' or "−" will be chosen for a specific component in $\lambda$.

\[
B^s T_{r} \lambda = \begin{bmatrix}
0 \\
\vdots \\
0 \\
\pm \lambda_1 \\
\vdots \\
\pm \lambda_m
\end{bmatrix} = \gamma
\]  

(3.26)

In the result vector $\gamma$, only the values in the last $m$ positions, which corresponds to non-corner interface degrees of freedom, are non-zeros.

Assuming the subdomain stiffness matrices $K^s_{rr}$ are symmetric positive definite, Cholesky factorization is performed on each subdomain, as shown in Equation (3.27).

\[
K^s_{rr} = L^s L^{sT}
\]  

(3.27)

Once $K^s_{rr}^{-1} B^s T_{r} \lambda$, name it $\beta$ here, is computed, $B^s K^s_{rr}^{-1} B^s T_{r} \lambda$ is calculated by applying $B^s_{r}$ on $K^s_{rr}^{-1} B^s T_{r} \lambda$ through gather operations. It also only extracts the components corresponding to non-corner interface equations of subdomain $s$, which is already clustered at the last $m$ positions of vector $K^s_{rr}^{-1} B^s T_{r} \lambda$. This procedure and the
final result are shown in Equation (3.28).

\[
B^s_r K^s_{rr}^{-1} B^s_r \lambda = B^s_r \beta = B^s_r \begin{bmatrix}
\ast \\
\vdots \\
\ast \\
\beta_1 \\
\vdots \\
\beta_m 
\end{bmatrix} = \begin{bmatrix}
0 \\
\vdots \\
\pm \beta_1 \\
\vdots \\
\pm \beta_m \\
0
\end{bmatrix}
\]

(3.28)

From the above analysis, it can be seen that, when performing the back-substitutions, if the equations corresponding to non-corner interface degrees of freedom are reordered and numbered last, due to the scatter and gather operations of \(B^s_r\) and \(B^s_r\), only the last \(m\) components from \(\lambda\) are required as input for the back-substitutions, and only the last \(m\) components from the back-substitution result \(K^s_{rr}^{-1} B^s_r \lambda\) are required as output to compute Equation (3.24). Thus the back-substitution is actually performed on the last \(m\) equations. The value of \(m\) is equal to the number of the subdomain non-corner interface degrees of freedom. \(m\) is much smaller than the sum of subdomain internal degrees of freedom and non-corner interface degrees of freedom. Therefore, much time can be saved based on this reduced back-substitution (RBS). The nodes involved in this RBS algorithm are shown in the right part graph of Figure 3.3. Compared to standard back-substitution, many internal nodes are not necessary to be included anymore.
The above analysis also results in that only part of the $L^s$ matrices will be used in the RBS algorithm. Carefully looking at the Cholesky factorization of the subdomain stiffness matrices $K^s_{rr} = L^s L^{sT}$, after the reordering, the $L^s$ matrix can be written as:

$$L^s = \begin{bmatrix}
  l^s_{i_1,1} \\
  l^s_{i_2,1} & l^s_{i_2,2} \\
  \vdots & \vdots & \ddots \\
  l^s_{b_{ri_1,1}} & \cdots & \cdots & l^s_{b_{ri_1,b_{ri_1}}} \\
  \vdots & \vdots & \vdots & \vdots & \ddots \\
  l^s_{b_{rim,1}} & \cdots & \cdots & \cdots & l^s_{b_{rim,b_{rim}}} \\
\end{bmatrix}$$ (3.29)

Now the problem is to solve the last $m$ components of $\beta = K^s_{rr}^{-1} \gamma$, and $\gamma$ has the non-zero structure as shown in Equation (3.26). It involves solving a two step forward and backward substitution problem, which is shown in Equation (3.30).

$$L^s L^{sT} \beta = \gamma \quad \rightarrow \quad L^s \xi = \gamma \quad \& \quad L^{sT} \beta = \xi$$ (3.30)

Since only the last $m$ components of $\gamma$ are non-zeros, instead of the entire $L^s$ matrix, only the right-down part of $L^s$ matrix, which is from row $b_{ri_1}$ to $b_{rim}$ and column $b_{ri_1}$ to $b_{rim}$, is used to solve the intermediate result $\xi$ from the forward back-substitution in Equation (3.30). Name the right-down part of $L^s$ matrix as $L^s_{br}$, and
now $\xi$ also has the similar non-zero structure as $\gamma$, which is shown in Equation (3.31):

$$
\xi = \begin{bmatrix}
0 \\
\vdots \\
0 \\
\xi_1 \\
\vdots \\
\xi_m
\end{bmatrix}
$$

(3.31)

The next step is to solve $L^s T \beta = \xi$. Since only the last $m$ components of $\beta$ are needed, it is easy to see that the submatrix $L^s_T$ already contains enough information to solve this. Although there are many non-zeros left unsolved in $\beta$, their results are not required since $B^s_r$ will mask them out later.

Therefore, the entire RBS algorithm for the computation of Equation (3.24) can be summarized as follows:

1) For each subdomain, the equations related with non-corner interface degrees of freedom are first reordered after all other equations in this subdomain.

2) Based on this restriction, the proper ordering scheme is applied and the subdomain stiffness matrices $K^s_{rr}$ are factorized. The factorized matrices information is stored.

3) Later, when performing the back-substitutions, only part of the factorized matrices information, which is $L^s_{b_r}$, will be reused.
For the rest of back-substitutions in matrix-vector multiplications in Equation (3.23), most of them are the same as the above example, while some are slightly different since they are also affected by the corner nodes, such as the following example:

\[ F_{I rc} \cdot \xi = \sum_{s=1}^{n} B_s^r K_{rr}^{-1} K_{rc}^s B_c^s \xi \]  \hspace{1cm} (3.32)

Under these circumstances, only a little modification on ordering is required. For all the nodes that belong to the same element with the corner nodes, their equations also need to be renumbered last. The reason behind that is that matrix \( K_{rc}^s \) is a sparse matrix and plays a similar role to that of \( B_{rc}^s T \).

However, there is one exception that cannot benefit from this improved algorithm. For back-substitutions listed in Equation (3.33) below, which are used in Equation (3.11) and Equation (3.12) in the FETI-DP algorithm, the above scheme cannot be applied since \( f_{rr}^s \) does not follow the structure of \( \gamma \) as in Equation (3.26).

\[ \psi = K_{rr}^{-1} f_{rr}^s \]  \hspace{1cm} (3.33)

From a solid mechanics point of view, back-substitutions in Equation (3.33) are all necessary for general problems with body forces. They help to introduce the external loads to each subdomain, and these loads may not be simplified into terms on interfaces. Fortunately, these back-substitutions only require to be computed once and take quite little CPU time (less than two percent for the testing case in this paper during the entire PCG iterations), so that they will not affect the overall improvement.
It must be mentioned that the proposed reduced back-substitutions will affect the ordering scheme since it poses the restriction to re-number the related equations to the end of the entire equations. This re-numbering introduces additional time costs in the numeric factorization stage compared to the situation with a good ordering scheme, such as the nest-dissection scheme. This overhead is related to the ratio of subdomain interface equations with respect to subdomain total equations, and it is also related to the general sparse pattern of the matrices to be factorized. Therefore, the overhead really varies from problem to problem, and its value can range from 0.5 to 4 times the costs of numeric factorization with a good ordering scheme. In general, finding a good cut of the domain that generates small interfaces will help to reduce this overhead. In case of applications with small coarse problems and localized nonlinearities, such as the welding problem in this paper, the subdomains only need to be factorized a few times, and the increased overhead will become trivial since more time is saved from the reduced back-substitutions.

3.3.2 Mathematical Analysis of Computational Costs

Based on the RBS algorithm, the equations involved in back-substitutions are reduced to subdomain non-corner interface equations only. Unlike the FETI-DP method, back-substitutions are performed on subdomain internal and non-corner interface equations. Assuming the number of subdomain internal equation is $N^s_i$, the number of subdomain non-corner interface equations is $N^s_b$, and the total number of equations is

$$N^s = N^s_i + N^s_b.$$
A simple two dimensional $K \times K$ triangulation square mesh with one degree of freedom per node is used as the analytical model to provide some mathematical insight of the costs from standard and reduced back-substitutions, which is shown in Figure 3.4. The total number of equations in this model is $N^s = K \times K$.

1) Standard back-substitution:

Standard finite element problems generally use the nested dissection scheme to order their matrices. Based on the analysis from George, Liu and Ng [77], the number of fill-in non-zeros in $L^s$ introduced after Cholesky factorization for the above model is:

$$|L^s| = \frac{31}{4} O(K^2 \log_2 K) + O(K^2)$$

(3.34)

Since the back-substitution is performed on the entire $L^s$ matrix, its cost is approximate to the non-zeros involved. Therefore it is $\frac{31}{4} O(K^2 \log_2 K) + O(K^2)$. 

Fig. 3.4. Triangulation of Square Mesh
2) Reduced back-substitution:

All the interface (boundary) equations are ordered after the rest of internal equations, and only the small portion of $L_s$ matrix, which is $L_{br}^s$, is used for back-substitutions. The number of interface equations is $O(K)$. For a regular subdomain discretized by the finite element method, through the fill path theorem [78], a path with lower order numbers exists to connect any two interface nodes, thus this factorized $L_{br}^s$ matrix is a dense matrix. Therefore the total number of non-zeros inside is:

$$|L_{br}^s| = O(K \times K) = O(K^2) \quad (3.35)$$

Now the back-substitution cost is around $O(K^2)$.

From the above analysis, when the RBS algorithm is applied to this 2D model, the back-substitution costs are reduced from $\frac{31}{4}O(K^2 \log_2 K) + O(K^2)$ to $O(K^2)$ in this case. For problems involved with many back-substitutions, considerable computational time can be saved. If the problem has smaller interfaces with respect to the size of the subdomain, more savings can be expected.

### 3.4 Large Scale Analysis of Welding Problems

Finite element formulations for quasi-static thermo-elasto-plastic processes in Lagrangian reference frames have been widely used in analyzing fusion welding processes [30, 16, 9, 8, 21, 31, 26, 3]. The thermal analysis is assumed to be transient while the elasto-plastic mechanical analysis is quasi-static. Thermo-elasto-plastic processes are typically assumed to be weakly coupled; that is, the temperature profile is assumed to
be independent of stresses and strains. Thus, a heat transfer analysis is performed initially and the resulting temperature history is imported as the thermal loading in the following mechanical analysis. Both the thermal and mechanical analyses are nonlinear problems due to the temperature dependent material properties. Furthermore, plasticity introduces additional sources of nonlinearity in the mechanical analysis.

For industry applications, the finite element welding simulations are computationally very expensive due to the following reasons:

1) They are large scale problems. Since near the thermal processing path, very dense meshes are required to capture the high gradient temperature and residual stresses results [28], which increases the size of the problem dramatically. For large scale applications, it is common that the total number of equations may exceed a million.

2) Small time increments are required to capture the moving heat input correctly [28]. For simulations with several meters of welding, hundreds and even thousands of time increments may be required.

3) Part of the structure behaves nonlinearly. In the standard direct method, this behavior will require the entire system to be re-factorized for each Newton-Raphson iteration in each time increment, increasing the already expensive computation costs.

Several approaches have be studied with the objective to solve this type of large scale problems. One of them is adaptive meshing [32, 33]. This approach automatically refines or coarsens the meshes along the welding path based on the temperature or stress gradient, thus it reduces the unnecessary mesh density and saves computational time. However, due to the high gradient residual stresses in regions previously processed thermally, coarsening is still a problem in mechanical analysis since dense meshes are still
required to capture these high gradient residual stresses and strains, and these residual stresses and strains play important roles in the structural distortions. Therefore, in mechanical analysis, adaptivity can only take full effect in regions that have not been processed. This limits the effectiveness of adaptive meshing. Another approach is the domain decomposition method discussed in the previous section. By splitting a large scale problem into many small problems, the domain decomposition method improves computational efficiency by reducing the problem size and using parallel computing techniques. Both are essential for solving large scale problems.

3.4.1 Review of Thermal and Mechanical Analytical Formulations

3.4.1.1 Transient Thermal Analysis

In transient thermal analysis, for a reference frame \( r \) fixed to the body of a structure, at time \( t \), the governing equation for transient heat conduction analysis is given as follows:

\[
\rho C_p \frac{\partial T}{\partial t}(r, t) = \nabla_r \cdot (k \nabla_r T) + Q(r, t) \quad \text{in volume } V \quad (3.36)
\]

where \( \rho \) is the density of the flowing body. \( C_p \) is the specific heat capacity. \( T \) is the temperature. \( k \) is the temperature dependent thermal conductivity matrix. \( Q \) is the internal heat generation rate, and \( \nabla_r \) is the spatial gradient operator of the reference frame \( r \).

The initial and boundary conditions for the transient thermal analysis can be found in most of the standard textbooks.
3.4.1.2 Quasi-Static Mechanical Analysis

In quasi-static mechanical analysis, the stress equilibrium equation is given as follows:

\[ \nabla \sigma(r, t) + b(r, t) = 0 \quad \text{in volume } V \quad (3.37) \]

where \( \sigma \) is the stress, and \( b \) is the body force.

The initial and boundary conditions for the quasi-static mechanical analysis can be also found in most of the standard textbooks. Detailed formulations of small deformation thermo-elasto-plasticity analysis can be found in [31].

3.4.2 Linear-Nonlinear Analysis with FETI-DP

Linear-nonlinear analysis (LNA) is a well-known concept to solve problems with localized nonlinearity. It exploits information about which subdomain (substructure) remains linear during a nonlinear analysis. Therefore, repeated factorizations of linear subdomains can be avoided and computation costs can be saved.

The FETI-DP method provides a flexible option for handling subdomains separately, depending on their specific linear-nonlinear properties. Although the partial derivative equations, as shown in Equation (3.3), are derived based on the linear elasto-static assumption, their matrix formulations also hold for nonlinear elasto-plastic problems. This is because when the Newton-Raphson method is used to solve nonlinear problems, during each iteration, the system to be solved is actually a linearized system.

For large scale problems with localized nonlinearities, linear-nonlinear analysis can be very useful and save much computational time. Taking a welding problem in
small deformation analysis as an example, since welding heat input is concentrated in a small region, nonlinearity is also a local phenomenon and most of the regions that are far away from the weld behaves linearly in the welding process.

During a Newton-Raphson iteration, the matrices to be factorized in the FETI-DP method are:

\[ K^1_{rr}, K^2_{rr}, \ldots, K^n_{rr} \text{ and } K^1_{ii}, K^2_{ii}, \ldots, K^n_{ii} \quad (3.38) \]

where the first \( n \) matrices are for interface equations, and the next \( n \) matrices are for the Dirichlet preconditioner. For a general problem, all the subdomain stiffness matrices are required to be re-factorized, so that the interface equation, which is Equation (3.16), can be formed and the local results can be calculated as in Table 3.1. This process can be greatly simplified through linear-nonlinear analysis, as long as the nonlinearity is predictable before each factorization.

In the FETI-DP-RBS-LNA algorithm, since only a few subdomains need to be re-factorized, linear-nonlinear analysis also reduces the overhead results from numeric factorizations that require a special ordering scheme. Therefore, large scale problems with localized nonlinearity can be solved efficiently by using this algorithm.

Based on the implicit solution scheme using the Newton-Raphson method, linear-nonlinear analysis can be applied to the following two situations: 1) the non-first Newton-Raphson iterations and 2) the first Newton-Raphson iteration. In both situations, local
subdomain residual check is used as the criteria to identify linear and nonlinear subdomains. The main difference between these two types of situations is: In the first Newton-Raphson iteration, the residual result is not known and a testing iteration should be performed to check the residual for each subdomain. In the non-first Newton-Raphson iteration, the residual result for each subdomain is already known from the previous Newton-Raphson iteration, and it can be used to identify the linear or nonlinear subdomain.

3.4.3 Criteria to Identify Linear and Nonlinear Subdomains

3.4.3.1 Criteria for the Non-First Newton-Raphson Iterations

For transient thermal and quasi-static elasto-plastic mechanical analyses in welding problems, it is convenient to check the nonlinearity for the non-first Newton-Raphson iterations by examining its local residual $R_s$. This criterion is due to the fact that a linear subdomain will converge after the first iteration, therefore its residual will become zero, and a nonlinear subdomain will not converge after the first iteration, therefore it will have a non-zero residual. For a thermal analysis, this residual is formed on the $r$ type of degrees of freedom, which include 1) internal node degrees of freedom, plus 2) non-corner interface node degrees of freedom. For a mechanical analysis, this residual is formed on the internal node degrees of freedom and excludes any degrees of freedom from the nodes that belong to the same element with the corner nodes.
Through finite element formulations, the standard residual $\mathbf{R}$ in thermal analysis can be derived as in Equation (3.39) [31].

$$
\mathbf{R}(^{n\mathbf{T}}) = \sum_{V} \left\{ \mathbf{B}^T k \mathbf{B}^{^{n\mathbf{T}}} - \mathbf{N}^T Q + \mathbf{N}^T \mathbf{N} \rho C \frac{n_t}{n_t - n - 1} \mathbf{T} \right\} WJ + \sum_{A_q} \mathbf{N}^T \bar{q} w_j \quad (3.39)
$$

where left superscript $n$ represents quantities evaluated at the time increment of $^{n\mathbf{t}}$. $\mathbf{N}$ and $\mathbf{B}$ are shape function matrices which interpolate the temperature $\mathbf{T}$ and the temperature gradient $\nabla \mathbf{T}$ within an element. $J$ and $j$ are the volume and area Jacobian component corresponding to the Gaussian weighting $W$ for volume and $w$ for surface integration. $A^q$ stands for surfaces with prescribed heat fluxes $\bar{q}$.

However, when a domain is decomposed into several subdomains, for residual $\mathbf{R}^s$ of each subdomain, one additional term $\mathbf{F}^s$ should be added to represent heat fluxes from the neighboring subdomains, which is shown in Equation (3.40).

$$
\mathbf{R}^s(^{n\mathbf{T}}) = \mathbf{R}(^{n\mathbf{T}}) + \mathbf{F}^s(^{n\mathbf{T}}), \quad \text{where} \quad \mathbf{F}^s(^{n\mathbf{T}}) = -\mathbf{K}^s \mathbf{B}^s \mathbf{u}^c - \mathbf{B}^{sT} \mathbf{\lambda} \quad (3.40)
$$

where $-\mathbf{K}^s \mathbf{B}^s \mathbf{u}^c$ stands for the contribution from corner node temperature $\mathbf{u}^c$, and $-\mathbf{B}^{sT} \mathbf{\lambda}$ stands for the contribution from interface flux $\mathbf{\lambda}$.

The residual $\mathbf{R}^s$ of each subdomain in mechanical analysis can be derived as in Equation (3.41) [31].

$$
\mathbf{R}^s(^{n\mathbf{U}}) = \sum_{V} \left\{ \mathbf{B}^T \mathbf{\sigma} - \mathbf{N}^T \mathbf{b} \right\} WJ - \sum_{A_l} \mathbf{N}^T \bar{w} j \quad (3.41)
$$
where \( \bar{t} \) are the prescribed tractions on surface \( A^t \).

In a non-first Newton-Raphson iteration, if the computed \( R^s \) is less than or equal to some predefined tolerance \( \text{tol}_{Rt} \) for the thermal analysis and \( \text{tol}_{Rm} \) for the mechanical analysis, as shown in Equation (3.42), then the related subdomain \( s \) is identified as a linear subdomain, and no re-factorization is required.

\[
\|R^s\| \leq \text{tol}_{Rt} \quad \|R^s\| \leq \text{tol}_{Rm}
\]

(3.42)

### 3.4.3.2 Criteria for the First Newton-Raphson Iterations

For both thermal and mechanical analyses during the first Newton-Raphson iteration, the above residual criteria can still be applied to identify linear and nonlinear subdomains. However, one testing iteration using the old stiffness matrices from the last time increment is required to obtain the residual result for each subdomain. The linear-nonlinear identification decision for each subdomain is still made based on Equation (3.42). If one subdomain requires re-factorization, the numerical results from this testing iteration are discarded, and the program is reset to the initial state of this new time increment. Re-factorizations of the identified nonlinear subdomains will then proceed.

However, due to the high computational costs of one testing iteration, in practice, the criteria to identify nonlinear subdomains for the first Newton-Raphson iterations is to check the change of the primary temperature field of each subdomain. If the change of the primary temperature field is less than or equal to \( \text{tol}_T \), as shown in Equation (3.43), then the change of the subdomain stiffness matrix, which is related to the temperature
dependent material, can be ignored, and no re-factorization is required.

\[ \| T^S \|_{t=t_{i+1}} - T^S \|_{t=t_i} \| \leq tol_T \] (3.43)

All these \( tol_{Rt} \), \( tol_{Rm} \) and \( tol_T \) defined above can have different values for different subdomains, based on their locations and effects upon the global solution precision. In addition, this is a flexible way to control how often numeric factorizations should be performed for different parts of the structure in the global time scale. When the tolerances are set to be large values, less numeric factorization will be performed, and the method behaves like a modified Newton-Raphson method.

The detailed FETI-DP-RBS-LNA algorithm is listed in Table 3.2. For a direct sparse solver based algorithm, the steps from 2.1.1 to 2.1.4 will be replaced by a re-factorization and a back-substitution of the whole system.

### 3.5 Large Scale Applications and Performance Results

#### 3.5.1 Software and Hardware

The FETI-DP-RBS-LNA algorithm has been integrated into an in-house finite element code which is capable of analyzing thermo-elasto-plastic problems. The code is developed in Fortran 90. Modules are implemented for shared use of data and definitions. Memory is efficiently utilized through dynamic allocation and deallocation. The IBM Watson Sparse Matrix Package (WSMP) [36, 37] is implemented for subdomain level factorizations, standard back-substitutions and reduced back-substitutions. Basic Linear Algebra Subprograms (BLAS) are used to improve the performance of basic vector and
1. Preprocessing

Generate subdomains, mark corner nodes and non-corner interface nodes,
assemble stiffness matrices, perform ordering and symbolic factorization

2. Loop over time increments $inc = 1, 2, 3, \ldots$

2.1 Loop over the Newton-Raphson iterations $iter = 1, 2, 3, \ldots$

2.1.1 If $inc = 1$ and $iter = 1$

factorize all the matrices $K^s_{rr}$ and $K^s_{ii}$ (for Dirichlet preconditioner)

Otherwise

only re-assemble and re-factorize nonlinear subdomain matrices

2.1.2 Call PCG solver to solve interface equation on $\lambda$

2.1.3 Solve corner results and each subdomain results

2.1.4 Form global residual $R$

2.1.5 If $R < tolerance$

go to step 2 and start a new time increment

Otherwise

go to step 2.1 and start a new Newton-Raphson iteration

Until all time increments are finished

Table 3.2. The FETI-DP-RBS-LNA Algorithm for Multi-time Increments Nonlinear Problems
matrix related operations. The implementation uses the Intel Math Kernel Library (MKL), version 7.0. The coarse problem, since it is quite small for the welding problem in this paper, is currently stored in a dense format and solved by calling Intel MKL functions \texttt{dpotrf} and \texttt{dpotrs}. Buffered writes are used to improve the efficiency of disk I/O when the hard disk is non-local.

The simulations are performed on an Unisys ES7000 system. The system is 16-way SMP based on 64-bit Intel Itanium2 processors, with 6 MB cache each. For the performance tests in this paper, only one CPU is used to measure the serial CPU costs. Shared memory is 32 GB and clock is 1.5 GHz per CPU. The OS is RedHat Enterprise 3 Linux, and the compiler is Intel ifort, version 8. The non-local hard disk access is via NFS.

### 3.5.2 16-Subdomain Hollow Beam Model and Simulation Information

The 16-Subdomain hollow beam model, as shown in Figure 3.5, is chosen to be the large scale welding problem for performance measurements in this paper. The geometric dimensions of this model are listed as follows: height=2000 mm, width=2000 mm, length=1440 mm, thickness=20 mm. Hex20 elements are used in meshing. The problem requires four welds with the same velocity $v=6.5$ mm/s in Z direction to be performed along the corners of the beam in a sequential fashion.

Only the performance in the mechanical analysis is measured. For the thermal analysis, since in this case, the conductivity of the material is temperature dependent. Therefore the thermal problem is not SPD and FETI-DP can not be applied. Due to the computer resource availability and time limits, the first 50 time increments of the
Fig. 3.5. 16-Subdomain Hollow Beam Model and Meshes
mechanical analysis are computed. The finite element information and FETI-DP related numbers of interface and corner equations are listed in Table 3.3.

<table>
<thead>
<tr>
<th>Mechanical Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hex20 Element</td>
</tr>
<tr>
<td>Total Equations</td>
</tr>
<tr>
<td>Interface Equations</td>
</tr>
<tr>
<td>Corner Equations</td>
</tr>
</tbody>
</table>

Table 3.3. Finite Element and FETI-DP Information

Transient thermal analysis is performed initially by using the Goldak’s “double ellipsoid” model to represent the welding heat input, as shown in Equation (3.44) [11].

\[
Q = \frac{6\sqrt{3}Q_w \eta f}{abc\pi \sqrt{\pi}} \left[ e^{-3((\frac{x}{a})^2 + (\frac{y}{b})^2 + (\frac{z+vt}{c})^2)} \right] (3.44)
\]

where \( Q_w \) is the welding heat input, \( \eta \) is the welding efficiency, \( x, y, \) and \( z \) are the local coordinates of the double ellipsoid model aligned with the weld fillet, \( a \) is the weld width, \( b \) is the weld penetration, \( c \) is the weld ellipsoid length, \( v \) is the torch travel speed. In the simulation, the following values are used: \( Q_w = 8925 \) W, \( \eta = 0.8 \), \( a = b = 12.2 \) mm. Before the torch passes the analysis plane, \( c = a \) and \( f = 0.6 \). After the torch passes the analysis plane, \( c = 4a \) and \( f = 1.4 \).
The material used in the welding simulations is A36 steel. The temperature dependent thermal conductivity $K$ and specific heat $C_p$ are based on the data in [39], and the density of the steel is $7.82 \times 10^3$ kg/m$^3$. The latent heat of fusion is set to be $247$ kJ/kg/$^\circ$C [40] and the ambient (room) temperature is set to be $25$ $^\circ$C.

During the simulation, relative residual tolerance $\epsilon$ for the PCG method, as shown in Equation (3.22), is set to be $10^{-6}$. For LNA in the mechanical analysis, the following values are set to identify linear and nonlinear subdomains, as shown in Equation (3.45)

$$tol_{Rm} = 10^{-2} \quad tol_T = 10^2$$

(3.45)

### 3.5.3 Serial CPU Performance and Memory Results

The serial CPU costs of the IBM Watson direct sparse solver, FETI-DP, FETI-DP-RBS, FETI-DP-LNA and FETI-DP-RBS-LNA in the mechanical analysis are measured and compared in Table 3.4, where NF is the step 2.1.1 in Table 3.2 and PCG includes the steps from 2.1.2 to 2.1.4. The back-substitution costs in the PCG iterations are also listed separately to show the improvement of the RBS scheme. In all FETI schemes, Dirichlet preconditioner is used to preconditioning the system.

Figure 3.6 and Figure 3.7 show that, in the mechanical analyses, only the small region along the welding path is affected by the changing temperature field and plasticity phenomenon. Thus, LNA can be applied based on the criteria given in Equation (3.45) to reduce re-factorizations.

During the initialization and ordering stage, which is shown in the first row in Table 3.4, FETI-DP and its implementations with RBS or/and LNA take more time
Fig. 3.6. Temperature Results, Inc=51, Time=98 s, Unit[$^\circ$C]
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<table>
<thead>
<tr>
<th></th>
<th>CPU Time (s)</th>
<th>Serial Direct</th>
<th>FETI-DP Sparse Solver</th>
<th>RBS</th>
<th>LNA</th>
<th>RBS &amp; LNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>IO &amp; SF</td>
<td>42.11</td>
<td>81.45</td>
<td>103.58</td>
<td>80.99</td>
<td>103.58</td>
<td></td>
</tr>
<tr>
<td>NF</td>
<td>47262.12</td>
<td>26525.69</td>
<td>40601.13</td>
<td>1849.01</td>
<td>2582.91</td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>1273.22</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PCG (LBS)</td>
<td>—</td>
<td>58759.03</td>
<td>8879.37</td>
<td>58335.77</td>
<td>8900.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>(54880.92)</td>
<td>(5083.20)</td>
<td>(54497.29)</td>
<td>(5110.52)</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>48577.45</td>
<td>85366.17</td>
<td>49584.08</td>
<td>60265.77</td>
<td>11586.56</td>
<td></td>
</tr>
</tbody>
</table>

IO : Initialization and Ordering  
SF : Symbolic Factorization  
NF : Numeric Factorization  
BS : Back-Substitution  
PCG : Preconditioned Conjugate Gradient Iterations  
(LBS) : Local Back-Substitution in PCG  
LNA : Linear-Nonlinear Analysis  
RBS : Reduced Back-Substitution

Table 3.4. Mechanical Analysis Serial CPU, First 50 Time Increments
compared to the direct sparse solver. This is because additional costs are spent on the
preconditioners, and with RBS, some overhead will also be introduced. However, the
CPU costs in this stage is trivial compared to that of the whole scheme, and they will
not affect overall performance.

During the numeric factorizations stage, which is shown in the second row in
Table 3.4, it can be seen that the FETI-DP method saves 44% of CPU time compared
to the direct sparse solver. This is because the direct sparse solver does not scale so well
when the size of the problem increases. When RBS is implemented, 53% of overhead
is introduced compared to the FETI-DP algorithm. However, LNA greatly reduces this
cost. Compared to the FETI-DP algorithm, 93% and 90% of CPU time are saved in the
FETI-DP-LNA implementation without RBS and with RBS, respectively.

During the preconditioned conjugate gradient iterations, as shown in the fourth
and fifth row in Table 3.4, RBS reduces 91% of CPU time for local back-substitutions,
and results in 85% of savings during the whole PCG iterations.

The total CPU costs are shown in the last row in Table 3.4. For this welding
problem with 16 subdomains, during the first 50 time increments, FETI-DP-RBS-LNA
improves the computational speed 4.2 times compared to the direct sparse solver and
7.4 times compared to the FETI-DP algorithm in the serial running mode.

However, since 16 may not be the optimal number of subdomains to deliver the
best performance of the FETI-DP algorithm, the CPU comparison results are just used to
test the LNA and RBS algorithms. Investigation of the speedup related to the FETI-DP
algorithm with optimal number of subdomains is beyond the scope of this paper. Also,
during the first 50 time increments, only one subdomain is identified to be nonlinear.
In the full simulation, the LNA CPU costs in numeric factorizations can be expected to increase when more subdomains are identified to be nonlinear.

The memory statistics are also listed in Table 3.5. Since additional Dirichlet preconditioners are required to be factorized, FETI-DP consumes more memory compared to the direct sparse solver. The specific ordering scheme of RBS also introduces 11% of overhead compared to the FETI-DP method in memory usage. However, this can be resolved since in distributed computing environment, clusters can provide more memory.

<table>
<thead>
<tr>
<th></th>
<th>Serial Direct</th>
<th>FETI-DP</th>
<th>FETI-DP</th>
<th>FETI-DP</th>
<th>FETI-DP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sparse Solver</td>
<td></td>
<td>RBS</td>
<td>LNA</td>
<td>RBS &amp; LNA</td>
<td></td>
</tr>
<tr>
<td>Memory (Gb)</td>
<td>9.8</td>
<td>16.8</td>
<td>18.6</td>
<td>16.8</td>
<td>18.6</td>
</tr>
</tbody>
</table>

Table 3.5. Mechanical Analysis Memory Costs

3.6 Conclusion and Future Work

In this paper, a fast implementation of the FETI-DP algorithm: the FETI-DP-RBS-LNA algorithm is proposed for solving large scale problems with localized nonlinearity. RBS is based on the motivation to reduce CPU costs in many time consuming back-substitutions involved in the PCG iterations. Through a specific ordering, RBS reduces the equations involved in the back-substitutions, thus it improves computational
speed. LNA is also adopted based on the nature of problems with localized nonlinearity. It reduces numeric factorizations through a pre-identification procedure of subdomains, and it also reduces the overhead arising from the specific RBS ordering scheme. This combined approach can reduce CPU costs effectively.

Currently, the FETI-DP-RBS-LNA algorithm is tested in the serial running mode with the objective to give a correct estimation of floating point performance. For parallel and distributed architectures, it can also be implemented in a similar way as the FETI-DP method. However, difficulty may arise from load balancing due to LNA. Although the current FETI-DP-RBS-LNA algorithm may not reduce the total computational time for one job, when multiple jobs are submitted to a parallel or distributed system, the overall efficiency of the system will still be improved since the LNA scheme reduces the total computations. Furthermore, two possible solutions to reduce this difficulty can be: 1) For large subdomains, calling an OpenMP version of solver in parallel environment or an MPI version of solver in distributed environment to solve them. 2) For small subdomains, redistributing subdomains need to be solved from heavy loaded CPUs or computing nodes to less loaded CPUs or computing nodes, therefore to improve the situation of load balancing.

The future work will be the distributed implementation of the FETI-DP-RBS-LNA algorithm, and evaluation its performance in distributed computing environments.
Chapter 4

Distributed Computing with the FETI-DP-RBS-LNA Algorithm on Large Scale Problems with Localized Nonlinearities

4.1 Introduction

Large scale finite element analysis is an important research area due to its wide applicability in modeling and simulating complicated scientific and engineering applications, such as structural mechanics, heat transfer, and biomechanics. For realistic and sophisticated models, high density meshes are required to capture the underlying physics in areas that are of particular interest or with complex geometry or loading. Accordingly, the total degrees of freedom in systems discritized by the finite element method may easily exceed a million, and it poses many computational challenges for current available numerical algorithms as well as computer hardware.

Extensive research has been conducted to develop efficient and reliable numerical methods which have the capabilities to solve large scale systems arising from various disciplines. Two well-known approaches in this field are direct and iterative methods. Direct sparse solvers are recognized as robust and efficient choices for most of the applications, and they are widely employed in many commercial finite element softwares. However, the high memory demands and the not-so-well parallel scalability of direct

\[3\text{The content of this chapter will be submitted to International Journal for Numerical Methods in Engineering.}\]
Sparse solvers restrict its applications to large scale problems [43]. Traditional iterative solvers are excellent from the memory point of view. However, they are problem dependent and the convergence is not guaranteed. For complex ill-conditioned engineering problems, they are not as reliable as direct sparse solvers.

Several novel approaches, such as Domain Decomposition (DD) methods, Adaptive meshing methods[32, 33], and Multigrid (MG) methods have also been studied extensively for their possible applications to solve large scale systems. DD methods are based on the native divide and conquer concept, they partition the physical domain into subdomains with either overlapping or non-overlapping interfaces. Coarse-grain parallel processing can then be applied to the computations of these subdomains to reduce overall analysis time. Adaptive meshing refines or coarsens the meshes in different regions of the model during the analysis based on their corresponding resolution requirements. Therefore, this approach is capable to reduce the computational costs while still maintain the quality of the solution. MG methods are based on the multilevel paradigm. They exhibit optimal linear computational costs for some elliptic partial differential equations, such as the Poisson’s equation. One extension of MG is Algebraic Multigrid method (AMG). AMG constructs its operators directly from the sparse system matrix. Therefore, its applications are not limited by the geometry of the physical domains and it can be applied to solve more general problems.

The objective of this paper is to present the FETI-DP-RBS-LNA algorithm [79] and to investigate its distributed computing performance for large scale problems with localized nonlinearity. The FETI-DP-RBS-LNA algorithm is based on one well known DD style method: the Dual-Primal Finite Element Tearing and Interconnecting method.
Reduced Back-Substitution (RBS) algorithm is proposed to accelerate costing local back-substitutions, and Linear and Nonlinear Analysis (LNA) is introduced to reduce unnecessary re-factorizations of linear subdomains in the analysis. The distributed version of this algorithm is implemented with Message Passing Interface (MPI) and the performance is measured on a distributed PC cluster for a welding mechanical analysis problem with approximate one million degrees of freedom.

4.2 Review of The FETI-DP-RBS-LNA Algorithm

4.2.1 The FETI-DP Algorithm

FETI-DP can be viewed as a combination of direct and iterative methods. Based on the underlining divide and conquer concept, the physical domain is divided into subdomains with non-overlapping interfaces. The related nodes after finite element discretization can be classified into three groups based on their locations, and they are marked as corner nodes, non-corner interface nodes and internal nodes in Figure 4.1, respectively. More details of FETI-DP can be found in Ref [79, 34, 35].

Through the similar concepts of super elements and substructures, the high level interface problem can be first formulated and solved by an iterative Preconditioned Conjugate Gradient (PCG) method. Once the interface solution is available, corner information can be further solved. After that, all the low level subdomains are independent and can be solved by direct sparse solvers in a parallel fashion. These procedures are shown in Figure 4.2.
Fig. 4.1. Subdomains with non-overlapping interfaces, their meshes and nodes classification

Fig. 4.2. Solution Scheme of FETI-DP
### 4.2.2 Reduced Back-Substitution Algorithm

Based on the CPU statistics in Ref [66] and the welding simulation problem in this paper, the PCG iterations for large interface problems are found to be the time consuming part in the FETI family algorithms. Within the PCG costs, a high percentage (around 64.3% for the mechanical analysis of the welding problem in this paper) of the CPU time is actually consumed by the local back-substitutions inside the PCG iterations. Therefore, the reduction of computations in local back-substitutions will greatly improve the overall performance of the FETI-DP algorithm.

During each PCG iteration, the most time consuming steps are calculating the following two matrix-vector multiplications listed in Equation (4.1). Each multiplication has several back-substitutions involved.

\[
(F_{I_{rr}} + F_{I_{rc}} K_{cc}^{-1} F_{I_{rc}}^T) \cdot \lambda \quad \text{and} \quad F_{I_{rr}}^D \cdot \lambda
\]  

(4.1)

Taking one sub-step from the first multiplication \( F_{I_{rr}} \cdot \lambda \) as an example, after substituting the detailed expression of \( F_{I_{rr}} \) [34, 35], it yields the following equation:

\[
F_{I_{rr}} \cdot \lambda = \sum_{s=1}^{n_s} B^s B^s_r^{-1} B_r^{sT} \lambda
\]  

(4.2)

In the FETI-DP algorithm, \( B_r^{sT} \) is first applied on \( \lambda \) through scatter operations to get \( B_r^{sT} \lambda \), then \( K_{rr}^{-1} (B_r^{sT} \lambda) \) is solved as a whole through the back-substitution at the subdomain level, where \( K_{rr}^{-1} \) is the inverse of subdomain matrix which has already
been factorized with its factorized information stored. Finally, $B^s_r$ is applied on the solution vector $K^{s-1}_r (B^{sT}_r \lambda)$ through gather operations to form $B^s_r (K^{s-1}_r (B^{sT}_r \lambda))$ and summed over all the subdomains. The reason this process requires much computational time lies in the relatively large number of equations in each subdomain, as the back-substitution is actually performed on each subdomain internal and non-corner interface degrees of freedom (equations). The left part graph of Figure 4.3 shows the nodes involved in this standard back-substitution.

$B^{sT}_r$ and $B^s_r$ connect subdomain level information to global domain information through scatter and gather operations. If written in matrix format, their representations are sparse matrices. Based on the analysis in Ref [79], assuming the number of equations corresponding to non-corner interface degrees of freedom is $m$, and these equations are numbered last. Only the last $m$ components from $\lambda$ are required as the input for the back-substitutions in Equation (4.2) since $B^s_r$ zeros the rest components, and only the last $m$ components from the back-substitution result $K^{s-1}_r B^{sT}_r \lambda$ are required as the output due to the same reason. Thus the back-substitution is actually performed on the last $m$ equations. $m$ is a much smaller number compared to the sum of subdomain internal degrees of freedom and non-corner interface degrees of freedom. Therefore, much time can be saved based on this reduced back-substitution (RBS). The nodes involved in this RBS algorithm are shown in the right part of Figure 4.3. Compared to standard back-substitution, many internal nodes are not necessary to be included anymore.

It must be mentioned that the proposed reduced back-substitutions will affect the ordering scheme since it poses the restriction to re-number the related equations to the end of the entire equations. This re-numbering introduces additional time costs in
Fig. 4.3. Nodes Involved in Standard Back-Substitution and Reduced Back-Substitution for Subdomain $\Omega^2$ in Figure 4.1
the numeric factorization stage compared to the situation with a good ordering scheme, such as the nest-dissection scheme. This overhead is related to the ratio of subdomain interface equations with respect to subdomain total equations, and it is also related to the general sparse pattern of the matrices to be factorized. Therefore, the overhead really varies from problem to problem, and its value can range from 0.5 to 4 times the costs of numeric factorization with a good ordering scheme. In general, finding a good decomposition of the domain that generates small interfaces will help to reduce this overhead. In case of applications with small coarse problems and localized nonlinearities, such as the welding problem in this paper, the subdomains only need to be factorized a few times, and the increased overhead will become trivial since more time is saved from the reduced back-substitutions.

4.2.3 Linear-Nonlinear Analysis

Linear-nonlinear analysis (LNA) is a well-known and efficient strategy to solve problems with localized nonlinearity. It exploits information about which subdomain remains linear during a nonlinear analysis. Therefore, repeated factorizations of linear subdomains can be avoided and computation costs can be saved.

The FETI-DP method provides a flexible option for handling subdomains separately. During a Newton-Raphson iteration, the matrices to be factorized in the FETI-DP method are:

\[
K_1^{rr}, K_2^{rr}, \ldots, K_n^{rr} \quad \text{and} \quad K_1^{ii}, K_2^{ii}, \ldots, K_n^{ii} \quad (4.3)
\]
where the first $n$ matrices are for interface equations, and the next $n$ matrices are for the Dirichlet preconditioner. For a general problem, all the subdomain stiffness matrices are required to be re-factorized during the analysis, so that the interface equation of Lagrange multipliers can be first formed and later solved by PCG. Apparently, computations can be reduced for applications with localized nonlinearity. Nonlinear subdomains can be identified in advance based on the proper criteria [79], and the simulation speed can be greatly improved by applying this idea.

4.3 Distributed Computing and MPI Implementation

4.3.1 The Model of Distributed Computing

The basic model of distributed computer systems can be viewed as a group of either homogeneous or heterogenous computing nodes, which are connected by a network, and work together to provide computing services. Figure 4.4 shows a simple example of a computer cluster, in which memory is located in a distributed fashion, and all the computers are connected by an interconnection network.

The user’s distributed computing applications are executed on the underlying distributed systems through message passing procedures, which provides coordination of the individual computing nodes as well as communication of application data among these nodes. Since more computing nodes can be added to the network easily to provide extra computing power, and if some node fails, it will not introduce much trouble for the rest of the distributed system, this distributed model features extreme expendability and reliability compared to a single large computer system.
Distributed Computing on Distributed Memory Systems

Fig. 4.4. The Model of Distributed Systems
4.3.2 Message Passing Interface (MPI) Implementation

Message Passing Interface (MPI) is a library specification of message passing for parallel computers and distributed clusters. It features with good scalability and portability and has already been widely implemented by many applications in various research area. In the current implementation, MPI is mainly implemented to distribute computational loads in the following two tasks: 1) Subdomain level computations. 2) The PCG solver used for solving the interface problems.

For the subdomain level computations, such as, forming the subdomain stiffness matrices, local numeric factorizations, local back-substitutions and subdomain residual computations, they can all be performed on each computing node in a distributed fashion. A master computing node is assigned to read the input file and do preprocessing tasks first, and MPI is implemented to pass the required subdomain geometry data, subdomain finite element data and code internal control data from the master computing node to the rest of computing nodes. For the PCG solver in the FETI-DP-RBS-LNA algorithm, its main procedures are listed in Table 4.1, where Dirichlet preconditioner $F^D_{rr}^{-1}$ is chosen to preconditioning the system.

During the PCG iterations, there are several $\sum_{s=1}^{n_s}$ operations which are performed to sum up the results from all the subdomains, where $n_s$ is the number of subdomains. Currently, MPI collective communication calls MPI \texttt{REDUCE} are implemented to gather the intermediate subdomain results, such as $r_0$, $z_0$ and $z_n$, from each computing node to the master computing node. The sum of these individual results are calculated
P1. Initialization

\[ \lambda_0 = 0 \]
\[ r_0 = d - F_{I_{rc}}^{*} f_* K_{cc}^{-1} c \]
\[ z_0 = F_{I_{rr}}^{D} r_0 \]
\[ p_0 = z_0 \]
\[ c_0 = z_0 \cdot r_0 \]

P2. Iterate \( n = 1, 2, 3, \ldots \) until residual \( r_n \) converges

\[ z_n = (F_{I_{rr}} + F_{I_{rc}}^{*} K_{cc}^{-1} F_{I_{rc}}^{T}) p_{n-1} \]
\[ \alpha_n = c_{n-1} \cdot (p_{n-1} \cdot z_n) \]
\[ \lambda_n = \lambda_{n-1} + \alpha_n p_{n-1} \]
\[ r_n = r_{n-1} - \alpha_n z_n \]
\[ z_n = F_{I_{rr}}^{D} r_n \]
\[ d_n = z_n \cdot r_n \]
\[ \beta_n = d_n / c_n \]
\[ p_n = z_n + \beta_n p_{n-1} \]
\[ c_n = d_n \]

Table 4.1. Preconditioned Conjugate Gradient Method
on the master node first before it is broadcasted by calling \texttt{MPI\_BCAST} to update the results on the rest of computing nodes.

4.4 Distributed Performance Results

4.4.1 Software and Hardware

The FETI-DP-RBS-LNA algorithm has been integrated into an in-house finite element code which is capable of analyzing thermo-elasto-plastic problems. The code is developed in Fortran 90. Modules are implemented for shared use of data and definitions. Memory is efficiently utilized through dynamic allocation and deallocation. The IBM Watson Sparse Matrix Package (WSMP) [36, 37] is implemented for subdomain level factorizations, standard back-substitutions and reduced back-substitutions. Basic Linear Algebra Subprograms (BLAS) are used to improve the performance of basic vector and matrix related operations. The implementation uses the Intel Math Kernel Library (MKL). The coarse problem, since it is quite small for the welding problem in this paper, is currently stored in a dense format and solved by calling Intel MKL functions \texttt{dpotrf} and \texttt{dpotrs}. Buffered writes are used to improve the efficiency of disk I/O when the hard disk is non-local. The standard MPICH/MPIGM library has been implemented into the in-house FETI-DP-RBS-LNA FEA code to test the performance of distributed computing.

The distributed computing simulations are performed on the Penn State LION-XM cluster, which consists 168 computing nodes, and each node has 2 Intel Xeon
Processors and 4 GB memory. The MPICH implementation runs over fast-ethernet, and the MPIGM implementation runs natively over Myrinet, which is a very high-bandwidth, ultra low-latency network interconnect.

4.4.2 16-Subdomain Hollow Beam Model and Welding Information

The 16-Subdomain hollow beam model shown in the FETI-DP-RBS-LNA paper [79] is chosen to be the large scale welding problem for performance measurements in this paper. The total number of Hex20 element in the model is 65664, and the total number of equations is 1007634. The number of interface equations is 8460 and the number of corner equations is 174. More detailed model and welding information can be found in Ref [79].

4.4.3 Wall Clock Time and Speedup Results

The serial performance results shown in Table 4.2 are from the 16-subdomain hollow beam model simulation in Ref [79]. Since the serial simulation of the whole 16-subdomain model requires 18.6 Gb memory, it has to be performed on the Unisys system. Distributed computing performance results are measured for the numeric factorization and PCG iterations during the first iteration, since they are the most time consuming steps in the FETI-DP-RBS-LNA algorithm. 16 computing nodes of the LION-XM cluster are used in the simulation and each computing node contains one subdomain. A numerical profiling has been performed in advance to measure the performance of the Itanium2 (1.5 GHz) processors used in Unisys and the Xeon (3.2 GHz) Processors used in the LION-XM nodes. The CPU time results show that there is almost no difference
Wall Clock Time (s) | UNISYS, 1 CPU | LION-XM, 16 CPUs | LION-XM, 16 CPUs
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shared Memory</td>
<td>MPICH, Ethernet</td>
</tr>
<tr>
<td>NF</td>
<td>288.53</td>
<td>≈ 20.0-25.0</td>
</tr>
<tr>
<td>PCG(MPI)</td>
<td>54.64(0.00)</td>
<td>≈ 6.5(≈ 2.6)</td>
</tr>
</tbody>
</table>

NF : Numeric Factorization  
PCG : Preconditioned Conjugate Gradient Iterations  
(MPI) : Total MPI costs in the PCG Iterations

Table 4.2. Mechanical Analysis Distributed Performance and Speedup, First Iteration

between these two types of processors. Therefore, the serial and distributed performance results shown in Table 4.2 are comparable.

From Table 4.2, it can be seen that the wall clock time spent on numeric factorizations varies from processor to processor. This is due to the fact that the number of interface DOFs of each subdomain is different. Therefore, the numeric factorization cost of each subdomain is also different. Some subdomains have large interfaces and require more time to be factorized. The speedup gained in this step is around 11.5.

During the PCG iterations, it is observed that the MPIGM implementation yields much less MPI communication overhead compared to the MPICH implementation. This is due to the MPIGM simulation is run over the high-bandwidth, low-latency Myrinet interconnect. Finally, the speedup gained in this step is around 8.4 for the MPICH
implementation and 14.0 for the MPIGM implementation. Therefore, it can be concluded that the distributed performance is very good for this 16-subdomain welding example.

4.5 Conclusion and Future Work

In this paper, the distributed computing implementation of the FETI-DP-RBS-LNA algorithm is investigated for solving large scale problems with localized nonlinearity. The distributed computing performance is also evaluated on the 16-Subdomain hollow beam welding model during the first iteration. The wall clock time is compared to that from the serial simulation. High speedup are gained and the results show that this implementation provides a promising approach for simulating large scale applications on distributed systems.

The future work will be to continue the investigation of the distributed performance of the FETI-DP-RBS-LNA algorithm when linear nonlinear analysis is also applied. Nearest neighbor communication will also be implemented to replace collective communication in the PCG iterations, which will help to reduce the communication overhead when a large number of processors are involved in the simulations.
Chapter 5

Application of Partial Cholesky Re-factorization in Modeling 3D Large Scale Material Processing Problems

5.1 Introduction

Computer aided design and engineering have been widely applied to analyze various material processing applications in many industries, such as automotive and shipbuilding industries. Compared to the traditional experimental trials, these approaches provide a relatively cost saving methodology for their users to test and verify designs before sending them to the product lines. They can also provide reliable numerical results in a relatively short amount of time, which improves the design efficiency and reduces the cycles of product development.

Among the various research topics in computer aided design and engineering, finite element analysis is an important and well-known area due to its solution effectiveness and wide applicability. Many researches have been conducted in this area during the past several decades. For material processing applications, finite element formulations of quasi-static thermo-elasto-plastic processes in Lagrangian reference frames have been widely used to analyze complex physical phenomena involved in these applications, such as heat transfer in thermal processing and residual stress distribution after the material is cooled down [30, 16, 9, 8, 21, 31, 26, 3]. This paper is mainly focused on one important

\[\text{\footnotesize{\textsuperscript{4}}}\text{The content of this chapter will be submitted to \textit{International Journal for Numerical Methods in Engineering}.}\]
application in material processing: laser forming processing. However, due to the physical similarities in various material processing applications, the approach discussed in this paper can also be extended and applied to many other applications, such as welding processing.

In laser forming processing, a high density laser beam is applied on the surface of the structure and it introduces high gradient temperature distribution inside the material, which in turn results in plastic deformation and shapes the geometric configuration of the structure. However, the attempt to model and simulate industry scale laser forming applications by adopting finite element analysis is computationally very expensive and poses challenges for current available computer software and hardware. This computational difficulty is due to the following three reasons: 1) These applications result in very large equations during the simulations. Since near the thermal processing path, very dense meshes are required to capture the high gradient temperature and residual stresses results [28, 29], which increases the size of the equation dramatically. For large scale applications, it is common that the total number of equations may exceed a million. 2) Small time increments are required to capture the moving heat input correctly [28, 29]. For simulations with several meters of material, hundreds and even thousands of time increments may be required. 3) Part of the structure behaves nonlinearly. When the standard direct sparse solver is used, this phenomenon requires the entire system to be re-factorized for each Newton-Raphson iteration in each time increment, increasing the already expensive computation costs.
Several approaches have been studied with the objective to solve this type of large scale problems, such as the adaptive meshing method [32, 33] and the domain decomposition style FETI-DP method [34, 35]. The adaptive meshing approach automatically refines or coarsens the meshes along the laser forming path based on the temperature or stress gradient, thus it reduces the unnecessary mesh density and saves computational time. However, due to the high gradient residual stresses in regions previously processed thermally, coarsening is still a problem in mechanical analysis since dense meshes are still required to capture these high gradient residual stresses and strains, and these residual stresses and strains play important roles in the structural distortions. Therefore, in mechanical analysis, adaptivity can only take full effect in regions that have not been processed. This limits the effectiveness of adaptive meshing. The FETI-DP approach is based on the divide and conquer methodology. It splits a large domain into many subdomains with non-overlapping interfaces and corner nodes. The corner and interface problems are first solved, and then the subdomain problems can be processed in a parallel fashion on shared memory multi-processor computers or distributed computing clusters. Therefore, this method can receive the benefit from parallel/distributed computing and reduce overall simulation time. However, there are still some difficulties for this approach to solve large scale problems efficiently when the resulting interface problem or the coarse problem is large.

The partial Cholesky re-factorization approach is investigated in this paper and it is applied to simulate the challenging large scale material processing applications. There are many applications can receive benefit from this approach, and one example is its application in modeling crack growth by the nodal release procedure [80]. The
main idea of applying the partial Cholesky re-factorization scheme to material processing applications is that, during the simulation, when part of the system is modified, instead of re-factorizing the whole system, this scheme only re-factorizes the corresponding updated part of the system. Therefore, this scheme is possible to reduce much computation cost compared to the standard direct sparse solvers, which treat the system as a whole and when part of the system is altered, they always re-factorize the whole system.

For the laser forming applications investigated in this paper, when the high density laser beam is applied on the surface of the structure, nonlinearity in the structure is introduced by temperature dependent material properties as well as evolutionary plasticity near the laser forming processing path. However, since the high gradient temperature results are concentrated near the region where the laser beam is applied, the nonlinearity also mainly exists in this region. Therefore, it is possible to isolate this nonlinear region from the whole structure and apply partial Cholesky re-factorizations on this region. From a computational point of view, it means re-factorizations are only applied to the equations representing the nonlinear region in the system. The computational benefit of this approach is obvious: since the industrial scale laser forming applications normally consist a large number (millions of DOFs) of equations, the standard direct sparse solvers spend much computations to factorize and solve this system whenever it is altered. The cost of each this kind of factorization is very expensive, and it grows in the order of $O(N^3)$ for 2D problems and $O(N^2)$ for 3D problems [43] when a nested dissection ordering scheme is used to order the system, where $N$ is the total number of equations to be solved. However, the partial Cholesky re-factorization approach only requires to update the modified (nonlinear) portion of this large system. Therefore, the
cost of the updated factorization is only related to the size of the nonlinear region and it is independent of the size of the system. When laser forming is applied on a large structure, the nonlinear region is generally only a small portion of the whole structure. Therefore, partial Cholesky re-factorization can greatly reduce the computational costs involved in the re-factorizations and can improve the speed of simulation dramatically.

5.2 Material Processing Analytical Formulations

Thermo-elasto-plastic processes are used in this paper to establish the physical model for material processing applications, such as laser forming and welding. This processes are typically assumed to be weakly coupled; that is, the temperature profile is assumed to be independent of stresses and strains. Thus, a heat transfer analysis is performed initially and the resulting temperature history is imported as the thermal loading in the following mechanical analysis. The thermal analysis is assumed to be transient while the elasto-plastic mechanical analysis is quasi-static.

5.2.1 Transient Thermal Analysis

For a reference frame $r$ fixed to the body of a structure, at time $t$, the governing equation for transient heat conduction analysis is given as follows:

$$\rho C_p \frac{\partial T}{\partial t}(r, t) = \nabla_r \cdot (k \nabla_r T) + Q(r, t) \quad \text{in volume } V \quad (5.1)$$

where $\rho$ is the density of the flowing body. $C_p$ is the specific heat capacity. $T$ is the temperature. $k$ is the temperature dependent thermal conductivity matrix. $Q$ is the
internal heat generation rate, and $\nabla_r$ is the spatial gradient operator of the reference frame $r$.

The initial and boundary conditions for the transient thermal analysis can be found in most of the standard textbooks.

### 5.2.2 Quasi-Static Mechanical Analysis

A small deformation elasto-plastic mechanical analysis is used to simulate plasticity evolution during laser forming.

The stress equilibrium equation is given as follows:

\[
\nabla_r \sigma(r, t) + b(r, t) = 0 \quad \text{in volume } V
\]

(5.2)

where $\sigma$ is the stress, and $b$ is the body force.

The initial and boundary conditions for the quasi-static mechanical analysis can be also found in most of the standard textbooks.

### 5.3 Partial Cholesky Re-factorization Scheme

The partial Cholesky re-factorization scheme is applied during the numerical simulations of laser forming problems to support updating and re-factorization operations for nonlinear regions introduced by the laser beam heat input. Given a sparse symmetric positive definite matrix $A$, which is used to represent the stiffness matrix of the structure, the full Cholesky factorization can be computed as shown in Equation (5.3).
When some portion of the matrix $A$ is altered, two approaches can be applied to compute the updated matrix $L$. The first approach is to compute an approximate update of $L$, namely $\tilde{L}$. The final $L$ is the sum of the original $L$ and $\tilde{L}$. The dense version of this updating scheme is initially proposed by Gill et al. [81]. Davis et al. extend this scheme to handle sparse symmetric positive definite matrices with the form of $BB^T$, and further more, the more general form of $A$. Their scheme is based on the analysis and manipulation of the underlying graph structure. A symbolic update is first applied to determine the changed zero-nonzero structure of $L$, and a numeric update is applied later to compute the values in $L$. When multiple rows and columns are modified, the updating of $L$ can be handled by a series of rank one updates [82] or a single multiple rank update [83]. Although the total operation count is lower for a series of rank one updates compared to a single multiple rank update, the single multiple rank update exhibits better data locality and makes only one pass through $L$ to compute the new entries [83]. Therefore, higher levels of BLAS can be applied during the computations to improve memory efficiency and it yields better performance compared to a series of rank one updates. There are many applications can receive benefit from this approach [84], and in the area of structural mechanics, this approach provides a cost-saving re-analyze of a structure when only part of the structure is altered.
The second approach is the partial Cholesky re-factorization scheme [80] that will be discussed in detail in this chapter. For the laser forming applications, the main procedures of applying this scheme to solve the system $A$, in which some of its components $a_{ij}$ are kept being modified during the simulations, are as follows: First, nodes involved in a series of updating operations are identified based on a proper selection criteria and in-advance knowledge. Second, a re-numbering procedure is applied so that the equations corresponding to the selected nodes are numbered with higher row numbers. Third, based on this numbering, a full Cholesky factorization is first computed. Then, updating and re-factorization of the modified system are performed. These steps yield an updated $L$ matrix, which is used to solve the system later.

If $N$ is the number of equations of the entire system and $n$ the number of equations to be updated, then their difference $r = N - n$ is the number of equations that are not involved in updating operations. After applying the re-numbering procedure to the system, the Cholesky factorization is shown in Equation (5.4).

$$
\begin{pmatrix}
A_r & A^T_{nr} \\
A_{nr} & A_n
\end{pmatrix} =
\begin{pmatrix}
L_r & 0 \\
L_{nr} & L_n
\end{pmatrix}
\begin{pmatrix}
L_r & L^T_{nr} \\
0 & L_n
\end{pmatrix}
$$

(5.4)

The components in $L$ can be computed through the formulas in Equation (5.5).

$$
l_{ii} = (a_{ii} - \sum_{k=1}^{i-1} \frac{l^2}{ik})^{\frac{1}{2}}, \quad l_{ji} = \frac{(a_{ji} - \sum_{k=1}^{i-1} l_{jk} l_{ik})}{l_{ii}} \quad i = 1, ..., N \text{ and } j = i + 1, ..., N
$$

(5.5)
Since only $A_n$ is updated to $\tilde{A}_n$ and no changes are made for $A_r$ and $A_{nr}$, from Equation (5.5), it can be observed that the values of $L_r$ and $L_{nr}$ are not affected if a re-factorization is performed based on $A_r$, $A_{nr}$ and $\tilde{A}_n$. Only $L_n$ needs to be computed again for a new $\tilde{L}_n$ to accommodate the change made by $\tilde{A}_n$. Therefore, this partial re-factorization will require no more arithmetic operations than to perform a dense Cholesky factorization of a matrix with dimension $n$.

Due to the change of the ordering scheme, the partial Cholesky re-factorization will introduce additional overhead during the first full factorization. However, for the successive updated re-factorizations, since they are only applied to an $n$ by $n$ dense matrix, the computational cost of re-factorization is in the order of $n^3/3 + O(n^2)$. Compared to the standard approach that costs $O(N^3/3 + O(n^2))$ floating point operations for 2D problems and $O(N^2)$ floating point operations for 3D problems [43] by using a nested dissection ordering scheme to factorize the entire system, it can be concluded that the partial Cholesky re-factorization scheme can be very computationally effective and can greatly reduce the overall floating point operations for applications in which updates are only applied to a small percentage of equations. Through several numerical tests for the laser forming applications, it is found that the partial Cholesky re-factorization scheme will be effective compared to the standard direct sparse solver approach when the ratio of the updated equation with respect to the total equation is less than 5%.
5.4 Updated Region Selection and Model Simplifications

5.4.1 Updated Region Selection Criteria

Finding a proper selection criteria to define the region required to be updated is important for the partial Cholesky re-factorization scheme. From one side, this selected region should contain most, if not all, nodes located in the nonlinear region, so that the updated scheme is able to obtain the correct stiffness matrices and does not introduce additional difficulty in convergence when the Newton-Raphson method is applied to solve nonlinearity problems. From another side, this selected region should include as few nodes located in the linear region as possible, so that the number of equations involved in the updating operations can be reduced, which helps to reduce the cost of update operations and improve the simulation speed.

For the laser forming thermal and mechanical analyses, since nonlinearity in the structure is related to the temperature dependent material properties and the plasticity introduced during heating up and cooling down processes, the nonlinear region mainly distributes near and after the moving heat source. In the current numerical implementation, a box moves with the laser beam is used to select nodes that are required to be updated. Once this box is defined, it will not move in the following a couple of time increments until the head of the laser beam approaches the front boundary of the moving box. Therefore, during this period, this box covers all the nonlinear regions. Only one full factorization is required at the first iteration, and the rest factorizations are all handled in an updated fashion. Once the head of the laser beam approaches the front boundary of the moving box, this box will be moved to a new location along the laser
forming path and defines a new region which will be used to repeat the above procedures. All the nodes inside the moving box are numbered after the rest of the nodes, and the partial Cholesky re-factorization scheme is applied on these in-box nodes to update $L_n$, as shown in Equation (5.4).

The shape of the moving box can be further investigated based on its effectiveness of selecting nodes in nonlinear regions. However, to simplify the code implementation while does not reduce the effectiveness of presenting the nodes-picking idea, a straightforward cubic moving box as shown in Equation (5.6) is adopted in this paper, where $x_c, y_c, z_c$ are the coordinates of the center point in laser forming heat input model, and $L_x, L_y, L_z$ define the lengths of the moving box.

$$|x - x_c| < L_x \quad \text{and} \quad |y - y_c| < L_y \quad \text{and} \quad |z - z_c| < L_z$$ (5.6)

![Fig. 5.1. The Idea of Moving Box](image-url)
The idea of moving box is shown in Figure 5.1. Assuming the laser forming is carried on in the $z$ direction with velocity $v$, each time the laser beam starts from the center point of the current moving box (Node A in Figure 5.1) and moves along $z$ direction for some distance $L$ before it reaches the front boundary of the moving box. After that, a new moving box with its center defined in the current location of the laser beam (Node B in Figure 5.1) will be used in the successive time increments. The above procedure will be repeated until the material processing is finished. Distance $L$ should be less than $L_z$ since high temperature results also exist in the region ahead of the laser beam, and this region should also be covered by the moving box. For the implementations in this paper, $L$ is chosen to be $4/5L_z$ for efficiently utilizing the moving box. Therefore, the time gap between redefining moving boxes is $4L_z/5v$.

5.4.2 Model and Material Properties Simplifications

In modeling industrial scale laser forming applications, if the finite element model is built based on the standard meshing criteria, very dense mesh is required along the laser forming path [28, 29]. Therefore, the laser forming introduced nonlinear region, which is required to be updated from time to time, generally may contain tens of thousands of equations. According to the performance prediction given in Section 5.3, the effectiveness of the partial Cholesky re-factorization scheme can be verified when the ratio of the updated equation with respect to the total equation is less than 5%. Therefore, a very large laser forming model is required to be built and simulated to verify this idea. However, it is not feasible to implement such a large model due to the current computer resource availability and memory limits. Another computational difficulty is caused by
the material nonlinearity and plasticity in low temperature range (below 100 °C), which also contributes to a larger nonlinear region (with small nonlinearities in most of the region) and increases the total number of equations to be updated.

With the objective to verify the idea of partial Cholesky re-factorization scheme under the current computational resource limit, several simplifications are made on model meshing and its material properties to reduce equations involved in the updated region and help to define a smaller moving box. They are discussed as follows:

1. Instead of meshing four quadratic elements along each axis for the laser forming model [28, 29], two elements are used in the simplified model.

2. All the material properties are assumed constants below 100 °C.

3. The yielding stress is set to a very high value (386,100 N/mm²) below 100 °C, so that no active plasticity exists in regions with temperature lower than 100 °C.

The first simplification reduces equations involved in the updated region. Since the mesh density is changed, the results from the simplified laser forming model may be different compared to that from a proper modeled laser forming analysis. However, from a performance point of view, this does not prevent it from predicting numerical performance for true scale laser forming models. The second and the third simplifications modify the material properties and reduce the nonlinearity introduced below 100 °C. Thus, they reduce the size of the moving boxes. Two independent simulations are tested with the original material properties and the modified material properties on the medium size laser forming model in the next section, and the results from the mechanical analysis show that these two simplifications does not change the stress and distortion results.
5.5 Numerical Examples and Performance Results

5.5.1 The Laser Forming Heat Source Model and Material Properties

During the thermal analysis applied to simulate heat propagation and temperature distribution in laser forming, a Gaussian distribution heat input model [11] is used to represent the laser forming heat flux during the transient thermal analysis. The formulation is shown in Equation (5.7).

\[
Q = \frac{3\eta Q_w}{\pi R^2} \left[ e^{-3\left(\frac{x}{R}\right)^2 + \left(\frac{z}{R}\right)^2}\right] 
\] (5.7)

Where \(Q_w\) is the laser forming heat input power, \(\eta\) is the laser forming efficiency, \(x\) and \(z\) are the local coordinates of a surface point (which is in the XZ plane for the models in this paper) aligned with the center of the laser beam, \(R\) is the radius of the laser beam, and \(v\) is the torch travel speed. For the models simulated in this paper, these parameters are set as follows: \(Q_w=1690\) W, \(\eta=1\), \(R=10\) mm, and \(v=100\) mm/s.

The material used in the laser forming simulations is aluminum alloy 2519. The temperature dependent thermal conductivity \(K\) and specific heat \(C_p\) are based on the Alocia green book, and the density of the alloy is \(2.82 \times 10^3\) kg/m\(^3\). The latent heat of fusion is set to be 282 kJ/kg/\(^\circ\)C and the temperature range of phase transition from solid to liquid is set from 555 \(^\circ\)C to 668 \(^\circ\)C. The ambient (room) temperature is set to be 25 \(^\circ\)C.
5.5.2 Simulation Software and Hardware

The standard direct sparse solver used in the simulations is DSCPACK, version 1.1, which is a package developed with C language by Raghavan [85, 86] to solve large sparse linear systems using direct methods on multiprocessors and networks-of-workstations. For this solver, nested dissection ordering scheme is used to order the system so that fill-ins generated during symbolic factorizations are reduced. The partial Cholesky re-factorization scheme is implemented in the package DSCPACK-S by Raghavan. DSCPACK-S is based on DSCPACK, but with the additional matrix updating/re-factorization features added.

The in-house finite element analysis code is used to simulate quasi-state thermo-elasto-plastic processes for laser forming applications. An implicit solution scheme using the Newton-Raphson method is used to solve nonlinear problems in the iterative fashion. The code is developed with Fortran 90, and Fortran/C interfaces are added to integrate the above two DSCPACK solvers.

BLAS is implemented in both DSCPACK packages and the in-house finite element code to improve the performance of basic vector and matrix related operations. The implementation currently uses the Intel Math Kernel Library (MKL), version 7.0. The compilers used are Intel ifort and icc.

The simulation is performed on an Unisys ES7000 system. The system is 16-way SMP based on 64-bit Intel Itanium2 processors, with 6 MB cache each. Shared memory is 32 GB and clock is 1.5 GHz per CPU. The OS is RedHat Enterprise 3 Linux. The
non-local hard disk access is via NFS. Currently, only serial running performance results are measured and compared.

5.5.3 Three Simplified Laser Forming Models and Results

Three simplified laser forming plate models are simulated and compared to investigate the scalability performance of the standard direct sparse solver and the solver with the partial Cholesky re-factorization scheme. The only difference between these three models is the plate length: they are 20000 mm for the small size model, 40000 mm for the medium size model, and 80000 mm for the large size model.

<table>
<thead>
<tr>
<th></th>
<th>Total DOFs</th>
<th>Updated DOFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small Model</td>
<td>238833</td>
<td>3525</td>
</tr>
<tr>
<td>Medium Model</td>
<td>477333</td>
<td>3525</td>
</tr>
<tr>
<td>Large Model</td>
<td>954333</td>
<td>3525</td>
</tr>
</tbody>
</table>

Table 5.1. Models Information

The medium size model is shown in Figure 5.2. This is a plate model with dimensions: length=40000 mm, width=2000 mm, and thickness=5 mm. The mesh density along the laser forming path is greatly reduced as specified in section 5.4.2. A cubic moving box is used to select nodes that are required to be updated. The dimensions of the moving box are: $L_x=200$ mm, $L_y=200$ mm, $L_z=500$ mm. The box
moves and defines a new region for updating every 45 time increments. The total number of equations for this model is 477333, and the maximum number of updated equations is 3525. The model information for the small size and the large size model is also shown in Table 5.1.

The first 100 time increments are simulated. The temperature and stress results are shown in Figures 5.3 and 5.4. From the temperature results, it can be seen that only a small region near the heat flux results in temperature higher than 100 °C. Therefore, with the simplifications introduced in section 5.4.2, nonlinearity is a local phenomenon and it can be covered by a small moving box.

### 5.5.4 Performance Results

<table>
<thead>
<tr>
<th></th>
<th>DSCPACK 1.1</th>
<th>DSCPACK-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordering</td>
<td>10.0 s</td>
<td>17.1 s</td>
</tr>
<tr>
<td>Symbolic Factorization</td>
<td>0.4 s</td>
<td>0.6 s</td>
</tr>
<tr>
<td>Full Factorization</td>
<td>≈ 25.4 s</td>
<td>≈ 28.8 s</td>
</tr>
<tr>
<td>Updated Factorization</td>
<td>≈ 25.4 s</td>
<td>≈ 4.3 s</td>
</tr>
<tr>
<td>Solve</td>
<td>≈ 1.0 s</td>
<td>≈ 1.1 s</td>
</tr>
<tr>
<td>Peak Memory Usage</td>
<td>2.2 Gb</td>
<td>4.9 Gb</td>
</tr>
<tr>
<td>Total Solver CPU for 100 increments</td>
<td>8824.1 s</td>
<td>1923.1 s</td>
</tr>
</tbody>
</table>

Table 5.2. Performance Results for the Small Simplified Laser Forming Model
Fig. 5.2. Meshes for the Medium Simplified Laser Forming Model
Fig. 5.3. Thermal Results for the Medium Simplified Laser Forming Model
Fig. 5.4. Stress (Cauchy) Results for the Medium Simplified Laser Forming Model
Table 5.3. Performance Results for the Medium Simplified Laser Forming Model

<table>
<thead>
<tr>
<th></th>
<th>DSCPACK 1.1</th>
<th>DSCPACK-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordering</td>
<td>21.0 s</td>
<td>36.6 s</td>
</tr>
<tr>
<td>Symbolic Factorization</td>
<td>1.0 s</td>
<td>1.1 s</td>
</tr>
<tr>
<td>Full Factorization</td>
<td>$\approx 50.2$ s</td>
<td>$\approx 49.1$ s</td>
</tr>
<tr>
<td>Updated Factorization</td>
<td>$\approx 50.2$ s</td>
<td>$\approx 4.0$ s</td>
</tr>
<tr>
<td>Solve</td>
<td>$\approx 2.0$ s</td>
<td>$\approx 1.6$ s</td>
</tr>
<tr>
<td>Peak Memory Usage</td>
<td>3.9 Gb</td>
<td>5.3 Gb</td>
</tr>
<tr>
<td>Total Solver CPU for 100 increments</td>
<td>20828.8 s</td>
<td>2508.0 s</td>
</tr>
</tbody>
</table>

The mechanical analysis performance results for the three models are shown in Tables 5.2, 5.3 and 5.4. In DSCPACK 1.1, since all the systems are solved in a similar fashion, there is no difference between full factorizations and updated factorizations.

It is observed that DSCPACK-S takes a bit more time during the stages of ordering, symbolic factorization, full factorization and solve. This is reasonable since a restricted ordering scheme is applied on the system. However, for this scheme, the time spend on updated factorizations is greatly reduced compared to that in DSCPACK 1.1. In the three models, it is reduced 5.9, 12.6 and 15.4 times, respectively. The costs per factorization for all the three models are also shown in Figure 5.5. It is observed that the costs of DSCPACK 1.1 grows linearly with the size of the problem, which is due to
<table>
<thead>
<tr>
<th></th>
<th>DSCPACK 1.1</th>
<th>DSCPACK-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordering</td>
<td>43.8 s</td>
<td>88.6 s</td>
</tr>
<tr>
<td>Symbolic Factorization</td>
<td>1.7 s</td>
<td>2.2 s</td>
</tr>
<tr>
<td>Full Factorization</td>
<td>$\approx 101.6$ s</td>
<td>$\approx 108.4$ s</td>
</tr>
<tr>
<td>Updated Factorization</td>
<td>$\approx 101.6$ s</td>
<td>$\approx 6.6$ s</td>
</tr>
<tr>
<td>Solve</td>
<td>$\approx 3.8$ s</td>
<td>$\approx 4.6$ s</td>
</tr>
<tr>
<td>Peak Memory Usage</td>
<td>7.2 Gb</td>
<td>8.3 Gb</td>
</tr>
<tr>
<td>Total Solver CPU for 100 increments</td>
<td>42020.7 s</td>
<td>5057.4 s</td>
</tr>
</tbody>
</table>

Table 5.4. Performance Results for the Large Simplified Laser Forming Model
Fig. 5.5. Scalability of Factorization CPU Time
the fact that the structures tested are long slender plates, and the first separator generated by the nest dissection ordering scheme only consists a few nodes. The costs of full factorizations of DSCPACK-S are a little bit higher than DSCPACK 1.1 and also grows linearly with the size of the problems. The costs of updated factorizations are almost constant for all the three models, which is due to the fact that the size of the moving box does not change as the size of the model increases. Finally, the total CPU for the first 100 increments in three mechanical analyses is reduced by a factor of 4.6, 8.3 and 8.3.

5.6 Conclusion and Future Work

In this paper, the partial Cholesky re-factorization algorithm is implemented and investigated for large scale applications with localized nonlinearity. This algorithm is tested on laser forming applications, and its performance is compared to the standard direct sparse solver DSCPACK 1.1. High speedup is achieved for the testing problems, and additional improvement can be predicted for even larger applications based on the computational cost estimations of both approaches. The future work is to extend this method to other material processing applications and implement parallel/distributed computing into the algorithm.
Chapter 6

Conclusions

As discussed in Chapter 1, 3D large scale finite element material processing simulations are widely recognized as computationally challenging problems. Large scale models are required to include more details of the mechanism related to applications, so that more reliable numerical results can be provided. These models are also essential to simulate complicated phenomena and processes which is difficult to capture by a simplified model. However, from a computational point of view, the resulting finite element equations arising from these large scale applications may easily exceed a million, which pose many challenges for currently available numerical algorithms and computer hardware.

This thesis mainly proposes several effective and efficient numerical methods and computational techniques that can be applied to accelerate 3D large scale finite element material processing simulations. The application domain investigated in this thesis includes the welding and laser forming processes.

The first approach, as shown in Chapter 2, introduces parallel computing to the material processing area and discusses several related modeling and optimization issues for simulating welding distortion in large structures. The FEA algorithm is also carefully implemented on a large shared memory computer and optimized to achieve the most favorable computational performance. The optimized approach is applied on the large
scale Maglev beam problem with 1.27 million equations, and the computational statistics demonstrate that this approach provides a feasible way to simulate large scale welding applications in a short amount of time.

The second approach, as shown in Chapter 3, proposes RBS and LNA for the standard FETI-DP algorithm. RBS is based on the motivation to reduce CPU costs in many time consuming back-substitutions involved in the PCG iterations. Through a specific ordering, RBS reduces the equations involved in the back-substitutions, thus it improves computational speed. LNA is also adopted based on the nature of problems with localized nonlinearity. It reduces numeric factorizations through a pre-identification procedure of subdomains, and it also reduces the overhead arising from the specific RBS ordering scheme. This combined FETI-DP-RBS-LNA approach can reduce CPU costs effectively for large scale welding applications.

The third approach, as shown in Chapter 4, introduces distributed computing to this area. The FETI-DP-RBS-LNA algorithm is implemented with two versions of MPI: MPICH and MPIGM. A 16-subdomain large scale welding problem is tested on a distributed PC cluster with the standard ethernet interconnect and the high-speed Myrinet interconnect. The computational performance is evaluated for the first iteration and a speedup of 8.4 is gained for the MPICH implementation and 14.0 is gained for the MPIGM implementation.

The fourth approach, as shown in Chapter 5, investigates the partial Cholesky re-factorization algorithm and its implementation for large scale material processing applications. This algorithm is tested on three laser forming applications, and its performance is compared to the standard direct sparse solver DSCAPCK 1.1. A high speedup
of 8.3 is achieved based on the current implementation, and additional improvement can be predicted for even larger applications based on the computational cost estimations of both approaches.

The computational costs of the standard direct sparse method, the FETI-DP-RBS-LNA method and the partial Cholesky re-factorization method for large scale material processing problems with localized nonlinearity are estimated in Figure 6.1. The trends shown in Figure 6.1 indicate that, as the size of the problem grows, the costs of the standard direct sparse method will grow nonlinearly; the costs of the FETI-DP-RBS-LNA method will grow almost linearly, and the costs of the partial Cholesky re-factorization method will not change.
Fig. 6.1. Estimation of Computational Costs
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