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#### Abstract

Small tubes and fins have long been used as methods to increase surface area for convective heat transfer in single-phase flow applications. As demands for high heat transfer effectiveness have increased, implementing evaporative phase-change heat transfer in conjunction with these methods to increase surface area in advanced heat exchanger and heat sink designs has become increasingly attractive. However, the complex two-phase flow that results from these configurations is poorly understood, particularly in how the gas phase interacts with the flow structure of the wake created by these bluff bodies. This experimental research was conducted to understand the bubbles in a liquid-gas around a cylinder interact with the flow structure.

In Chapter 2, a vertical water channel was developed to conduct an experimental study of liquid-gas flow around the cylinder. The bubbly flow movement around the cylinder was visualized with a high-speed camera and varying liquid Reynolds numbers from $\operatorname{Re}=99$ and $\operatorname{Re}$ $=2,956$ and air superficial velocities varied from $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ to $j_{g}=0.60 \mathrm{~m} / \mathrm{s}$. The mean bubble diameter observed during the experiment varied from 0.5 mm to 3.5 mm . Time-averaged images were examined to calculate the local void fraction values in the two-phase wake. A liquid-phase region with characteristically low void fractions and a bubble-trapping region with characteristically high void fractions could be easily determined by calculating the ratio between local void fraction values in the wakes and the freestream void fraction values. The liquid-phase region occurred throughout the experimental investigations when the Reynolds number was varied from $\operatorname{Re}=99$ to $\operatorname{Re}=2,956$. The overall length of the liquid-phase region decreased with increasing Reynolds number as the bubble-trapping region appeared when the Reynolds number was greater than 2,000 . However, the bubble-trapping region also occurred at a lower Reynolds number of $\operatorname{Re}=1,182$ when the mean bubble diameter was reduced from 3.5 mm to 0.5 mm .


In Chapter 3, a force balance model was developed to explain the occurrence of the bubble-trapping region. The high-speed images collected from the experimental facility were processed to detect the air bubbles and calculate their trajectories using particle tracking velocimetry and particle image velocimetry algorithms. In addition to the bubble velocities, the liquid velocities were also calculated by tracking the movement of bubbles and neutrally-buoyant flow tracers from the high-speed images using particle image shadow velocimetry. The phaseresolved velocities confirmed the formation of the bubble-trapping region behind the cylinder, where air bubbles were concentrated in the cylinder wake. To explain the bubble movement in the two-phase wakes, a time-averaged force balance equation was derived. The force balance equation and the phase-resolved velocity results revealed that strong inertial and lift forces were present when the Reynolds number was greater than 2,000. In addition, the reduced-order force balance analysis suggested that the bubble-trapping occurred at a lower Reynolds number of $\mathrm{Re}=$ 1,182 with a mean diameter of 0.5 mm due to a strong lift force acting on the small air bubbles despite the relatively weak inertial forces.

In Chapter 4, further visualization of bubbly flow movement with the flow tracers was conducted by focusing Reynolds number from $\mathrm{Re}=493$ to $\mathrm{Re}=2.463$ at an air superficial velocity of $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ to explain the importance of the lift force on the bubble-trapping region at a transitional Reynolds number. The result from the flow measurements revealed that the bubble-trapping forces are composted in horizontal and vertical directions. The horizontal component of the inertial and lift forces attracted bubbles toward the centerline of the water channel; the vertical component of the inertial and lift forces pulled the air bubbles downward to hold them in the bubble-trapping region. The analysis discovered that the bubble-trapping forces act in two distinct locations based on their direction. Bubbles traveling around the cylinder faced strong horizontal forces at a downstream location of $y / D=1.0$, which induced the bubble movement towards the centerline. Then, the bubbles faced strong vertical forces at a downstream
location of $y / D=1.5$, slowing down their vertical velocity and remaining them in the bubbletrapping region momentarily. In addition, the force balance analysis showed that lift forces also played a significant role in the formation of the bubble-trapping region. The lift force on the bubbles was also present in the horizontal and vertical directions; however, it was more important for explaining the bubble motion in the horizontal direction. Additionally, the comparison of liquid velocities in the two-phase and single-phase crossflows was made at $\mathrm{Re}=2,946$ to determine the effects of air bubbles in the flow. The transient analysis showed that the flow around the cylinder could be periodic; however, the velocity measurements are suitable for the time-average force balance analysis. It also revealed that the injection of air bubbles increased the mean and fluctuating liquid velocities in the wakes.

## TABLE OF CONTENTS

LIST OF FIGURES ..... viii
LIST OF TABLES ..... xi
ACKNOWLEDGEMENTS ..... xii

1. Introduction .....  1
1.1 Background .....  1
1.2 Bluff Bodies in a Single-Phase Crossflow ..... 5
1.3 Bluff Bodies in a Two-Phase Crossflow .....  9
1.3.1 Bubble-Trapping Region ..... 10
1.3.2 Preferential Concentration ..... 14
1.3.3 Bubble Trapping Forces ..... 16
2. Characterization of Two-Phase Wakes in an Upward Liquid-Gas Flow around a Cylinder ..... 19
2.1 Method ..... 20
2.1.1 Experimental Apparatus ..... 20
2.1.2 Experimental Conditions ..... 21
2.1.3 Image Acquisition and Processing ..... 23
2.2 Result ..... 28
2.2.1 Shadow Fraction and Void Fraction. ..... 28
2.2.2 Liquid-Phase Region ..... 31
2.2.3 Bubble-Trapping Region ..... 34
2.3 Discussion and conclusion ..... 38
3. Explaining the Physics of the Bubble-Trapping Region ..... 40
3.1 Method ..... 41
3.1.1 Image Acquisition and Processing ..... 41
3.2 Result ..... 49
3.2.1 Void Fraction Ratio ..... 49
3.2.2 Air Velocities in the Wakes ..... 51
3.2.3 Liquid Velocities in the Wakes ..... 54
3.3 Discussion ..... 56
3.3.1 Force Balance Equation ..... 56
3.3.2 Analysis of Bubble Trapping ..... 59
3.3.3 Bubble Trapping Parameter ..... 61
3.4 Conclusion ..... 64
4. Transitional Behavior of the Bubble-Trapping Region and Transient Analysis on the Two-Phase Wakes ..... 65
4.1 Method ..... 66
4.2 Result ..... 68
4.2.1 Void Fraction Ratio ..... 68
4.2.2 Air Velocities in the Wakes ..... 70
4.2.3 Liquid Velocities in the Wakes ..... 72
4.3 Discussion ..... 74
4.3.1 Bubble-Trapping Forces ..... 74
4.3.2 Transient Analysis on Wakes ..... 81
4.4 Conclusion ..... 84
5. Conclusions and Recommendations ..... 86
Bibliography ..... 91

## LIST OF FIGURES

Figure 1-1. Boundary layer formation and separation of flow on a single-phase flow around a cylinder. [3]

Figure 1-2. Photographs of upward two-phase wakes around a cylinder, where $\overline{U_{0, T P}}$ is the mean flow velocity, $d$ is the cylinder diameter, and $\overline{\alpha_{0}}$ is the mean void fraction [29]. In these photographs, liquid is bright and the bubbles and cylinders appear dark.

Figure 1-3. An example of static pressure distributions for single-phase flow (left) and two-phase flow (right) [29].

Figure 1-4. A sketch of a two-stream planer mixing layer for simulating bubble trapping. [49]

Figure 2-1: Illustration of experimental facility: (a) flow chart, (b) test section and its field of view.

Figure 2-2: Raw photographs of the wake around the cylinder $\left(\operatorname{Re}=1,182, j_{g}=0.06 \mathrm{~m} / \mathrm{s}\right)$ for (a) the 3.5 mm bubbles and (b) the 0.53 mm bubbles.

Figure 2-3: Shadow fraction images for $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ with the 3.5 mm bubbles at liquid Reynolds numbers of (a) $\operatorname{Re}=99$ (b) $\operatorname{Re}=197$ (c) $\operatorname{Re}=1,182$ (d) $\operatorname{Re}=2,069$ (e) $\operatorname{Re}$ $=2,956$ and for $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ with the 0.53 mm bubbles at liquid Reynolds numbers of (f) $\operatorname{Re}=296$ (g) $\operatorname{Re}=591$ (h) $\operatorname{Re}=1,182$ (i) $\operatorname{Re}=2,069$ and (j) $\operatorname{Re}=2,956$. 24

Figure 2-4: Freestream values of (a) shadow fraction and (b) void fraction after applying the correlation, plotted as a function of air superficial velocity and liquid Reynolds number.

Figure 2-5: Contour plots of void fraction ratio $\left(\alpha / \alpha_{\infty}\right)$ at $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ for the 3.5 mm bubbles at liquid Reynolds numbers of (a) $\operatorname{Re}=99$ (b) $\operatorname{Re}=197$ (c) $R e=1,182$ (d) $\operatorname{Re}=2,069$ and (e) $\operatorname{Re}=2,956$ and at $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ for the 0.53 mm bubbles at liquid Reynolds numbers of (f) $\operatorname{Re}=296$ (g) $\operatorname{Re}=591$ (h) $R e=1,182$ (i) $\operatorname{Re}=2,069$ and (j) $\operatorname{Re}=2,956$.

Figure 2-6: Liquid-phase region contours behind the cylinder with the 3.5 mm bubbles for (a) $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, (b) $j_{g}=0.18 \mathrm{~m} / \mathrm{s}$, (c) $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$, (d) $j_{g}=0.60 \mathrm{~m} / \mathrm{s}$; (e) with the 0.53 mm bubbles for $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, and (f) with the 0.48 mm bubbles for $j_{g}=$ $0.06 \mathrm{~m} / \mathrm{s}$.

Figure 2-7: Length of the liquid-phase region as a function of Reynolds number for all air superficial velocities and bubble sizes.

Figure 2-8: Contours showing the bubble trapping region behind the cylinder for the 3.5 mm bubbles and (a) $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, (b) $j_{g}=0.18 \mathrm{~m} / \mathrm{s}$, (c) $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$, (d) $j_{g}=0.60$ $\mathrm{m} / \mathrm{s}$, (e) the 0.53 mm bubbles and $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, and (f) the 0.48 mm bubbles and $j_{g}$ $=0.06 \mathrm{~m} / \mathrm{s}$.

Figure 2-9: The downstream location of a maximum void fraction within the bubbletrapping region as a function of Reynolds number for all air superficial velocities and bubble sizes.35

Figure 2-10: Void fraction ratio at a downstream location of $y / D=1.5$ for the 3.5 mm bubbles and (a) $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, (b) $j_{g}=0.18 \mathrm{~m} / \mathrm{s}$, (c) $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$, (d) $j_{g}=0.60 \mathrm{~m} / \mathrm{s}$, (e) the 0.53 mm bubbles and $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, and (f) the 0.48 mm bubbles and $j_{g}=$ $0.06 \mathrm{~m} / \mathrm{s}$.

Figure 3-1: Representation of imaging process: (a) raw images, (b) pre-processed images with background removal, (c) solitary bubble images, (d) cluster bubble images, (e) processed images, and (f) watershed transformation for cluster bubble images.

Figure 3-2: Bubble size distribution of images for air bubbles in solitary (Figure 3-1(c)), cluster (Figure 3-1(d)), and watershed (Figure 3-1(f)) when $\operatorname{Re}=99$ and $j_{g}=$ $0.18 \mathrm{~m} / \mathrm{s}$.

Figure 3-3: Image processing procedure for PIV measurements to determine small bubble velocities.45

Figure 3-4: Contour plots of the void fraction ratio behind the cylinder at $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ with the 3.5 mm bubbles for (a) $\mathrm{Re}=99$ (b) $\mathrm{Re}=197$ (c) $\mathrm{Re}=1,182$ (d) $\mathrm{Re}=2,069$ and (e) $\operatorname{Re}=2,956$ and at $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ with the 0.53 mm bubbles for (f) $\mathrm{Re}=296$ (g) $\operatorname{Re}=591$ (h) $\operatorname{Re}=1182$ (i) $\operatorname{Re}=2069$ and (j) $\operatorname{Re}=2956$. .48

Figure 3-5: Horizontal and streamwise velocity ratio for the 3.5 mm bubble cases at $j_{g}=$ $0.36 \mathrm{~m} / \mathrm{s}$ and at $y / D=1.0(\mathrm{a}-\mathrm{b}), y / D=1.5(\mathrm{c}-\mathrm{d})$, and $y / D=2.0(\mathrm{e}-\mathrm{f})$.

Figure 3-6: Horizontal velocity ratios (a,c,e) and vertical velocity ratios (b,d,f) for the 0.53 mm bubble cases at $y / D=1.0(\mathrm{a}-\mathrm{b}), y / D=1.5(\mathrm{c}-\mathrm{d})$, and $y / D=2.0$ (e-f).52

Figure 3-7: Liquid velocity ratio from the PSIV analysis at $\operatorname{Re}=2,956$ in (a) horizontal direction and (b) vertical direction.54

Figure 3-8: Time-averaged net force acting on bubbles in (a) horizontal direction and (b) vertical direction59

Figure 3-9: Time-averaged force balance on air bubbles behind a cylinder at $y / D=1.5$
(a) in $x$ direction and (b) in $y$ direction

Figure 3-10: Comparison of lift-to-drag ratio to inertia-to-drag ratio and the maximum void fraction ratio in the wake $(0<y / D<5)$62

Figure 4-1: Contour plots of the void fraction ratio behind the cylinder at $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ (a) $\mathrm{Re}=493$ (b) $\mathrm{Re}=1,478$, and (c) $\mathrm{Re}=2,463$ (d) $\mathrm{Re}=2,069$.

Figure 4-2: Horizontal (left) and vertical (right) velocity ratios for the air bubbles at $y / D$ $=1.0(\mathrm{a}-\mathrm{b}), y / D=1.5(\mathrm{c}-\mathrm{d})$, and $y / D=2.0(\mathrm{e}-\mathrm{f})$69

Figure 4-3: Horizontal (left) and vertical (right) velocity ratios for water at $y / D=1.0$ (ab), $y / D=1.5$ (c-d), and $y / D=2.0$ (e-f).

Figure 4-4: Time-averaged net force acting on bubbles in (a) the horizontal direction at $\operatorname{Re}=493$, (b) the vertical direction at $\operatorname{Re}=493$, (c) the horizontal direction at $\mathrm{Re}=$ 1,478 , (d) the vertical direction at $\mathrm{Re}=1,478$, (e) the horizontal direction at $\mathrm{Re}=$ 2,463 , and (f) the vertical direction at $\operatorname{Re}=2,463$.

Figure 4-5: Time-averaged force balance on air bubbles behind a cylinder: (a,c,e) in $x$ direction at $y / D=1.0$ and $(\mathrm{b}, \mathrm{d}, \mathrm{f})$ in $y$ direction at $y / D=1.5$.75

Figure 4-6: Vector plots of the time-averaged net force acting on bubbles at (a) $\operatorname{Re}=493$, (b) $\operatorname{Re}=1,478$, and (c) $\operatorname{Re}=2,463$. (Note, the magnitude of the vectors is scaled independently).76

Figure 4-7: Horizontal (left) and vertical (right) mean liquid velocity ratios at $y / D=1.5$ (a-b) and $y / D=2.5$ (c-d) for the two-phase and single-phase crossflows at $\operatorname{Re}=$ 2,956

Figure 4-8: Horizontal (left) and vertical (right) fluctuating liquid velocity ratios at $y / D$ $=1.5(\mathrm{a}-\mathrm{b})$ and $y / D=2.5(\mathrm{c}-\mathrm{d})$ for the two-phase and single-phase crossflows at $\mathrm{Re}=$ 2,956

## LIST OF TABLES

Table 1-1: Classification of a two-phase flow [7] .....  2
Table 2-1: Experimental flow conditions ..... 21
Table 4-1: Experimental flow conditions ..... 65

## ACKNOWLEDGEMENTS

I sincerely appreciate my advisor, Dr. Matthew J. Rau, for his guidance and mentorship during my academic journey. As an experimental researcher, my job was not simply solving the complex physics of fluid mechanics. It also included an engineering design process of defining research ideas, ideating and prototyping experimental equipment, creating testing procedures, collecting and processing data, etc. I am thankful for his assistance in providing me with an environment where I could explore and develop my skills as an experimental researcher. I would also like to express my gratitude towards my dissertation committee members, Dr. Stephen P Lynch, Dr. Alexander S. Rattner, Dr. Fan-Bill B. Cheung, and Dr. Ali Borhan, for their advice and review of my achievements.

I am also grateful to my friends, classmates, and the university communities who were part of my academic journey and shared important memories. In particular, I appreciate Yixuan Song for his support as a friend and colleague. Most importantly, I deeply thank my parents, Jigyeong Kim and Oklim Park, who have unconditionally supported my journey in life.

## 1. Introduction

### 1.1 Background

Flow boiling inside a two-phase heat exchanger can be a highly efficient heat-exchanging mechanism due to enhanced heat transfer through evaporation [1,2]. However, two-phase heat exchanger performance can be limited if the critical heat flux (CHF) is achieved when the vapor phase covers the heated surface and surface dryout occurs. This event, where liquid cannot continually rewet the heated surface is called the boiling crisis, where the surface temperature drastically increases [3]. Understanding how to design and operate two-phase heat exchangers to prevent the early occurrence of boiling crisis and minimize gas holdup on or near the heat exchange surfaces will be important for further advances in these technologies.

For the advancement in two-phase heat exchanger design, it is important to properly understand the physics of a two-phase flow. However, understanding a multiphase flow system is more challenging compared to those with a single-phase flow due to its complex environment of multicomponent physics. Multiphase flow occurs when there are more than two thermodynamic phases - solid, liquid, and gas - in a system. A multiphase mixture can be easily found in natural systems, such as rain, snow, and air pollutants, and can be found in modern industries, such as process and transport systems, energy generation, and environmental controls [4]. Unlike a single-phase flow, a multiphase flow has interfaces between two or more phases. In most particle flows, such as a liquid-solid or gas-solid flow, surface deformation on the phase interfaces is not significant [5]. However, significant surface deformation occurs in a liquid-gas system [6], which increases the complexity of the multiphase flow behavior. For example, Serizawa and Kataoka showed that energy exchange occurred between liquid turbulence and air bubble interfaces

Table 1-1: Classification of a two-phase flow [7].

| Class | Typical regimes | Geometry | Configuration | Examples |
| :---: | :---: | :---: | :---: | :---: |
| Separated flows | Film flow | $\underset{\sim 1}{\sim}$ | Liquid film in gas Gas film in liquid | Film condensation Film boiling |
|  | Annular flow |  | Liquid core and gas film Gas core and liquid film | Film boiling <br> Boilers |
|  | Jet flow |  | Liquid jet in gas Gas jet in liquid | Atomization Jet condenser |
| Mixed or Transitional flows | Cap, Slug or Churnturbulent flow |  | Gas pocket in liquid | Sodium boiling in forced convection |
|  | Bubbly annular flow | (8) | Gas bubbles in liquid film with gas core | Evaporators with wall nucleation |
|  | Droplet annular flow |  | Gas core with droplets and liquid film | Steam generator |
|  | Bubbly droplet annular flow |  | Gas core with droplets and liquid film with gas bubbles | Boiling nuclear reactor channel |
| Dispersed flows | Bubbly flow |  | Gas bubbles in liquid | Chemical reactors |
|  | Droplet flow |  | Liquid droplets in gas | Spray cooling |
|  | Particulate flow |  | Solid particles in gas or liquid | Transportation of powder |

through surface deformation and fragmentation of turbulence eddies as the geometry of the interface varied [6]. In addition to this two-way coupling, the complexity of multiphase flows stems from their many possible flow regimes. Based on the interfacial structure and the individual kinetic energies of the liquid and the gas phases, a liquid-gas flow can be classified as a bubbly, slug, churn, annular, or film flow [7]. Ishii and Hibiki [7] classified a two-phase flow based on the interfacial regimes, as shown in Table 1-1.

Compared to natural and forced convection heat transfer, it is known that boiling heat transfer is more effective at carrying energy away from a heated surface [8]. However, CHF should be carefully understood for designing and operating a two-phase heat exchanger to prevent a boiling crisis. Several researchers showed the practicality of two-phase heat exchangers [9-12]; however, Ribatski and Thome concluded that the general design of a two-phase heat exchanger is not yet well-defined [10]. In addition, investigations on jet impingement boiling with heat sinks revealed that it is important to efficiently remove vapor bubbles from the heated surface to increase CHF [13,14]. An array of pin-fin structures augmented two-phase heat transfer; however, the heat transfer enhancement was maximized with an active bubble removal from the surface [15]. Consequently, understanding how bubbles can easily escape from within arrays of boiling surfaces, fins, and tubes will be important to the future design of two-phase heat exchangers.

In this research, fundamental studies of two-phase flow and its interactions with flow structures relevant to the design of two-phase heat exchangers or heat sinks are pursued. Traditionally, fins and tubes are popular structures for designing a single-phase heat exchanger due to the creation of large heat exchanging surfaces and disturbance of flow generated from bluff bodies. However, such structures may cause a delay in bubble removal and affect the performance of a two-phase heat exchanger. In Chapter 1.2, this thesis reviews the fundamental characteristics of single-phase flow structures around a cylinder. In Chapter 1.3, two-phase wakes
around a cylinder are reviewed to understand how they differ from the wakes with a single-phase flow structure.

### 1.2 Bluff Bodies in a Single-Phase Crossflow

A crossflow around a bluff body, such as a cylindrical tube or fin, is commonly used in heat exchanger design due to its simplicity and practicality [16]. Numerous empirical correlations are available to characterize single-phase heat transfer across a circular cylinder [3]. Bergman et al. [3] stated that heat transfer performance is strongly related to a boundary layer development on the surface of the cylinder. The boundary layer is a thin layer of fluid where large velocity gradients and shear stresses exist, as shown in Figure 1-1. The boundary layer occurs when fluid near the surface has little momentum to overcome the pressure gradient $[3,17]$.


Figure 1-1. Boundary layer formation and separation of flow on a single-phase flow around a cylinder. [3]

For the past several decades, numerous researchers have experimentally and numerically investigated wakes caused by a single-phase flow around a circular cylinder as flow separation and vortex shedding occur $[18,19]$. It was discovered that a hydrodynamic instability in the developing velocity profile near the cylinder causes the growth of flow separation and vortices [20]. In addition, the cylinder Reynolds number (Re) fully parameterizes the characteristics of the developing boundary layers and the cylinder wake, defined as

$$
\begin{equation*}
\operatorname{Re}=\frac{\rho V D}{\mu}, \tag{1-1}
\end{equation*}
$$

where $\rho$ is the fluid density, $V$ is the freestream fluid velocity, $D$ is the cylinder diameter, and $\mu$ is the dynamic viscosity of the fluid. From a macroscopic viewpoint, there are three flow regimes: laminar, transitional, and turbulent. The laminar state of flow is in the range of $0<\operatorname{Re}<350-400$. Transition to a turbulent state starts in the range of 180-200 $<\operatorname{Re}<350-400$ and becomes fully turbulent when $\operatorname{Re}>3.5 \times 10^{6}[19,21]$. The transitional regime is met when the Reynolds number is between the laminar and turbulent regimes.

Zdravkovich [19] reported transitional wakes in free shear layers when the Reynolds number is in the range of $350-400<\operatorname{Re}<1,000-2,000$ and eddies in transition to turbulence in the free shear layer when the Reynolds number is in the range of $1,000-2,000<\mathrm{Re}<20,000-40,000$. The author described this group of Reynolds numbers as being in a state of transition in the free shear layers. It is also called a subcritical state where boundary layers remain laminar, but shear layers become turbulent. Generated from spanwise contraction and stretching of the large-scale Kármán vortices, small-scale Kelvin-Helmholtz vortices become a distinct feature of the nearwake structure when $\operatorname{Re}>5,000$ [22-24].

Kelvin-Helmholtz instabilities from these vortices can increase the Nusselt number [25], the ratio of convective and conductive heat transfer in a boundary layer. The Nusselt number is defined as

$$
\begin{equation*}
N u_{D}=\frac{h D}{k}, \tag{1-2}
\end{equation*}
$$

where $h$ is the convective heat transfer coefficient and $k$ is the conductive heat transfer coefficient. This investigation revealed the average Nusselt number suddenly increased because of alternating reattachment of the boundary layers at the rear of a cylinder when the Reynolds number was greater than 5,000. Also, the average Nusselt number increased as the Reynolds
number increased from $\operatorname{Re}=3,000$ to 15,000 . In other words, the literature suggests the convective heat transfer becomes very effective around the transitional range of the Reynolds number.

However, the specific subcritical Reynolds number, when the transition to turbulence in the wakes occurs, is not universal in the literature. Norberg and Prasad \& Williamson reported the subcritical Reynolds number is 5,000 [23,24]. Nakamura and Igarashi reported a range of subcritical Reynolds numbers between $5,000<\operatorname{Re}<8,000$ [25]. Other researchers focused on higher subcritical Reynolds numbers up to $\mathrm{Re}=50,000$ [26]. One of the possible explanations for these inconsistencies is the effect of the bluff body aspect ratio. An experimental investigation revealed that cylinders with aspect ratios as large as $L / D=60-70$ required $\operatorname{Re}=4,000-10,000$ to reach the subcritical regime, while cylinders with aspect ratios as small as $L / D=10-30$ only required $\operatorname{Re}=350-4,000$ [27]. This variation was due to the end conditions where cylinders were connected to the wall. A study of numerical analysis also confirmed that the wakes around the cylinders are influenced by the aspect ratios [28]. This study also categorized wakes based on the dimensionless downstream distance, $y / D$, where very-near wakes were defined as $y / D<3$ and near wakes were defined as $3<y / D<10$. The author reported that very-near wakes were dominated by the shear layer, which was sensitive to disturbances generated from the cylinders and the aspect ratios.

$\bar{U}_{0 . T P}=0.45 \mathrm{~m} / \mathrm{s}$
(a)

$$
d=40 \mathrm{~mm} \cdot \overline{\bar{a}}_{0}=0.08
$$

$0_{0 . T P}=1.90 \mathrm{~m} / \mathrm{s}$
(c)


Figure 1-2. Photographs of upward two-phase wakes around a cylinder, where $\overline{U_{0, T P}}$ is the mean flow velocity, $d$ is the cylinder diameter, and $\overline{\alpha_{0}}$ is the mean void fraction [29]. In these photographs, liquid is bright and the bubbles and cylinders appear dark.

### 1.3 Bluff Bodies in a Two-Phase Crossflow

There have been some attempts to understand wakes from bluff bodies in two-phase crossflow. Similar to the single-phase wakes from bluff bodies, the wakes are impacted by the Reynolds number and the separation of boundary layers. However, there are still many inconsistencies in the literature that show that two-phase crossflow is not well-understood. In particular, Magnaudet and Eames [30] summarized the main challenges in describing the behavior of bubbly two-phase flows: (1) a slip boundary condition exists on the interfacial area, (2) the liquid phase dominates inertia-induced hydrodynamic forces due to the low density of gases, and (3) the shape of the bubbles constantly change. These and other characteristics lead to the unique behavior of bubbly wakes in two-phase crossflow, which are summarized in the following sections.

Similar to the single-phase flow, the hydrodynamics of bubbles and bubbly flows can be discussed in terms of the Reynolds number [30]. Focusing on the bubbles, the Reynolds number can be defined as $\operatorname{Re}_{\mathrm{b}}=\rho d|U| / \mu$, where $\rho$ and $\mu$ are the density and the dynamic viscosity of the liquid and $U$ is the relative velocity of the bubble [30-32]. However, there is inconsistency in defining the Reynolds number for the two-phase crossflow. Inoue et al. [29] focused on the bulk velocity of the two-phase flow to define a Reynolds number. They derived a two-phase-averaged velocity as $U_{T P}=\sqrt{2 \Delta p /\left(\rho_{L}(1-\alpha)+\rho_{G} \alpha\right)}$, where $\Delta p$ is dynamic pressure, $\alpha$ is the void fraction, and $\rho_{L}$ and $\rho_{G}$ are liquid and gas densities, from deriving the Bernoulli's equation in a two-phase flow. By using the two-phase velocity, the two-phase Reynolds number can be defined as $\operatorname{Re}_{T P}=\rho d U_{T P} / \mu$. Even though they categorized the bulk movement of the liquid-gas flow in terms of a Reynolds number, they did not explain the non-uniform distribution of bubbles around a circular cylinder in terms of the two-phase Reynolds number. Sugiyama et al. [33] used the bubble Reynolds number, $\mathrm{Re}_{\mathrm{b}}$, to calculate the drag coefficient of bubbles; however, the
researchers characterized the wakes around a circular cylinder in terms of the liquid Reynolds number and cylinder diameter, as shown in Eq. 1-1. In a recent study, Lee and Park [34] investigated a bubbly flow around a circular cylinder in stagnant water. The researchers used the bubble Reynolds number as a key dimensionless parameter for their experimental investigation. However, they used the liquid Reynolds number to characterize the size of wakes around the cylinder.

This article uses the liquid Reynolds numbers to describe the flow conditions. In Chapter 2.1, the void fraction measurement concluded that the maximum freestream void fraction of the experimental conditions was approximately $2 \%$. As the freestream void fraction was less than $3 \%$, the two-phase flow is treated as a bubbly flow [9]. The mixture viscosity of a bubbly flow can be found as $\mu_{m}=\mu_{l} /(1-\alpha)$, where $\mu_{l}$ is the liquid viscosity and $\alpha$ is the void fraction [7]. In addition, the mixture density for the bubble flow can be defined as $\rho_{m}=\rho_{l}(1-\alpha)+\rho_{g} \alpha$, where $\rho_{l}$ is the liquid density and $\rho_{g}$ is the gas density [7]. As the liquid density is much greater than the gas density $\left(\rho_{l} \gg \rho_{g}\right)$, the mixture density can be approximated as $\rho_{m} \approx \rho_{l}(1-\alpha)$. At the maximum void fraction of $2 \%$, the liquid Reynolds number was only off by $4 \%$ from Reynolds number based on mixture density and viscosity. As the mixture Reynolds numbers are not far from the liquid Reynolds number, the Reynolds numbers are calculated by the liquid density and viscosity.

### 1.3.1 Bubble-Trapping Region

One distinct characteristic of a two-phase crossflow is a liquid-phase wake region where a liquid-rich layer is formed at the rear of the cylinder [29]. In addition, a bubble-trapping wake region is formed further downstream from the cylinder, where bubbles accumulate in higher concentrations compared to the freestream. Along with vortices generated from the flow
separation around the cylinder, a significant change in pressure and liquid velocity distribution around the bluff body can distort the void fraction distribution and cause strong bubble densification or dispersion [ $29,35,36$ ]. Due to the distortion, strong entrainment of the liquid flow directly downstream of the cylinder creates a region where the air bubbles cannot penetrate, as shown in Figure 1-2. Note, the liquid appears light compared to the dark bubbles in this figure.


Figure 1-3. An example of static pressure distributions for single-phase flow (left) and two-phase flow (right) [29].

Vortex emission, which contributes to the void fraction patterns described above, can be altered from their single-phase characteristics due to the presence of the second phase in a twophase crossflow [37]. The experimental investigation by Hulin et al. [37] reported that a bubbly flow with void fraction values up to 0.1 generated stable vortices from the bluff bodies at the
liquid Reynolds number up to $\operatorname{Re}=7,000$. Uniformly injected air bubbles with a mean bubble size of 2-4 mm were drawn into the vortices and concentrated at the vortex cores. The investigation concluded that the gas bubbles were trapped inside the vortex core, where its velocity and static pressure were low. When the void fraction value was greater than 0.1 , vortex formation was more erratic with low spatial coherence.

Compared to wakes from a single-phase crossflow, the wakes in a two-phase crossflow have a smaller width due to a faster recovery of mean velocity [ $29,35,36]$. From their series of publications [29,35,36], the Inoue et al. research team concluded that buoyancy forces of the air bubbles in the region of high void fraction made the wakes narrower compared to the singlephase flow case. Also, compared to a single-phase flow, the overall static pressure distribution was lower for the two-phase flow, as shown in Figure 1-3. The authors described that the lower static pressure distribution in Figure 1-3 caused the liquid-phase region in Figure 1-2, as the pressure gradient near the cylinder prevented bubble movement into the liquid-phase region. As the mean velocity of the two-phase flow increased, the liquid-phase wake region became thinner. In addition, the authors reported the formation of an additional liquid-phase wake region in front of the cylinder due to the static pressure gradient when the mean velocity increased. Although a decrease in the local static pressure of the two-phase flow was not as strong as in the single-phase flow, the literature suggested that the static pressure distortion around the cylinder was sufficient to decrease the buoyancy forces on the bubbles relative to the freestream. At the same time, the authors mentioned that a slip velocity ratio, a ratio between air and liquid velocities, decreased with increasing bubble drag coefficient. Bubble densification occurred in the direction normal to the flow due to a lift force, which was induced by the liquid velocity gradient.

The complex wake dynamics in a liquid-gas crossflow have also been shown to cause higher drag coefficients on a single tube than in a single-phase flow [38]. Varying Reynolds numbers from 430 to 21,900 and void fraction from 0.25 to 0.4 , Joo and Dhir [38] compared the
magnitude of the two-phase drag coefficient and single-phase drag coefficient. At low Re, they discovered the two-phase drag coefficient increases dramatically, for instance about 600 times at $\operatorname{Re}=717$. However, there was a relatively smaller gain in drag coefficient at high Re , for instance about four times at $\operatorname{Re}=8,200$. The authors commented that it was hard to distinguish if the pressure drop behind the cylinder was mainly caused by the acceleration of flow or viscous dissipation. However, the authors explained that the velocity difference between liquid and gas phases caused additional viscous dissipation. Consequently, it is expected the effect of void on the viscous dissipation decreases when Reynolds number or liquid inertia increases. If the twophase flow is mostly dominated by the inertial effect of the liquid phase, viscous dissipation generated from the voids will diminish.

A numerical investigation of a bubbly flow around a circular cylinder also confirmed the accumulation of bubbles into shedding vortices behind the cylinder [33]. By evaluating different bubble sizes, the numerical analysis concluded that there was a conditional occurrence of the bubble-trapping wake region. At $\operatorname{Re}=3,000$, the accumulation occurred when larger bubbles, $d / D$ $=0.03$, were used; however, no accumulation occurred when small bubbles, $d / D=0.01$, were analyzed ( $d$ represents mean bubble diameter and $D$ is the cylinder diameter). The results suggested the relaxation time of bubble motion, or bubble response time, may be important for the occurrence of bubble trapping as stronger vortex shedding occurs with greater inertial effects and bubbles become more responsive to a local pressure gradient. In Chapter 1.3.2, a review of the relaxation time of a bubble and preferential concentration is available.

A recent experiment on the bubble-induced liquid-air movement around a circular cylinder confirmed that bubble trapping occurs at Reynolds numbers between 2,000 and 5,000 [34]. By comparing their results to their previous single-phase flow experiments [39], their results suggested that enhanced mixing of the flow occurred by introducing air bubbles into the liquid flow. The two studies compared the distance between the center of the cylinder and a point of
zero mean streamwise velocity on the centerline behind the cylinder. The comparison showed the distance $(y / D)$ decreased from $\sim 1.9-2.0$ to 0.7 as air bubbles were injected [34]. The authors could not provide a clear answer to the analysis; however, they argued that preferential migration of the bubbles behind the cylinder, or the phenomenon of bubble trapping, was responsible for the reduced size of recirculation wakes. Consequently, they believed the enhanced mixing also occurred behind the cylinder with an injection of air bubbles. However, this result was only verified for a void fraction of 0.011 and other results were inconclusive.

### 1.3.2 Preferential Concentration

Preferential concentration, where a dispersed phase in a flow tends to gather preferentially within a region due to turbulence in the continuous surrounding fluid, might also be related to the occurrence of bubble trapping. The Stokes number $(S t)$, a dimensionless parameter that compares a characteristic timescale of the dispersed phase to a characteristic timescale of the continuous flow, can indicate when preferential concentration becomes important. The Stokes number is defined as

$$
\begin{equation*}
S t=\frac{\tau_{b}}{\tau_{f}}, \tag{1-3}
\end{equation*}
$$

where the characteristic time of the particles or bubbles is $\tau_{b}$ and the characteristic time of the liquid flow is $\tau_{\text {f }}$. The ratio between the two characteristic timescales represents the inertial difference between bubbles and the fluid flow. It is commonly known that a Stokes number significantly smaller than one indicates that the dispersed phase is easily influenced by the continuous phase and largely follows the flow as it has a larger inertia. However, when the Stokes number is significantly larger than one, fluid motions, including turbulence, have less effect on
the dispersed phase as the bubbles have more significant inertia [40]. Maximum preferential concentration occurs at $S t \approx 1$ when turbulent eddies attract particles and form clusters [41].

The preferential concentration effects have been shown to influence the distribution of the dispersed phase in two-phase crossflows with inertial particles [42,43]; however, this has not been shown as distinctly for gas bubble interaction with bluff body wakes in two-phase crossflows. An experimental study with large bubbles, $d=5 \mathrm{~mm}$, confirmed the presence of preferential concentration effects in turbulent bubbly flows [44]. However, the phenomenon of preferential accumulation of bubbles may not be valid for a fluid flow with very small bubbles in low Reynolds numbers with homogeneous, isotropic, and decaying turbulence [45]. In this study, small bubbles were defined as air bubbles with their mean diameter and their response time smaller than the Kolmogorov length and time scales. This numerical analysis showed the preferential accumulation of the small bubbles only occurred in the centers of intense vortices, which corresponds to the centers of intense vortices, but the preferential concentration was weak because of the small size of the bubbles. However, other experiments have observed strong preferential concentration by injecting small bubbles in a horizontal water channel with a homogeneous isotropic decaying turbulent flow at a high Reynolds number [46]. Comparing the experimental rise velocities to theoretical rise velocities of small air bubbles, $d=0.1-0.5 \mathrm{~mm}$, Aliseda and Lasheras [46] observed a significant reduction of bubble rise velocity due to preferential concentration with Stokes numbers of order unity. In addition, other studies also reported preferential concentration occurred in regions with high vorticity $[47,48]$. A numerical investigation of a bubbly flow around a circular cylinder concluded that a large characteristic time of the bubbles was needed for bubble accumulation behind the cylinder [33]. However, Sugiyama et al. [33] did not conclude the bubble accumulation in Stokes number as they excluded the effects of the characteristic times of the fluid.

### 1.3.3 Bubble Trapping Forces

Specific to two-phase flow around a cylinder, there is no direct literature that explains the flow conditions that result in bubble trapping behind the cylinder. So far, it has been known that the velocity of the two-phase flow, cylinder diameter, and bubble diameter affect the occurrence of the bubble-trapping wake region, but no relationships predicting its occurrence or severity yet exist. One study, which focused on bubble trapping by modeling a liquid-air mixture as a twostream planar mixing layer, as shown in Figure 1-4, explained that bubble clusters traveled under the influence of inertial, drag, buoyancy, and lift forces [49]. Assuming an air bubble is a sphere for which generalized equations describing the net forces in a fluid have been developed [50,51], Sene at al. [49] reconstructed the generalized force law to include lift forces and added mass forces of a spherical bubble and estimated the order of magnitudes of the forces on the bubble.


Figure 1-4. A sketch of a two-stream planer mixing layer for simulating bubble trapping. [49]

This allowed, Sene et al. [49] to introduce an inertia-to-buoyancy ratio, $\Pi$, and a bubble trapping parameter, $\Gamma$, to characterize the relative effects of the flow mixture. The ratio of these two parameters, $\Pi / \Gamma$, characterizes the ratio of lift-to-drag forces acting on the bubbles in the flow. By applying the characteristic length and velocities of the two-phase flow around a cylinder, the two parameters can be defined as follows,

$$
\begin{gather*}
\Pi=u_{l, \infty}{ }^{2} / 2 g D,  \tag{1-1}\\
\Gamma=u_{l, \infty} /\left(u_{g, \infty}-u_{l, \infty}\right) . \tag{1-2}
\end{gather*}
$$

High values of $\Pi$ and $\Gamma$ are needed to trap air bubbles in vortices. The authors explained that as vortices become stronger, they can attract air bubbles when the inertial forces due to the vortex motion become greater relative to bubble buoyancy or gravity forces. Besides, they noted a large value of $\Gamma$, which describes a relatively greater freestream liquid velocity compared to the bubble slip velocity or the air terminal velocity, is needed so that air bubbles can easily enter the coherent structures. In other words, it explained that a faster freestream liquid velocity results in a strong shear as $\Gamma$ becomes larger, making the lift force on a bubble comparable with the inertial force. Also, the study reported critical values of $\Pi$ and $\Gamma$, which vary depending on the flow conditions. In the case of the planar mixing layer, the critical value of $\Gamma$ is about 10 when $\Pi \rightarrow 0$ and $\Gamma$ is about 3 when $\Pi \approx 0.5$.

Sugiyama et al. [33] used the Froude number ( $F r$ ), a similar nondimensional parameter to $\Pi$, to numerically analyze a bubbly flow around a cylinder. The Froude number is a dimensionless number defined as the ratio of inertial forces to gravity as follows,

$$
\begin{equation*}
F r=\sqrt{u_{l, \infty} / g D} . \tag{1-3}
\end{equation*}
$$

However, their usage of the Froude number was limited to comparing two-phase wakes at a specific flow condition with or without the gravity or buoyancy force. At $\operatorname{Re}=2000$, their results showed bubble trapping occurred without gravity $(F r=\infty)$. They also showed the bubble trapping
occurred with gravity $(F r=1)$; however, the bubble trapping was weaker due to buoyancy moving bubbles downstream.

Based on the literature above, the bubble-trapping around a circular cylinder seems related to the inertial forces. When the liquid velocity is fast, it will result in a high value of the inertia-to-buoyancy ratio, as shown in Eq. 1-4, or the Froude number, as shown in Eq. 1-6. These equations provide hints about the bubble-trapping phenomenon; however, they do not provide thorough information about when and how the bubble trapping occurs. In addition, Sene et al. [49] also suggested that lift forces induced by the velocity difference between the liquid and gas phases may play an important role in explaining the bubble-trapping phenomenon. However, this has not been experimentally or numerically proven for a two-phase flow around a bluff body. It is unclear how the bubble trapping in two-phase wakes around a cylinder is related to the inertial and lift forces.

## 2. Characterization of Two-Phase Wakes in an Upward Liquid-Gas Flow around a Cylinder

This chapter reports an experimental investigation to characterize two-phase wakes around a cylinder. A vertical water channel facility was designed to inject a mixture of liquid and gas fluids in the upward direction. A circular cylinder was installed across the water channel in the test section. Also, in the test section, a high-speed camera observed the movement of the bubbles around the cylinder. The two-phase wakes around the cylinder were characterized by a void fraction ratio, which is defined as the ratio of the local void fraction to its freestream value. The time-averaged high-speed images of the two-phase flow revealed that liquid-phase and bubble-trapping regions could be formed around the cylinder based on the flow conditions. The material in this chapter is also available in published articles [52,53].


Figure 2-1: Illustration of experimental facility: (a) flow chart, (b) test section and its field of view.

### 2.1 Method

### 2.1.1 Experimental Apparatus

The flow loop designed for an upward liquid-gas flow across a cylinder in a channel is shown in Figure 2-1. The setup includes a test section with a rectangular cross-sectional channel $\left(13.65 \times 4.45 \mathrm{~cm}^{2}\right)$ and a circular cylinder (diameter $D=9.5 \mathrm{~mm}$, length $L=4.42 \mathrm{~cm}$ ) installed horizontally across the channel. The aspect ratio $(L / D)$ of the cylinder was 4.7. For visualization purposes, the facility was built using clear cast acrylic. At the bottom of the channel, three cylindrical air spargers, each with 10 -micron pores, were installed in a $1 \times 3$ configuration for uniform injection of air bubbles across the channel. The circular cylinder was located 1.0 m from the bottom of the channel where the liquid-gas injector was located. From the center of the cylinder, coordinates of horizontal and streamwise directions are denoted as x and y , respectively. The coordinates and the field of view (FOV) are shown in Figure 2-1(b).

During the experiment, 1500 liters of tap water or a mixture of water and isopropanol solution of $0.016 \% \mathrm{v} / \mathrm{v}$ or $0.032 \%(\mathrm{v} / \mathrm{v})$ were circulated through the water channel with a $10-\mathrm{HP}$ centrifugal pump. A variable frequency controller regulated the frequency of pump rotation and the overall liquid circulation rate. The facility was maintained at room temperature of $20^{\circ} \mathrm{C}$ and atmospheric pressure. A series of liquid rotameters (Dwyer, VFC) controlled liquid flow rates with 5\% full scale (FS) accuracy. An air compressor (Quincy, QGB15V) delivered dry air at a controlled pressure of 138 kPa . A series of air rotameters (Dwyer, RMB) regulated air flow rates with $5 \%$ FS accuracy. Each time a change was made in the liquid flow rate or air flow rate, the liquid-air mixture was circulated for at least 25 minutes to reach a steady state. A high-speed camera (Photron FASTCAM SA) with a LED light panel (Forvitec StudioPRO) captured the movements of air bubbles in the test section.

Table 2-1: Experimental flow conditions.

| Case | Re | $j_{g}(\mathrm{~m} / \mathrm{s})$ | $\mathrm{d}(\mathrm{mm})$ | Re | $j_{g}(\mathrm{~m} / \mathrm{s})$ | $\mathrm{d}(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 99 | 0.06 | $3.0 \pm 1.8$ | 1,182 | 0.48 | $3.7 \pm 2.5$ |
|  | 99 | 0.18 | $3.9 \pm 2.8$ | 1,182 | 0.60 | $3.8 \pm 2.7$ |
|  | 99 | 0.36 | $4.3 \pm 3.0$ | 2,069 | 0.06 | $3.5 \pm 2.3$ |
|  | 99 | 0.48 | $4.4 \pm 3.2$ | 2,069 | 0.18 | $3.4 \pm 2.1$ |
|  | 99 | 0.60 | $5.0 \pm 2.9$ | 2,069 | 0.36 | $3.2 \pm 2.0$ |
|  | 197 | 0.06 | $4.7 \pm 2.8$ | 2,069 | 0.48 | $3.0 \pm 1.7$ |
|  | 197 | 0.18 | $4.2 \pm 2.8$ | 2,069 | 0.60 | $2.8 \pm 1.7$ |
|  | 197 | 0.36 | $3.7 \pm 2.5$ | 2,956 | 0.06 | $2.7 \pm 2.0$ |
|  | 197 | 0.60 | $2.9 \pm 1.6$ | 2,956 | 0.18 | $3.0 \pm 1.9$ |
|  | 1,182 | 0.06 | $2.7 \pm 1.5$ | 2,956 | 0.36 | $3.3 \pm 2.2$ |
|  | 1,182 | 0.18 | $2.9 \pm 1.8$ | 2,956 | 0.48 | $3.6 \pm 2.3$ |
|  | 1,182 | 0.36 | $3.4 \pm 2.2$ | 2,956 | 0.60 | $3.8 \pm 2.4$ |
| 0.53 mm | 296 | 0.06 | $0.53 \pm 0.27$ | 2,069 | 0.06 | $0.53 \pm 0.28$ |
|  | 591 | 0.06 | $0.53 \pm 0.27$ | 2,956 | 0.06 | $0.52 \pm 0.28$ |
|  | $1,48 \mathrm{~mm}$ | 296 | 0.06 | $0.54 \pm 0.29$ |  |  |

### 2.1.2 Experimental Conditions

The experimental flow conditions are presented in Table 2-1. A total of 36 cases are presented in this study. Liquid Reynolds number was varied from $\operatorname{Re}=99$ to 2,956 and the air superficial velocity was varied from $j_{g}=0.061 \mathrm{~m} / \mathrm{s}$ to $0.614 \mathrm{~m} / \mathrm{s}$. The liquid Reynolds number based on the cylinder diameter was defined as shown in Equation 1-1. Due to the low void fraction of the experimental flow conditions, the two-phase Reynolds numbers, based on the twophase mixture quantities, were not significantly off from the liquid Reynolds number. As mentioned in Chapter 1.1, the liquid Reynolds numbers are used to describe the flow conditions. The water-air experiments had mean air bubble diameters between 2.7 mm and 5.0 mm . These conditions are collectively presented as the 3.5 mm bubble cases in the subsequent sections. To
create smaller air bubbles, isopropanol was added to the water at a concentration of $0.016 \%(\mathrm{v} / \mathrm{v})$ and $0.032 \%(\mathrm{v} / \mathrm{v})$. Introducing a small amount of isopropanol reduced the surface tension of the water [54], which reduced the mean diameters of the injected air bubbles to $\sim 0.53 \mathrm{~mm}$ and $\sim 0.48$ mm , respectively. These conditions are collectively presented as the 0.5 mm bubble cases in the subsequent sections. It was found that a large number of very small bubbles created during the experiments with the 0.5 mm bubbles quickly obscured the camera view at high rates of air injection. As a result, an air superficial velocity greater than $0.06 \mathrm{~m} / \mathrm{s}$ in the water/isopropanol mixture could not be studied in the current experimental configuration for this small bubble size. The variation in bubble sizes for each experimental case is presented as standard deviations from the mean bubble size in Table 2-1.

The mean bubble diameter of 3.5 mm is comparable to other investigations where the bubbles were injected into the facility $[34,55]$. However, the bubble size in two-phase exchangers would be much smaller as the bubbles are generated from boiling heat transfer. A typical range of the bubble lift-off diameter is between 0.15 mm and 0.61 mm in a forced convective subcooled boiling flow [56]. As the current experimental facility does not generate bubbles from the subcooled boiling conditions, the slight modification of surface tension allowed the bubble injection with the typical bubble size in two-phase heat exchangers.


Figure 2-2: Raw photographs of the wake around the cylinder $\left(\operatorname{Re}=1,182, j_{g}=0.06 \mathrm{~m} / \mathrm{s}\right)$ for (a) the 3.5 mm bubbles and (b) the 0.53 mm bubbles.

### 2.1.3 Image Acquisition and Processing

## Shadow Fraction

The liquid-air flow movement of each experimental case was captured by the high-speed camera at $10,000 \mathrm{fps}$ for 3.142 s . Figure 2-2 shows raw images from the experiment at a Reynolds number of $\operatorname{Re}=1,146$ and air superficial velocity of $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ for the 3.5 mm bubbles (Figure 2(a)) and the 0.53 mm bubbles (Figure 2-2(b)). To quantify these bubble distributions, a shadow fraction image [57-60] was calculated from the sets of raw images to visualize the time-averaged wake profile for each case. In the channel, the bubbles blocked light from reaching the camera, where dark regions in the image indicated the presence of an air bubble and bright regions indicated regions of water. To calculate the shadow fraction, the raw images were first saved as 8bit images with grayscale values between 0 and 255 . After subtracting the background noise, which was calculated from a minimum grayscale intensity at each pixel location of an average of


Figure 2-3: Shadow fraction images for $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ with the 3.5 mm bubbles at liquid Reynolds numbers of (a) $\operatorname{Re}=99$ (b) $\operatorname{Re}=197$ (c) $\operatorname{Re}=1,182$ (d) $\operatorname{Re}=2,069$ (e) $\operatorname{Re}=2,956$ and for $j_{g}=0.06$ $\mathrm{m} / \mathrm{s}$ with the 0.53 mm bubbles at liquid Reynolds numbers of (f) $\mathrm{Re}=296$ (g) $\mathrm{Re}=591$ (h) $\mathrm{Re}=$ 1,182 (i) $\mathrm{Re}=2,069$ and (j) $\mathrm{Re}=2,956$.

3142 images, the grayscale intensity was inverted so that air bubbles were bright and liquid appeared dark. The inverse images were then binarized using a global threshold [61] for air bubble identification and sizing. As part of this binarization step, any remaining holes in the bright region produced due to light diffraction through the original bubble image were also filled. After all of the individual images were processed, the binary images were summed as integers to calculate a composite two-dimensional matrix of the two-phase flow over the time recorded.

From this composite image, the shadow fraction was calculated as,

$$
\begin{equation*}
\beta=\frac{\text { Total count of bubble presence at a given pixel }}{\text { Total number of images }} . \tag{2-1}
\end{equation*}
$$

The scale of the resulting shadow fraction was from zero to one, where zero indicated no bubble was detected and one indicated bubbles were present at that location in every image. Example shadow fraction images are shown in Figure 2-3(a-e) for the 3.5 mm bubbles and Figure 2-3(f-j) for the 0.53 mm bubbles across a range of liquid Reynolds numbers.

## Void Fraction Correlation

While the shadow fraction is useful for observing time-averaged flow features, it is fundamentally a qualitative tool since it will be sensitive to the channel depth and bubble concentration. Each high-speed image is a simple 2-D projection, so overlapping bubble images can occur based on the depth of the water channel. A shadow fraction can be converted to an actual void fraction so long as additional information about the phase velocities and bubble overlap are known $[57,58]$. The overlapping probability of bubbles in a bubble plume was investigated by Murai et al. [58], and a method to correlate void fraction from shadow fraction was presented. In a subsequent study, an empirical expression to relate the void fraction and shadow fraction was proposed by Murai and coworkers [57] as,

$$
\begin{equation*}
\alpha=-\ln (1-\beta) / C \tag{2-2}
\end{equation*}
$$

where the coefficient $C$ included the probability of overlap within the shadow projection across a channel, which was determined through an empirical fit. The coefficient $C$ for the present study was determined based on freestream bubble velocities measured in a separate study [62]. In this separate study, the freestream velocities of air bubbles $\left(u_{g}\right)$ were measured using Particle Tracking Velocimetry at the flow conditions described in the current paper. The freestream void fraction was then determined by calculating the ratio between the air superficial velocity and actual air bubble velocities $\left(\alpha=j_{g} / u_{g}\right)$. For this calculation, the freestream values of void fraction and shadow fraction were obtained upstream of the cylinder (at $y / D=-1.0$ ) to avoid the wake
effects of the cylinder. By conducting a least-squares fit between the void fraction and shadow fraction. The value of $C$ was then determined through a least-squares fit between the void fraction and shadow fraction using the functional form of Eq. (2-2). The coefficient values were $33.5 \pm$ 1.6 for the 3.5 mm bubbles, $97.6 \pm 7.3$ for the 0.53 mm bubbles, and $178.2 \pm 5.6$ for the 0.48 mm bubbles. As the concentration of isopropanol increased, the values of the coefficient $C$ increased as expected due to the greater number of bubbles and greater overlap potential within the projected images [58].


Figure 2-4: Freestream values of (a) shadow fraction and (b) void fraction after applying the correlation, plotted as a function of air superficial velocity and liquid Reynolds number.

## Uncertainty of Correlation

The void fraction calculation described above is an indirect method to measure the local void fraction as a function of the observed shadow fraction. An estimate of the resulting uncertainty of this method was obtained from the uncertainty in the coefficient $C$ along with the variation in the freestream conditions. The freestream shadow fraction values measured at $y / D=$ -1.0 are shown in Figure 2-4(a). The uniformity of the freestream phase distribution is reflected by the errorbars, which are plotted as plus or minus one standard deviation of the variation of the shadow fraction across the channel width. Even though air bubbles were uniformly injected by the three spargers at the bottom of the water channel, standard deviations of the freestream shadow fraction varied from $4 \%$ to $22 \%$ of its mean value across the channel width, depending on the flow conditions. The median standard deviation of freestream shadow fraction measurements was $8 \%$.

The uncertainty of the local void fraction was, thus, defined as,

$$
\begin{equation*}
\delta \alpha=\sqrt{\left(\frac{1}{C-\beta C} \cdot \delta \beta\right)^{2}+\left(\frac{\ln (1-\beta)}{C^{2}} \cdot \delta C\right)^{2}} \tag{2-3}
\end{equation*}
$$

Using a $95 \%$ confidence interval, the resulting uncertainty in the void fraction measurement ranged from $12 \%$ to $48 \%$, with a median uncertainty of $20 \%$. The overall uncertainty was relatively high; however, it included the spatial variation of bubble observations across the flow channel and experimental uncertainties of bubble visualization in the two-dimensional projections due to bubble overlap. These uncertainty estimates reflect some of the limitations of using twodimensional visualization for void fraction measurements, where high-resolution measurement and pattern visualization are prioritized over absolute accuracy in the measurement value.

### 2.2 Result

### 2.2.1 Shadow Fraction and Void Fraction

The shadow fraction images for an air superficial velocity of $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ are shown in Figure 2-3 for the 3.5 mm bubbles (Figure 2-3(a-e)) and the 0.53 mm bubbles (Figure 2-3(f-j)). In this figure, the cylinder is denoted as a dashed white line. Downstream of the cylinder, two distinct regions are discernable in the shadowgraph patterns. One is the liquid-phase wake directly downstream of the cylinder, where the value of the shadow fraction was close to zero. The second is the bubble-trapping wake region, where air bubbles were concentrated. From Figure 3(a-e), it can be seen that the liquid-phase region occurred across all Reynolds numbers for the 3.5 mm bubbles. However, the figure qualitatively shows that bubble-trapping is most evident at Reynolds numbers at and above 2,069. Similarly, Figure 2-3(f-j) qualitatively shows the occurrence of the liquid-phase region and the bubble-trapping region for the smaller bubble sizes. However, the length of the liquid-phase region appears significantly smaller compared to that of the larger bubble cases shown in Figure 2-3(a-e). Bright areas in the wake of the cylinder suggest bubble trapping occurred at a lower Reynolds number of 1,182 compared to the larger bubble cases.

The freestream conditions across the experimental flow parameters are summarized in Figure 2-4(a). As described above, freestream shadow fraction values were determined as the average across the channel width at a position of $y / D=-1.0$. The variation of shadow fraction values, one standard deviation of the mean values, is indicated by the errorbars in this plot. For the 3.5 mm bubble cases, values of the freestream shadow fraction increased with increasing air superficial velocity from $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ to $j_{g}=0.60 \mathrm{~m} / \mathrm{s}$. Overall, the shadow fraction decreased as the liquid Reynolds number increased, which is expected given that the higher liquid flow rate
should cause a decrease in void fraction for a constant air flow rate. For the 0.53 mm bubbles, the freestream shadow fraction was much higher than the 3.5 mm bubbles at the same air superficial velocity of $0.06 \mathrm{~m} / \mathrm{s}$. Their shadow fraction values were greater as the bubble concentrations for these cases were much higher.


Figure 2-5: Contour plots of void fraction ratio $\left(\alpha / \alpha_{\infty}\right)$ at $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ for the 3.5 mm bubbles at liquid $\operatorname{Reynolds}$ numbers of (a) $\mathrm{Re}=99$ (b) $\mathrm{Re}=197$ (c) $\mathrm{Re}=1,182$ (d) $\mathrm{Re}=2,069$ and (e) $\mathrm{Re}=$ 2,956 and at $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ for the 0.53 mm bubbles at liquid Reynolds numbers of (f) $\mathrm{Re}=296(\mathrm{~g})$ $\operatorname{Re}=591$ (h) $\operatorname{Re}=1,182$ (i) $\operatorname{Re}=2,069$ and (j) $\operatorname{Re}=2,956$.

The same data in shown in Figure 2-4(a) but corrected to freestream void fraction values are plotted as a function of superficial air velocity and the liquid Reynolds numbers in Figure 24(b). The overall trend of the data was similar to that of the freestream shadow fraction, where the void fraction increased with increasing air superficial velocity and decreased with the Reynolds number. However, the freestream void fractions for the 0.5 mm bubbles are now shown to be similar to those for the 3.5 mm bubbles at the same air superficial velocity ( $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ ). This result gives some credibility to the correlation procedure, as these experimental cases should have similar void fractions.

The same void distributions presented in Figure 2-3 are shown in Figure 2-5 as contour plots of the void fraction. Here the void fraction was normalized by its freestream value ( $\alpha / \alpha_{\infty}$ ), which enables the comparison of void fractions across the different flow conditions. Void fraction distributions for $\alpha / \alpha_{\infty}=0.5,1,2$, and 4 for the 3.5 mm bubble cases with an air superficial velocity of $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ are shown in Figure 2-5(a-e). As the Reynolds number increases, the region where the void fraction was less than half of the freestream decreases in size. At the highest Reynolds numbers tested $(\operatorname{Re}=2,069$ and 2,956), a strong accumulation of bubbles occurred, and the void fraction exceeded four times the freestream value. Similarly, void fraction distributions for the 0.53 mm air bubbles with an air superficial velocity of $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ are shown in Figure 2-5(f-j). The strongest accumulation of bubbles also occurred at $\operatorname{Re}=2,069$ and 2,956; however, there was also a region of bubble accumulation at $\operatorname{Re}=1,182$ where the void fraction ratio exceeded two, as shown in Figure 2-5(h).


Figure 2-6: Liquid-phase region contours behind the cylinder with the 3.5 mm bubbles for (a) $j_{g}=$ $0.06 \mathrm{~m} / \mathrm{s}$, (b) $j_{g}=0.18 \mathrm{~m} / \mathrm{s}$, (c) $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$, (d) $j_{g}=0.60 \mathrm{~m} / \mathrm{s}$; (e) with the 0.53 mm bubbles for $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, and (f) with the 0.48 mm bubbles for $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$.

### 2.2.2 Liquid-Phase Region

Isocontours in the cylinder wake where the void fraction was one-half of the freestream value $\left(\alpha / \alpha_{\infty}=1 / 2\right)$ are shown in Figure 2-6, plotted at different Reynolds numbers for different bubble sizes and air superficial velocities. Regions within the plotted isocontours have depleted bubble concentration and are representative of the liquid-phase wake region. The liquid-phase wake regions for the 3.5 mm bubbles at various air superficial velocities are shown in Figure 2-6(a-d), whereas Figure 2-6(e) and 2-6(f) show the liquid-phase wake region for the 0.53 mm and 0.48 mm bubbles with $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$. Overall, the length of the liquid-phase wake decreased as the Reynolds number increased regardless of the air superficial velocity. At the superficial velocity of $j_{g}=0.18 \mathrm{~m} / \mathrm{s}$ and Reynolds numbers of 99 and 197 (Figure 2-6(b)), the apparent increase in liquid-phase region length was due to a small increase in freestream shadow fraction values, which can also be seen in Figure 2-4(a). This was likely due to a slight non-uniformity in the
bubble injection conditions for this test case, though this difference was within the margins of uncertainty (Figure 2-4(a)). It is noticeable that the size of the liquid-phase region for $\mathrm{Re} \leq 1,182$ consistently increased as the air superficial velocity increased, except for the discrepancy described above for $\operatorname{Re}=$ 197. In contrast, the size of the liquid-phase region at $\operatorname{Re}=2,069$ or $\operatorname{Re}$ $=2,956$ remained largely independent of air superficial velocity except at $j_{g}=0.60 \mathrm{~m} / \mathrm{s}$ (Figure 26(d)), where a slightly larger region is observed at $\operatorname{Re}=2,069$. At these higher Reynolds numbers, the liquid region existed primarily as a thin layer directly downstream of the cylinder.

Bubble size had a significant effect on the liquid-phase region, where the length was much shorter at all Reynolds numbers for the 0.53 and 0.48 mm bubble cases, as shown in Figure 2-6(e) and 2-6(f). Increasing the Reynolds number for these cases from $\operatorname{Re}=296$ to $\operatorname{Re}=591$ caused a decrease in the length of the liquid-phase region, consistent with the 3.5 mm bubble cases; however, the liquid-phase region became so thin that it was largely undetectable for Reynolds numbers above 1,182 (Figure 2-6(e-f)).


Figure 2-7: Length of the liquid-phase region as a function of Reynolds number for all air superficial velocities and bubble sizes.

The length of the liquid-phase region as a function of the Reynolds number is plotted in Figure 2-7. For all cases except the exception described above for $j_{g}=0.18 \mathrm{~m} / \mathrm{s}$, the length of the liquid-phase wake decreased with increasing Reynolds number. For the 3.5 mm bubble cases, the length of the liquid-phase region ranged from $L_{f} / D=0.3-3.5$, depending on the Reynolds number. For the 0.53 mm and 0.48 mm bubble cases, the length of the liquid-phase region had a maximum of $L_{f} / D=1.5$ and $L_{f} / D=0.7$, respectively. These maximum lengths occurred at the lowest Reynolds number tested $(\operatorname{Re}=296)$. At higher Reynolds numbers, the length for both of the small bubble cases rapidly decreased. At a Reynolds number of $\mathrm{Re}=2,956$, the length of the liquid-phase region for all bubble sizes and air superficial velocities was consistently less than 0.3 cylinder diameters, which suggests that the liquid-phase region remains thin at high Reynolds numbers where it is largely insensitive to bubble size. The thinnest liquid-phase wake observed during the experiments was approximately $L_{f} / D=0.1$, observed for a Reynolds number of 2,956 with the 0.48 mm bubbles. Regardless of bubble size, superficial air velocity, or liquid Reynolds number, the start of the liquid-phase wake was fixed to the cylinder surface.


Figure 2-8: Contours showing the bubble trapping region behind the cylinder for the 3.5 mm bubbles and (a) $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, (b) $j_{g}=0.18 \mathrm{~m} / \mathrm{s}$, (c) $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$, (d) $j_{g}=0.60 \mathrm{~m} / \mathrm{s}$, (e) the 0.53 mm bubbles and $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, and (f) the 0.48 mm bubbles and $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$.

### 2.2.3 Bubble-Trapping Region

For discussion, the bubble trapping region was defined as the area where the void fraction was concentrated by more than a factor of two ( $\alpha / \alpha_{\infty}>2$ ). The bubble-trapping regions are plotted using isocontours in Figure 2-8. For the 3.5 mm bubbles shown in Figure 2-8(a-d), the bubble trapping region occurred when the Reynolds number was greater than 2,069, regardless of the air superficial velocity. For this and higher Reynolds numbers $(\operatorname{Re}=2,069$ and 2,956 ), the bubble trapping region primarily began at $y / D=1$, except for the $\operatorname{Re}=2,069$ and $j_{g}=0.60 \mathrm{~m} / \mathrm{s}$ (Figure 28(d)) where the liquid-phase region extended further downstream (see Figure 2-6(d)). For the air superficial velocity of $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, the bubble-trapping region was also observed at a Reynolds number of 1,182 . Consequently, these flow conditions may represent a transition in the occurrence of the bubble-trapping region when the bubble diameter is $\sim 3.5 \mathrm{~mm}$. Overall, the bubble-trapping region started at $y / D \approx 0.9-1.5$ and extended to $y / D \approx 2.5-4.0$ for the 3.5 mm bubbles, depending on the flow conditions. For the 0.53 mm bubbles and 0.48 mm bubbles in Figure 2-8(e,f), the bubble trapping wake was consistently observed at $\operatorname{Re}=1,182$, as well as the higher Reynolds numbers. The small bubble diameters resulted in a bubble-trapping region that was similar in size and shape across all flow conditions, where the bubble-trapping wake began at $y / D \approx 0.8-1.1$ and extended to $y / D \approx 2.2-3.0$.


Figure 2-9: The downstream location of a maximum void fraction within the bubble-trapping region as a function of Reynolds number for all air superficial velocities and bubble sizes.

The location of the maximum bubble concentration as a function of the Reynolds number is shown in Figure 2-9. At the highest Reynolds number of 2,956, the maximum bubble concentration was located between $y / D \approx 1.3-1.5$, regardless of bubble size or air superficial velocity. At lower Reynolds numbers, the location of maximum bubble concentration was more dependent on flow conditions, ranging from $y / D \approx 1.3-2.0$ for all cases investigated except for the transitional case of $\operatorname{Re}=1,182$ and $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, where its location was $y / D \approx 2.5$.

Considering the transitional case also had a smaller bubble-trapping region (Figure 2-8(a)), the bubble-trapping at $\mathrm{Re}=1,182$ and $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ for the 3.5 mm bubbles was likely not as strong as the trapping that occurred at the higher Reynolds numbers and air superficial velocities.


Figure 2-10: Void fraction ratio at a downstream location of $y / D=1.5$ for the 3.5 mm bubbles and (a) $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, (b) $j_{g}=0.18 \mathrm{~m} / \mathrm{s}$, (c) $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$, (d) $j_{g}=0.60 \mathrm{~m} / \mathrm{s}$, (e) the 0.53 mm bubbles and $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, and (f) the 0.48 mm bubbles and $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$.

The void fraction ratio $\left(\alpha / \alpha_{\infty}\right)$ at $y / D=1.5$ plotted from $x / D=0$ to $x / D=2.0$ is shown in Figure 2-10. The location of $y / D=1.5$ was selected as it was close to the maximum void fraction ratios for the majority of the experimental cases (Figure 2-9). When the Reynolds number was greater than 2,069 for the 3.5 mm bubble cases (Figure 2-10(a-d)), the void fraction ratio had a peak greater than 3.0 at all air superficial velocities, which suggests a strong and consistent accumulation of bubbles. In contrast, for the Reynolds number of 1,182 , the peak of the void fraction ratio started above 2.0 and decreased to 0.8 as the air superficial velocity increased. However, when the Reynolds number was smaller than 1,182 , the void fraction ratio behind the cylinder was less than 0.5 , suggesting that $y / D=1.5$ was within the liquid-phase region. In Figure 2-10(e,f), the peak of the void fraction ratio for the 0.53 and 0.48 mm bubbles was greater than 2 for all conditions where the Reynolds number was greater than 1,182, indicating that significant bubble accumulation occurred at $y / D=1.5$. For the Reynolds number of 591 , the void fraction ratio peak was slightly less than 2.0 but greater than 1.5 for both cases. This accumulation was not as concentrated compared to the accumulation detected at higher Reynolds numbers; however, this result further confirms that the smaller bubbles started to accumulate at lower Reynolds numbers compared to the 3.5 mm bubbles.

### 2.3 Discussion and conclusion

An experimental investigation was conducted to characterize the wake and void fraction distribution around a cylinder in a two-phase bubbly crossflow. The flow was characterized across a range of flow conditions, including liquid Reynolds numbers from 99 to 2,956, air superficial velocities from 0.06 to $0.60 \mathrm{~m} / \mathrm{s}$, and average bubble sizes of $0.48 \mathrm{~mm}, 0.53 \mathrm{~mm}$, and 3.5 mm . The spatial variation of void fraction was determined through high-speed imaging and calibrated shadow fraction measurements.

Across all flow parameters investigated, a liquid-phase wake occurred directly downstream of the cylinder regardless of the Reynolds number, air superficial velocity, and bubble diameter. The length of the liquid-phase wake decreased with increasing Reynolds number. However, the length of the wake increased with the air superficial velocity for Reynolds below 2,069 . The length and shape of the liquid-phase wake were significantly affected by the mean bubble diameter, with smaller bubbles resulting in smaller liquid-phase wakes.

A bubble-trapping region occurred downstream of the liquid-phase wake for Reynolds numbers above 1,182 for the 0.48 mm and 0.53 mm bubbles and above 2,069 for the 3.5 mm bubbles. The investigation with the small bubble size provides important evidence that the bubble-trapping region in the environment of a two-phase heat exchanger could potentially occur at a lower Reynolds number as its typical bubble size is less than 0.61 mm . The Reynolds number of 1,182 exhibited transitional behavior as bubble trapping was observed for the 3.5 mm bubbles at this Reynolds number for air superficial velocities of $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ but not at higher air flowrates. Based on the location of its maximum void fraction values, the center of the bubbletrapping region reached a consistent downstream location of $y / D \approx 1.5$ as the Reynolds number increased for all bubble sizes. The transition from a non-trapping wake to a bubble-trapping region was indicated by a peak in a void fraction that became more concentrated and located at
$y / D=1.5$ as the Reynolds number increased. Further investigation is needed to explain why bubble trapping occurred at Reynolds numbers of 2,069 and above regardless of the mean bubble diameter and air flow rate, whereas the bubble trapping occurred only at lower Reynolds numbers for small bubbles and low air superficial velocities.

## 3. Explaining the Physics of the Bubble-Trapping Region

The previous chapter reported the existence of the liquid-phase region and the bubbletrapping region for an upward liquid-gas flow behind a cylinder. In this chapter, the formation of the bubble-trapping wake region downstream of a cylinder in an upwards liquid-gas crossflow was studied experimentally to identify the forces leading to the bubble-trapping region. Highspeed images of the two-phase flow were used to characterize the liquid-phase wake region and the bubble-trapping wake region as a function of liquid cylinder Reynolds number, bubble size, bubble velocity, liquid velocity, and void fraction ratio. For the measurement of time-averaged bubble trajectories, Particle Tracking Velocimetry (PTV) and Particle Image Velocimetry (PIV) algorithms were implemented. In addition, the time-averaged velocity of the continuous liquid phase and discrete bubbles were captured simultaneously using PTV and Particle Shadow Image Velocimetry (PSIV), which enabled the calculation of hydrodynamic forces acting on the bubbles in the flow. In the following chapter, the forces that lead to trapping are discussed in detail, and the conditions necessary for the occurrence of bubble trapping are defined. The research material in this chapter is available in the publication [62].

### 3.1 Method

The same experimental facility was used for the time-averaged PTV and PIV measurements for the experimental conditions mentioned in Table 2-1. For the PSIV analysis, neutrally-buoyant flow tracers were injected at $\operatorname{Re}=2,956$ and $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$. More details about the PTV, PIV, and PSIV analyses are available in the following sections.


Figure 3-1: Representation of imaging process: (a) raw images, (b) pre-processed images with background removal, (c) solitary bubble images, (d) cluster bubble images, (e) processed images, and (f) watershed transformation for cluster bubble images

### 3.1.1 Image Acquisition and Processing

The high-speed camera captured the movement of the liquid-gas flow around the cylinder for 3.142 s at a frame rate of $10,000 \mathrm{fps}$ for each case listed in Table 2-1. The raw high-speed images (e.g. Figure 3-1(a)) were pre-processed as 8-bit greyscale images with inverted intensity. This intensity inversion created bright bubble images on dark backgrounds, which assisted in the preprocessing and bubble tracking algorithms. The background was then removed by subtracting the
minimum grayscale intensity at each pixel (calculated from the entire video time series). After this step, the pre-processing code detected holes in the grayscale images by finding regions of dark pixels surrounded by light pixels within the circular bubble shapes. These holes were replaced with grayscale values with an average of the neighboring grayscale values in the horizontal, vertical, and diagonal directions. Once completed, this procedure resulted in the preprocessed image, as shown in Figure 3-1(b).

## Particle Tracking Velocimetry

Figure 3-1(b) shows a representative pre-processed image of the bubbly flows obtained in this experiment. Little to no bubble coalescence occurred in the test section, but the images of many bubbles did overlap due to the non-negligible depth of the flow channel. To accurately track individual air bubbles and calculate bubble size distributions, it was necessary to segregate overlapping bubble projections into smaller individual air bubbles. From the pre-processed images, solitary and cluster air bubbles were distinguished and binarized based on an automatic global image threshold [61]. Lau et al. [63] classified bubbles into solitary bubbles and cluster bubbles by using roundness, which is defined as

$$
\begin{equation*}
R o=S / \sqrt{4 \pi A} \tag{3-1}
\end{equation*}
$$

where $S$ is the bubble perimeter and $A$ is the bubble projected area. Lau et al. [63] found solitary bubbles to have roundness values of less than $R o<1.25$ based on their empirical analysis. Similarly, trial and error on the acquired high-speed images for the current study indicated that the same criterion could distinguish the two groups of air bubbles. An example of segregation is shown in Figure 3-1(c) (solitary bubbles) and Figure 3-1(d) (cluster bubbles).

Once the air bubbles in clusters were distinguished, a watershed transformation, based on the flooding algorithm created by Meyer [64] and used by others to break up clusters of air bubbles [34,63], was applied to determine the dividing line between individual bubbles and bubbles in a cluster. Along with the watershed transformation, the extended-minima transformation [65] was applied to prevent over-segmentation of the cluster bubbles. The watershed transformation uses surface topography to find the center of individual air bubbles. However, the watershed transformation tends to over segment a cluster bubble into many non-physical fine bubbles if multiple points of minimum intensity exist in the cluster bubble image. Instead, the extendedminima transformation filters out the minimum peaks and creates a mask of distinct minima [65]. An example of the resulting segmentation is shown in Figure 3-1(f). After the watershed transformation with the extended-minima transformation was applied, images of solitary bubbles and segmented cluster bubbles were combined to restore the entire image, as shown in Figure 31(e). Once this procedure was completed, the processed images were used to calculate bubble size distribution and perform the PTV.

An open-source MATLAB program for PTV and PIV, PRANA [66], was used to calculate the moving trajectories of air bubbles from high-speed images. PTV was used to track the large bubbles, which were adequately dispersed from one another in the flow. First, bubbles were identified using a single-value threshold binarization [67]. Bubble size was then determined based on the geometric information of these binary projections. With the knowledge of the location and size of the bubbles, tracking was conducted by matching bubbles from two consecutive images based on the initial location, estimated location, greyscale intensity, and bubble size. The equivalent bubble diameter was defined as, $d=\sqrt{4 A / \pi}$, where $A$ was the area of the bubble image projection.


Figure 3-2: Bubble size distribution of images for air bubbles in solitary (Figure 3-1(c)), cluster (Figure 3-1(d)), and watershed (Figure 3-1(f)) when $\operatorname{Re}=99$ and $j_{g}=0.18 \mathrm{~m} / \mathrm{s}$.

Figure 3-2 shows representative bubble size distributions of solitary bubbles (Figure 3-1(c)), the cluster bubbles before the watershed segmentation (Figure 3-1(d)), and the cluster bubbles after segmentation (Figure 3-1(f)) for experimental flow conditions of $\operatorname{Re}=99$ and $j_{g}=0.18 \mathrm{~m} / \mathrm{s}$. While the bubble size distribution of the solitary bubbles and the cluster bubbles before segmentation have a clear distinction, the segmentation process largely recovers the size distribution of the solitary bubbles. In this study, the mean of equivalent bubble diameter in freestream, $d_{\infty}$, was calculated based on the bubble size distribution of the solitary bubbles upstream of the cylinder. The record of $d_{\infty}$ in all experiments is available in Table 2-1.

Time-averaged bubble velocities were analyzed on a fixed grid throughout the FOV using zonal statistics. For consistency with the PIV procedure, described in the following section, velocities were defined on a 24 by 24 pixel grid, which corresponded to a 32 by 32 -pixel subwindows with $25 \%$ overlap centered over each grid point. The time-averaged bubble velocity at each grid point was determined by averaging the velocity of all bubbles that traveled through the corresponding sub-window during the data acquisition period. To achieve a $95 \%$ confidence
interval and a 5\% margin of error on the average bubble velocity, a zone with fewer than 384 bubble observations was discarded due to low uncertainty in the average bubble velocity. The threshold was determined based on the total number of pixels in each sub-window and the total number of images. This step ensured that bubble velocities were not reported where there was little or no bubble movement in the flow. Despite the use of 30,142 images, there were some locations (e.g., in the liquid-phase wake directly behind the cylinder) where bubble velocities were undefined.

## (a) Raw

## (b) Processed



Figure 3-3: Image processing procedure for PIV measurements to determine small bubble velocities.

## Particle Image Velocimetry

The bubbles that formed with the isopropanol solutions were much smaller and more numerous than the pure water cases (e.g., Figure 3-3(a)) and were not dispersed sufficiently to track each individual bubble. Instead, the small bubble cases were analyzed using a PIV approach, where the average bubble velocity at a location was determined by cross-correlating bubble motion in sub-windows rather than by tracking individual bubbles. The grayscale inversion and background subtraction steps of the pre-processing algorithm were first applied (Figure 3-3(b)), then a two-pass cross-correlation with a second-order discrete window offset was
used to compute the ensemble velocity field over the entire set of images [66,68,69]. The first pass was applied to a grid of 128 pixels by 128 pixels with $25 \%$ window overlap and the second pass used a sub-window size of 32 pixels by 32 pixels with $25 \%$ overlap for consistency with the PTV analysis described above. Throughout the PIV analysis, a static processing mask around the acrylic cylinder was applied to exclude the cylinder body from the analysis.

## Particle Shadow Image Velocimetry

To measure the liquid velocity in a subset of the large bubble experiments, neutrally buoyant flow tracers (White Polyethylene Microspheres, $1.00 \mathrm{~g} / \mathrm{cc}, 250-300 \mu \mathrm{~m}$, Cospheric) were injected into the bubbly flow. Their velocity was then determined using Particle Shadow Image Velocimetry (PSIV). PSIV differs from PIV in that particle shadows from backlighting, rather than bright particle images from scattered laser light, are used to track a fluid flow [70-73]. Even though PIV measurements in bubbly flows are possible to determine liquid velocities [74], the implementation of PSIV with the current bubble visualization setup was less complicated and complementary to the bubble shadowgraph tracking methods described above. One drawback of PSIV compared to PIV, which typically employs a thin laser sheet for illumination, is that the shadows of all particles within the imaging depth are visualized. Particles within a narrow plane can be isolated for improved two-dimensional fluid measurements if a narrow depth of field (DOF) is used $[70,73]$. The DOF for the current configuration was measured by calculating the clarity index [75] to be less than 4 mm , which is suitable for PSIV in a bubbly flow [72]. In addition, in-focus particles were identified by comparing gradients of the first Gaussian kernel between particles [75]. As the PIV algorithm is sensitive to a slight change in image intensity due to Fast-Fourier-Transformation (FFT), out-of-focus particles with low clarity index values were removed to improve the overall PSIV correlation.

The imaging process required a separate flow process but not too far from the previous cases (Figure 3-1 and Figure 3-3). As the images contain both air bubbles and flow tracers, images with air bubbles and images with flow tracers were separated during the pre-processing (Figure 3-1(b)). The bubble detection algorithm was modified to filter out the flow tracers when a diameter of the detected particle, a bubble or a flow tracer, is within the range of the flow tracer diameter. The image with air bubbles followed the rest of the imaging process method, as shown in Figure 3-1(b-e) for the PTV application. The images with flow tracers followed the process of out-of-focus particle removal. During the PSIV analysis, a grid of 48 pixels by 48 pixels with $50 \%$ window overlap was applied for the first pass. For the second pass, a sub-window size of 24 pixels by 24 pixels with $50 \%$ overlap was used. As used in the other PIV analysis, the static processing mask excluded the area around the acrylic cylinder.


Figure 3-4: Contour plots of the void fraction ratio behind the cylinder at $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ with the 3.5 mm bubbles for (a) $\mathrm{Re}=99$ (b) $\mathrm{Re}=197$ (c) $\mathrm{Re}=1,182$ (d) $\mathrm{Re}=2,069$ and (e) $\mathrm{Re}=2,956$ and at $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$ with the 0.53 mm bubbles for (f) $\mathrm{Re}=296$ (g) $\mathrm{Re}=591$ (h) $\mathrm{Re}=1182$ (i) $\mathrm{Re}=$ 2069 and (j) $\operatorname{Re}=2956$.

### 3.2 Result

### 3.2.1 Void Fraction Ratio

The patterns in void fraction ratio $\left(\alpha / \alpha_{\infty}\right)$ resulting from the large bubbles at a range of Reynolds numbers and an overall air flow rate of $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ are shown in Figure 3-4(a-e). The flow patterns from the small bubbles at a range of Reynolds numbers and an air flow rate of $j_{g}=$ $0.06 \mathrm{~m} / \mathrm{s}$ are shown in Figure 3-4(f-j). In the following discussion, the liquid-phase region is the region where $\alpha / \alpha_{\infty}<0.5$ and the bubble-trapping region is the region where $\alpha / \alpha_{\infty}>2.0$. This definition is consistent with that used by the authors previously [53]

When the bubbles were large ( $\sim 3.5 \mathrm{~mm}$ ) and Reynolds numbers were less than 1,200 (Figure 3-4(a-c)), the liquid-phase region extended downstream more than one cylinder diameter. However, the size of this liquid-phase layer decreased with increasing Reynolds number. Once Reynolds numbers became greater than 2,000 (Figure 3-4(d-e)), only a very thin liquid-phase region existed just downstream of the cylinder, followed by an intense concentration of air bubbles characteristic of the bubble-trapping region. Based on the contour plots of the void fraction ratio in Figure 3-4(d-e), the center of this bubble-trapping region was around $y / D=1.3-$ 1.6 [53].

For the 0.53 mm bubbles (Figure 3-4(f-j)), the liquid-phase region was smaller and extended downstream for more than one cylinder diameter only at the lowest Reynolds number (Figure 3-4(f)). The liquid-phase region became very small for Reynolds numbers at and above 1,182, where the first appearance of the bubble-trapping region occurred. The bubble-trapping region at $\operatorname{Re}=2,069$ (Figure 3-4(i)) and $\operatorname{Re}=2,956$ (Figure 3-4(j)) had a core with a void fraction ratio greater than 4.0. Even though the void fraction ratio did not reach 4.0 at $\operatorname{Re}=1,182$ (Figure $3-4(\mathrm{~h})$ ), the bubble-trapping region can be easily detected as an area with $\alpha / \alpha_{\infty}>2.0$. Similar to
the large bubble cases, the region with the strongest bubble concentration was centered around $y / D=1.3-1.6[53]$.


Figure 3-5: Horizontal and streamwise velocity ratio for the 3.5 mm bubble cases at $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ and at $y / D=1.0(\mathrm{a}-\mathrm{b}), y / D=1.5(\mathrm{c}-\mathrm{d})$, and $y / D=2.0$ (e-f).

### 3.2.2 Air Velocities in the Wakes

The horizontal and vertical velocity ratio, defined as $u_{g} / v_{g, \infty}$ and $v_{g} / v_{g, \infty}$, of the large bubbles at $y / D=1.0,1.5$, and 2.0 are shown in Figure 3-5 for an air superficial velocity of $j_{g}=$ $0.36 \mathrm{~m} / \mathrm{s}$. These ratios compare the time-averaged local horizontal and vertical bubble velocity, $u_{g}$ and $v_{g}$, to that of the freestream vertical bubble velocity, $v_{g, \infty}$.

In general, the horizontal velocity ratio had a variation of $\pm 20 \%$ of the freestream vertical bubble velocity, as shown in Figure 3-5(a,c,e). Because the origin was defined at the cylinder center, positive velocities to the left of the cylinder $(x / D<0)$ and negative velocities to the right of the cylinder $(x / D>0)$ both indicate bubble movement towards the centerline. This inward motion of the bubbles is clear at $y / D=2.0$ (Figure 7e), where inward bubble velocities peaked at $x / D \approx \pm 0.7-0.8$. This inward bubble motion also occurred consistently at Reynolds numbers of 1,182, 2,069 and 2,956 at $y / D=1.5$ (Figure 7c), and for Reynolds numbers of 2,069 and 2,956 at $y / D=1.0$. At flow velocities below these Reynolds numbers, the bubble motion tends to be more random due to the weak motion of surrounding fluid from the low liquid velocities. Comparing these results to the void fraction distributions shown in Figure 3-4, it can be observed that the inward bubble motion occurs downstream of the liquid-phase region, which gets closer to the cylinder as the Reynolds number increases.

In Figure 3-5(b,d,f), the plots of the vertical velocity ratio show that there was a large decrease in the vertical velocity of air bubbles directly behind the cylinder. In Figure 3-5(b), there are some missing data for the cases of $\operatorname{Re}=99$ or 197 near $x / D=0$ because of a lack of bubble observations at the given location. At $y / D=1.0$ (Figure 3-5(b)), the bubble velocity was reduced to only about $20 \%$ of the freestream bubble velocity for $\mathrm{Re}=1,182 ; 2,069$; or 2,956 . In addition, this largest reduction in velocity also occurred at the Reynolds numbers of 2,069 or 2,956 at $y / D$ $=1.5$, indicating that the bubble holdup at these locations for these conditions were similar.

However, the velocity reduction was smaller for the Reynolds numbers of 1,182, 197, and 99 at $y / D=1.5$ and when measured further downstream at $y / D=2.0$ for all Reynolds numbers. It seems the strongest velocity reduction in vertical direction occurred at a downstream location between $y / D=1.0$ and $y / D=1.5$ at the higher Reynolds numbers investigated.


Figure 3-6: Horizontal velocity ratios ( $\mathrm{a}, \mathrm{c}, \mathrm{e}$ ) and vertical velocity ratios (b,d,f) for the 0.53 mm bubble cases at $y / D=1.0(\mathrm{a}-\mathrm{b}), y / D=1.5(\mathrm{c}-\mathrm{d})$, and $y / D=2.0$ (e-f).

The horizontal and vertical velocity ratios at $y / D=1.0,1.5$, and 2.0 are shown in Figure 3-6 for the 0.53 mm bubble cases for an air superficial velocity of $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$. In general, the horizontal velocity ratio of the small bubbles in the cylinder wake had a variation of $\pm 15 \%$ to its freestream vertical velocity, as shown in Figure 3-6(a,c,e). Regardless of the Reynolds number and the downstream location, the figure suggests that bubbles moved towards the centerline ( $x / D$ $=0)$ at the three downstream locations plotted $(y / D=1.0,1.5$, and 2.0). Peak horizontal velocities occurred at $x / D \approx \pm 0.8-0.9$ and ranged between $\sim 5 \%$ and $15 \%$ of the freestream bubble velocity at all three downstream locations, with particularly high velocities observed for the $\operatorname{Re}=296$ at $y / D=1.0$ (Figure 3-6(a)). For this case, the peak horizontal bubble velocities reached $\sim 25 \%$ of the freestream and were located close to the cylinder centerline at $\sim x / D= \pm 0.1$.

The small bubble vertical velocity profiles are shown in Figure 3-6(b,d,f) . When the Reynolds number was low ( $\operatorname{Re}=296$ ), the bubble velocities at $x / D=0$ were reduced to $\sim 80 \%$ of their freestream velocity. This result was consistent across all $y / D$ locations plotted. However, vertical bubble velocities behind the cylinder decreased as the Reynolds number increased. In particular, the three highest Reynolds numbers investigated (1,182, 2,069, and 2,956) showed similarly small bubble velocities, indicating that the bubble trapping conditions at these locations and Reynolds numbers were similar. These cases showed bubble velocities that approached (e.g., at $y / D=1.5$ ) or were below zero (e.g., at $y / D=1.0$ ), indicating stagnant or slight downward bubble motion. For all Reynolds numbers, the bubble velocity reduction at $y / D=2.0$ was smaller in magnitude compared to the velocities at $y / D=1.0$ and 1.5. Comparing results for the small bubbles to those of the larger bubbles shown in Figure 3-5, it seems that the reduction in bubble velocity was strongest at similar downstream locations (e.g., between $y / D=1.0$ and 1.5) but that this bubble holdup occurred at much lower Reynolds numbers (Re $>521$ compared to 1,182 for the large bubble cases).


Figure 3-7: Liquid velocity ratio from the PSIV analysis at $\operatorname{Re}=2,956$ in (a) horizontal direction and (b) vertical direction.

### 3.2.3 Liquid Velocities in the Wakes

Liquid velocities measured using PSIV for the 3.5 mm bubble at $\mathrm{Re}=2,956$ are presented in Figure 3-7, presented as the horizontal velocity ratio ( $u_{l} / v_{l, \infty}$ ) and vertical velocity ratio $\left(v_{l} / v_{l, \infty}\right)$ at $y / D=1.0,1.5$, and 2.0. These measurements were performed at a Reynolds number of 2,956 since the strongest bubble trapping was observed for these conditions. The largest horizontal liquid velocities towards the centerline occurred at $y / D=2.0$, as shown in Figure 3-7(a). However, the negative liquid velocities where $x / D<0$ and positive velocities where $x / D>0$ in the figure show that the liquid flow traveled in away from the centerline at $y / D$ $=1.0$. On the other hand, Figure 3-7(b) shows that there was a strong reduction of vertical liquid velocity at all downstream locations. At $x / D=0$, all downstream locations also showed the existence of negative (i.e., downward) vertical liquid velocities. Both the horizontal and vertical velocity components in Figure 3-7(a) and (b) suggest the existence of a counter-rotating vortex pair, which drew liquid inward at $y / D \gtrsim 1.5$, downward along $x / D=0$, and then outward very near the cylinder at $y / D \approx 1.0$. In contrast to this motion, the large and small bubbles at this

Reynolds number moved only inward towards the centerline, regardless of the downstream location (see Figure 3-5(a,c,e) and Figure 3-6(a,c,e)). Subsequent force analysis of this two-phase flow is presented in the following section to describe the reason for this bubble motion.

### 3.3 Discussion

In this chapter, force analysis of the bubbles in the flow is used to present a bubble-trapping parameter, which can be used to predict the occurrence of bubble trapping behind a bluff body in a liquid-gas flow.

### 3.3.1 Force Balance Equation

The forces acting on each bubble as it moved around the cylinder were evaluated to better describe the bubble-trapping phenomenon. The governing equation of bubble motion was constructed in terms of the added-mass $(\boldsymbol{A})$, pressure gradient $(\boldsymbol{P})$, lift $(\boldsymbol{L})$, drag $(\boldsymbol{D})$, and buoyancy $(\boldsymbol{B})$ forces $[30,31,76]$. Using the Lagrangian method, the force balance equation on an individual bubble is written as,

$$
\begin{equation*}
\vec{F}=\overrightarrow{F_{A}}+\overrightarrow{F_{P}}+\overrightarrow{F_{L}}+\overrightarrow{F_{D}}+\overrightarrow{F_{B}} \tag{3-2}
\end{equation*}
$$

The five force components in Eq. (3-2) are defined as [30,31,76]:

$$
\begin{equation*}
\overrightarrow{F_{A}}=C_{A} \rho_{l} V \frac{D \overrightarrow{u_{l}}}{D t} \tag{3-3}
\end{equation*}
$$

$$
\begin{gather*}
\overrightarrow{F_{P}}=\rho_{l} V \frac{D \overrightarrow{u_{l}}}{D t}  \tag{3-4}\\
\overrightarrow{F_{L}}=C_{L} \rho_{l} V\left(\overrightarrow{u_{l}}-\overrightarrow{u_{g}}\right) \times\left(\nabla \times \overrightarrow{u_{l}}\right),  \tag{3-5}\\
\overrightarrow{F_{D}}=\frac{3 C_{D}}{4 d} \rho_{l} V\left|\overrightarrow{u_{l}}-\overrightarrow{u_{g}}\right|\left(\overrightarrow{u_{l}}-\overrightarrow{u_{g}}\right), \tag{3-6}
\end{gather*}
$$

$$
\begin{equation*}
\overrightarrow{F_{B}}=\left(\rho_{g}-\rho_{l}\right) V \vec{g}, \tag{3-7}
\end{equation*}
$$

where $D \overrightarrow{u_{l}} / D t$ is the material derivative of the liquid velocities. In addition, $\rho_{l}$ and $\rho_{g}$ are the density of liquid and gas phases, $\vec{u}_{l}$ and $\overrightarrow{u_{g}}$ are the local velocity of liquid and gas phases, $V$ is the volume of the bubble, $d$ is the bubble diameter, and $C_{A}, C_{L}$, and $C_{D}$ are the coefficients of added-mass, lift, and drag, respectively. After applying the ensemble average of the equation, the time-averaged force balance equation becomes

$$
\begin{align*}
& \overline{\vec{F}}=C_{A} \rho_{l} V \overrightarrow{u_{l}} \cdot \nabla \overrightarrow{u_{l}}+\rho_{l} V \overrightarrow{u_{l}} \cdot \nabla \overrightarrow{u_{l}}+C_{L} \rho_{l} V\left(\overrightarrow{u_{l}}-\overrightarrow{u_{g}}\right) \times\left(\nabla \times \overrightarrow{u_{l}}\right)+ \\
& \frac{3 C_{D}}{4 d} \rho_{l} V\left|\overrightarrow{u_{l}}-\overrightarrow{u_{g}}\right|\left(\overrightarrow{u_{l}}-\overrightarrow{u_{g}}\right)+\left(\rho_{g}-\rho_{l}\right) V \vec{g} \tag{3-8}
\end{align*}
$$

The added-mass force, the first term on the right-hand side (RHS) of Eq. (8), is induced by the acceleration of the liquid around the bubble. The inertial force of the bubbles was approximated by the added-mass force, given that the air bubbles had negligible mass relative to the surrounding liquid water [77]. An added-mass coefficient of $C_{A}=0.5$ is commonly used for the spherical air bubbles [50]. For ellipsoidal air bubbles, the added-mass coefficient can be calculated as $C_{A}=\left(E \cos ^{-1} E-\sqrt{1-E^{2}}\right) /\left(E^{2} \sqrt{1-E^{2}}-E \cos ^{-1} E\right)$ for oblate spheroids $(E<1)$ and $C_{A}=\left(E \ln \left(E+\sqrt{E^{2}-1}\right)-\sqrt{E^{2}-1}\right) /\left(E^{2} \sqrt{E^{2}-1}-E \ln \left(E+\sqrt{E^{2}-1}\right)\right)$ for prolate spheroids $(E$ $>1)$ where $E$ represents the aspect ratio of the air bubbles [78]. Based on the aspect ratio measurements from the high-speed images, the added-mass coefficient was approximated as $C_{A}=$ 0.6. The pressure gradient force, the second term on the RHS, is obtained from the pressure gradient by approximating the Navier-Stokes equation for an inviscid flow [77,79]. The lift force, the third term on the RHS, is introduced due to the velocity difference across the surface of a bubble. The lift coefficient was approximated as $C_{L}=0.78$ for $E o<0.5$ and
$C_{L}=1.453-0.9 \sqrt{E o}$ for $0.5<E o<4$ [31]. The drag coefficient, used in the fourth term on the RHS, was calculated using the following,

$$
\begin{equation*}
C_{D}=\max \left\{\min \left(\frac{24}{\operatorname{Re}}\left(1+0.15 \operatorname{Re} \mathrm{e}^{0.678}\right), \frac{72}{\operatorname{Re}}\right), \frac{24}{\operatorname{Re}}\left(1+0.15 \mathrm{Re}^{0.687}\right) \frac{\mathrm{Re}^{0.55} E 0^{0.95} W e^{-1.10}}{12.6}\right\} . \tag{3-9}
\end{equation*}
$$

This equation was first presented by Yan et al. (2017) and covers a wide range of bubble sizes and spherical and non-spherical bubbles in the water.

Literature has also reported that wall lubrication force can be a significant interfacial force acting on bubbles in a two-phase flow [81-85]. The lubrication force can act in two ways in the present two-phase flow: close to solid surfaces and between interacting bubbles. Air bubbles around a solid surface get pushed away from the surface due to the liquid velocity gradient of the wall surface as the wall lubrication force. The wall lubrication force can be defined as $\overrightarrow{F_{W L}}=$ $C_{W L} \rho_{L}\left(\overrightarrow{u_{g}}-\overrightarrow{u_{l}}\right)^{2} \vec{n} / d$, where $C_{W L}$ is the wall lubrication coefficient and $\vec{n}$ is the unit normal away from the wall $[82,84]$. Even though the wall lubrication force and its coefficient can be defined differently, depending on the flow and structure conditions [81-84], $C_{W L}$ becomes negligible once the distance between the solid surface and the bubble is about its mean diameter [82,84]. In addition, the lubrication force which acted among the bubbles could have prevented the immediate bubble coalescence. During the experiments, the bubble coalescence rarely occurred as a thin film of liquid between the two bubble surfaces could have resulted in a repelling force against the air bubbles. The lubrication force could have affected the bubble coalescence, breakage rates, and bubble induced turbulence [85]. However, the lubrication force is neglected in the analysis due to the low void fraction (less than 1\%). In addition, the accurate measurement of velocity gradients around the cylinder surface was restricted due to the image resolution of the imaging acquisition configuration. As the current force balance analysis focuses
on the wakes around the cylinder not on the surface around the cylinder, the wall lubrication force shall be minimum.


Figure 3-8: Time-averaged net force acting on bubbles in (a) horizontal direction and (b) vertical direction.

### 3.3.2 Analysis of Bubble Trapping

To analyze the bubble dynamics using Eq. 3-8, measurements of both liquid and bubble velocities were measured following the methods described in Chapter 2.3 at $\operatorname{Re}=2,956$ and $j_{g}=$ $0.06 \mathrm{~m} / \mathrm{s}$. These conditions were chosen to allow optical resolution of flow tracers in between bubbles in the flow.

Heat maps of the time-averaged net horizontal and vertical forces acting on the large bubbles as they move around the cylinder are shown in Figure 3-8. The figure shows a region of negative horizontal forces to the right of the cylinder (Figure 3-8(a)), the strongest of which are located where $0.5<x / D<1$ and $0<y / D<1.5$. Similarly, there is a region of positive horizontal forces to the left of the cylinder (Figure 3-8(a)), concentrated especially where $-1<x / D<0.5$ and $0<y / D$ $<1.5$. The bubbles in these regions experience a strong horizontal force attracting them towards
the centerline. This color map of the net horizontal forces suggests that there were strong net horizontal forces acting on bubbles around $x / D= \pm 0.8-1$, but that this trapping force quickly diminished downstream, being much lower at $y / D=1.5$ and 2 . In contrast, the strongest vertical forces are located further downstream where $1.5<y / D<2.5$ (Figure 3-8(b)). The negative values indicate a net downward force in this region, which act against bubbles moving upwards to leave the cylinder wake. In addition, a large force in the downward direction occurs at $x / D \approx \pm 0.9$ and $1.8<y / D<2.5$. This color map shows that bubble-trapping occurs in two steps. Firstly, the net horizontal force near the cylinder attracts the bubbles towards the centerline as they pass around the cylinder. Secondly, the vertical force in the near wake $(1.5<y / D<2.5)$ decelerates bubbles as they pass through the wake.


Figure 3-9: Time-averaged force balance on air bubbles behind a cylinder at $y / D=1.5$ (a) in $x$ direction and (b) in $y$ direction

Figure 3-9 shows the details of the force balance components in the $x$ and $y$ direction at $y / D=1.5$. The time-averaged results show that added-mass, pressure gradient, and lift forces were strong enough to create a net inward force at $x / D \approx \pm 0.8$, contributing to bubble trapping. In the horizontal direction, the drag force opposed bubble trapping. In the vertical direction, bubble
buoyancy and drag largely canceled since the flow was fully developed; however, the addedmass, pressure gradient, and lift terms show peaks in the downward direction at $x / D \approx 0.7-0.8$. Thus, added-mass, pressure, and lift forces were the primary components that contributed to bubble trapping by both moving bubbles inwards and slowing their ascent within the cylinder wake. A noteworthy feature shown in Figure 3-9(b) is that the buoyancy forces for $0.8<x / D<$ 0.8 appear lower than in the freestream. This is a result of smaller bubbles being preferentially captured in the wake, where the resulting calculated buoyancy force was smaller due to the smaller bubble sizes. In the freestream, the average bubble equivalent diameter was about 3.5 mm . However, the bubbles inside the bubble-trapping wake region at $y / D=1.0$ were approximately 1.5 mm .

### 3.3.3 Bubble Trapping Parameter

The results presented in the previous section revealed that added-mass, pressure gradient, and lift forces contributed to bubble trapping while drag forces acted against the phenomena. Based on the force balance equations, non-dimensional parameters, $\left(F_{A}+F_{P}\right) / F_{D}$ and $F_{L} / F_{D}$, are proposed to characterize the bubble trapping behavior. The bubble forces can be simplified by applying order of magnitude analysis and eliminating the common fluid density and bubble volume terms from Eq. (6) through (9). The force components then simplify to $F_{A} \approx C_{A}\left|v_{l, \infty}\right|^{2} / D, F_{P} \approx\left|v_{l, \infty}\right|^{2} / D$ , $F_{L} \approx C_{L}\left|\left(v_{l, \infty}-v_{g, \infty}\right) v_{l, \infty}\right| / d$, and $F_{D} \approx C_{D}\left|v_{l, \infty}-v_{g, \infty}\right|^{2} / d$. In this approximation, the material derivatives $\left(D \overrightarrow{u_{l}} / D t=\partial \overrightarrow{u_{l}} / \partial t+\overrightarrow{u_{l}} \cdot \nabla \overrightarrow{u_{l}}\right)$ in the $\overrightarrow{F_{A}}$ and $\overrightarrow{F_{P}}$ terms were simplified as $v_{l, \infty}^{2} / D$ since the freestream liquid velocity and the cylinder diameter will determine the maximum velocity difference experienced in the cylinder wake. Similarly, the bubble diameter was used to approximate the lift forces and the drag forces acting on the bubbles. These simplified
relationships were then used to compare the forces contributing to trapping (inertial and lift) to the opposing drag. These ratios are given as

$$
\begin{equation*}
\frac{\text { Inertia }}{\text { Drag }}=\frac{\text { Added-Mass }+ \text { Pressure }}{\text { Drag }} \approx \frac{\left(C_{A}+1\right)}{C_{D}}\left|\frac{v_{l, \infty}}{v_{l, \infty}-v_{g, \infty}}\right|^{2} \frac{d}{D}, \tag{3-10}
\end{equation*}
$$

and,

$$
\begin{equation*}
\frac{\text { Lift }}{\operatorname{Drag}} \approx \frac{C_{L}}{C_{D}}\left|\frac{v_{l, \infty}}{v_{l, \infty}-v_{g, \infty}}\right| . \tag{3-11}
\end{equation*}
$$



Figure 3-10: Comparison of lift-to-drag ratio to inertia-to-drag ratio and the maximum void fraction ratio in the wake ( $0<y / D<5$ ).

This scale analysis approximates the detailed force balance of the previous section with freestream flow parameters. Since only freestream parameters are needed, the resulting comparison of relevant forces can be applied to all of the experimental cases shown in Table 2-1, even those without liquid-phase velocimetry. By analyzing the freestream values, the bubble-
trapping phenomena can be explained by considering the relationship between the inertia-to-drag ratio and the lift-to-drag ratio of a given flow condition.

Figure 3-10 compares the lift-to-drag ratio and inertia-to-drag ratio, where each data point is colored using the maximum detected void fraction ratio for that flow condition within $0<$ $y / D<5$. Assuming a threshold of $\alpha / \alpha_{\infty}=2.0$ as being indicative of bubble trapping, the figure shows that bubble trapping occurred when the inertia-to-drag ratio was greater than 0.35 , regardless of the lift-to-drag ratio. On the other hand, bubble trapping also always occurred when the lift-to-drag ratio was greater than one. Below these two threshold values, bubble trapping only occurred if either of the inertial force or the lift force was sufficient to cause the bubble trapping. Previously, bubble trapping was considered primarily an effect dominated by inertial forces. Sene et al. (1994) characterized the bubble trapping in their horizontal shear layer using the inertia-tobuoyancy ratio and a trapping parameter. Milenković et al. (2007) advanced these parameters by including the effect of bubble diameters and vortex diameters to explain bubble trapping. However, both studies did not capture the importance of the lift forces, especially for bubbles with a small diameter. The current experimental results suggest that both inertial and lift effects, which vary not only with velocities but also cylinder and bubble sizes, must be considered to explain the bubble-trapping phenomena in the near wake of a cylinder.

### 3.4 Conclusion

The experimental investigation of an upward liquid-gas flow around a cylinder characterized the occurrence of bubble trapping in the near wake behind the cylinder in terms of the inertia-to-drag ratio and the lift-to-drag ratio. Bubble concentration behind the cylinder at different flow parameters was discussed using a calibrated void fraction ratio, which allowed the presentation of local void fraction distributions. In addition, PIV and PTV measurements were used to determine the mean bubble velocities in the near wake to show how bubble motion is altered when bubble trapping occurs. The result concludes that the bubbles were primarily concentrated behind a cylinder at downstream locations of $1.0<y / D<3.0$ when certain flow conditions are met. In addition, PSIV was used to analyze the time-averaged liquid trajectories while the air bubbles existed in the system. This phase-resolved velocimetry allowed for a force balance analysis by analyzing the bubble diameter and velocities experienced by the liquid and gas flows.

By introducing two drastically different bubble size distributions, the experiment was able to vary the relative lift and inertial forces acting on the dispersed bubbles in the flow. As a result, a force magnitude analysis showed that bubble trapping occurred when the inertial or lift forces acting on the bubbles were significant compared to their drag force. The inertia-to-drag ratio and lift-to-drag ratio were defined, which relate freestream velocities of the liquid and gas phases, mean bubble diameter, and cylinder diameter. These parameters can be used to predict the conditions that will lead to bubble trapping around a bluff body in a crossflow.

## 4. Transitional Behavior of the Bubble-Trapping Region and Effects of Bubbles on the Wakes

In the previous chapter, the bubble-trapping parameter was developed to explain the occurrence of the bubble-trapping region in a liquid-gas flow around a cylinder based on the time-averaged liquid and gas velocities. The force balance analysis, which was built using the time-averaged two-phase velocities and bubble diameters, concluded that the relative strength of inertial and lift forces to drag force is the key explanation of the bubble trapping phenomenon. In addition, the transitional behavior of bubble trapping was reported at the Reynolds number of 1,182 in Chapter 2 with a mean bubble diameter of 3.5 mm . In the previous chapter, the bubble trapping region occurred at Reynolds numbers above 2,000 due to the sufficient inertial forces acting on the air bubble. However, the force balance analysis results in Chapter 3 concluded that the lift force could induce the bubble-trapping region despite the low inertial forces at a low Reynolds number. In this chapter, the bubble-trapping phenomenon is investigated at a laminar Reynolds number of 493, to transitional Reynolds numbers of 1,478 and 2,463 , to clarify the influence of inertial and lift forces on the bubble-trapping phenomenon. For the verification of the time-averaged evaluation, the time-dependent liquid velocities around the cylinder at $\operatorname{Re}=2,956$ were analyzed in this chapter with and without injecting air bubbles. Due to the time-averaging process, the oscillatory behavior of velocities around the cylinder could potentially affect the results. The purpose of this analysis is to show the influence of bubble trapping on the velocity fluctuations and alternating vortex shedding in the wake.

Table 4-1: Experimental flow conditions.

|  | Re | $j_{g}[\mathrm{~m} / \mathrm{s}]$ | $d[\mathrm{~mm}]$ |
| :---: | :---: | :---: | :---: |
| Time-Averaged <br> (Steady PSIV) | 493 | 0.18 | $3.2 \pm 1.5$ |
|  | 1,478 | 0.18 | $3.2 \pm 1.2$ |
|  | 2,463 | 0.18 | $2.9 \pm 1.0$ |
| Time-Dependent | 2,956 | - | - |
| (Transient PSIV) | 2,956 | 0.06 | $2.6 \pm 1.0$ |

### 4.1 Method

The experimental flow conditions for this chapter are shown in Table 4-1. The liquid Reynolds number varied from 493 to 2,463 to cover the range of transitional two-phase wakes around the cylinder, which exhibited the bubble-trapping region. The air injection occurred at $j_{g}=$ $0.18 \mathrm{~m} / \mathrm{s}$; the mean bubble diameter varied from 2.9 mm to 3.2 mm . In addition, a single-phase flow experiment was conducted without injecting air bubbles at $R e=2,956$ for the verification of the time-averaged analysis. For the comparison, the images of the liquid-gas flow at $\operatorname{Re}=2,956$ and $j_{g}=0.06 \mathrm{~m} / \mathrm{s}$, discussed in Chapter 3, were also analyzed for the transient PSIV. As used in Chapter 3, the neutrally-buoyant flow tracers were injected throughout the experimental flow conditions; the high-speed images were collected at $2,000 \mathrm{fps}$.

The transitional flow conditions for the bubble trapping region were reported in Chapter 3 where the bubble trapping may occur at a Reynolds number smaller than 2,000 . However, the previous chapter could not explain the cause of the transitional behavior. The previous result hinted that the lift forces on air bubbles caused the bubble trapping even if the inertial forces were small. In this chapter, the forces acting on air bubbles at a transitional Reynolds number from 493 to 2,463 is reported. For this experiment, the upward liquid-gas channel with a high-speed camera was used, as discussed in Chapter 2. For the phase-resolved force balance analysis, the highspeed camera measured the movement of the air bubbles and the flow tracers, as discussed in Chapter 3.1. In addition, the image acquisition and processing procedures for this time-averaged analysis on the two-phase images at $\operatorname{Re}=493,1,478$, and 2,463 are identical to the one from Chapter 3.1.

For the time-dependent analysis at $\mathrm{Re}=2,956$, bigger investigation windows were used. During the transient PSIV analysis, the first pass used a grid of 128 pixels by 128 pixels with $50 \%$ window overlap. Following the first pass analysis, the transient PSIV analysis used a grid of

64 pixels by 64 pixels with $50 \%$ window overlap as the second pass. The single-phase case data collected at $\mathrm{Re}=2,956$ had a sufficient number of flow tracers, even for the small investigation windows used in the time-averaged PSIV analysis. However, the two-phase high-speed images at $\operatorname{Re}=2,956$, which were collected for Chapter 3, at $\operatorname{Re}=2,956$, resulted in poor signal-to-noise ratios in some investigation windows due to the existence of bubbles for the two-phase images. The smaller window size which was used for the ensemble correlation of the time-averaged analysis was too small for the transient PSIV analysis. The transient analysis results are available in Chapter 4.3.2.
(a) $\mathrm{Re}=493$

(b) $\operatorname{Re}=1,478$
(c) $\operatorname{Re}=2,463$



Figure 4-1: Contour plots of the void fraction ratio behind the cylinder at $j_{g}=0.36 \mathrm{~m} / \mathrm{s}$ (a) $\mathrm{Re}=$ 493 (b) $\operatorname{Re}=1,478$, and (c) $\operatorname{Re}=2,463$ (d) $\operatorname{Re}=2,069$.

### 4.2 Result

### 4.2.1 Void Fraction Ratio

The void fraction ratio ( $\alpha / \alpha_{\infty}$ ) resulting from the injection of air bubbles at Reynolds numbers of $\operatorname{Re}=493,1,478$, and 2,463 is shown in Figure 4-1. Similar to the previous results in Chapter 3.2, the liquid-phase region $\left(\alpha / \alpha_{\infty}<0.5\right)$ occurred throughout the range of Reynolds numbers. The length of the liquid-phase region decreased, from $L_{f}=1.25$ to 0.25 , as the Reynolds number increased from 493 to 2,463. In addition, the bubble-trapping region $\left(\alpha / \alpha_{\infty}>2.0\right)$ was observed at $\operatorname{Re}=2,463$, which confirms the previous experimental investigation in Chapter 3 that the bubble-trapping region generally occurs for $\operatorname{Re}>2,000$ (Figure 4-1(c)) for this cylinder and bubble size. The bubble-trapping region was not observed at $\operatorname{Re}=1,478$; however, the length of the liquid-phase region appears to be significantly restricted (Figure $4-1(\mathrm{~b})$ ), which is characteristic of the onset of bubble-trapping. The shape of the liquid-phase region at $\operatorname{Re}=1,478$ is similar to the one at $\mathrm{Re}=2,463$ and similar to those presented in Chapter 3 in Figure 3-4(d) at $\operatorname{Re}=2,069$ and in Figure 3-4(e) at $\operatorname{Re}=2,956$. The liquid-phase region at $\operatorname{Re}=493$ is formed around the cylinder and slowly tapers towards the centerline before terminating at $y / D=1.8$ in Figure 4-1(a). The liquid-phase region shown in this figure has the same feature shown in the previous analysis in Figure 3-4(a-c) when the bubble-trapping region did not occur. Even though the bubble-trapping region did not occur at $\mathrm{Re}=1,478$, it is possible that it was in a transition to the occurrence of the bubble-trapping region.


Figure 4-2: Horizontal (left) and vertical (right) velocity ratios for the air bubbles at $y / D=1.0$ (ab), $y / D=1.5$ (c-d), and $y / D=2.0$ (e-f).

### 4.2.2 Air Velocities in the Wakes

Horizontal velocity ratio $\left(u_{g} / v_{g, \infty}\right)$ and vertical velocity ratio ( $v_{g} / v_{g, \infty}$ ) for the air bubbles at $y / D=1.0,1.5$, and 2.0 and $0<x / D<3$ are available in Figure 4-2. The local horizontal and vertical velocities were divided by the freestream air velocities to calculate the relative reduction of air velocities at the three downstream locations.

As the figure focuses on the right side of the cylinder $(x / D>0)$, a negative horizontal velocity ratio indicates the air bubble movement towards the centerline in Figure 4-2(a,c,e). All of the cases resulted in negative horizontal velocity ratios of $0<x / D<1$ at the downstream locations. Regardless of the Reynolds number, the figure suggests that the bubbles moved toward the centerline. However, the relative magnitude of the velocity was much smaller at $\operatorname{Re}=493$. When the Reynolds numbers were greater at 1,478 and 2,463 , the patterns of the horizontal velocity ratio were comparable to each other. This suggests that more active horizontal movement of air bubbles occurred at $\operatorname{Re}=1,478$ and 2,463, where their inward bubble velocities peaked at $x / D \approx \pm 0.8$.

The vertical velocities remained in the positive direction, as shown in Figure 4-2(b,d,f) throughout the downstream locations plotted. At all three Reynolds numbers, a significant reduction of vertical bubble velocities occurred. At $\mathrm{Re}=493$, the vertical velocity was reduced by up to $50 \%$ of the freestream velocity. However, much more velocity reduction occurred at $\mathrm{Re}=$ 1,478 and 2,463 , up to $90 \%$ of the freestream velocity. The most reduction of the vertical velocities occurred at $y / D=1.0$. As moving further downstream, the reduction of the vertical velocity ratio decreased. However, a significant reduction of vertical velocity still occurred at Re $=1,478$ and 2,463 throughout the downstream locations.


Figure 4-3: Horizontal (left) and vertical (right) velocity ratios for water at $y / D=1.0$ (a-b), $y / D=$ 1.5 (c-d), and $y / D=2.0$ (e-f).

### 4.2.3 Liquid Velocities in the Wakes

Horizontal velocity ratio $\left(u_{l} v_{l, \infty}\right)$ and vertical velocity ratio $\left(v_{l} v_{l, \infty}\right)$ for the liquid phase at $y / D=1.0,1.5$, and 2.0 and $0<x / D<3$ are available in Figure 4-3. Similar to the air velocity ratios, as shown in Figure 4-2, these values in Figure 4-3 represent the relative horizontal and vertical velocities compared to its freestream liquid velocities.

The horizontal velocity ratios for the liquid phase were similar to their freestream values at $y / D=1.0$, as shown in Figure 4-3(a). The liquid flow moved towards the centerline at $5-10 \%$ of its freestream velocity around at $x / D=0.6-0.7$ when it was close to the cylinder $(y / D=1.0)$. As moving further away downstream, the magnitude of the horizontal velocity ratios increased, as shown in Figure 4-3(a,c,e). At the downstream location of $y / D=2.0$, the inward horizontal velocity of up to $25 \%$ of its freestream velocity was induced. At a low Reynolds number of 493 , the horizontal velocity reduction was small. However, significant horizontal velocity was captured at higher Reynolds numbers of 1,478 and 2,463.

The vertical velocity ratios for the liquid phase are shown in Figure 4-3(b,d,f). At $y / D=$ 1.0 , the ratios of the liquid velocities reveal that there was a downward movement of the liquid phase (Figure 4-3(b)). At $y / D=1.5$, the ratios of the liquid velocities reached zero, where the liquid phase shall be suspended at the given location in a time-averaged motion. Further downstream location at $y / D=2.0$, the liquid velocity ratios remained positive but with a greater reduction to their freestream values. It is also noticeable that almost the same amount of vertical velocity reduction occurred throughout the downstream locations with various Reynolds numbers.


Figure 4-4: Time-averaged net force acting on bubbles in (a) the horizontal direction at $\mathrm{Re}=493$, (b) the vertical direction at $\operatorname{Re}=493$, (c) the horizontal direction at $\mathrm{Re}=1,478$, (d) the vertical direction at $\operatorname{Re}=1,478$, (e) the horizontal direction at $\operatorname{Re}=2,463$, and ( f ) the vertical direction at $\operatorname{Re}=2,463$.

### 4.3 Discussion

### 4.3.1 Bubble-Trapping Forces

Based on the phase-resolved velocity measurements of liquid and gas phases, the forces acting on the bubbles were calculated using Eq. 3-8. Time-averaged net horizontal and vertical forces acting on the bubbles are represented as color maps in Figure 4-4. At the Reynolds number of 493, the color maps show that net forces were not enough to attract bubbles towards the centerline of $x / D=0$ in Figure $4-4(\mathrm{a}, \mathrm{b})$. There was a small amount of net horizontal force near the cylinder $(x / D=0.7-0.8$ and $y / D=0.2-0.6)$; however, the intensity of the color map in Figure 44(a) is not as strong as other color maps such as Figure 4-4(c,e).

The strong horizontal net force towards the cylinder was observed for $\operatorname{Re}=1,478$ and $\mathrm{Re}=$ 2,463 in Figure 4-4(c) and Figure 4-4(e). Even though some data points are not available due to a lack of observed bubble movement around the cylinder, the two figures suggest that there was a strong inward net force in the horizontal direction throughout the region of $0.6<x / D<1.0$ and 0 $<y / D<1.25$. Similarly, the strong vertical net force in the downward direction was observed for $\operatorname{Re}=1,478$ and $\operatorname{Re}=2,463$ in Figure 4-4(d) and Figure 4-4(f). Even though the intensity of the vertical net force at $\operatorname{Re}=1,478$ is slightly weaker than the force at $\operatorname{Re}=2,463$, the region of strong vertical net force in the downward direction locates at $0.5<x / D<1.2$ and $1.0<y / D<2.5$ for both cases in Figure 4-4(d) and Figure 4-4(f). This analysis reconfirms that the bubbletrapping force is acting in two locations based on the vertical and horizontal components, as stated in Chapter 3.3. In addition, this experimental result reveals that the bubble-trapping did not occur at $\mathrm{Re}=493$ due to a lack of bubble-trapping forces acting on the bubbles.

(b)

(c) $1 \times 10^{-4}$
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Figure 4-5: Time-averaged force balance on air bubbles behind a cylinder: (a,c,e) in the $x$ direction at $y / D=1.0$ and $(\mathrm{b}, \mathrm{d}, \mathrm{f})$ in the $y$ direction at $y / D=1.5$.


Figure 4-6: Vector plots of the time-averaged net force acting on bubbles at (a) $\operatorname{Re}=493$, (b) $\operatorname{Re}=$ 1,478 , and (c) $\operatorname{Re}=2,463$. (Note, the magnitude of the vectors is scaled independently)

Based on the time-averaged net force calculation in Figure 4-4, the net horizontal force's peak locations were at $\mathrm{y} / \mathrm{D} \approx 1.0$ and the net vertical force at $y / D \approx 1.5$. For understanding the components of the forces acting on the bubble at the peak locations, the details of time-average horizontal forces at $y / D=1.0$ and vertical forces at $y / D=1.5$ at the Reynolds number of 493, 1,478, and 2,463 are shown in Figure 4.5.

At $\operatorname{Re}=493$, there was a small amount of net horizontal force toward the centerline near the cylinder (Figure 4-4(a)). This is because there was a small amount of lift force acting on the bubble in the wakes, as shown in Figure 4-5(a). Even though the drag force acted against the lift force, the lift force could induce a marginal net horizontal force at $x / D=0.7$. However, there were no other acting forces in this case. At a downstream location of $y / D=1.5$, the buoyancy force and the drag force were balanced out in the vertical direction, which resulted in almost net zero force (Figure 4-5(d)). Despite the act of the lift force in the horizontal direction, the magnitude was not sufficient to cause the bubble-trapping region at $\operatorname{Re}=493$.

When the Reynolds number was increased to 1,478 or 2,463 , there was noticeable strength of lift forces and inertial (added-mass and pressure-gradient) forces acting in the negative direction in horizontal and vertical directions (Figure 4-5(b,c,e,f)). Even though the horizontal and vertical forces act on the different regions, as shown in Figure 4-4, their coordination forms the bubbletrapping force towards the centerline. In the horizontal direction, the details of the forces revealed that the lift force is the strongest bubble-trapping force at $x / D=0.7$ and $y / D=1.0$. Followed by the lift force, the added-mass force, and the pressure-gradient force act as the bubble-trapping force in the horizontal direction. Their peak location is slightly away from the centerline of $x / D=$ 0.8 compared to the lift force. Closer to the centerline ( $0.5<x / D<0.7$ ), the lift force dominates the bubble-trapping in the horizontal direction. Slightly away from the centerline $(0.8<x / D<$ 1.0), the added-mass and pressure-gradient forces are the dominants for the bubble-trapping force in the horizontal direction. In the vertical direction, the details of the forces also revealed that lift,
added-mass, and pressure-gradient forces contributed to trapping the bubbles. However, the figure unveiled that lift force took a much smaller role in trapping the bubble in the downward direction. Instead, the added-mass and pressure-gradient forces dominated the bubble-trapping in the downward direction. Comparing Figure 4-5(e) and Figure 4-5(f), the inertial forces (addedmass and pressure-gradient forces) increased as the Reynolds number increased from 1,478 to 2,463 . As the bulk fluid had greater inertia force, greater inertial forces contributed to the bubble trapping in the vertical direction. This detailed analysis confirms that both lift and inertial forces are important for the bubble-trapping phenomenon around a cylinder. The lift force takes an important role in the horizontal direction near the cylinder ( $0.5<x / D<0.7$ ). At the same time, the inertial forces are important in the horizontal and vertical directions, slightly away from the cylinder $(0.8<x / D<1.0)$.

Vector plots of the time-average net force are shown in Figure 4-6. The magnitude of the vectors was adjusted based on the maximum net force of individual cases. Consequently, this figure should not be used to compare the magnitude of forces across different Reynolds numbers. Instead, this figure provides valuable information about the direction of the net forces on bubbles in each case. In the region of $0.5<x / D<1.0$ and $0<y / D<1.0$, the vector plot suggests that there was horizontal net force towards the centerline throughout the range of Reynolds number. On the other hand, in the region of $0.5<x / D<1.0$ and $1.0<y / D<2.5$, the vector plot reveals a downward net force appeared as the Reynolds number was greater than 1,478 . From here, it is believed that the bubble trapping occurs in two steps: (i) net force towards the centerline in the region of $0.5<x / D<1.0$ and $0<y / D<1.0$ and (ii) downward net force in the region of $0.5<x / D$ $<1.0$ and $1.0<y / D<2.5$.


Figure 4-7: Horizontal (left) and vertical (right) mean liquid velocity ratios at $y / D=1.5$ (a-b) and $y / D=2.5$ (c-d) for the two-phase and single-phase crossflows at $\operatorname{Re}=2,956$.


Figure 4-8: Horizontal (left) and vertical (right) fluctuating liquid velocity ratios at $y / D=1.5$ (ab) and $y / D=2.5$ (c-d) for the two-phase and single-phase crossflows at $\operatorname{Re}=2,956$.

### 4.3.2 Effects of Bubbles on the Wakes

Using Reynolds decomposition [86], the liquid velocities were decomposed into mean and fluctuations as $u=u_{l}+u_{l, r m s}^{\prime}$ and $v=v_{l}+v_{l, r m s}^{\prime}$, where $u$ represents horizontal liquid velocity and $v$ represents the vertical liquid velocity. Figure 4-7 shows the ratio between mean horizontal and vertical liquid velocity, $u_{l}$ and $v_{l}$, to the freestream liquid velocity, $v_{l, \infty}$, at the downstream locations of $y / D=1.5$ and $y / D=2.5$ for the two-phase crossflow and the single-phase crossflow. At the downstream location of $y / D=1.5$, the single-phase crossflow did not observe a significant variation of mean velocity in the horizontal direction (Figure 4-7(a)). However, the same plot shows that the liquid flow in the two-phase flow observed positive mean velocity ratios from $x / D$ $=-1.5$ to $x / D=0$ and negative mean velocity ratios from $x / D=0$ to $x / D=1.5$. Comparing the vertical liquid velocity ratios at $y / D=1.5$, the liquid flow had similar mean behavior in the vertical direction regardless of the injection of the air bubble (Figure 4-7(b)). Further downstream at $y / D=2.5$, it became more apparent that the horizontal liquid movement became more substantial when the air bubbles were injected (Figure 4-7(c)). However, the vertical liquid velocity ratios suggest that the liquid flow faced less velocity reduction in the vertical direction when the bubbles were injected (Figure 4-7(d)). For both cases of the two-phase and single-phase crossflows, the liquid flow in the wakes around the cylinder moved towards the centerline, $x / D=$ 0 . By injecting air bubbles, the horizontal liquid movement was enhanced in the wakes. On the other hand, the air bubbles induced faster vertical liquid velocities in the wakes. However, the vertical liquid velocity in the wakes was still slower than the freestream velocity.

The liquid velocity fluctuations from the Reynolds decomposition are represented in Figure 4-8 as the ratio between fluctuating velocities, $u^{\prime}{ }_{l, r m s}$ and $v_{l, r m s}^{\prime}$, and freestream liquid velocity, $v_{l, \infty}$. At the downstream location of $y / D=1.5$, the vertical fluctuations were greater than
the horizontal fluctuations for both two-phase and single-phase crossflows (Figure 4-8(a-b)). In addition, the velocity fluctuations in both directions were more significant when the two-phase mixture was injected. At the downstream location of $y / D=2.5$, the velocity fluctuations of the single-phase flow were similar in horizontal and vertical directions from (Figure 4-8(c-d)). By injecting air bubbles, a greater fluctuating liquid velocity in the horizontal direction occurred at $y / D=2.5$; a greater fluctuating liquid velocity in the vertical direction occurred at $y / D=1.5$. In addition, the figure suggests that the fluctuating velocity is symmetric along the centerline $(x / D=$ $0)$. Even though the wakes could be formed with a periodic oscillation at $\operatorname{Re}=2,956$, the current analysis contains high-speed images with sufficient time duration to capture oscillatory behavior and conclude time-averaged results, as discussed in Chapter 3.

In addition, the comparison of the liquid velocities of the two-phase and single-phase crossflows revealed that the bubbles had possibly induced additional movement and disturbance in the wakes around the cylinder. The maximum horizontal velocity ratio increased with bubble injection (Figure 4-7(a,c)). In addition, the horizontal velocity fluctuation increased compared to its freestream velocity in both horizontal and vertical directions as the bubbles were injected, indicating greater mixing and momentum transfer occurred within the wakes (Figure 4-8). However, the vertical velocity ratio was decreased when the bubble was injected (Figure 4$7(\mathrm{~b}, \mathrm{~d})$ ). A potential answer to this behavior is the buoyancy-induced movement of air bubbles. The air bubbles have buoyancy force, always acting on the vertical direction. As the air bubbles move upward due to the buoyancy force, their movement may have diminished the downward liquid movement in the wakes. Even though the less liquid velocity reduction in the vertical direction inside the wakes occurred from injecting air bubbles, the high-speed images and the time-averaged result from Chapter 2 observed that the bubble-trapping region exists at $\mathrm{Re}=$ 2,946. Based on a previous high-speed visualization report at $\mathrm{Re}=2,946$, air bubbles with a mean
diameter of 3-4 mm were held up in the bubble-trapping region $(1.0<y / D<3.0)$ for about 0.12 s [87].

### 4.4 Conclusion

This experimental investigation of liquid-gas flow around a cylinder at a transitional Reynolds number confirmed that the lift force and inertial forces take important roles in the bubble-trapping region. Based on the void fraction ratio analysis, the bubble-trapping region in the near wake behind the cylinder was observed at $\operatorname{Re}=2,463$. Even though the void fraction ratio was not sufficient to detect the bubble-trapping region at $\operatorname{Re}=1,478$, the shape of the liquidphase region indicated that the wakes were in transition to induce the bubble-trapping region. As expected, at a low Reynolds number of $\mathrm{Re}=493$, there was no bubble-trapping region due to low inertial and lift forces.

The force balance analysis revealed that the transitional behavior of the bubble-trapping region is related to the lift force acting on the bubbles. In the previous literature reviewed in Chapter 1.3, the inertial force seemed to be the only bubble-trapping force that caused the bubble accumulation in a two-phase crossflow. With the current investigation at a range of transitional Reynolds numbers from $\operatorname{Re}=493$ to $\operatorname{Re}=2,463$, it was discovered that the lift force acting on bubbles was equally important in explaining the bubble-trapping phenomenon. While the inertial forces were significant for both the horizontal and vertical movement of bubbles, the lift force was important in the horizontal direction. In addition, the peak location of the forces differed based on the direction of the force. Analysis of both the inertial and lift forces are needed to explain the bubble-trapping phenomenon.

The transient analysis of the liquid velocities of the single-phase or two-phase crossflows revealed that the oscillatory behavior of wakes around the cylinder did not bias the time-averaged results and the force balance analysis. With the injection of air bubbles, the transient analysis revealed that the mean liquid velocities and the fluctuating liquid velocities increased in both
horizontal and vertical directions. The bubble-trapping phenomenon could have triggered more significant mixing and momentum transfer in the wakes around the cylinder.

## 5. Conclusions and Recommendations

This experimental research investigated two-phase wakes generated from an upward liquid-gas flow around a cylinder. This investigation started with an interest in the wakes generated from a two-phase heat exchanger and their influence on heat transfer performance. As commonly used in pin-fin heat exchangers, a circular cylinder configuration was chosen for the experiment. The experimental facility was designed to conduct flow visualization with a highspeed camera and track air bubbles and liquid flows. By illuminating the water channel from the back, the high-speed camera could capture the shape of the air bubbles. In addition, the camera could capture the movement of liquid flow by injecting the neutrally-buoyant flow tracers. With the rigorous imaging process algorithm, the time-averaged and phase-resolved flow trajectories could be calculated by applying Particle Tracking Velocimetry, Particle Image Velocimetry, and Particle Shadow Image Velocimetry.

Firstly, the two-phase wakes were characterized by time-averaged patterns of void distribution. The void fraction measurements from the set of images could determine the local augmentation or decrement of void concentration behind the cylinder. The results from the timeaveraged images revealed that the two-phase wakes consisted of a liquid-phase region and a bubble-trapping region. The liquid-phase region was located right behind the cylinder, where the time-averaged void fraction was small compared to the freestream void fraction. The liquid-phase region was observed throughout the range of experimental conditions. However, their length decreased significantly as the Reynolds number increased. Unlike the liquid-phase region, the bubble-trapping region, where the local time-averaged void fraction was much greater than its freestream void fraction, was only observed at a certain flow condition. Usually, the bubbletrapping region occurred when the Reynolds number based on a cylinder diameter was greater than 2,000 .

Secondly, the time-averaged force balance was developed to explain the occurrence of the bubble-trapping region. The force balance equation, derived from understanding the forces acting on the bubbles, consisted of buoyancy, drag, added-mass, pressure-gradient, and lift forces. For solving the equation, it needed phase-resolved velocities and bubble diameter information. The image processing algorithms allowed the calculation of the needed values: liquid velocities, bubble velocities, and bubble diameters. The force balance model revealed that the bubbletrapping region occurred when the added-mass, pressure-gradient, and lift forces were strong. The current model concluded that the lift force, in addition to the already-identified inertial force, is important in explaining the bubble-trapping region. A bubble trapping parameter was determined by simplifying the force balance model, which allows the prediction of the occurrence of bubble trapping based on the bubble size compared to the cylinder size in addition to the flow velocity.

In addition, further investigation of the bubble-trapping region discovered that the bubble-trapping forces act in two stages. Near the cylinder, there were areas of strong inward horizontal forces acting on the air bubbles around the cylinder. Further downstream, away from the center of the cylinder, there were areas of strong downward forces that acted on the air bubbles. In many cases, the inertial and lift forces were equally important when the bubbletrapping occurred. However, the inertial forces had stronger effects on the area of the strong downward forces. This explained why the bubble-trapping occurred at a transitional range of Reynolds number when the inertial force itself was not strong, but the combined forces were strong enough to accumulate the bubbles in the cylinder wake.

This research on the bubble-trapping region of two-phase wakes around a cylinder highlights the importance of the added-mass, pressure-gradient, and lift forces on the trapping phenomenon. The force balance model and the trapping parameter developed also explain why the bubbles are attracted towards the centerline and held at the wakes momentarily. However, future improvements can be made from the experimental effort. The current research was
restricted to two distinct ranges of bubble diameters, mainly in bubble mean diameter of $3.0-3.5$ mm or $0.5-0.6 \mathrm{~mm}$, and one diameter of a circular cylinder $(9.5 \mathrm{~mm})$. The force balance model and the trapping parameter should be verified at an intermediate mean bubble diameter, e.g., 1 mm , and a fine mean bubble diameter, e.g., $0.1-0.3 \mathrm{~mm}$. In addition, it is recommended to conduct investigations with various cylinder diameters, e.g., 20 mm . These variations will provide a better understanding of the bubble-trapping forces at various experimental conditions and improve the current model. Also, these configurations are closer to the tube diameters used in the two-phase heat exchangers and the bubble diameters generated from the subcooled boiling flow. These variations will enlighten the effects of relative bubble size on a cylinder diameter which were not discussed in the current model.

In addition, the present investigation occurred from a relatively macroscopic viewpoint. The high-speed images were processed to calculate the time-averaged velocities for the two phases while ignoring individual bubble movement variations. The current model lacks the ability to analyze an individual bubble movement; however, the time-averaged force balance equation could explain the overall cause of the bubble-trapping region. Also, the camera had a relatively large field of view which restricted the resolution of the velocity fields. The force balance analysis revealed the areas where the peak bubble-trapping forces exist. Adjustment in camera location and magnification can improve the velocity field resolution and provide more detailed movement of air bubbles in the wakes around the cylinder. In the current report, the wall lubrication force is neglected partly due to the limitations on the image magnification. Bubble coalescence or breakup rarely happened during the experiments; the interaction among the air bubbles in the wakes may have influenced the occurrence of the bubble-trapping region. By limiting the field of view near the wall, the lubrication force can be calculated; then, its influence on the formation of the liquid-phase region could be explained. In addition, the current outcome assumes the bubbly flow with a low void fraction. As the higher amount of bubble concentration
would increase the frequency of the bubble interaction, the lubrication force and other aspects, such as bubble coalescence, breakage rates, and bubble-induced turbulence, may not be neglected.

Another improvement that can be made is a more accurate void fraction measurement. The void fraction was calculated from the correlation of the shadow fraction measurement. Due to the uncertainties of experimental measurement, the actual void fraction values could be different from the void fraction calculation. Instead, direct measurement of the local void fraction is possible by installing conductance probes or optical fiber probes. Also, it could provide the ability to further investigate the effects of void fraction and air superficial velocities. As the void fraction and air superficial velocities increase, the two-phase flow characteristics may change, which may result in different behavior in the liquid-phase and bubble-trapping regions.

Lastly, it could be interesting if the characteristics of two-phase wakes could be observed on a two-phase heat exchanger design. The effects of active heat transfer and heat exchanger geometry may alter the bubble-trapping behavior. Unlike the adiabatic two-phase crossflow, where the air bubbles were already mixed with the liquid flow, the vapor bubbles would be generated from the surface of a heat exchanger structure. In this case, the bubble formation and departure processes need to be considered where surface tension, buoyancy, and drag forces take essential roles. The critical condition for bubble departure would be when the buoyancy and drag forces are more significant than the surface tension. Even though the current force balance analysis on the bubble-trapping behavior does not emphasize its importance, the effects of the buoyancy force need to be included. The bubble injection or nucleation on the bluff body surface would alter the bubble dynamics in the wakes and the behavior of the bubble-trapping phenomenon. Further investigations of the liquid-gas crossflow are recommended by replacing the circular cylinder in the water channel facility with a cylinder with bubble injection holes or a
cylindrical sparger to improve the current analysis and clarify the importance of the buoyancy force.
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