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Abstract

In this dissertation, we study two different aspects of dg manifolds.
The first part is devoted to the study of the relation between ‘formal exponential

maps,’ the Atiyah class, and Kapranov L∞[1] algebras associated with dg manifolds
in the C∞ context. We prove that, for a dg manifold, a ‘formal exponential map’
exists if and only if the Atiyah class vanishes. Inspired by Kapranov’s construction
of a homotopy Lie algebra associated with the holomorphic tangent bundle of a
complex manifold, we prove that the space of vector fields on a dg manifold admits
an L∞[1] algebra structure, unique up to isomorphism, whose unary bracket is
the Lie derivative w.r.t. the homological vector field, whose binary bracket is
a 1-cocycle representative of the Atiyah class, and whose higher multibrackets
can be computed by a recursive formula. For the dg manifold (T 0,1

X [1], ∂̄) arising
from a complex manifold X, we prove that this L∞[1] algebra structure is quasi-
isomorphic to the standard L∞[1] algebra structure on the Dolbeault complex
Ω0,•(T 1,0

X ).
The second part is devoted to the study of Hochschild cohomology of a dg

manifold arising from a Lie algebra in terms of Keller admissible triples. We prove
that a Keller admissible triple induces an isomorphism of Gerstenhaber algebras
between Hochschild cohomologies of the direct-sum type for dg algebras. As an
application, we show that the Hochschild cohomology of the dg algebra of smooth
functions on a dg manifold arising from a Lie algebra g is isomorphic to the
Hochschild cohomology of the universal enveloping algebra Ug. Furthermore, we
give a new concrete proof of the Kontsevich–Duflo theorem for finite-dimensional
Lie algebras.
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Chapter 1

Introduction

A differential graded manifold (dg manifold in short) is a geometric object which
intertwines various fields including complex geometry and Lie theory. The notion of
dg manifolds (a.k.a. Q-manifolds [1, 40, 48]) started to appear in the mathematical
physics literature in the study of BRST operators used to understand gauge
symmetries, and also appeared in AKSZ formalism which studies topological field
theories and topological sigma models [1, 8]. It naturally arose in various fields
such as differential geometry, Lie theory, homotopy theory and derived geometry.
In particular, strong homotopy Lie algebras (or L∞ algebras) and Lie algebroids,
as well as ordinary smooth manifolds give rise to dg manifolds. A vector bundle
E equipped with a smooth section s gives rise to a dg manifold related to the
derived intersection of s with the zero section. Moreover, complex manifolds and
foliations induce associated dg manifolds.

In this dissertation, we study dg manifold in two different directions. For
one direction, we investigate the exponential maps on dg manifolds and obtain
higher structures, called Kapranov L∞[1] algebras [49]. Our approach to this
problem is to use formal exponential maps on graded manifolds, the analogue of
the infinite jet of classical exponential maps, introduced in Liao–Stiénon [34]. It
turns out that a dg manifoldM admits a formal exponential map compatible with
its homological vector field Q if and only if the Atiyah class of the dg manifold
(M, Q) vanishes. Moreover, we find that any formal exponential map on a dg
manifold (M, Q) give rise to an L∞[1] algebra structure on the space of vector
fields X(M). In particular, when the dg manifold arises from a Kähler manifold,
we show that our L∞[1] algebras coincide with the L∞[1] algebras constructed by
Kapranov [23].

The other direction is the study of Hochschild cohomology of dg algebras [33].
Since dg algebras are “internally graded,” the usual construction of Hochschild
cochain complex becomes a double complex. There are two different types of
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Hochschild cohomologies for dg algebras corresponding to the two possible choices
of totalization of the double complex: one is by taking direct products and the
other is by taking direct sums. The direct product Hochschild cohomology is
well-studied and natural as it can be described in terms of derived categories and
derived functors. However, the Kontsevich formality theorem for dg manifolds
[35] (also in [7]) pertains to the direct sum Hochschild cohomology. Following the
work of Keller [24] for direct product Hochschild cohomology, we defined a notion
of Keller admissible triple which could be understood as a ‘Morita equivalence’
of dg algebras in terms of direct sum Hochschild cohomologies . Furthermore,
combining this notion with the formality theorem for the dg manifold arising from
a Lie algebra g, we give an alternative proof of the Kontsevich–Duflo theorem [16]
[28].

In Chapter 2, we recall some basic definitions on dg manifolds and dg coalgebras,
and some necessary theorems regarding them. In Chapter 3, we investigate the
relation between the Atiyah class and the formal exponential map on dg manifolds.
Moreover, we introduce and investigate Kapranov L∞[1] algebras on dg manifolds
followed by examples when the dg manifolds arise from L∞ algebras, foliations,
and complex manifolds. In Chapter 4, we introduce Keller admissible triples for dg
algebras and prove that they induce an isomorphism of Gerstenhaber algebras on
direct sum Hochschild cohomologies. As an application, we use this isomorphism
to give a new proof of the Kontsevich–Duflo theorem. Note that, except for minor
changes, Chapter 2, 3 and 4 are taken from [49] and [33], verbatim.

1.1 Formal exponential map on dg manifolds

The exponential map appears in linearization problems in classical Lie theory and
differential geometry.

Let G be a Lie group and g be its Lie algebra. The classical Lie theoretic expo-
nential map is exp : g→ G which is a local diffeomorphism from a neighborhood
of 0 ∈ g to a neighborhood of 1 ∈ G. The local diffeomorphism, in turn, induces
an isomorphism on their differential operators evaluated at the points 0 ∈ g
and 1 ∈ G. Recall that the space D′0(g) of differential operators on g evaluated
at {0} can be identified with the symmetric tensor algebra Sg, while the space
D′1(G) of differential operators on G evaluated at {1} can be identified with the
universal enveloping algebra Ug. Thus, the exponential map exp : g→ G induces
an isomorphism of vector spaces exp∗ : Sg→ Ug. The induced map pbw := exp∗
is the well-known symmetrization map and realizes the Poincaré–Birkhoff–Witt
isomorphism (PBW in short). In fact, both Sg and Ug carry canonical coalgebra
structures which pbw preserves. Hence pbw is an isomorphism of coalgebras.
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Analogously, upon the choice of an affine connection ∇ on a smooth manifold
M , the classical differential geometric exponential map is exp∇ : TM →M ×M
which is a local diffeomorphism of fiber bundles

TM M ×M

M M

exp∇

π pr1

id

(1.1)

from a neighborhood of the zero section of TM to a neighborhood of the diagonal
∆ in M ×M . Similarly to the Lie algebra case, the space of fiberwise differential
operators on the vector bundle π : TM → M evaluated at the zero section can
be identified, as a C∞(M)-coalgebra, to Γ

(
S(TM)

)
, while the space of fiberwise

differential operators on the fiber bundle pr1 : M ×M → M evaluated at the
diagonal ∆ can be identified, as a C∞(M)-coalgebra, to the space D(M) of
differential operators on M . Thus, one gets an isomorphism of C∞(M)-coalgebras
pbw∇ := exp∇∗ : Γ

(
S(TM)

)
→ D(M), also known as the PBW isomorphism [31].

The explicit formula of pbw∇ is:

pbw∇(X0�· · ·�Xk)(f) =
d

dt0

∣∣∣∣
0

d

dt1

∣∣∣∣
0

· · · d
dtk

∣∣∣∣
0

f
(

exp∇(t0X0+t1X1+· · ·+tkXk)
)
,

(1.2)
for all X0, X1, · · · , Xk ∈ Γ(TM) and f ∈ C∞(M). Observe that pbw∇ is the
fiberwise ∞-order jet of the exponential map exp∇ : TM → M × M arising
from the connection ∇. Thus, pbw∇ can be understood, in a sense, as a ‘formal
exponential map’ associated with the affine connection ∇.

Recall that a Z-graded manifoldM consists of a smooth manifoldM (called the
base manifold or body) equipped with its structure sheaf OM , and a sheaf A of Z-
graded commutative OM -algebras over M such that there exists a Z-graded vector
space V over K and there exist algebra isomorphisms A(U) ∼= C∞(U ;K)⊗̂KŜ(V ∨)
for all sufficiently small open sets U ⊂M . Here, K denotes the underlying field,
either R or C, and Ŝ(V ∨) ∼= Hom•(S(V ),K) denotes the graded K-algebra of
formal power series on V .

It turns out that, despite its geometric origin, the PBW map
pbw∇ : Γ

(
S(TM)

)
→ D(M) can be characterized completely by algebraic re-

cursive formulas involving the connection ∇, without recourse to the associated
exponential map [31]. In fact, the algebraic characterization of pbw∇ is the key
to extending it to Z-graded manifolds. Using this recursive algebraic charac-
terization, Liao–Stiénon [34] showed that, for a Z-graded manifold M and an
affine connection ∇ on M, the PBW map pbw∇ : Γ

(
S(TM)

)
→ D(M) is an

isomorphism of graded C∞(M)-coalgebras.
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A dg manifold (M, Q) is a Z-graded manifoldM endowed with a homological
vector field, i.e. a degree +1 derivation Q of C∞(M) satisfying Q2 = 0. The homo-
logical vector field Q induces a coderivation LQ on Γ

(
S(TM)

)
and a coderivation

LQ on D(M), which are both Lie derivatives. In other words, there are two dg
coalgebras (Γ

(
S(TM)

)
, LQ) and (D(M),LQ) canonically arising from a dg mani-

fold (M, Q). It is natural to ask whether pbw∇ :
(
Γ
(
S(TM)

)
, LQ

)
→
(
D(M),LQ

)
is an isomorphism of differential graded C∞(M)-coalgebras. In other words, the
question is about the existence of ‘formal exponential map of dg manifolds’. The
answer to this question is captured by the Atiyah class of the dg manifold. Below,
we recall the definition of the Atiyah class in terms of affine connections [42].

Let (M, Q) be a dg manifold. Consider the induced cochain complex Γ
(
M;T∨M⊗

End(TM)
)
with the Lie derivative LQ in the direction of the homological vector

field as its coboundary operator. Given an affine connection ∇ onM, consider
the (1, 2)-tensor At∇(M,Q) ∈ Γ

(
M;T∨M ⊗ End(TM)

)
of degree +1 defined by the

relation

At∇(M,Q)(X, Y ) = [Q,∇XY ]−∇[Q,X]Y − (−1)|X|∇X [Q, Y ],

for all homogeneous vector fields X, Y ∈ X(M). Since LQ(At∇(M,Q)) = 0, the
element At∇(M,Q) is a 1-cocycle called the Atiyah cocycle associated with the
affine connection ∇. The cohomology class

α(M,Q) :=
[
At∇(M,Q)

]
∈ H1

(
Γ
(
M;T∨M ⊗ End(TM)

)•
, LQ

)
does not depend on the choice of connection ∇, and therefore is an intrinsic
characteristic class called the Atiyah class of the dg manifold (M, Q) [42].

We prove that the Atiyah class captures the obstruction to the existence of
formal exponential map compatible with the homological vector field.

Theorem 1.1.1. Let (M, Q) be a dg manifold. The Atiyah class α(M,Q) vanishes
if and only if there exists an affine connection ∇ onM such that

pbw∇ :
(
Γ
(
S(TM)

)
, LQ

)
→
(
D(M),LQ

)
is an isomorphism of dg coalgebras over the dg ring (C∞(M), Q).

Following the pioneering work of Kapranov [23], it is known that the Atiyah
class of a holomorphic vector bundle gives rise to an L∞[1] algebra, which plays
an important role in derived geometry and the construction of Rozansky–Witten
invariants. In a similar fashion, the Atiyah class of a dg manifold induces an
L∞[1] algebra. Our approach relies on the map pbw∇.

We give a complete proof of the following theorem, which was announced in
[42] without a proof.

4



Theorem 1.1.2. Let (M, Q) be a dg manifold. Each choice of a torsion-free
affine connection ∇ on M determines an L∞[1] algebra structure on the space
of vector fields X(M). While the unary bracket λ1 : S1

(
X(M)

)
→ X(M) is

the Lie derivative LQ along the homological vector field, the higher multibrackets
λk : Sk

(
X(M)

)
→ X(M), with k ≥ 2, arise as the composition

λk : Sk
(
X(M)

)
→ Γ

(
Sk(TM)

) Rk−→ X(M)

induced by a family of sections {Rk}k≥2 of the vector bundles Sk(T∨M)⊗TM starting
with R2 = −At∇(M,Q), the Atiyah cocycle corresponding to ∇.

Furthermore, the L∞[1] algebra structures on X(M) arising from different
choices of connections are all isomorphic.

The L∞[1] algebras obtained in this way are called the Kapranov L∞[1]
algebras of the dg manifold (M, Q). By construction, each Kapranov L∞[1]
algebra is completely determined by the Atiyah 1-cocycle and the sections

Rk ∈ Γ
(
M;Sk(T∨M)⊗ TM

) ∼= Γ
(
M; Hom(Sk(TM), TM)

)
for k ≥ 3. Thus, it is natural to ask if the Rk’s can be described explicitly. The
following theorem gives a characterization of the higher multibrackets for the
Kapranov L∞[1] algebras of a dg manifold. It is worth noting that it is similar to
the characterization of higher multibrackets of L∞[1] algebra on the Dolbeault
complex (Ω0,•(T 1,0

X ), ∂̄) of a Kähler manifold X described in the original work of
Kapranov [23].

Theorem 1.1.3.

1. The sections Rn ∈ Γ
(
Sn(T∨M)⊗TM

)
, with n ≥ 3, are completely determined,

by way of a recursive formula, by the Atiyah cocycle At∇(M,Q), the curvature
R∇, and their higher covariant derivatives.

2. In particular, if R∇ = 0, then R2 = −At∇(M,Q) and Rn = 1
n
d̃∇Rn−1, for all

n ≥ 3.

As examples, the Kapranov L∞[1] algebras of two classes of dg manifolds are
considered: 1) the dg manifolds associated with finite dimensional L∞[1] algebras,
and 2) the dg manifolds associated with regular integrable distributions, including
the case of the anti-holomorphic tangent bundle in the complexified tangent
bundle of a complex manifold. For the dg manifold (g[1], dCE) associated with
a finite dimensional L∞[1] algebra g[1], we compute the Atiyah class and prove
that the Kapranov L∞[1] algebra structure on X(g[1]) can be expressed in terms
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of the multibrackets of the L∞[1] algebra g[1]. For the dg manifold (F [1], dF )
associated with an integrable distribution F ⊂ TKM on a smooth manifold M , we
prove that the Kapranov L∞[1] algebra structure on X(F [1]) is quasi-isomorphic
to the L∞[1] algebra on Ω•F (TKM/F ) arising from the Lie pair (TKM,F ), studied
in [31]. In particular, we prove that, for the dg manifold (T 0,1

X [1], ∂̄) associated
with a Kähler manifold X, the Kapranov L∞[1] algebra structure on X(T 0,1

X [1])
is quasi-isomorphic to the L∞[1] algebra structure on the Dolbeault complex
Ω0,•(T 1,0

X ), studied in the original work of Kapranov [23].

1.2 Keller admissible triples and Duflo theorem

The Hochschild cochain complex of an associative algebra A is

0→ A
dH−→ Hom(A,A)

dH−→ · · · dH−→ Hom(A⊗n, A)
dH−→ · · ·

where dH : Hom(A⊗n, A)→ Hom(A⊗n+1, A) is the Hochschild differential induced
by the multiplication of A. Alternatively, in terms of derived categories, the
Hochschild cochain complex of A is the derived hom RHomA−A(A,A) in the
category of A-A-bimodules.

A similar construction is available for a dg algebra A = (A, dA). Observe that
the differential dA on A induces an internal differential ∂ on Hom(A⊗n, A), for
each non-negative integer n, defined by

∂f(a1⊗· · ·⊗an) = dA◦f(a1⊗· · ·⊗an)−(−1)|f |
n∑
i=1

(−1)|a1|+···+|ai−1|f(· · ·⊗dAai⊗· · · )

for f ∈ Hom(A⊗n, A) and ai ∈ A. Together with the internal differential ∂, one
obtains a double complex

...
...

...

0 Ak+1 Homk+1(A,A) · · · Homk+1(A⊗n, A) · · ·

0 Ak Homk(A,A) · · · Homk(A⊗n, A) · · ·

...
...

...

dH

∂

dH

∂

dH dH

∂

dH

∂

dH

∂

dH dH

∂

∂ ∂ ∂
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where Homk(A⊗n, A) consists of homogeneous elements of degree k in Hom(A⊗n, A)
and we write Ak = Homk(K, A).

Recall that given a double complex, there are two different total complexes:
one by taking direct product and the other one by taking direct sum. It turns out
that the Hochschild cohomology HH∏(A) of a dg algebra A arising from direct
product (i.e. direct product Hochschild cohomology) is canonically described in
terms of derived category of dg algebras and dg modules. However, the Hochschild
cohomology HH⊕(A) of a dg algebra A arising from direct sum (i.e. direct sum
Hochschild cohomology) does not behave well in terms of derived category of dg
algebras and dg modules. In particular, quasi-isomorphisms are not respected
in direct sum Hochschild cohomologies; it needs an additional condition such
as what we call the point-wise nilpotency condition. Despite the defect, direct
sum Hochschild cohomology serves an important role in the Kontsevich formality
theorem and the Kontsevich–Duflo-type theorem for dg manifolds [35] — see also
[7] for comparison.

Acknowledging the importance of direct sum Hochschild cohomology, and
inspired by a similar theorem for direct product Hochschild cohomology introduced
by Keller [24], we establish an isomorphism of Gerstenhaber algebras between
direct sum Hochschild cohomologies of dg algebras via Morita equivalence.

Theorem 1.2.1. Let A and B be dg algebras and let X be a dg A-B-bimodule.
We say that (A,X,B) is a Keller admissible triple if ‘partial’ Hochschild complexes

0→ HomA(X,X) ↪→ Hom(X,X)
dAH−→ · · ·

dAH−→ Hom(A⊗n ⊗X,X)
dAH−→ · · ·

0→ HomBop(X,X) ↪→ Hom(X,X)
dBH−→ · · ·

dBH−→ Hom(X ⊗B⊗n, X)
dBH−→ · · ·

are exact and the action maps

ρA : (A, dA)→
(

HomBop(X,X), ∂X
)
,

ρB : (Bop, dB)→
(

HomA(X,X), ∂X
)

are quasi-isomorphisms satisfying the weak cone-nilpotency condition defined in
Section 4.3.2, then there is an isomorphism of Gerstenhaber algebras

HH⊕(A) ∼= HH⊕(B)

between the direct sum Hochschild cohomology of the dg algebras A and B.

An example of Keller admissible triple is (A, dA) = (Ug, 0),
(X, dX) = (Ug ⊗ Λ•g, dX), (B, dB) = (Λ•g∨, dCE), where both dX and dCE are
referred as Chevalley-Eilenberg differentials on each graded vector space.

7



The above theorem provides a way to construct an explicit isomorphism
between the Hochschild cohomologies of, in a sense, “Morita equivalent” dg
algebras. As an application, we obtain a new concrete proof of the Kontsevich–
Duflo theorem for Lie algebras.

Given a finite dimensional Lie algebra g, the PBW isomorphism pbw : Sg→ Ug
induces an isomorphism pbw : (Sg)g → Z(Ug) from the g-invariant subspace of
Sg to the center of Ug. This isomorphism does not preserve the natural associative
algebra structures carried by (Sg)g and Z(Ug) but it can be modified by the
square root of the Duflo element so as to become an isomorphism of associative
algebras. The Duflo element J ∈ Ŝ(g∨) is the formal power series on g, defined by
J(x) = det

(
1−e− adx

adx

)
for x ∈ g. The Duflo element J acts on (Sg)g by a formal

differential operator and so does its square root J1/2. A remarkable theorem
due to Duflo [15] asserts that the composition pbw ◦J1/2 : (Sg)g → Z(Ug) is an
isomorphism of associative algebras. Duflo’s theorem is a generalization of the
Harish–Chandra theorem, which is about the center of the universal enveloping
algebra of a semi-simple Lie algebra, to any finite dimensional Lie algebra.

Kontsevich [28] proposed a new proof of the Duflo theorem as an application
of his formality theorem. More precisely, he considered the tangent map of the
formality morphism at the Lie–Poisson structure on g∨ which is regarded as a
Maurer–Cartan element in the differential graded Lie algebra of polyvector fields
T •poly(g∨) on g∨. This approach led to the Kontsevich–Duflo theorem: the map

pbw ◦J1/2 : H•CE(g, Sg)→ H•CE(g,Ug) (1.3)

is an isomorphism of graded algebras. The classical Duflo theorem is an isomor-
phism of these cohomologies in degree 0.

Following a conjecture formulated by Shoikhet [50], Liao–Stiénon–Xu [35,
Theorem 4.3] proved that a Kontsevich–Duflo-type theorem holds for all finite
dimensional dg manifolds (M, Q): the map

hkr ◦Td
1/2
(M,Q) : H•

(
⊕Tpoly(M), [Q,−]

)
−→ H•

(
⊕Dpoly(M), dH + JQ,−K

)
(1.4)

is an isomorphism of graded algebras. Here hkr is the Hochschild–Kostant–
Rosenberg map, and Td

1/2
(M,Q) is the square root of the Todd class acting on

⊕Tpoly(M) by contraction.
Shoikhet also suggested that the Kontsevich–Duflo theorem (1.3) could be

recovered by applying (1.4) to the dg manifold (g[1], dg). Indeed, in doing so, we
obtain the isomorphism of graded algebras

hkr ◦Td
1/2
g[1] : H•

(
⊕Tpoly(g[1]), [dg,−]

)
−→ H•

(
⊕Dpoly(g[1]), dH + Jdg,−K

)
8



from the cohomology of polyvector fields to the cohomology of polydifferential
operators on g[1]. The cohomology H•

(
⊕Tpoly(g[1]), [dg,−]

)
is naturally identified

with the Chevalley–Eilenberg cohomology H•CE(g, Sg), while the cohomology
H•
(
⊕Dpoly(g[1]), dH+Jdg,−K

)
coincides with the direct sum Hochschild cohomology

HH•⊕(Λg∨, dCE).
By applying Theorem 1.2.1 to the Keller admissible triple (Ug,Ug⊗Λ•g,Λ•g∨),

one gets the isomorphism of Gerstenhaber algebras HH•⊕(Λg∨, dCE) ∼= HH•⊕(Ug).
Composing it with the standard Cartan–Eilenberg isomorphism [5]
HH⊕(Ug)

∼=−→ H•CE(g,Ug) yields the desired isomorphism of graded algebras

ΦD : H•
(
⊕Dpoly(g[1]), dH + Jdg,−K

) ∼= HH•⊕(Λg∨, dCE)
∼=−→ H•CE(g,Ug).

Also, one can easily see that the isomorphism
∏

k Γ
(
ΛkT∨(g[1])

) ∼=−→ Ŝ(g∨) identifies
the Todd class Tdg[1] ∈

∏
k Γ
(
ΛkT∨g[1]

)
with the Duflo element J ∈ Ŝ(g∨). Hence,

we obtain the following theorem:

Theorem 1.2.2. Given a finite-dimensional Lie algebra g, the diagram

H•
(
⊕Tpoly(g[1]), [dg,−]

)
H•
(
⊕Dpoly(g[1]), dH + Jdg,−K

)
H•CE(g, Sg) H•CE(g,Ug)

hkr ◦Td
1/2
g[1]

ΦT ∼= ΦD∼=

pbw ◦J1/2

commutes.

As a consequence, we obtain an alternative proof of the Kontsevich–Duflo
theorem.

Notations and conventions. The symbol K denotes either of the fields R
or C. Unless otherwise stated, all grading in this paper are Z-gradings.

For a smooth manifolds M over K, the sheaf of germs of smooth K-valued
functions on M is denoted OM = OKM . The algebra of globally defined smooth
functions on M is C∞(M) = OM(M).

We reserve the symbolM to denote dg manifold and ‘dg’ means ‘differential
graded.’ All dg manifolds in this dissertation will be finite dimensional.

A (p, q)-shuffle is a permutation σ of the set {1, 2, · · · , p + q} such that
σ(1) < · · · < σ(p) and σ(p+ 1) < · · · < σ(p+ q). The set of (p, q)-shuffles will be
denoted by Sq

p.
We use Sweedler’s (sumless) notation for the comultiplication ∆ in any coalge-

bra C:
∆(c) =

∑
(c)

c(1) ⊗ c(2) = c(1) ⊗ c(2), ∀c ∈ C.

9



Let A be a graded ring, and let V , W be two left (respectively, right) graded A-
modules. The space HomA(V,W ) = Hom•A(V,W ) (respectively, HomAop(V,W ) =
Hom•Aop(V,W )) of morphisms of left (respectively, right) A-modules from V to
W is naturally Z-graded: the symbol Homr

A(V,W ) (respectively, Homr
Aop(V,W ))

denotes the space of morphisms of left (respectively, right) A-modules of degree r
from V to W .

Given a graded vector space V , the suspension of V is denoted by V [1]. Hence,
we have V [1]n = V n+1. We denote by s : V [1] → V the degree-shifting map of
degree +1 and by s : V → V [1] the degree-shifting map of degree −1.

Given a homogeneous element x in a graded vector space V =
⊕

k∈Z V
k, we

write |x| to denote the degree of x. Thus |x| = d means that x ∈ V d.
For x ∈ V , ξ ∈ V ∨, we denote 〈 ξ | x 〉 := ξ(x) and 〈x | ξ 〉 := (−1)|x||ξ|〈 ξ | x 〉.

The pairing is extended to a pairing of tensor algebras 〈− | − 〉 : TV × TV ∨ → K
by

〈x1⊗· · ·⊗xp | ξ1⊗· · ·⊗ξq 〉 :=

(−1)

p∑
i=1

p∑
j=i+1

|ξi||xj |
〈x1 | ξ1 〉 · · · 〈xp | ξp 〉, if p = q,

0, if p 6= q;

and to a pairing of symmetric algebras 〈− | − 〉 : SV × SV ∨ → K by

〈x1 � · · · � xp | ξ1 � · · · � ξq 〉 :=
∑
σ∈Sq

ε · 〈x1 ⊗ · · · ⊗ xp | ξσ(1) ⊗ · · · ⊗ ξσ(q) 〉,

where ε = ±1 is the number such that ξ1 � · · · � ξq = ε · ξσ(1) � · · · � ξσ(q)

in SV ∨. Similarly, we also have the pairings 〈− | − 〉 : TV ∨ × TV → K and
〈− | − 〉 : SV ∨ × SV → K.

Many equations throughout the paper have the following general shape:

A(X1, X2, . . . , Xn) = (−1)
∑

(i,j)∈K |Xσ(i)||Xσ(j)|B(Xσ(1), Xσ(2), . . . , Xσ(n)), (1.5)

where X1, X2, . . . , Xn is a finite collection of Z-graded objects; σ is a permutation
of the set of indices {1, 2, . . . , n}; K is the set of couples (i, j) of elements of
{1, 2 . . . , n} such that i < j and σ(i) > σ(j); and A and B are n-ary operations
on the Z-graded objects X1, X2, . . . , Xn whose output is an object of degree
|X1|+ |X2|+ · · ·+ |Xn|. The factor (−1)

∑
(i,j)∈K |Xσ(i)||Xσ(j)| appearing in the right

hand side of (1.5) is called the Koszul sign of the permutation σ of the graded
objects X1, X2, . . . , Xn. It will customarily be abbreviated as ε since its actual
value — either +1 or −1 — can be recovered from a careful inspection of both sides
of the equation. We will also use the more explicit abbreviation ε(X1, X2, · · · , Xn)
if the collection of Z-graded objects being permuted is not immediately clear. As

10



explained by Boardman in [3], this sign is mostly inconsequential and it is not
necessary to devote much attention or thought to it. In fact, the right hand side
of (1.5) can be a sum of several terms so it would be more correct to say that the
general shape of the equations is

A(X1, X2, . . . , Xn) =
∑
k

(−1)
∑

(i,j)∈Kk
|Xσk(i)||Xσk(j)|Bk(Xσk(1), Xσk(2), . . . , Xσk(n)).

11



Chapter 2

Preliminaries

This chapter is to provide basic definitions and facts related to differential graded
manifolds and differential graded coalgebras.

2.1 Graded manifolds

Let M be a smooth manifold over K, and OM be the sheaf of K-valued smooth
functions over M . A graded manifoldM with support M consists of a sheaf A
of graded commutative OM -algebra on M such that there is a Z-graded vector
space V satisfying

A(U) ∼= OM(U)⊗̂KŜ(V ∨) =
∞∏
k=0

OM(U)⊗ Sk(V ∨)

for sufficiently small open set U ⊂M . Here, OM(U)⊗̂KŜ(V ∨) means the graded
algebra of formal power series on V with coefficients in OM (U). The global section
of the sheaf A will be denoted by C∞(M) = A(M). We say a graded manifoldM
is finite dimensional if dimM <∞ and dimV <∞. By default, graded manifold
M will always be finite dimensional.
Remark 2.1.1. Strictly speaking, the sheaf A is not a sheaf of graded algebra. The
algebra of formal power series Ŝ(V ∨) over a graded vector space V is decomposed
as Ŝ(V ∨) =

∏
n∈Z
(
Ŝ(V ∨)

)n where
(
Ŝ(V ∨)

)n consists of homogeneous formal
power series of degree n. That is, Ŝ(V ∨) is not a graded algebra but a projective
limit of graded algebras. However, we abuse the terminology “graded algebra” and
use it for Ŝ(V ∨) and consequently for the sheaf A.
Remark 2.1.2. In the literature, the definition of graded manifolds varies. One
variation is that the sheaf of functions A over a graded manifold is defined by
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A(U) ∼= OM(U)⊗ S(V ∨) for sufficiently small open subset U ⊂M . However, we
allow for formal power series rather than polynomials. Another variation is that
the graded vector space V =

⊕
n∈Z V

n in A(U) ∼= OM(U)⊗̂Ŝ(V ∨) is assumed to
satisfy V 0 = {0}. By doing so, all coordinate functions in degree 0 are smooth
variables. However, we allow that coordinate functions in degree 0 can be formal
variables.

By IA, we denote the sheaf of ideal of A consisting of functions vanishing at
the support M ofM. That is, for sufficiently small U ⊂M ,

IA(U) ∼= OM(U)⊗̂KŜ≥1(V ∨).

Given graded manifoldsM = (M,A) and N = (N,B), a morphismM→N
of graded manifolds consists of a pair (f, ψ), where f : M → N is a morphism
of smooth manifolds and ψ : f ∗B → A is a morphism of sheaves of graded
commutative OM -algebras such that ψ(f ∗IB) ⊂ IA. We often use the notation
φ : M → N to denote such a morphism. Then ψ = φ∗. Also, we write
φ∗ : C∞(N ) → C∞(M) to denote the morphism on global sections. Note that
the condition ψ(f ∗IB) ⊂ IA is equivalent to ψ being continuous w.r.t the I-adic
topology.

Example 2.1.3. Let E =
⊕

i∈ZEi be a graded vector bundle over a smooth manifold
M . A typical example of a graded manifold isM = E where its graded algebra
of smooth functions is Γ

(
M ; Ŝ(E∨)

)
. Since we are interested in finite dimensional

graded manifolds, we assume that Ei = 0 except for finitely many indices i and
each Ei is of finite rank. As a special case, when M is a point a graded vector
space V is an example of a graded manifold.

Vector bundles in the category of graded manifolds are called graded vector
bundles. More precisely, let E = (E,B) andM = (M,A) be graded manifolds.
A graded vector bundle is a map Φ = (π,Ψ) : E →M such that π : E →M is a
smooth vector bundle and Ψ : A → π∗B is an inclusion locally characterized by
the canonical inclusion

OM(U)⊗̂KŜ(V ∨) ∼= A(U)
Ψ(U)−−−→ B(π−1(U)) ∼= OE(π−1(U))⊗̂KŜ((V ⊕W )∨).

Note that Φ = (π,Ψ) : E → M is a morphism of graded manifolds under the
identification Ψ ∈ HomOM (A, π∗B) ∼= HomOE(π∗A,B).

Given a graded vector bundle Φ : E →M, a section s :M→ E of E overM
is a morphism of graded manifolds such that Φ ◦ s = idM. In terms of smooth
functions, s induces a morphism of graded algebra s∗ : C∞(E)→ C∞(M) such
that s∗ ◦Φ∗ = idC∞(M). We write the C∞(M)-module of sections of E overM by
the usual notation Γ(E) = Γ(M; E). It can be checked that a morphism of graded

13



manifolds E →M forms a graded vector bundle overM = (M,A) is equivalent
to saying that the sheaf

Γ(E) : U 7→ Γ(M|U ; E|U)

of A-modules is locally free.
For a graded manifoldM with support M , its tangent bundle TM is a graded

manifold with support TM and is a graded vector bundle overM. Its sections are
called vector fields onM and the space of vector fields Γ

(
M;TM

)
= Γ

(
TM
)

can be identified with that of graded derivations of C∞(M). We also write
Γ
(
M;TM

)
= X(M). Observe that X(M) admits a Lie algebra structure, whose

Lie bracket coincides with the graded commutator

[X, Y ] = X ◦ Y − (−1)|X|·|Y |Y ◦X

for homogeneous elements X, Y ∈ X(M) regarded as derivations of C∞(M).
Indeed TM is a graded Lie algebroid [41].
Example 2.1.4. As a special case of Example 2.1.3, a Z-graded vector space V is
an example of a graded manifold M = V . Let W be a Z-graded vector space
and W0 be a (ungraded) vector space. Then as in Example 2.1.3, the Z-graded
vector bundle W0 × V ×W → W0 forms a graded manifold E := W0 × V ×W .
Then E → V is a graded vector bundle over a graded manifold V . This can be
visualized by a diagram

W0 × V ×W W0

V {pt}

where each arrow is a projection. In particular, the tangent bundle E = TM of
M = V is when W0 = {pt} and W = V .
Example 2.1.5. More generally, letM = E be a graded manifold associated with
a Z-graded vector bundle E over M , as in Example 2.1.3. A typical example of
graded vector bundle E overM = E is a Z-graded vector bundle object over a
Z-graded vector bundle E. That is, it satisfies the diagram

E E

E M

where E is a vector bundle over M , and by forgetting the Z-graded structure on
E, both E → E and E → E are Z-graded vector bundles over smooth manifolds.

14



2.2 Differential graded manifolds

A differential graded manifold (dg manifold in short) is a graded manifoldM
together with a homological vector field, i.e. a vector field Q ∈ X(M) of degree
+1 satisfying [Q,Q] = Q ◦Q+Q ◦Q = 0.

A morphism Φ : (M, Q)→ (N , R) of dg manifolds is a morphism of graded
manifolds compatible with the homological vector fields.

Given two dg manifolds (E ,Q) and (M, Q), we say a morphism of dg manifolds
Φ : (E ,Q)→ (M, Q) is a dg vector bundle if Φ : E →M is a graded vector bundle
such that the homological vector field Q : C∞(E)→ C∞(E) is stable in the space
of fiberwise linear functions C∞lin(E) ∼= Γ(M; E∨) on E overM. Given a graded
vector bundle Φ : E → M, it can be checked that Φ : (E ,Q) → (M, Q) is a dg
vector bundle if and only if Γ(M; E) is equipped with a dg (C∞(M), Q)-module
structure.

For a dg manifold (M, Q), its tangent bundle TM is naturally a dg manifold,
with the homological vector field being the complete lift1 of Q. In fact TM is a dg
Lie algebroid overM [41, 42].
Example 2.2.1. Let g be a finite dimensional Lie algebra. Then (g[1], dCE) is a
dg manifold — its algebra of functions is C∞(g[1]) ∼= Λ•g∨ and its homological
vector field Q is the Chevalley–Eilenberg differential dCE.

This construction admits an ‘up to homotopy’ version: Given a Z-graded finite
dimensional vector space g =

⊕
i∈Z gi, the graded manifold g[1] is a dg manifold,

i.e. admits a homological vector field, if and only if g admits a structure of curved
L∞ algebra.
Example 2.2.2. Let M be a smooth manifold. Then (TM [1], ddR) is a dg manifold
— its algebra of functions is C∞(TM [1]) ∼= Ω•(M) and its homological vector field
Q is the de Rham differential ddR. Likewise, a complex manifold X gives rise to
a dg manifold (T 0,1

X [1], ∂̄) whose algebra of functions C∞(T 0,1
X [1]) is Ω0,•(X) and

whose homological vector field Q is the Dolbeault operator ∂̄.
Example 2.2.3. Let s be a smooth section of a vector bundle E → M . Then
(E[−1], ιs) is a dg manifold — its algebra of functions is C∞(E[−1]) ∼= Γ

(
Λ−•E∨

)
and its homological vector field is Q = ιs, the interior product with s. This
dg manifold can be thought of as a smooth model for the (possibly singular)
intersection of s with the zero section of the vector bundle E, and is often called
a ‘derived intersection’, or a quasi-smooth derived manifold [2].

Both situations in Example 2.2.2 are special instances of Lie algebroids, while
Example 2.2.3 is a special case of derived manifolds [2].

1It is also called tangent lift in the literature [42, 35].
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2.2.1 Atiyah class

LetM be a graded manifold and E be a graded vector bundle overM. We say a
K-linear map

∇ : X(M)⊗K Γ
(
E
)
→ Γ

(
E
)

of degree 0 is a linear connection on E over M if the following axioms are
satisfied:

1. C∞(M)-linearity w.r.t. the first argument: ∇fXs = f∇Xs;

2. ∇X is a derivative: ∇X(fs) = X(f)s+ (−1)|f |·|X|f∇Xs,

where f ∈ C∞(M) and X ∈ X(M) are homogeneous elements, and s ∈ Γ
(
E
)
.

The covariant derivative associated with a linear connection ∇ is the
K-linear map

d∇ : Γ
(
ΛpT∨M ⊗ E

)
→ Γ

(
Λp+1T∨M ⊗ E

)
of (internal) degree 0, defined by(

d∇ω
)
(X1 ∧ · · · ∧Xp+1)

=

p+1∑
i=1

(−1)i+1ε · ∇Xi

(
ω(X1 ∧ · · · ∧ X̂i ∧ · · · ∧Xp+1)

)
+
∑
i<j

(−1)i+jε · ω([Xi, Xj] ∧X1 ∧ · · · ∧ X̂i ∧ · · · ∧ X̂j ∧ · · · ∧Xp+1),

for all homogeneous ω ∈ Γ
(
ΛpT∨M ⊗ E

)
and X1, · · · , Xp+1 ∈ X(M). The symbol

ε = ε(ω,X1, · · · , Xp+1) denotes the Koszul signs arising from the reordering of
the homogeneous objects ω,X1, · · · , Xp+1 in each term of the right hand side.

We say ∇ is an affine connection onM if it is a linear connection on TM over
M. Given an affine connection ∇ onM, the (1, 2)-tensor T∇ ∈ Γ

(
T∨M⊗T∨M⊗TM

)
of degree 0, defined by

T∇(X, Y ) = ∇XY − (−1)|X|·|Y |∇YX − [X, Y ]

for any homogeneous vector fields X, Y ∈ X(M), is called the torsion of ∇. We
say an affine connection ∇ is torsion-free if T∇ = 0. It is well known that affine
torsion-free connections always exist [34].

The curvature of an affine connection∇ is the degree 0 element of (1, 3)-tensor
R∇ ∈ Ω2 (M,End(TM)), defined by

R∇(X, Y )Z = ∇X∇YZ − (−1)|X|·|Y |∇Y∇XZ −∇[X,Y ]Z
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for any homogeneous vector fields X, Y, Z ∈ X(M). If the curvature R∇ vanishes
identically, the affine connection ∇ is called flat.

Let (M, Q) be a dg manifold. We define an operator Q of degree +1 on the
graded C∞(M)-module Γ

(
M;T∨M ⊗ End(TM)

)
:

Q : Γ
(
M;T∨M ⊗ End(TM)

)• → Γ
(
M;T∨M ⊗ End(TM)

)•+1 (2.1)

by the Lie derivative along the homological vector field Q:

(QF )(X, Y ) = [Q,F (X, Y )]− (−1)kF ([Q,X], Y )− (−1)k+|X|F (X, [Q, Y ])

for any section F ∈ Γ
(
M;T∨M ⊗ End(TM)

)k of degree k and homogeneous vector
fields X, Y ∈ X(M). One can easily check that Q2 = 0. Therefore(

Γ
(
M;T∨M ⊗ End(TM)

)•
,Q
)

is a cochain complex.
Now given an affine connection ∇, consider the (1, 2)-tensor

At∇(M,Q) ∈ Γ
(
M;T∨M ⊗ End(TM)

)
of degree +1, defined by

At∇(M,Q)(X, Y ) = [Q,∇XY ]−∇[Q,X]Y − (−1)|X|∇X [Q, Y ]

for any homogeneous vector fields X, Y ∈ X(M).

Proposition 2.2.4 ([42]). In the above setting, the following statements hold.

1. If the affine connection ∇ on M is torsion-free, then we have
At∇(M,Q) ∈ Γ

(
M;S2(T∨M)⊗ TM

)
. In other words,

At∇(M,Q)(X, Y ) = (−1)|X|·|Y |At∇(M,Q)(Y,X).

2. The element At∇(M,Q) ∈ Γ
(
M;T∨M ⊗ End(TM)

)1 is a 1-cocycle.

3. The cohomology class [At∇(M,Q)] does not depend on the choice of connection.

The element At∇(M,Q) is called the Atiyah cocycle associated with the affine
connection ∇. The cohomology class

α(M,Q) := [At∇(M,Q)] ∈ H1
(
Γ
(
M;T∨M ⊗ End(TM)

)•
,Q
)

is called the Atiyah class of the dg manifold (M, Q) [42]. See also [50] and [37,
Footnote 6].
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2.3 Fedosov construction on graded manifolds

This section is to give a brief description of Fedosov construction of graded
manifolds. We refer readers to [13, 17, 34] for more details.

Throughout this section,M is a finite dimensional graded manifold and ∇ is
a torsion-free affine connection onM. There is an induced linear connection on
Ŝ(T∨M), which is denoted by the same symbol ∇ by abuse of notation.

Consider the map ∇ : X(M)× Γ
(
S(TM)

)
→ Γ

(
S(TM)

)
∇ 
YX = (pbw∇)−1

(
Y · pbw∇(X)

)
for any Y ∈ X(M) and X ∈ Γ

(
S(TM)

)
.

Lemma 2.3.1. The above map ∇ defines a flat connection on S(TM).

Abusing notation, we write the same symbol ∇ to denote the induced flat
connection on Ŝ(T∨M). Then the associated covariant derivative d∇ satisfies
(d∇

 
)2 = 0.
In the following, we use the identification

Ωp(Ŝ(T∨M)) ∼= Γ
(
Λp(T∨M)⊗ Ŝ(T∨M)

) ∼= Γ
(

Hom(Λp(TM)⊗ S(TM),K)
)

and the total degree of ω ∈ Ωp(Ŝ(T∨M)) is p+ |ω|, where p is the cohomological
degree and |ω| is the internal degree.

Define two operators

δ : Ωp(Ŝ(T∨M))→ Ωp+1(Ŝ(T∨M))

and
h : Ωp(Ŝ(T∨M))→ Ωp−1(Ŝ(T∨M))

by

(δω) (X1 ∧ · · · ∧Xp+1;Y1 � · · · � Yq−1)

=

p+1∑
i=1

(−1)i+1ε · ω(X1 ∧ · · · ∧ X̂i ∧ · · · ∧Xp+1;Xi � Y1 � · · · � Yq−1)

and

(hω) (X1 ∧ · · · ∧Xp−1;Y1 � · · · � Yq+1)

=
1

p+ q

q+1∑
j=1

ε · ω(Yj ∧X1 ∧ · · · ∧Xp−1;Y1 � · · · � Ŷj � · · · � Yq+1),
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for all ω ∈ Ωp(Ŝ(T∨M)) and all homogeneous X1, · · · , Xp+1, Y1, · · · , Yq+1 ∈ X(M).
The symbol ε denotes the Koszul signs: either ε(X1, · · · , Xp+1, Y1, · · · , Yq−1) or
ε(X1, · · · , Xp−1, Y1, · · · , Yq+1), as appropriate.

Both δ and h are C∞(M)-linear, and δ is the Koszul operator. Observe that
δ has total degree +1 and h has total degree −1. However neither δ nor ω change
the internal degree: |δω| = |ω| and |hω| = |ω| for ω ∈ Ωp(Ŝ(T∨M)).

Remark 2.3.2. In [13, 17, 34], the operator h is written as δ−1. We avoid this
notation because h is not an inverse map of δ, and it is rather a homotopy operator.

Lemma 2.3.3. The operator δ satisfies δ2 = 0. That is,

0→ Ω0(Ŝ(T∨M))
δ−→ Ω1(Ŝ(T∨M))

δ−→ Ω2(Ŝ(T∨M))
δ−→ · · ·

forms a cochain complex. Moreover, it satisfies

δ ◦ h + h ◦ δ = id−π0

where π0 : Ω•(Ŝ(T∨M))→ C∞(M) is the natural projection.

We have the following theorem

Theorem 2.3.4 ([34, Theorem 5.6]). Let M be a finite dimensional graded
manifold and ∇ be a torsion-free affine connection on M. Then the covariant
derivative d∇ decomposes as

d∇
 

= d∇ − δ + Ã∇,

where the operator Ã∇ : Ω•
(
Ŝ(T∨M)

)
→ Ω•+1

(
Ŝ(T∨M)

)
, is a (total) degree +1

derivation determined by A∇ ∈ Ω1
(
M, Ŝ≥2(T∨M)⊗ TM

)
, satisfying

h ◦ A∇ = 0.

Remark 2.3.5. The operator Ã∇ increases the cohomological degree by +1 while
it preserves the internal degree. That is, although the total degree of Ã∇ is +1,
we have the internal degree

∣∣∣Ã∇∣∣∣ = 0.

Write
A∇ =

∑
n≥2

A∇n , A∇n ∈ Ω1(M, Sn(T∨M)⊗ TM).

Let R∇ ∈ Ω2
(
M; End(TM)

)
denote the curvature of ∇.
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Proposition 2.3.6. We have the following recursive formula for A∇n :

A∇2 = h ◦R∇ ,

A∇n+1 = h ◦

(
d∇A∇n +

∑
p+q=n

1

2
[A∇p , A

∇
q ]

)
, ∀n ≥ 2.

Proof. By Theorem 2.3.4, the covariant derivative d∇ = d∇−δ+A∇ and satisfies
(d∇

 
)2 = 0.
By Lemma 2.3.3, we know δ2 = 0 and δ ◦h+h ◦ δ = id−π0. Also, (d∇)2 = R∇.

Since ∇ is torsion-free, we have

[δ, d∇] = δ ◦ d∇ + d∇ ◦ δ = 0.

As a result, (d∇
 
)2 = 0 implies that

δ ◦ A∇ + A∇ ◦ δ = R∇ + d∇A∇ +
1

2
[A∇, A∇]

By applying the operator h, we get

A∇ = h ◦ δ ◦ A∇ = h ◦
(
R∇ + d∇A∇ +

1

2
[A∇, A∇]

)
because h ◦ A∇ = 0 and π0 ◦ A∇ = 0.

Since h
(
Ω2(Ŝq(T∨M)) ⊂ Ω1(Ŝq+1(T∨M)), applying the canonical projections

Ω1(M, Ŝ(T∨M)⊗ TM)→ Ω1(M, Sn(T∨M)⊗ TM)

(for each n ≥ 2) to the equality

A∇ = h ◦
(
R∇ + d∇A∇ +

1

2
[A∇, A∇]

)
∈ Ω1(M, Ŝ(T∨M)⊗ TM)

yields the relations

A∇2 = h ◦R∇,

A∇n+1 = h ◦

(
d∇A∇n +

∑
p+q=n

1

2
[A∇p , A

∇
q ]

)
, ∀n ≥ 2. (2.2)

This completes the proof.

Corollary 2.3.7. Under the same hypothesis as in Theorem 2.3.4, the element
A∇n ∈ Ω1(M, Sn(T∨M)⊗TM), with n ≥ 2, is completely determined by the curvature
R∇ and its higher covariant derivatives. In fact, A∇n satisfies the recursive formula
(2.2) involving A∇k , with k ≤ n− 1.
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2.4 Differential graded coalgebras and comodules

In this section, we summarize the necessary facts about dg coalgebras and dg
comodules. We refer the reader to [14, 36] for a general introduction to coalgebras.

2.4.1 dg coalgebras

Let R be a graded commutative ring. A graded coalgebra C over R is a graded
R-module equipped with an R-linear map ∆ : C → C ⊗R C of degree 0 called
comultiplication satisfying the following conditions:

1. (Coassociativity)

(∆⊗ idC) ◦∆ = (idC ⊗∆) ◦∆ : C → C ⊗R C ⊗R C.

2. (Counit) There is an R-linear map ε : C → R of degree 0 such that

(ε⊗ id) ◦∆ = (id⊗ε) ◦∆ = idC .

Let tw : C ⊗R C → C ⊗R C be the map defined by

tw(c1 ⊗ c2) = (−1)|c1|·|c2|c2 ⊗ c1,

for homogeneous elements c1, c2 ∈ C. A graded coalgebra C is called cocommu-
tative if it satisfies ∆ = tw ◦∆.

An R-linear map φ : C → C satisfying

∆ ◦ φ = (idC ⊗φ+ φ⊗ idC) ◦∆

is called an R-coderivation of the graded R-coalgebra C. We denote the
collection of all R-coderivations of C by coDerR(C).

Let (R, dR) be a dg commutative ring, and (C, dC) be a dg (R, dR)-module.
Then the map

dC⊗2 : C ⊗R C → C ⊗R C

defined by
dC⊗2(c1 ⊗ c2) = dC(c1)⊗ c2 + (−1)|c1|c1 ⊗ dC(c2)

for homogeneous elements c1, c2 ∈ C, is a well-defined degree +1 differential. Such
a differential is called the induced differential on C ⊗R C.
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Definition 2.4.1. Let (R, dR) be a dg commutative ring. A dg coalgebra
(C, dC) over (R, dR) is a dg (R, dR)-module (C, dC), equipped with a graded
coalgebra structure on C over R where the comultiplication and the counit map
respect the differentials. That is,

∆ ◦ dC = dC⊗2 ◦∆,

ε ◦ dC = dR ◦ ε

where ∆ : C → C ⊗R C is the comultiplication and ε : C → R is the counit map.

2.4.2 Convolution algebras

Let (A, dA) be a dg algebra with unit 1A, and (C, dC) be a dg coalgebra with
counit ε. The convolution product ? : Hom(C,A)× Hom(C,A)→ Hom(C,A)
is the multiplication on the space Hom(C,A) of K-linear maps defined by

f ? g := µ ◦ (f ⊗ g) ◦∆, (2.3)

where f, g ∈ Hom(C,A), µ is the multiplication on A, and ∆ is the comultiplication
on C. One can check that

(
Hom(C,A), ?

)
is a graded algebra with the unit

1Hom(C,A) ∈ Hom(C,A), where

1Hom(C,A)(x) := ε(x) · 1A.

Furthermore, one can show that the linear map dHom(C,A) : Hom•(C,A) →
Hom•+1(C,A),

dHom(C,A)(f) := dA ◦ f − (−1)|f |f ◦ dC ,
is a derivation of degree one, and thus the triple

(
Hom(C,A), ?, dHom(C,A)

)
is a

dg algebra which is referred as the convolution dg algebra.

Definition 2.4.2. Let V be a graded vector space. The symmetric coalgebra
over V is the graded vector space SV :=

⊕∞
n=0 V

�n whose counit is the projection
εS : SV � S0V ∼= K, and whose coproduct ∆S is determined by

∆S(1) = 1⊗ 1, ∆S(v) = 1⊗ v + v ⊗ 1,

∆S(x� y) = ∆S(x)�∆S(y),

for any v ∈ V , x,y ∈ SV .

More precisely, the coproduct ∆S can be computed by the formula

∆S(v1 � · · · � vn) =
n∑
i=0

∑
σ∈Si,n−i

ε · (vσ(1) � · · · � vσ(i))⊗ (vσ(i+1) � · · · � vσ(n)),

where ε = ±1 is determined by the Koszul sign convention. Also note that the
coalgebra (SV,∆S, εS) is cocommutative.
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Example 2.4.3. Let g be a Lie algebra. We have the graded coalgebra S(g[1]).
The Lie bracket [−,−]g induces a (graded) symmetric operation

s−1 ◦ [−,−]g ◦ (s⊗ s) : S2(g[1])→ g[1] : x� y 7→ −s−1[sx, sy]g

of degree one, where s : g[1] → g is the degree-shifting map. This operation
induces a degree-one coderivation ∂g : S(g[1])→ S(g[1]) defined by

∂g(x1 � · · · � xn) =
∑
i<j

(−1)i+j s−1[sxi, sxj]g � x1 � · · · x̂i · · · x̂j · · · � xn ,

for x1, · · · , xn ∈ g[1], and one obtain the dg coalgebra (S(g[1]), ∂g).
Let A = K be the trivial dg algebra with zero differential. The associated con-

volution dg algebra Hom(S(g[1]),K) ∼= S(g[1])∨ is equipped with the differential

dg(f) = −(−1)|f |f ◦ ∂g . (2.4)

It is straightforward to show that the convolution product ? coincides with the
canonical multiplication on S(g[1])∨ in the sense that

(f ? g)(x) = 〈 f � g | x 〉

for f, g ∈ Hom(S(g[1]),K) ∼= S(g[1])∨ and x ∈ S(g[1]).

2.4.3 Twisting cochains

Let (C, dC) be a dg coalgebra, and (A, dA) be a dg algebra. An element
τ ∈ Hom1(C,A) of degree +1 is called a twisting cochain if it satisfies the
Maurer–Cartan equation

dHom(C,A)(τ) + τ ? τ = 0

in the convolution algebra
(

Hom(C,A), ?, dHom(C,A)

)
. The twisted tensor prod-

uct A ⊗τ C is a dg vector space whose underlying space is the tensor product
A⊗ C, and the differential dτ is defined by

dτ = dA ⊗ idC + idA⊗dC − (µ⊗ idC)(idA⊗τ ⊗ idC)(idA⊗∆).

Note that the twisted tensor product A ⊗τ C is a left dg (A, dA)-module. Let
(M,dM) be a left dg (A, dA)-module. The space HomA(A⊗τ C,M) is equipped
with a canonical differential dτ induced by the dg structures. This dg vector space
(HomA(A⊗τ C,M), dτ ) will be denoted by Homτ (C,M) and will be referred as
the twisted Hom space. See, for example, [53, 36, 32].
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Let g be a Lie algebra. We have the dg coalgebra (S(g[1]), ∂g) and the dg
algebra (Ug, 0). One can show that the map τ : S(g[1]) → Ug defined by the
composition

S(g[1]) g[1] g Ugprg[1]

τ

−s

is a twisting cochain. Here, s : g[1]→ g is the degree shifting map, and g ↪→ Ug is
the natural embedding. The twisted tensor product Ug⊗τ S(g[1]) coincides with
the Chevalley–Eilenberg chain complex (Ug⊗S(g[1]), dX) described in Section 4.4.

Let (B, dB) be a dg algebra. We say (B, dB) is a dg g-algebra if it is endowed
with an infinitesimal action of g (i.e. a Lie algebra morphism g→ Der0(B)) such
that

dB(sx · b) = sx · dA(b),

for sx ∈ g, b ∈ B. Since a dg g-algebra (B, dB) is also a dg Ug-module, the
graded vector space Hom(S(g[1]), B) ∼= HomUg(Ug⊗ S(g[1]), B) is endowed with
the differential dτ and the convolution product ?.
Proposition 2.4.4. Let (B, dB) be a dg g-algebra. The graded vector space
Hom(S(g[1]), B), equipped with the differential dτ and the convolution product ?,
is a dg algebra.

Proof. Since
(

Hom(S(g[1]), B), ?, dHom(S(g[1]),B)

)
is a dg algebra, it suffices to show

the compatibility of the convolution product ? and dτ − dHom(S(g[1]),B). This is a
consequence of the assumption g acts on B by derivations.

In the setting of Proposition 2.4.4, the differential dτ is also written as dBCE,
called the Chevalley–Eilenberg differential. More explicitly,
dBCE(f)(x1 � · · · � xn)

= (dB ◦ f)(x1 � · · · � xn) +
∑
i

(−1)i+|f | sxi · f(x1 � · · · x̂i · · · � xn)

− (−1)|f |
∑
i<j

(−1)i+jf(s−1[sxi, sxj]g � x1 � · · · x̂i · · · x̂j · · · � xn),

(2.5)

for f ∈ Hom(S(g[1]), B) and x1, · · · , xn ∈ g[1].
Remark 2.4.5. Let (B, dB) = (B, 0) be a dg g-algebra with zero differential. In the
literature, there is a more common formulation of Chevalley–Eilenberg differential
d̃CE : Hom(Λ•g, B)→ Hom(Λ•+1g, B) given by the formula

d̃CE(f̃)(sx1 ∧ · · · ∧ sxn) :=
n∑
i=1

(−1)i+1sxi · f̃(sx1 ∧ · · · ŝxi · · · ∧ sxn)

+
∑
i<j

(−1)i+j f̃([sxi, sxj]g ∧ sx1 ∧ · · · ŝxi · · · ŝxj · · · ∧ sxn) .
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The space Hom(Λ•g, B) is equipped the product ?̃ : Hom(Λ•g, B)×Hom(Λ•g, B)→
Hom(Λ•g, B),

(f̃ ?̃ g̃)(sx1 ∧ · · · ∧ sxn+m)

:=
∑

σ∈Sn,m

(−1)σ f̃(sxσ(1) ∧ · · · ∧ sxσ(n))g̃(sxσ(n+1) ∧ · · · ∧ sxσ(n+m)) .

The triple
(

Hom(Λ•g, B), ?̃ , d̃CE

)
is a dg algebra.

Let η : Hom(Λ•g, B)→ Hom(S•(g[1]), B) be the map

η(f̃)(x1 � · · · � xn) := (−1)1+···+n f̃(sx1 ∧ · · · ∧ sxn)

for f̃ ∈ Hom(Λng, B), x1, · · · , xn ∈ g[1]. One can check that

η :
(

Hom(Λ•g, B), ?̃ , d̃CE

)
→
(

Homτ (S•(g[1]), B), ?
)

is an isomorphism of dg algebras.
Remark 2.4.6. Since the reduced Chevalley–Eilenberg chain complex
Ug⊗τ S(g[1])/K is acyclic, by a theorem [36, Theorem 2.3.1] of twisting cochains,
one has a quasi-isomorphism from the cobar complex of S(g[1]) to Ug. This quasi-
isomorphism induces a map Hoch•⊕(S(g[1])∨, dg) → Hom•(S(g[1]),Ug) which
coincides with the map in the proof of [4, Theorem 4.10]. See also [26].

2.4.4 Differential graded comodules and cogenerators

Let (C,∆, ε) be a graded coalgebra. A (right) graded comodule (M,φM ) over
C is a graded vector space M , equipped with a linear map φM : M →M ⊗ C of
degree zero such that

(i) (φM ⊗ idC) ◦ φM = (idM ⊗∆) ◦ φM ;

(ii) µM,K ◦ (idM ⊗ ε) ◦ φM = idM ,

where µM,K : M ⊗K→M is the scalar multiplication. Let (M,φM), (N, φN) be
comodules over C. Amorphism of comodules is a linear map Ψ ∈ Hom•K(M,N)
such that

(Ψ⊗ idC) ◦ φM = φN ◦Ψ. (2.6)
We denote by coHomC(M,N) the space of morphisms of comodules from (M,ρM )
to (N, ρN).

A (right) dg comodule (M,φM , dM) over a dg coalgebra (C,∆, ε, dC) is a
(right) graded comodule over C, together with a linear map dM : M → M of
degree +1 such that dM ◦ dM = 0 and

φM ◦ dM = (dM ⊗ idC + idM ⊗ dC) ◦ φM .
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Example 2.4.7. Let (C,∆, dC) be a dg coalgebra and (A, µ, dA) be a dg algebra.
If τ : C → A is a twisting cochain, the twisted tensor product A⊗τ C equipped
with idA⊗∆ : A⊗ C → A⊗ C ⊗ C is a right dg comodule over C. In particular,
the Chevalley–Eilenberg chain complex (Ug⊗ S(g[1]), dX) is a right dg S(g[1])-
comodule.

Lemma 2.4.8. Let (M,φM , dM), (N, φN , dN) be dg comodules. The space
coHomC(M,N) is a dg vector subspace of HomK(M,N) whose differential ∂
is defined by

∂(Ψ) := dN ◦Ψ− (−1)|Ψ|Ψ ◦ dM .

Let (C,∆, ε, dC) be a dg coalgebra, and let

(A, µ, 1A, dA) =
(

Hom(C,K), ?, 1Hom(C,K), dHom(C,K)

)
be the convolution dg algebra. Let (M,φM , dM) be a right dg comodule over C.
We define the action map ρM : A⊗M →M ,

ρM(f ⊗m) := µM,K ◦ (idM ⊗f) ◦ φM(m),

where m ∈M , f ∈ A = Hom(C,K).

Proposition 2.4.9. Let (M,φM) be a right dg comodule over a dg coalgebra
C. The triple (M,ρM , dM) is a left dg module over the convolution dg algebra
A = Hom(C,K).

Furthermore, let (N, φN , dN ) be another right dg comodule over C, and (N, ρN , dN )
be the associated dg module over A. A linear map Ψ : M → N is a morphism of
right comodules over C if and only if Ψ is a morphism of left modules over A, i.e.
coHomC(M,N) = HomA(M,N).

Proof. The first part of the proposition can be shown by a direct computation.
See [14, Proposition 2.2.1]. We only prove the second part here. Let (N, φN , dN)
be another right dg comodule over C, and Ψ : M → N be a K-linear map. If Ψ is
a comodule morphism over C, then

Ψ ◦ ρM(f ⊗m) = Ψ ◦ µM,K ◦ (idM ⊗f) ◦ φM(m)

= (−1)|f ||Ψ|µN,K ◦ (idN ⊗f) ◦ (Ψ⊗ idC) ◦ φM(m)

= (−1)|f ||Ψ|µN,K ◦ (idN ⊗f) ◦ φN ◦Ψ(m)

= (−1)|f ||Ψ|ρN
(
f ⊗Ψ(m)

)
,
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i.e. Ψ : (M,ρM)→ (N, ρN) is a module morphism over A. Conversely, if Ψ is a
module morphism over A, then

µN,K ◦ (idN ⊗f) ◦
(
φN ◦Ψ

)
(m) = ρN(f ⊗Ψ(m))

= (−1)|f ||Ψ|Ψ(ρM(f ⊗m))

= (−1)|f ||Ψ|Ψ ◦ µM,K ◦ (idM ⊗f) ◦ φM(m)

= µN,K ◦ (idN ⊗f) ◦
(

(Ψ⊗ idC) ◦ φM
)

(m)

for any f ∈ Hom(C,K), any m ∈M . Thus, we have

(Ψ⊗ idC) ◦ φM = φN ◦Ψ,

i.e. Ψ is a comodule morphism over C.

Example 2.4.10. Since M = Ug ⊗τ S(g[1]) = (Ug ⊗ S(g[1]), dX) is a right
dg comodule over (S(g[1]), ∂g), it is also a left dg module over
(S(g[1])∨, dg) by Proposition 2.4.9. More explicitly, the module structure
ρ : S(g[1])∨ ⊗ Ug⊗ S(g[1])→ Ug⊗ S(g[1]) is characterized by

ρ
(
ξ ⊗ (u⊗ x1 � · · · � xn)

)
= µM,K ◦ (idM ⊗〈 ξ | − 〉) ◦ (idUg⊗∆S)(u⊗ x1 � · · · � xn)

=
n∑
i=1

(−1)i+1〈 ξ | xi 〉 u⊗ x1 � · · · x̂i · · · � xn ,

for ξ ∈ S1(g[1])∨, u ∈ Ug, x1, · · · , xn ∈ g[1]. Furthermore, since S(g[1])∨ is graded
commutative, the left action ρ induce a right action ρ̃ on M :

ρ̃
(
(u⊗ x1 � · · · � xn)⊗ ξ

)
= (−1)nρ

(
ξ ⊗ (u⊗ x1 � · · · � xn)

)
=

n∑
i=1

(−1)n−i〈xi | ξ 〉 u⊗ x1 � · · · x̂i · · · � xn ,

which coincides with the contraction action x defined in Section 4.4.

Cogenerators of graded comodules

Let A be a K-algebra. A generator of a A-module (N, ρN ) can be considered as a
vector space W , together with a linear map ιW : W → N such that the map

A⊗W idA⊗ιW−−−−−→ A⊗N ρN−→ N

is surjective. Inspired by this point of view, we define cogenerator as follows.
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Definition 2.4.11. Let (C,∆, ε) be a graded coalgebra, and (M,ρM ) be a graded
comodule over C. A cogenerator of M is a graded vector space V , together with
a degree-preserving linear map πV : M → V , such that the composition

pV := (πV ⊗ idC) ◦ φM : M
φM−−→M ⊗ C πV ⊗idC−−−−→ V ⊗ C

is injective.

Since the diagram

M M ⊗ C V ⊗ C

M ⊗ C M ⊗ C ⊗ C V ⊗ C ⊗ C ,

φM

φM

pV

πV ⊗idC

idM ⊗∆ idV ⊗∆

φM⊗idC

pV ⊗id

πV ⊗idC ⊗ idC

commutes, the map pV : M → V ⊗C is a morphism of comodules. A cogenerator
πV is said to be free if pV is an isomorphism of comodules.

Proposition 2.4.12. Let (M,ρM ) and (N, ρN ) be graded comodules over C, and
πV : N → V be a cogenerator of N . Then the pushforward map

πV ∗ : coHomC(M,N)→ Hom(M,V )

is an embedding of graded vector spaces. Moreover, if πV is a free cogenerator,
then πV ∗ is an isomorphism of graded vector spaces.

Proof. Let Ψ1,Ψ2 ∈ coHomC(M,N) be comodule morphisms such that
πV ∗(Ψ1) = πV ∗(Ψ2). Then, by (2.6), one can show that

pV ◦Ψ1 = pV ◦Ψ2.

Since pV is injective, we have Ψ1 = Ψ2.
Assume πV is a free cogenerator. Since pV is an isomorphism of comodules, it

suffices to verify the case

N = V ⊗ C, πV = µV,K ◦ (idV ⊗ε) : V ⊗ C → V.

For each f ∈ Hom(M,V ), it straightforward to show that the map

Ψf := (f ⊗ idC) ◦ φM : M → V ⊗ C,

is a morphism of comodules such that πV ◦Ψf = f . Thus, the proof is completed.
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Example 2.4.13. Let V and W be a graded vector spaces. Then the pair
(V ⊗SW, idV ⊗∆) is a graded comodule over SW . The projection pr : V ⊗SW �
V ⊗ S0W ∼= V is a free cogenerator, because the composition

V ⊗ SW
idUg⊗∆
−−−−→ V ⊗ SW ⊗ SW pr⊗ idSW−−−−−→ V ⊗ SW

is the identity map. Thus, by Proposition 2.4.12, the pushforward map

pr∗ : coHomSW (V ⊗ SW, V ⊗ SW )→ Hom(V ⊗ SW, V )

is an isomorphism of graded vector spaces. In fact, for f ∈ Hom(V ⊗ SW, V ), the
composition

Ψf : V ⊗ SW idV ⊗∆−−−−→ V ⊗ SW ⊗ SW f⊗idSW−−−−→ V ⊗ SW, (2.7)

is the comodule morphism such that pr∗(Ψf ) = f .

2.5 Hochschild complexes and tensor coalgebras

We recall Getzler’s construction of Hochschild complexes in [19] and show an
isomorphism between the version here and our version in Section 4.1. For a dg
algebra A, we consider Getzler’s formulas as the natural formulas on A[1], and
ours are the formulas on A obtained by Getzler’s formulas composed with proper
degree-shifting maps.

2.5.1 Tensor coalgebras

Let V be a graded vector space. The tensor coalgebra (TV,∆T , εT ) over V
is the graded vector space TV =

⊕∞
n=0 V

⊗n together with the counit εT = pr :
TV � V ⊗0 = K and the coproduct ∆T : TV → TV ⊗ TV ,

∆T (v1 ⊗ · · · ⊗ vn) = 1⊗ (v1 ⊗ · · · ⊗ vn) + (v1 ⊗ · · · ⊗ vn)⊗ 1

+
n−1∑
i=1

(
v1 ⊗ · · · ⊗ vi

)
⊗
(
vi+1 ⊗ · · · ⊗ vn

)
.

Let prV : TV � V be the canonical projection. By imitating the techniques
of cogenerators in Section 2.4.4, one can show that a coderivation D ∈ coDer(TV )
is uniquely determined by prV ◦D ∈ Hom(TV, V ). In fact, for qk ∈ Hom(V ⊗k, V ),
the map q =

∑
k qk ∈ Hom(TV, V ) determines a coderivation Dq by the formulas

Dq|V ⊗n =
∑

i+j+k=n

id⊗i⊗qk ⊗ id⊗j : V ⊗n → V ⊗n−k+1.
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Since the space of coderivations with the graded commutator is a graded Lie
algebra, the space Hom(TV, V ) is also equipped with a Lie bracket

[f, g] := prV ◦(Df ◦Dg − (−1)|f ||g|Dg ◦Df )

where f, g ∈ Hom(TV, V ) are arbitrary homogeneous maps.

Tensor coalgebra over a shifted dg algebra

Let A be a dg algebra equipped with differential dA and multiplication µA.
Following [19], we denote

m1(sa1) := sdA(a1), m2(sa1, sa2) := (−1)|a1|sµA(a1, a2),

where a1, a2 ∈ A, and s : A → A[1] is the degree-shifting map of degree −1.
Let Dm ∈ coDer(T (A[1])) be the coderivation generated by m := m1 + m2 ∈
Hom1(T (A[1]), A[1]). Since the dg algebra axioms

d2
A = 0, dA ◦µA = µA ◦ (dA⊗ id + id⊗dA), µA ◦ (µA⊗ id) = µA ◦ (id⊗µA)

are equivalent to

prA[1] ◦[Dm, Dm]
∣∣
A[1]

= 0, prA[1] ◦[Dm, Dm]
∣∣
A[1]⊗2 = 0, prA[1] ◦[Dm, Dm]

∣∣
A[1]⊗3 = 0,

respectively, one has the equation

[Dm, Dm] = 0.

Therefore, we have

Proposition 2.5.1. The triple
(

Hom(T (A[1]), A[1]), [m,−], [−,−]
)
is a dg Lie

algebra.

Let M1 = [m,−], and M2 : Hom(T (A[1]), A[1])⊗2 → Hom(T (A[1]), A[1]) be
the operation

M2(D1, D2) := m2 ◦ (D1 ⊗D2) ◦∆T

of degree one. One can show that

[DM , DM ] = 0, (2.8)

where M = M1 +M2 ∈ Hom
(
T Hom(T (A[1]), A[1]), T Hom(T (A[1]), A[1])

)
. See

[19, Proposition 1.7].

30



Let d̂H : Hom(T (A[1]), A)→ Hom(T (A[1]), A) and ∪̂ : Hom(T (A[1]), A)⊗2 →
Hom(T (A[1]), A) be the unique maps satisfying the equations

M1 ◦ s = s ◦ d̂H, M2 ◦ (s⊗ s) = s ◦ ∪̂,

where s : Hom(T (A[1]), A)→ Hom(T (A[1]), A[1]) is the degree-shifting map. By
(2.8), we have the following

Proposition 2.5.2. The triple
(

Hom(T (A[1]), A), d̂H, ∪̂
)
is a dg algebra.

Remark 2.5.3. More generally, if A is an A∞ algebra, then so is Hom(T (A[1]), A).
The construction is closely related to the braces operations on Hom(T (A[1]), A[1]).
See [56, 20, 19].

2.5.2 Hochschild cochains and coderivations

Let (A, dA, µA) be a dg algebra. Let

déc : Homr(A⊗p, A)→ Homp+r(A[1]⊗p, A)

be the décalage map defined as

déc(f)(sa1 ⊗ · · · ⊗ sap) = (−1)
∑
i(p−i)|ai|f(a1 ⊗ · · · ⊗ ap)

for f ∈ Homr(A⊗p, A) and a1, · · · , an ∈ A. In other words, the map
déc(f) ∈ Homp+r(A[1]⊗p, A) is the unique map such that the diagram

A[1]⊗p A

A⊗p

déc(f)

fs⊗p

commutes. Note that m1 = s ◦ déc(dA) and m2 = s ◦ déc(µA).

Proposition 2.5.4. The map

s ◦ déc ◦s−1 : (Hoch•⊕(A)[1], J−,−K)→ (Hom(T (A[1]), A[1]), [−,−])

is an embedding of graded Lie algebras. In particular,

déc ◦(dH + ∂A) = d̂H ◦ déc .
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Proof. Let f ∈ Hochp1,r1(A) and g ∈ Hochp2,r2(A). Since

(s déc f) ◦
(

id⊗i−1⊗(s déc g)⊗ id⊗p1−i
)
◦ s⊗p1+p2−1

= (−1)(i−1)(p2+r2−1)(s déc f) ◦
(
s⊗i−1 ⊗ (s déc g ◦ s⊗p2)⊗ s⊗p1−i

)
= (−1)(i−1)(p2+r2−1)+(p1−i)r2(s déc f) ◦ s⊗p1 ◦ (id⊗i−1⊗g ⊗ id⊗p1−i)

= (−1)(i−1)(p2−1)+(p1−1)r2 s ◦ f ◦ (id⊗i−1⊗g ⊗ id⊗p1−i),

it follows from (4.5) that

[s déc f, s déc g] ◦ s⊗p+s+1 = s ◦ Jf, gK,

which implies the assertion.

Proposition 2.5.5. The map

déc : (Hoch•⊕(A), dH + ∂A,∪ )→ (Hom(T (A[1]), A), d̂H, ∪̂ )

is an embedding of dg algebras.

Proof. Let f ∈ Hochp1,r1(A) and g ∈ Hochp2,r2(A). Since

s(déc f ∪̂ déc g) = M2 ◦ (s⊗ s)(déc f ⊗ déc g)

= m2 ◦ (s⊗ s) ◦ (déc f ⊗ déc g) ◦∆T

= s ◦ µA ◦ (déc f ⊗ déc g) ◦∆T ,

we have

(déc f ∪̂ déc g) ◦ (s⊗p1+p2) = µA ◦ (déc f ⊗ déc g) ◦∆TA[1] ◦ (s⊗p1+p2)

= µA ◦ (déc f ⊗ déc g) ◦ (s⊗p1 ⊗ s⊗p2) ◦∆TA

= (−1)(p2+r2)p1µA ◦ (f ⊗ g) ◦∆TA,

where ∆TA[1] is the coproduct on TA[1], and ∆TA is the coproduct on TA. Thus,
by comparing the above formula with (4.3), we conclude

(déc f ∪̂ déc g) ◦ (s⊗p1+p2) = f ∪ g,

which implies the assertion.
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Chapter 3

Formal exponential map of dg
manifolds

3.1 dg coalgebras associated with dg manifolds

Any dg manifold (M, Q) determines a pair of dg coalgebras over the dg ring
(C∞(M), Q), namely D(M) and Γ

(
S(TM)

)
. Below we will briefly describe these

dg coalgebra structures. In the sequel, unless specified otherwise, we will always
identify (R, dR) ∼= (C∞(M), Q).

First, let us consider the dg coalgebra structure on the left R-module D(M)
of differential operators onM.

The comultiplication

∆ : D(M)→ D(M)⊗R D(M) (3.1)

is defined by
(∆D)(f ⊗ g) = D(f · g),

where f, g ∈ C∞(M) and D ∈ D(M).
The differential LQ : D(M)→ D(M) is defined as the commutator with Q,

which is also the Lie derivative along the homological vector field Q:

LQ(D) = JQ,DK = Q ·D − (−1)|D|D ·Q (3.2)

for any D ∈ D(M), where J−,−K denotes the commutator on D(M).
The induced differential on D(M)⊗R D(M) is again the Lie derivative LQ,

which coincides with JQ,−K, with J−,−K being the Gerstenhaber bracket on
polydifferential operators onM.
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The counit map
ε : D(M)→ C∞(M) (3.3)

is the canonical projection, which evaluates a differential operator D on the
constant function 1.

Note that D(M) admits a natural ascending filtration by the order of differen-
tial operators

C∞(M) = D≤0(M) ⊂ · · · ⊂ D≤n(M) ⊂ · · ·

where D≤n(M) denotes the space of differential operators of order ≤ n. The
following proposition can be easily verified.

Proposition 3.1.1. For any dg manifold (M, Q), the space of differential opera-
tors D(M) onM, equipped with the comultiplication ∆, the differential LQ and
the counit ε as in (3.1), (3.2) and (3.3), is a filtered dg cocommutative coalgebra
over (C∞(M), Q).

Next we describe the dg coalgebra structure on the left R-module Γ
(
S(TM)

)
.

The comultiplication

∆ : Γ
(
S(TM)

)
→ Γ

(
S(TM)

)
⊗R Γ

(
S(TM)

)
is given by

∆(X1 � · · · �Xn) = 1⊗ (X1 � · · · �Xn) + (X1 � · · · �Xn)⊗ 1

+
n−1∑
k=1

∑
σ∈Sn−kk

ε · (Xσ(1) � · · · �Xσ(k))⊗ (Xσ(k+1) � · · · �Xσ(n)),

(3.4)

where X1, · · · , Xn ∈ Γ
(
TM
)
. The symbol Sn−k

k denotes the set of all (k, n− k)-
shuffles and the symbol ε := ε(X1, X2, · · · , Xn) denotes the Koszul signs arising
from the reordering of the homogeneous objects X1, X2, · · · , Xn in each term of
the right hand side.

The differential
LQ : Γ

(
S(TM)

)
→ Γ

(
S(TM)

)
(3.5)

is the Lie derivative along the homological vector field Q. The induced differential
on Γ

(
S(TM)

)
⊗R Γ

(
S(TM)

) ∼= Γ
(
S(TM)⊗S(TM)

)
is again the Lie derivative LQ.

The counit map
ε : Γ

(
S(TM)

)
→ C∞(M) (3.6)

is the canonical projection.
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Note that Γ
(
S(TM)

)
admits a canonical ascending filtration

C∞(M) = Γ
(
S≤0(TM)

)
⊂ · · · ⊂ Γ

(
S≤n(TM)

)
⊂ · · · .

The following proposition is easily verified.

Proposition 3.1.2. For any dg manifold (M, Q), the space Γ
(
S(TM)

)
, equipped

with the comultiplication ∆, the differential LQ and the counit map ε as in (3.4),
(3.5) and (3.6), is a filtered dg cocommutative coalgebra over (C∞(M), Q).

3.2 Formal exponential map of a dg manifold

LetM be a finite dimensional graded manifold and ∇ be an affine connection
onM. A purely algebraic description of the Poincaré–Birkhoff–Witt map has
been extended to the context of Z-graded manifolds by Liao–Stiénon [34]. As
pointed out in the introduction, for an ordinary smooth manifold, the PBW map
is a formal exponential map. In the same way, one can think of the PBW map
of a Z-graded manifold as an induced formal exponential map of ‘the virtual
exponential map’

exp∇ : TM →M×M (3.7)

by taking fiberwise ∞-jets.
Recall that the Poincaré–Birkhoff–Witt map

pbw∇ : Γ
(
S(TM)

)
→ D(M) (3.8)

is defined by the inductive formula [34]:

pbw∇(f) = f, ∀f ∈ C∞(M);

pbw∇(X) = X, ∀X ∈ X(M);
(3.9)

and

pbw∇(X1�· · ·�Xn) =
1

n

n∑
k=1

εk

(
Xk pbw∇(X{k})− pbw∇(∇XkX

{k})
)
, (3.10)

whereX = X1�· · ·�Xn ∈ Γ
(
Sn(TM)

)
for homogeneous vector fieldsX1, · · · , Xn ∈

X(M) and εk = (−1)|Xk|(|X1|+···+|Xk−1|) is the Koszul sign.

Theorem 3.2.1 ([34]). The map pbw∇ is an isomorphism of graded coalgebras
from Γ

(
S(TM)

)
to D(M) over C∞(M).
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Now, we assume there exists a homological vector field Q onM so that (M, Q)
is a dg manifold. Then, both Γ(S(TM)) and D(M) in (3.8) are dg coalgebras
over (C∞(M), Q), according to Propositions 3.1.1 and 3.1.2. We think of the
elements of the dg coalgebra

(
Γ
(
S(TM)

)
, LQ

)
as fiberwise dg distributions on the

dg vector bundle π : TM →M with support the zero section — the homological
vector field on TM is the complete lift Q̂ of the homological vector field Q onM
[42, 52]. Likewise, we think of the elements of the dg coalgebra

(
D(M),LQ

)
as

fiberwise dg distributions on the dg fiber bundle pr1 :M×M→M with support
the diagonal ∆ — the homological vector field onM×M is (Q,Q). On the level
of fiberwise ∞-jets, the fact that the virtual exponential map (3.7) is a map of
dg manifolds is equivalent to the map pbw∇ :

(
Γ
(
S(TM)

)
, LQ

)
→
(
D(M),LQ

)
being an isomorphism of dg coalgebras over (C∞(M), Q). This consideration
leads to the following

Theorem 3.2.2. Let (M, Q) be a dg manifold. The Atiyah class α(M,Q) vanishes
if and only if there exists a torsion-free affine connection ∇ onM such that

pbw∇ :
(
Γ
(
S(TM)

)
, LQ

)
→
(
D(M),LQ

)
is an isomorphism of dg coalgebras over (C∞(M), Q).

Remark 3.2.3. A similar theorem in the same spirit concerning the Atiyah class of
Lie pairs was obtained in [31, Theorem 5.10]. It would be interesting to establish
a result that encompasses both [31, Theorem 5.10] and Theorem 3.2.2 under a
unified framework.

In order to prove Theorem 3.2.2, we first introduce a linear map

C∇ : Γ
(
S(TM)

)
→ D(M)

by
C∇ := LQ ◦ pbw∇− pbw∇ ◦LQ. (3.11)

One can easily check that C∇ is a C∞(M)-linear map of degree +1. Moreover,
for n ≥ 0,

C∇
(
Γ
(
S≤n(TM)

))
⊆ D≤n−1(M).

The following proposition indicates that C∇ can be completely determined by
a recursive formula.

Proposition 3.2.4. Let (M, Q) be a dg manifold, and ∇ a torsion-free affine
connection onM. Then the map C∇ satisfies

C∇(f) = 0; (3.12)
C∇(X) = 0; (3.13)

C∇(X � Y ) = −At∇(M,Q)(X, Y ), (3.14)
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for all f ∈ C∞(M), X, Y ∈ X(M), and, for n ≥ 3, it satisfies the recursive
formula

C∇(X) =
1

n

n∑
k=1

εk

[
(−1)|Xk|Xk · C∇(X{k})− C∇(∇XkX

{k})
]

− 2

n

∑
i<j

εiεj(−1)|Xi|·|Xj | pbw∇
(

At∇(M,Q)(Xi, Xj)�X{i,j}
)
, (3.15)

where X = X1�· · ·�Xn ∈ Γ
(
Sn(TM)

)
denotes the symmetric tensor product of n

homogeneous vector fields X1, · · · , Xn ∈ X(M); X{k} = X1� · · · � X̂k� · · · �Xn

for any 1 ≤ k ≤ n; X{i,j} = X1 � · · · � X̂i � · · · � X̂j � · · · � Xn for any
1 ≤ i < j ≤ n; and εk = (−1)|Xk|(|X1|+···+|Xk−1|) is the Koszul sign arising from the
reordering X1, X2, · · · , Xn 7→ Xk, X1, X2, · · · , Xk−1, Xk+1, · · · , Xn.

We now prove Theorem 3.2.2 based on Proposition 3.2.4.

Proof of Theorem 3.2.2. Observe that, according to Proposition 2.2.4, α(M,Q)

vanishes if and only if there exists an affine connection ∇′ for which At∇
′

(M,Q) = 0.
It follows from LQ(∇′) = At∇

′

(M,Q) = 0 that LQ(T∇
′
) = 0. Therefore, if the Atiyah

cocycle of the affine connection ∇′ vanishes, then so does the Atiyah cocycle of
the torsion-free connection ∇ = ∇′ − 1

2
T∇

′ :

At∇(M,Q) = LQ(∇) = LQ(∇′ − 1

2
T∇

′
) = At∇

′

(M,Q)−
1

2
LQ(T∇

′
) = 0.

Thus, it suffices to prove that C∇ = 0 if and only if At∇(M,Q) = 0.

Assume that C∇ = 0. By Proposition 3.2.4, we have

At∇(M,Q)(X, Y ) = −C∇(X � Y ) = 0

for all X, Y ∈ X(M).
Conversely, assume that At∇(M,Q) = 0. Then we have C∇(X � Y ) = 0 by

Proposition 3.2.4. Hence C∇(Y ) = 0 for all Y ∈ Γ
(
S≤2(TM)

)
. Moreover,

Equation (3.15) can be written as

C∇(X) =
1

n

n∑
k=1

εk

[
(−1)|Xk|Xk · C∇(X{k})− C∇(∇XkX

{k})
]

for all X ∈
(
Γ
(
S≥3(TM)

))
. Therefore, C∇ = 0 by the inductive argument.
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3.2.1 Proof of Proposition 3.2.4

Now we turn to the proof of Proposition 3.2.4. We will divide the proof into
several lemmas.

Lemma 3.2.5. Under the same hypothesis as in Proposition 3.2.4, Equations (3.12),
(3.13) and (3.14) hold.

Proof. Equations (3.12) and (3.13) follow immediately from Equation (3.9).
To prove Equation (3.14), let X, Y ∈ X(M) be homogeneous vector fields.

Since ∇ is torsion-free, we have

∇XY − (−1)|X|·|Y |∇YX = [X, Y ] = XY − Y X.

It then follows from Equation (3.10) that

pbw∇(X � Y ) = XY −∇XY.

From there, we obtain

LQ ◦ pbw∇(X � Y ) = [Q,X]Y + (−1)|X|X[Q, Y ]− [Q,∇XY ]

and

pbw∇ ◦LQ(X � Y ) = pbw∇
(
[Q,X]� Y + (−1)|X|X � [Q, Y ]

)
=
(
[Q,X]Y −∇[Q,X]Y

)
+ (−1)|X| (X[Q, Y ]−∇X [Q, Y ]) .

As a result, we have

C∇(X � Y ) = (LQ ◦ pbw∇− pbw∇ ◦LQ)(X � Y )

= −
(
[Q,∇XY ]−∇[Q,X]Y − (−1)|X|∇X [Q, Y ]

)
= −At∇(M,Q)(X, Y ).

In the sequel, we adopt the following notations. For any X = X1� · · ·�Xn ∈
Γ
(
Sn(TM)

)
, we write X{k} = X1 � · · · � X̂k � · · · � Xn; for i 6= j, we write

X{i,j} = X1 � · · · � X̂i � · · · � X̂j � · · · �Xn, and for all 1 ≤ i ≤ n, X{i,i} = 0.

Lemma 3.2.6. Under the same hypothesis as in Proposition 3.2.4, for all X =
X1 � · · · �Xn ∈ Γ

(
Sn(TM)

)
with n ≥ 3, we have

LQ ◦ pbw∇(X) =
1

n

n∑
k=1

ε · [Q,Xk] · pbw∇(X{k})

+
1

n

n∑
k=1

(
ε ·Xk · LQ

(
pbw∇(X{k})

)
− ε · LQ

(
pbw∇(∇XkX

{k})
))
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and

pbw∇ ◦LQ(X)

=
1

n

n∑
k=1

(
ε · [Q,Xk] · pbw∇(X{k}) + ε ·Xk · pbw∇

(
LQ(X{k})

)
− ε · pbw∇

(
LQ(∇XkX

{k})
))

+
1

n

∑
i<j

ε · pbw∇
(

2 At∇(M,Q)(Xi, Xj)�X{i,j}
)
.

In the two equations above and in the proof of the Lemma as well, the symbol
ε = ε(Q,X1, · · · , Xn) denotes the Koszul signs arising from the reordering of the
homogeneous objects Q,X1, · · · , Xn in each term of the right hand sides.

Proof. The formula for LQ ◦ pbw∇(X) is immediate from Equation (3.10).
Next, we will compute pbw∇ ◦LQ(X). Since LQ(X) =

∑n
k=1 ε · ([Q,Xk] �

X{k}), applying Equation (3.10), we have

pbw∇ ◦LQ(X) =
1

n

(
A1 −A2 + B − C

)
,

where

A1 :=
n∑
k=1

ε · [Q,Xk] · pbw∇(X{k}), (3.16)

A2 :=
n∑
k=1

ε · pbw∇(∇[Q,Xk]X
{k}),

B :=
n∑
k=1

n∑
i=1

ε ·Xi · pbw∇([Q,Xk]�X{i,k}),

C :=
n∑
k=1

n∑
i=1

ε · pbw∇(∇Xi([Q,Xk]�X{i,k}).

First, by changing the order of summation, we obtain

B =
n∑
i=1

n∑
k=1

ε ·Xi · pbw∇
(

[Q,Xk]�X{i,k}
)

=
n∑
i=1

ε ·Xi · pbw∇
(
LQ(X{i})

)
. (3.17)
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We also can write

A2 =
n∑
k=1

n∑
i=1

ε · pbw∇
(

(∇[Q,Xk]Xi)�X{k,i}
)

=
n∑
k=1

n∑
i=1

ε · pbw∇
(

(∇[Q,Xi]Xk)�X{i,k}
)
. (3.18)

Now we also have
n∑
k=1

n∑
i=1

ε · pbw∇
(
[Q,Xk]�∇XiX

{i,k})
=

n∑
k=1

n∑
i=1

n∑
j=1

ε · pbw∇
(
[Q,Xk]�∇XiXj �X{i,k,j})

=
n∑
k=1

n∑
i=1

n∑
j=1

ε · pbw∇
(
∇XiXj � [Q,Xk]�X{i,k,j})

=
n∑
i=1

n∑
j=1

ε · pbw∇
(
∇XiXj � LQX{i,j})

=
n∑
i=1

n∑
k=1

ε · pbw∇
(
∇XiXk � LQX{i,k}).

Therefore, it follows that
n∑
k=1

n∑
i=1

ε · pbw∇
(
[Q,∇XiXk]�X{i,k})+

n∑
k=1

n∑
i=1

ε · pbw∇
(
[Q,Xk]�∇XiX

{i,k})
=

n∑
k=1

n∑
i=1

ε · pbw∇
(
[Q,∇XiXk]�X{i,k})+

n∑
i=1

n∑
k=1

ε · pbw∇
(
∇XiXk � LQX{i,k})

=
n∑
i=1

n∑
k=1

ε · pbw∇ LQ
(
∇XiXk �X{i,k})

=
n∑
i=1

ε · pbw∇
(
LQ(∇XiX

{i})
)
. (3.19)

Moreover,

C =
n∑
k=1

n∑
i=1

ε·pbw∇
(
(∇Xi [Q,Xk])�X{i,k})+ n∑

k=1

n∑
i=1

ε·pbw∇
(
[Q,Xk]�∇XiX

{i,k}).
(3.20)
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Then by combining Equations (3.18), (3.19) and (3.20) and using the definition
of Atiyah cocycles, we obtain

A2 + C =
n∑
k=1

n∑
i=1

ε · pbw∇
((

[Q,∇XiXk]− At∇(M,Q)(Xi, Xk)
)
�X{i,k})

+
n∑
k=1

n∑
i=1

ε · pbw∇
(
[Q,Xk]�∇XiX

{i,k})
=

n∑
i=1

ε · pbw∇
(
LQ(∇XiX

{i})
)
−
∑
i<j

ε · pbw∇
(

2 At∇(M,Q)(Xi, Xj)�X{i,j}
)
.

(3.21)

The conclusion thus follows from Equations (3.16), (3.17), and (3.21).

Proof of Proposition 3.2.4. Equations (3.12), (3.13) and (3.14) have been proved
in Lemma 3.2.5. It remains to prove Equation (3.15). According to Lemma 3.2.6,
we have

LQ ◦ pbw∇(X)− pbw∇ ◦LQ(X)

=
1

n

n∑
k=1

εk(−1)|Xk|Xk · (LQ ◦ pbw∇− pbw∇ ◦LQ)(X{k})

− 1

n

n∑
k=1

εk
(
LQ ◦ pbw∇− pbw∇ ◦LQ)(∇XkX

{k})
− 1

n

∑
i<j

εiεj(−1)|Xi|·|Xj | pbw∇
(

2 At∇(M,Q)(Xi, Xj)�X{i,j}
)
.

This concludes the proof of Proposition 3.2.4.

3.3 Atiyah class and homotopy Lie algebras

This section is devoted to the study of homotopy Lie algebras associated with the
Atiyah class of dg manifolds.

3.3.1 Kapranov L∞[1] algebras of dg manifolds

The Atiyah class of a holomorphic vector bundle is closely related to L∞[1]
algebras as shown by the pioneer work of Kapranov [23, 45, 46]. These L∞[1]
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algebras play an important role in derived geometry [12, 39, 45] and construction
of Rozansky–Witten invariants [23, 27, 46, 47, 55].

In this section, following Kapranov [23], we show that the Atiyah class of a
dg manifold is related to L∞[1] algebras in a similar fashion. We refer to [11,
Sections 4 and 5] for the interpretation in terms of derived category.

Let (M, Q) be a dg manifold and let ∇ be an affine connection onM. The
Lie derivative LQ along the homological vector field Q is a degree +1 coderivation
of the dg coalgebra D(M) over (C∞(M), Q) according to Proposition 3.1.1.

Transferring LQ from D(M) to Γ
(
S(TM)

)
by the graded coalgebra isomor-

phism pbw∇ (3.8), we obtain a degree +1 coderivation δ∇ of Γ
(
S(TM)

)
:

δ∇ := (pbw∇)−1 ◦ LQ ◦ pbw∇ . (3.22)

Therefore (
Γ
(
S(TM)

)
, δ∇
)

(3.23)

is a dg coalgebra over the dg ring (C∞(M), Q).
Finally, dualizing δ∇ over (C∞(M), Q), we obtain a degree +1 derivation:

D∇ : Γ
(
Ŝ(T∨M)

)
→ Γ

(
Ŝ(T∨M)

)
(3.24)

Here we used the identification Γ
(
Ŝ(T∨M)

) ∼= HomC∞(M)(Γ
(
S(TM)

)
, C∞(M)).

The following theorem was first announced in [42], but a proof was omitted.
We will present a complete proof below.

Theorem 3.3.1. Let (M, Q) be a dg manifold, and let ∇ be a torsion-free affine
connection onM.

(i) The operator D∇ is a derivation of degree +1 of the graded algebra Γ
(
Ŝ(T∨M)

)
satisfying (D∇)2 = 0. Thus

(
Γ
(
Ŝ(T∨M)

)
, D∇

)
is a dg algebra.

(ii) There exists a sequence of degree +1 sections Rk ∈ Γ
(
Sk(T∨M)⊗ TM

)
, k > 2

whose first term R2 equals to −At∇(M,Q), such that

D∇ = LQ +
∞∑
k=2

R̃k,

where each R̃k : Γ
(
Ŝ(T∨M)

)
→ Γ

(
Ŝ(T∨M)

)
denotes the R-linear degree +1

derivation corresponding to Rk.

(iii) Different choices of torsion-free affine connections ∇ induce isomorphic dg
algebras

(
Γ
(
Ŝ(T∨M)

)
, D∇

)
.
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Remark 3.3.2. The graded algebra Γ
(
Ŝ(T∨M)

)
can be thought of as the graded

algebra of functions on a graded manifold T̃M with support M and D∇ as a
homological vector field on T̃M. Note that TM and T̃M are different graded
manifolds: the support of TM is TM while the support of T̃M is M .

Before we prove this theorem, we need to recall some basic notations.
Recall that given a graded commutative algebra R and a graded R-module

V , the symmetric tensor algebra (SR(V ), µ) over R admits a canonical graded
coalgebra structure ∆ : SR(V )→ SR(V )⊗R SR(V ) defined by [31]

∆(v1 � · · · � vn) = 1⊗ (v1 � · · · � vn) + (v1 � · · · � vn)⊗ 1

+
n−1∑
k=1

∑
σ∈Sn−kk

ε · (vσ(1) � · · · � vσ(k))⊗ (vσ(k+1) � · · · � vσ(n))

for homogeneous elements v1, · · · , vn ∈ V . Here the symbol ε = ε(v1, v2, · · · , vn)
denotes the Koszul signs arising from the reordering of the homogeneous objects
v1, v2, · · · , vn in each term of the right hand side.

The following lemma is standard— see, for example, [38, 31].

Lemma 3.3.3. Let R be a graded commutative algebra and V be an R-module.
There is a natural isomorphism

coDerR(SR(V ), SR(V ))
'−→

∞∏
k=0

HomR(SkR(V ), V )

as R-modules.
More explicitly, the correspondence between a sequence of maps {qk}k≥0 with

qk ∈ HomR(SkR(V ), V ) and a coderivation Q ∈ coDerR(SR(V ), SR(V )) is given
by

Q(v1 � · · · � vn) = q0(1)� v1 � · · · � vn + qn(v1 � · · · � vn)� 1

+
n−1∑
k=1

∑
σ∈Sn−kk

ε · qk(vσ(1) � · · · � vσ(k))� vσ(k+1) � · · · � vσ(n)

(3.25)
for homogeneous vectors v1, · · · , vn ∈ V .

For a given graded R-coalgebra (C,∆) and a graded R-algebra (A, µ), the
convolution product ? on the graded vector space HomR(C,A) is defined by

f ? g = µ ◦ (f ⊗ g) ◦∆
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∀f, g ∈ HomR(C,A). It is clear that (HomR(C,A), ?) is a graded R-algebra. In
particular, since SR(V ) is both a graded coalgebra and a graded algebra, the
space of R-linear maps HomR (SR(V ), SR(V )) admits a convolution product:

(f ? g)(v) =
∑
(v)

(−1)|g|·|v(1)|f(v(1))� g(v(2)), (3.26)

where v ∈ SR(V ) and ∆(v) =
∑
(v)

v(1) ⊗ v(2).

Using the above notation (3.26), we may write Equation (3.25) as

Q =
∞∑
k=0

(
q̄k ? idSR(V )

)
, (3.27)

where the map q̄k : SR(V ) → SR(V ) is defined by the following commutative
diagram:

SR(V ) SR(V )

SkR(V ) S1
R(V ).

prk

q̄k

qk

(3.28)

Here prk : SR(V ) → SkR(V ) denotes the canonical projection. We write id for
idSR(V ) below if there is no confusion. We are now ready to give a detailed proof
of Theorem 3.3.1.

Proof of Theorem 3.3.1. For (i), by construction, it is clear that the operator D∇
in (3.24) is indeed a degree +1 derivation. Since Q is a homological vector field,
from (3.22), it follows that (δ∇)2 = 0. Therefore (D∇)2 = 0.

To prove (ii), consider the case when R = C∞(M) and V = Γ
(
TM
)
in

Lemma 3.3.3. Recall that C∇ in (3.11) is R-linear, and pbw∇ : Γ
(
S(TM)

)
→

D(M) is an isomorphism of graded coalgebras over R. Since we have
LQ ∈ coDerK

(
Γ
(
S(TM)

))
and LQ ∈ coDerK(D(M)), it thus follows that

(pbw∇)−1 ◦ C∇ = (pbw∇)−1 ◦ LQ ◦ pbw∇−LQ ∈ coDerR(Γ
(
S(TM)

)
).

Since both LQ and LQ are of degree +1 and pbw∇ is of degree 0, it follows
from Lemma 3.3.3 and Equation (3.27) that there exists a sequence of degree +1
sections Rk ∈ Γ

(
Sk(T∨M)⊗ TM

)
, k > 0, such that

(pbw∇)−1 ◦ LQ ◦ pbw∇−LQ =
∞∑
k=0

(R̄k ? id). (3.29)
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Here we think of Rk as an R-linear map Rk : Γ
(
Sk(TM)

)
→ Γ

(
TM
)
and

R̄k : Γ
(
S(TM)

)
→ Γ

(
S(TM)

)
defined as in Diagram (3.28).

From Equations (3.12), (3.13) and (3.14), it follows that

R0 = 0, R1 = 0, and R2 = −At∇(M,Q) . (3.30)

Thus the conclusion follows immediately from (3.29) by taking its R-dual.
Finally, assume that ∇′ is another torsion-free affine connection. Let φ :=

(pbw∇
′
)−1 ◦ pbw∇. Then from Proposition 3.1.1, Proposition 3.1.2 and Theo-

rem 3.2.1, it follows that

φ :
(
Γ
(
S(TM)

)
, δ∇
) ∼=−→ (

Γ
(
S(TM)

)
, δ∇

′)
(3.31)

is an isomorphism of dg coalgebras over (C∞(M), Q). By dualizing it over the dg
algebra (C∞(M), Q), we have that

φT :
(
Γ
(
Ŝ(T∨M)

)
, D∇

′) ∼=−→ (
Γ
(
Ŝ(T∨M)

)
, D∇

)
is an isomorphism of dg algebras over (C∞(M), Q). This concludes the proof of
the theorem.

Indeed, following Kapranov [23], one may consider
(
Γ
(
Ŝ(T∨M)

)
, D∇

)
as the ‘dg

algebra of functions’ on the ‘formal neighborhood’ of the diagonal ∆ of the product
dg manifold

(
M×M, (Q,Q)

)
: the PBW map pbw∇ is, by construction, a formal

exponential map identifying a ‘formal neighborhood’ of the zero section of TM to
a ‘formal neighborhood’ of the diagonal ofM×M as Z-graded manifolds and
Equation (3.22) asserts that D∇ is the homological vector field obtained on TM
by pullback of the vector field (Q,Q) onM×M through this formal exponential
map. The readers are invited to compare Theorem 3.3.1 with [23, Theorem 2.8.2].

As an immediate consequence, we are ready to prove the main result of this
section.

Theorem 3.3.4. Let (M, Q) be a dg manifold. Each choice of an affine connection
∇ onM determines an L∞[1] algebra structure on the space of vector fields X(M).
While the unary bracket λ1 : S1

(
X(M)

)
→ X(M) is the Lie derivative LQ along

the homological vector field, the higher multibrackets λk : Sk
(
X(M)

)
→ X(M),

with k ≥ 2, arise as the composition

λk : Sk
(
X(M)

)
→ Γ

(
Sk(TM)

) Rk−→ X(M)

induced by a family of sections {Rk}k≥2 of the vector bundles Sk(T∨M)⊗TM starting
with R2 = −At∇(M,Q).

Furthermore, the L∞[1] algebra structures on X(M) arising from different
choices of affine connections are all isomorphic.

45



For clarity, we point out that Sk
(
X(M)

)
denotes the symmetric tensor product

over the field K of k copies of X(M). While λ1 is merely a K-linear endomorphism
of X(M), we note that, for all k ≥ 2, the multibracket λk is C∞(M)-linear in
each of its k arguments.

Proof. The first part follows immediately from the fact that
(
Γ
(
S(TM)

)
, δ∇
)
as

in (3.23) is a dg coalgebra over (C∞(M), Q).
The uniqueness is a direct consequence of Theorem 3.3.1 as well. Indeed, it is

easier to derive it using the dg coalgebra
(
Γ
(
S(TM)

)
, δ∇
)
as in (3.23). If ∇′ is

another torsion-free affine connection onM, we know that φ :
(
Γ
(
S(TM)

)
, δ∇
) ∼=−→(

Γ
(
S(TM)

)
, δ∇

′) as in (3.31) is an isomorphism of dg coalgebras over the dg ring
(C∞(M), Q). Thus it follows that the sequence of maps {φk}k≥1 defined by the
composition

φk : Sk (X(M))→ Γ
(
Sk(TM)

) φ−→ Γ
(
S(TM)

) pr1−−→ Γ
(
TM
)

= X(M)

is an isomorphism of L∞[1] algebras. Indeed, it is simple to see from (3.9) that
the linear term φ1 is the identity map.

Such an L∞[1] algebra on X(M) is called the Kapranov L∞[1] algebra of
the dg manifold (M, Q).

3.3.2 Recursive formula for multibrackets

It is clear that the Kapranov L∞[1] algebra of a dg manifold in Theorem 3.3.4 is
completely determined by the Atiyah 1-cocycle and

Rk ∈ Γ
(
Sk(T∨M)⊗ TM

) ∼= Γ
(

Hom(Sk(TM), TM)
)

for k ≥ 3.
Recall that, for the L∞[1] algebra on the Dolbeault complex Ω0,•(T 1,0

X ) as-
sociated to the Atiyah class of the tangent bundle TX of a Kähler manifold X,
Kapranov showed that the multibrackets can be described explicitly by a very
simple formula [23]. For a general complex manifold, it was proved in [31] that
they can be computed recursively as well. It is thus natural to ask if one can
describe the multibrackets in Theorem 3.3.4 explicitly.

In what follows, we will give a characterization of these multibrackets, or
equivalently all terms Rk, k ≥ 2, by showing that they are completely determined
by the Atiyah cocycle At∇(M,Q), the curvature R∇, and their higher covariant
derivatives, by a recursive formula.
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We need to introduce some notations first.
By d̃∇Rn−1 ∈ Γ

(
Sn(T∨M)⊗ TM

)
, we denote the symmetrized covariant deriva-

tive of Rn−1. That is, for any X ∈ Γ
(
Sn(TM)

)
,

(
d̃∇Rn−1

)
(X) =

n∑
k=1

εk
(
∇XkRn−1

)
(X{k})

=
n∑
k=1

εk

(
(−1)|Xk|∇Xk

(
Rn−1(X{k})

)
−Rn−1

(
∇XkX

{k})) .
(3.32)

Here εk = (−1)|Xk|(|X1|+···+|Xk−1|) is the Koszul sign.
Let B∇ : Γ

(
TM ⊗ S(TM)

)
→ Γ

(
S(TM)

)
be the map defined by

B∇(Y ;X) = (pbw∇)−1
(
Y · pbw∇(X)

)
−∇YX, (3.33)

∀Y ∈ X(M) and X ∈ Γ
(
Sn(TM)

)
. The following can be verified directly.

Lemma 3.3.5. The map B∇ is well defined and R-linear. Hence B∇ is indeed a
bundle map

B∇ : TM ⊗ S(TM)→ S(TM).

As we will see below, the map B∇ is completely determined by the curvature
R∇ and its higher covariant derivatives.

Let
Γ
(
Ŝ(T∨M)

)
⊗R Γ

(
S(TM)

) 〈−|− 〉−−−→ R

be the duality pairing defined by

〈α1 � · · · � αq|X1 � · · · �Xp〉

=


∑
σ∈Sp

ε 〈α1 | Xσ(1) 〉 · 〈α2 | Xσ(2) 〉 · · · 〈αp | Xσ(p) 〉 if p = q

0 if p 6= q

for all homogeneous elements α1, . . . , αq ∈ Γ
(
T∨M
)
and X1, . . . , Xp ∈ Γ

(
TM
)
. The

symbol ε = ε(α1, α2, · · · , αp, X1, X2, · · · , Xp) denotes the Koszul signs arising
from the reordering of the homogeneous objects α1, α2, · · · , αp, X1, X2, · · · , Xp in
each term of the right hand side.

The following is an immediate consequence of the Fedosov construction of
graded manifolds [34, Theorem 5.6 and Proposition 5.2]. A short description on
this topic can be found in Section 2.3.
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Lemma 3.3.6.

(i) The bundle map B∇ : TM⊗ S(TM)→ S(TM) in Lemma 3.3.5 is completely
determined by the curvature R∇ and its higher covariant derivatives. More
precisely, given any Y ∈ X(M), provided that B∇(Y ;Y ) is known for all
Y ∈ Γ

(
S≤n−1(TM)

)
, one can compute B∇(Y ;X) for any X ∈ Γ

(
Sn(TM)

)
.

(ii) Moreover, if R∇ = 0, then B∇(Y ;X) = Y �X, for all Y ∈ X(M) and
X ∈ Γ

(
S(TM)

)
.

Proof. (i). Let
∇ 
YX = (pbw∇)−1(Y · pbw∇(X)).

Then by Equation (3.33),

B∇(Y ;X) = ∇ 
YX −∇YX.

For the rest of the proof, we follow the notation from Section 2.3, in particular,
Theorem 2.3.4. For all σ ∈ Γ

(
Ŝ(T∨M)

)
, we have

〈σ | ∇ 
YX −∇YX 〉 = (−1)|σ|·|Y |〈∇Y σ −∇ 

Y σ |X 〉

= (−1)|σ|·|Y |
〈
iY (d∇ − d∇ )(σ)

∣∣∣X〉
= (−1)|σ|·|Y |

〈
iY (δ − Ã∇)(σ)

∣∣∣X〉
= 〈σ | Y �X 〉 − (−1)|σ|·|Y |〈 iY Ã∇(σ) |X 〉

= 〈σ | Y �X 〉 − 〈 σ | (iY Ã∇)TX 〉.
Thus it follows that

B∇(Y ;X) = Y �X − (iY Ã∇)TX.

The conclusion thus follows from Corollary 2.3.7.
(ii) Moreover, if R∇ = 0, then A∇ = 0 by Equation (2.2), and hence we obtain

B∇(Y ;X) = Y �X.

Theorem 3.3.7.

(i) The sections Rn ∈ Γ
(
Sn(T∨M)⊗TM

)
, with n ≥ 3, are completely determined

by the Atiyah 1-cocycle At∇(M,Q), the curvature R∇, and their higher covariant
derivatives, through the recursive formula

Rn =
1

n

n−1∑
k=2

[(
d̃∇Rk ? id

)
+ (1− k)(R̄k ? id)−B∇ ◦ (R̄k ⊗ id) ◦∆

]
+

2

n
(R̄2 ? id). (3.34)
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(ii) In particular, if R∇ = 0, then R2 = −At∇(M,Q) and Rn = 1
n
d̃∇Rn−1 for all

n ≥ 3.

In terms of Sweedler’s notation ∆X = X(1) ⊗X(2), one can rewrite Equa-
tion (3.34) as follows:

Rn(X) =
1

n

n−1∑
k=2

[ (
d̃∇Rk(X(1))�X(2)

)
+ (1− k)

(
Rk(X(1))�X(2)

)
−B∇

(
Rk(X(1));X(2)

) ]
+

2

n

(
R2(X(1))�X(2)

)
.

Now we proceed to prove Theorem 3.3.7. For any X ∈ Γ
(
Sn(TM)

)
, we can

write

C∇(X) = pbw∇ ◦
(

(pbw∇)−1 ◦ LQ ◦ pbw∇−LQ
)

(X)

= pbw∇

(
n∑
k=0

(R̄k ? id)(X)

)
by Eq. (3.29)

=
n∑
k=2

pbw∇ ◦(R̄k ? id)(X) by Eqs. (3.30). (3.35)

In order to simplify the notation, we introduce a sequence of maps
B∇k : Γ

(
S(TM)

)
→ Γ

(
S(TM)

)
, for k ≥ 2, defined by

B∇k (X) = B∇ ◦ (R̄k ⊗ id) ◦∆(X), ∀X ∈ Γ
(
Sn(TM)

)
.

Explicitly, in terms of Sweedler’s notation ∆X = X(1) ⊗X(2), we write

B∇k (X) = B∇(Rk(X(1));X(2))

= (pbw∇)−1
(
Rk(X(1)) · pbw∇(X(2))

)
−∇Rk(X(1))X(2). (3.36)

From Lemma 3.3.5, it follows that B∇k , with k ≥ 2, is R-linear. That is, B∇k , with
k ≥ 2, is indeed a bundle map S(TM)→ S(TM).

Proof of Theorem 3.3.7. (i) First, we will prove the recursive formula (3.34).
Pick any element X = X1 � · · · �Xn in Γ

(
Sn(TM)

)
. Again, for the sake of

simplicity, we use Sweedler’s notation ∆X = X(1) ⊗X(2) and the Koszul sign
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εk = (−1)|Xk|(|X1|+···+|Xk−1|). For each l, by Equations (3.10) and (3.26), we have

(n− l + 1) pbw∇ ◦(R̄l ? id)(X)

= (n− l + 1) pbw∇(Rl(X(1))�X(2))

= Rl(X(1)) · pbw∇(X(2))− pbw∇
(
∇Rl(X(1))X(2)

)
+

n∑
k=1

εk(−1)|Xk|
[
Xk · pbw∇

(
Rl(X

{k}
(1) )�X

{k}
(2)

)
− pbw∇

(
∇Xk

(
Rl(X

{k}
(1) )�X

{k}
(2)

)) ]
= Rl(X(1)) · pbw∇(X(2))− pbw∇

(
∇Rl(X(1))X(2)

)
+

n∑
k=1

εk(−1)|Xk|
[
Xk · pbw∇ ◦(R̄l ? id)(X{k})

− pbw∇
(
∇Xk

(
(R̄l ? id)(X{k})

)) ]
.

Combining it with Equation (3.36), we conclude that

(n− l + 1) pbw∇ ◦(R̄l ? id)(X)− pbw∇ ◦B∇l (X)

=
n∑
k=1

εk(−1)|Xk|
[
Xk · pbw∇ ◦(R̄l ? id)(X{k})− pbw∇

(
∇Xk

(
(R̄l ? id)(X{k})

))]
.

Therefore,

(n− l + 1)(R̄l ? id)(X)−B∇l (X)

=
n∑
k=1

εk(−1)|Xk|
[
(pbw∇)−1

(
Xk · pbw∇ ◦(R̄l ? id)(X{k})

)
−∇Xk

(
(R̄l ? id)(X{k})

) ]
.

(3.37)

Also, for each l, by Equation (3.32), we have

(d̃∇Rl ? id)(X)

=
n∑
k=1

εk

[
(d∇Rl)(Xk;X

{k}
(1) )�X

{k}
(2)

]
=

n∑
k=1

εk

[
(−1)|Xk|

((
∇XkRl(X

{k}
(1) )
)
�X

{k}
(2)

)
−
(
Rl

(
∇XkX

{k}
(1)

)
�X

{k}
(2)

)]
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=
n∑
k=1

εk

[
(−1)|Xk|

((
∇XkRl(X

{k}
(1) )
)
�X

{k}
(2)

)
+ (−1)

|Xk|·
∣∣∣X{k}(1)

∣∣∣ (
Rl(X

{k}
(1) )�

(
∇XkX

{k}
(2)

)) ]
−

n∑
k=1

εk

[ (
Rl

(
∇XkX

{k}
(1)

)
�X

{k}
(2)

)
+ (−1)

|Xk|·
∣∣∣X{k}(1)

∣∣∣ (
Rl(X

{k}
(1) )�

(
∇XkX

{k}
(2)

)) ]
=

n∑
k=1

εk

[
(−1)|Xk|∇Xk

(
(R̄l ? id)(X{k})

)
− (R̄l ? id)

(
∇XkX

{k}
)]
.

According to (3.30), we have R2 = −At∇(M,Q). Hence

pbw∇ ◦(R̄2 ? id)(X) = −
∑
i<j

εiεj(−1)|Xi|·|Xj | pbw∇
(

At∇(M,Q)(Xi, Xj)�X{i,j}
)
.

(3.38)
By Equations (3.15) and (3.38), we have

C∇(X)− 2

n
pbw∇ ◦(R̄2 ? id)(X)

=
1

n

n∑
k=1

εk

[
(−1)|Xk|Xk · C∇(X{k})− C∇(∇XkX

{k})
]

=
1

n

n∑
k=1

n−1∑
l=2

εk

[
(−1)|Xk|Xk · pbw∇ ◦(R̄l ? id)(X{k})− pbw∇ ◦(R̄l ? id)(∇XkX

{k})
]

=
1

n

n∑
k=1

n−1∑
l=2

εk (−1)|Xk|
[
Xk · pbw∇ ◦(R̄l ? id)(X{k})

− pbw∇
(
∇Xk

(
(R̄l ? id)(X{k})

)) ]
+

1

n

n∑
k=1

n−1∑
l=2

εk

[
(−1)|Xk| pbw∇

(
∇Xk

(
(R̄l ? id)(X{k})

))
− pbw∇ ◦(R̄l ? id)

(
∇XkX

{k}
) ]
,

where the second equality is obtained by applying Equation (3.35) to C∇(X{k})
and C∇(∇XkX

{k}).
It thus follows that

(pbw∇)−1 ◦ C∇(X)− 2

n
(R̄2 ? id)(X) = α + β, (3.39)
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where

α =
1

n

n∑
k=1

n−1∑
l=2

εk(−1)|Xk|
[
(pbw∇)−1

(
Xk · pbw∇ ◦(R̄l ? id)(X{k})

)
−∇Xk

(
(R̄l ? id)(X{k})

) ]
,

and

β =
1

n

n∑
k=1

n−1∑
l=2

εk

[
(−1)|Xk|

(
∇Xk

(
(R̄l ? id)(X{k})

))
− (R̄l ? id)

(
∇XkX

{k}
)]

=
n−1∑
l=2

1

n

(
d̃∇Rl ? id

)
(X). (3.40)

Now, according to (3.37),

α−
n−1∑
l=2

(R̄l ? id)(X)

=
n−1∑
l=2

1

n

(
(n− l + 1)(R̄l ? id)(X)−B∇l (X)

)
−

n−1∑
l=2

(R̄l ? id)(X)

=
1

n

n−1∑
l=2

[
(1− l)

(
(R̄l ? id)(X)

)
−B∇l (X)

]
. (3.41)

Equation (3.35) can be rewritten as

Rn(X) = (pbw∇)−1 ◦ C∇(X)−
n−1∑
k=2

(R̄k ? id)(X).

Equations (3.39), (3.40) and (3.41) then yield Equation (3.34).
From (3.30), we know that R2 = −At∇(M,Q). According to Lemma 3.3.6, the

bundle map B∇ is completely determined by the curvature R∇ and its higher
covariant derivatives. It thus follows from the recursive formula (3.34) that, for
any n ≥ 3, Rn is determined by Rk with k ≤ n − 1, their covariant derivatives
and the curvature. Thus, by inductive argument, Rn is completely determined by
the Atiyah 1-cocycle, the curvature and their higher covariant derivatives.

(ii) Assume thatR∇ = 0. By Lemma 3.3.6, the bundle mapB∇ : TM ⊗ S(TM)→
S(TM) is given by B∇(Y ;X) = Y �X. Thus the formula Rn(X) = 1

n
d̃∇Rn−1(X)

can be obtained by induction argument, again using the recursive formula (3.34).
This concludes the proof of the theorem.
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3.4 Examples of Kapranov L∞ algebras

This section is devoted to the study of examples of Kapranov L∞[1] algebras
of some standard dg manifolds including those corresponding to L∞[1] algebras,
foliations and complex manifolds as in Examples 2.2.1 and 2.2.2.

3.4.1 dg manifolds associated with L∞[1] algebras

Let g be a finite dimensional L∞ algebra with d = dim g. Then g[1] is an L∞[1]
algebra: the (canonical) symmetric coalgebra (S(g[1]),∆) is equipped with a
coderivation Q̃ ∈ coDer(S(g[1])) of degree +1 satisfying Q̃ ◦ Q̃ = 0 and Q̃(1) = 0.
Indeed, Q̃ is equivalent to a sequence of linear maps qk : Sk(g[1])→ g[1], k ≥ 1,
of degree +1 satisfying the generalized Jacobi identities. The map qk is called the
k-th multibracket.

Given an L∞[1] algebra g[1], we say a vector space M is a g[1]-module if there
exists a sequence of maps ρk : Sk(g[1])⊗M→M of degree +1, ∀k ≥ 0, satisfying
the standard compatibility condition [29]. If we write

ρ =
∑
k≥0

ρk : S(g[1])⊗M→M, (3.42)

the compatibility condition is expressed explicitly as

ρ ◦
(

(idS(g[1])⊗ρ) ◦ (∆⊗ idM) + Q̃⊗ idM

)
= 0.

As an obvious example, we have the trivial module M = K together with
the trivial action ρk = 0 for all k ≥ 0. Another example is the adjoint module
M = g[1] with the adjoint action ρk : Sk(g[1])⊗ g[1]→ g[1] defined by

ρk(X ⊗X) = qk+1(X �X),

where X ∈ Sk(g[1]), X ∈ g[1] and qk+1 : Sk+1(g[1])→ g[1] is the multibracket of
the L∞[1] algebra g[1]. That is, {ρk}k≥0 is defined by the following commutative
diagram

Sk(g[1])⊗ g[1] g[1]

Sk+1(g[1])

ρk

sym qk+1

where sym : S•(g[1]) ⊗ g[1] → S•+1(g[1]) is the canonical symmetrization map.
By taking its dual, (g[1])∨ is also a g[1]-module, where the action is called the
coadjoint action.

53



Throughout this section, we denote the degree of a homogeneous element
x ∈ g[1] by |x|. In particular, if g is a Lie algebra concentrated in degree 0, then
for any x ∈ g[1], its degree is |x| = −1.

The associated Chevalley–Eilenberg cochain complex of a g[1]-module M is

C(g[1];M) =
(

Hom
(
S(g[1]),M

)
, dMCE

)
,

where dMCE is defined by

dMCE(F ) = ρ ◦ (id⊗F ) ◦∆− (−1)|F |F ◦ Q̃,

for any homogeneous element F ∈ Hom
(
S(g[1]),M

)
.

Observe that when M is the trivial module K, the associated Chevalley–
Eilenberg cochain complex

C(g[1];K) =
(

Hom
(
S(g[1]),K

)
, dKCE = dCE

)
is a dg algebra, equipped with the multiplication

f � g = µK ◦ (f ⊗ g) ◦∆ : S(g[1])→ K (3.43)

for any f, g ∈ Hom(S(g[1]),K). In other words, the dg algebra (C∞(g[1]), Q)
coincides with the Chevalley–Eilenberg cochain complex

(
C(g[1];K), dCE

)
of the

trivial g[1]-module K. That is,
(
C(g[1];K), dCE

)
is the dg algebra dual to the

dg coalgebra (S(g[1]), Q̃). Moreover, for any g[1]-module M, the Chevalley–
Eilenberg cochain complex

(
C(g[1];M), dMCE

)
is a dg module over the dg algebra

(C∞(g[1]), Q), where the action, under the identification µ0 : K ⊗M ∼= M, is
given by

f · F = µ0 ◦ (f ⊗ F ) ◦∆ : S(g[1])→M (3.44)

for any f ∈ Hom(S(g[1]),K) and F ∈ Hom(S(g[1]),M). In particular, this means
that it satisfies the compatibility condition

dMCE(f · F ) = dCE(f) · F + (−1)|f |f · dMCE(F ). (3.45)

Therefore, the Chevalley–Eilenberg differential dMCE is completely determined by
its image of elements in M, which is essentially induced by the action (3.42).
More precisely, for any x ∈M,

dMCE(x) =
∑
k≥0

ρk(−, x) ∈ Hom(S(g[1]),M).

54



In particular, if M = g[1] is the adjoint module of the finite dimensional L∞[1]

algebra g[1] described above, the Chevalley–Eilenberg differential dg[1]
CE (seen as an

operator on Ŝ(g[1])∨ ⊗ g[1]) is determined by the relation

d
g[1]
CE (x) =

∞∑
k=1

1

(k − 1)!
ξik−1�· · ·�ξi1⊗qk(ei1�· · ·�eik−1

�x), ∀x ∈ g[1], (3.46)

where {e1, · · · , ed} is a basis for g[1] and {ξ1, · · · , ξd} is the dual basis for (g[1])∨.
In Equation (3.46) and in the remainder of the present section, we use the Einstein
notation tacitly to avoid inserting summations over the indices i1, . . . , ik−1 in many
equations.

Remark 3.4.1. In terms of Sweedler’s notation, we may write (3.43) as

(f � g)(X) =
∑
(X)

(−1)|g|·|X(1)|f(X(1))g(X(2))

and (3.44) as

(f · F )(X) =
∑
(X)

(−1)|F |·|X(1)|f(X(1))F (X(2)),

where f, g ∈ Hom(S(g[1]),K), F ∈ Hom(S(g[1]),M), X ∈ S(g[1]) are homoge-
neous elements and ∆X =

∑
(X)

X(1) ⊗X(2).

We now proceed to describe the Kapranov L∞[1] algebra of the dg manifold
(g[1], dCE). Recall that Q = dCE is defined by

Q(f) = dCE(f) = −(−1)|f |f ◦ Q̃ (3.47)

for any homogeneous element f ∈ Hom(S(g[1]),K) ∼= C∞(g[1]).
Let {e1, · · · , ed} be a basis of g[1] and {x1, · · · , xd} its induced coordinate

functions on g[1] satisfying

xi(ej) = 〈xi | ej 〉 =

{
1 if i = j
0 if i 6= j

.

We also use the notation

∂

∂xj
xi := (−1)|xi|·|xj|〈xi | ej 〉. (3.48)
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Lemma 3.4.2. Under the above notation, write the multibrackets as

qk(ei1 , · · · , eik) =
∑
j

cji1···ikej, ∀k ≥ 1.

Then the homological vector field Q ∈ X(g[1]) can be written as

Q = −
∑
j

∞∑
k=1

1

k!
cji1···ikx

ik � · · · � xi1 ∂

∂xj
.

Here, we are making tacit use of the Einstein summation convention for the indices
i1, . . . , ik.

Proof. As a vector field, Q can be written as Q =
∑

j Q
j ∂
∂xj

for some

Qj ∈ C∞(g[1]). Then, as a derivation of C∞(g[1]), Q satisfies Q(xj) = (−1)|xj|Qj

according to (3.48). On the other hand, according to (3.47), we have

〈Q(xj) | ei1 � · · · � eik 〉 = −(−1)|xj|〈xj | Q̃(ei1 � · · · � eik) 〉

= −(−1)|xj|cji1···ik

for any k ≥ 1.
Therefore, we may conclude that

Qj = −
∞∑
k=1

1

k!
cji1···ikx

ik � · · · � xi1 .

This completes the proof.

Note that we have a canonical trivialization of the tangent bundle

Tg[1]
∼= g[1]× g[1]. (3.49)

Hence, we have the following identification

C∞(g[1])⊗ g[1]←X(g[1])→ Hom (S(g[1]), g[1])

f ⊗ ei ←[ f
∂

∂xi
7→
(
X 7→ (−1)|ei|·|X|〈 f |X 〉 · ei

)
,

(3.50)

where f ∈ Hom(S(g[1]),K) ∼= C∞(g[1]) is homogeneous and X ∈ S(g[1]).

Lemma 3.4.3. Under the identification (3.50), the Lie derivative LQ = [Q,−] ∈
End(X(g[1])) corresponds to the Chevalley–Eilenberg differential dg[1]

CE , where g[1]
acts on g[1] by the adjoint action.
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Proof. Recall that the Chevalley–Eilenberg differential dg[1]
CE on g[1] satisfies (3.45).

On the other hand, we have

LQ(f ·F ) = [Q, f · F ] = Q(f) ·F +(−1)|f |f · [Q,F ] = Q(f) ·F +(−1)|f |f ·LQ(F ),

for any homogeneous element f ∈ C∞(g[1]) ∼= Hom(S(g[1]),K) and F ∈ X(g[1]) ∼=
Hom(S(g[1]), g[1]). Since Q(f) = dCE(f) according to Equation (3.47), it suffices
to prove the claim for each ∂

∂xi
, i = 1, . . . , d.

We keep the notation Q =
∑

j Q
j ∂
∂xj

. Now, by Lemma 3.4.2, we have

LQ
(
∂

∂xi

)
= −(−1)|

∂

∂xi
|∑

j

∂

∂xi
(Qj)

∂

∂xj

= −(−1)|
∂

∂xi
|
(
−
∑
j

∞∑
k=1

1

k!
cji1···ik

∂(xik � · · · � xi1)
∂xi

∂

∂xj

)

= (−1)|
∂

∂xi
|+|xi|∑

j

∞∑
k=1

1

(k − 1)!
cji1···ik−1i

xik−1 � · · · � xi1 ∂

∂xj

=
∑
j

∞∑
k=1

1

(k − 1)!
cji1···ik−1i

xik−1 � · · · � xi1 ∂

∂xj
.

The conclusion thus follows immediately by comparing the equation above
with (3.46).

The trivialization of the tangent bundle (3.49) induces an isomorphism

T∨g[1] ⊗ End(Tg[1])
∼=−→ g[1]×

(
(g[1])∨ ⊗ (g[1])∨ ⊗ g[1]

)
of vector bundles. Lemma 3.4.3, comparing with (2.1), indicates that we have an
isomorphism of cochain complexes:(

Γ
(
g[1];T∨g[1] ⊗ End(Tg[1])

)•
,Q
) ∼=−→ (

Hom•(S(g[1]),M), dMCE

)
,

where M = (g[1])∨ ⊗ (g[1])∨ ⊗ g[1] is the tensor product of adjoint and coadjoint
modules.

Thus we have the following

Corollary 3.4.4. Let (M, Q) = (g[1], dCE) be the dg manifold corresponding to a
finite-dimensional L∞[1] algebra g[1]. There is a canonical isomorphism, for any
k ∈ Z,

Hk
(
Γ(T∨g[1] ⊗ End(Tg[1]))

•,Q
) ∼= Hk

CE(g[1], (g[1])∨ ⊗ (g[1])∨ ⊗ g[1])

where the right hand side stands for the Chevalley–Eilenberg cohomology of the
L∞[1] algebra g[1] with values in (g[1])∨ ⊗ (g[1])∨ ⊗ g[1].
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Remark 3.4.5. It is sometimes useful to use the Chevalley–Eilenberg cohomology
of L∞ algebra rather than L∞[1] algebra. Then Corollary 3.4.4 can be rephrased
as follows.

For any finite-dimensional L∞ algebra g, there is a canonical isomorphism, for
any k ∈ Z,

Hk
(
Γ(T∨g[1] ⊗ End(Tg[1]))

•,Q
) ∼= Hk−1

CE (g, g∨ ⊗ g∨ ⊗ g),

where the right hand side stands for the Chevalley–Eilenberg cohomology of the
L∞ algebra g with values in g∨⊗ g∨⊗ g. Note that there is a degree shifting here.

We still keep the notation dCE = Q =
∑

lQ
l ∂
∂xl

. Let ∇ : X(g[1])⊗ X(g[1])→
X(g[1]) be the trivial (torsion-free) connection: ∇ ∂

∂xi

∂
∂xj

= 0. The corresponding

Atiyah 1-cocycle At∇(g[1],dCE) ∈ Γ
(

Hom
(
S2(Tg[1]), Tg[1]

) )
is completely determined

by the relations

At∇(g[1],dCE)

(
∂

∂xi
,
∂

∂xj

)
= −(−1)|xi|∇ ∂

∂xi
LQ
(

∂

∂xj

)
=
∑
l

(−1)|xi|+|xj| ∂2

∂xi∂xj
(Ql)

∂

∂xl
(3.51)

=
∑
l

(−1)|xi|+|xj| ∂2

∂xi∂xj

(
−
∞∑
k=1

1

k!
cli1···ikx

ik � · · · � xi1
)

∂

∂xl

= −
∑
l

∞∑
k=2

1

(k − 2)!
cli1···ik−2ij

xik−2 � · · · � xi1 ∂

∂xl
, (3.52)

for all i, j ∈ {1, . . . , d}.

Let ̂At∇(g[1],dCE) be the map defined by the following commutative diagram

C∞(g[1])⊗ S2(g[1]) Γ
(
S2(Tg[1])

)
X(g[1])

S2(g[1]) Hom(S(g[1]), g[1]).

' At∇(g[1],dCE)

'
̂At∇(g[1],dCE)

Equation (3.52) implies that

̂At∇(g[1],dCE)(ei, ej) : el1 � · · · � elk 7→ −qk+2(ei � ej � el1 � · · · � elk).
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Therefore, under the identification above, we have

̂At∇(g[1],dCE)(x, y) : X 7→ −qn+2(x� y �X),

for any x, y ∈ g[1] and X ∈ Sn(g[1]). Thus, by abuse of notation, we may write

At∇(g[1],dCE) = −
∑
k≥2

qk.

Proposition 3.4.6. Let g[1] be an L∞[1] algebra with multibrackets qk : Sk(g[1])→
g[1], k ≥ 1. Then the Atiyah class α(g[1],dCE) of the dg manifold (g[1], dCE) is

α(g[1],dCE) = −
[∑
k≥2

qk
]
∈ H1

CE

(
g[1], (g[1])∨ ⊗ (g[1])∨ ⊗ g[1]

)
∼= H1

(
Γ(T∨g[1] ⊗ EndTg[1])

•,Q
)
.

Remark 3.4.7. We can rephrase Proposition 3.4.6 in terms of multibrackets of L∞
algebra g instead of L∞[1] algebra g[1]. For a finite dimensional L∞ algebra g
equipped with multibrackets lk : Λkg→ g of degree 2− k for k ≥ 1, the Atiyah
class α(g[1],dCE) of the dg manifold (g[1], dCE) is

α(g[1],dCE) =
[∑
k≥2

lk
]
∈ H0

CE

(
g, g∨ ⊗ g∨ ⊗ g

) ∼= H1
(
Γ(T∨g[1] ⊗ EndTg[1])

•,Q
)
,

where H0
CE

(
g, g∨ ⊗ g∨ ⊗ g

)
denotes the 0-th Chevalley–Eilenberg cohomology

of the L∞ algebra g with values in the tensor product of adjoint and coadjoint
modules g∨ ⊗ g∨ ⊗ g.

Since the trivial connection ∇ is flat, by the second part of Theorem 3.3.7, we
know that

Rn =
1

n
d̃∇Rn−1 ∈ Γ

(
Hom(Sn(Tg[1]), Tg[1])

)
for n ≥ 3. As the connection ∇ is trivial, Equation (3.32) implies that

d̃∇Rn−1

(
∂

∂xi1
� · · · � ∂

∂xin

)
=

n∑
k=1

εk(−1)|x
ik |∇ ∂

∂xik

(
Rn−1

(
∂

∂xi1
� · · · ∂̂

∂xik
· · · � ∂

∂xin

))

=
n∑
k=1

εk(−1)|x
ik | ∂
∂xik

(
Rn−1

(
∂

∂xi1
� · · · ∂̂

∂xik
· · · � ∂

∂xin

))
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Here, εk = (−1)|x
ik |(|xi1|···+|xik−1|) is the Koszul sign. Starting from

R2

(
∂

∂xi1
� ∂

∂xi2

)
= −(−1)|xi1|+|xi2|

∑
j

∂2Qj

∂xi1∂xi2
∂

∂xj
,

as in (3.51), we inductively obtain that

Rn

(
∂

∂xi1
� · · · � ∂

∂xin

)
= −(−1)|xi1|+···+|xin|

∑
j

∂nQj

∂xi1 · · · ∂xin
∂

∂xj
.

According to Corollary 3.3.4, we obtain the following

Proposition 3.4.8. Let g[1] be a finite dimensional L∞[1] algebra with multi-
brackets qk : Sk(g[1])→ g[1], k ≥ 1. Let (M, Q) = (g[1], dCE) be its corresponding
dg manifold. Choose the trivial connection. Then the multibrackets {λn}n≥1 of the
Kapranov L∞[1] algebra structure on Hom (S(g[1]), g[1]) ∼= Ŝ(g[1])∨ ⊗ g[1], being
identified with X(g[1]) as in Equation (3.50), are given as follows.

1. The unary bracket λ1 coincides with the Chevalley–Eilenberg differential
with values in the L∞[1]-adjoint module g[1]:

λ1 = d
g[1]
CE : Ŝ(g[1])∨ ⊗ g[1]→ Ŝ(g[1])∨ ⊗ g[1]

2. For any n ≥ 2, λn is Ŝ(g[1])∨-linear in each of its n argument, and therefore
can be considered as a linear map

λn : Sn(g[1])→ Ŝ(g[1])∨ ⊗ g[1]

which is completely determined by

λn(X) =
∞∑
k=n

qk(X �−), n ≥ 2,

where X ∈ Sn(g[1]), and each qk(X �−) : Sk−n(g[1])→ g[1] is defined by
Y 7→ qk(X � Y ) for all Y ∈ Sk−n(g[1]).

Example 3.4.9. If g is a finite dimensional Lie algebra, then the Kapranov L∞
algebra (i.e. (−1)-shifted Kapranov L∞[1] algebra) of the dg manifold (g[1], dCE) is
the dgla Λg∨⊗ g, where the differential is the Chevalley–Eilenberg differential dgCE

of the g-module g (for the adjoint action), and the Lie bracket is [ξ ⊗ x, η ⊗ y] =
ξ ∧ η ⊗ [x, y] for homogeneous ξ, η ∈ Λg∨ and x, y ∈ g.
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3.4.2 dg manifolds associated with complex manifolds and
integrable distributions

Every complex manifold X determines a dg manifold (T 0,1
X [1], ∂̄)—see Exam-

ple 2.2.2. This section is devoted to the description of the corresponding Kapranov
L∞[1] algebra. Recall that for a Kähler manifold X, Kapranov obtained an explicit
description of an L∞[1] algebra structure on the Dolbeault complex Ω0,•(T 1,0

X ),
where the unary bracket is the Dolbeault operator ∂̄ and the binary bracket is the
Dolbeault cocycle of the Atiyah class of TX [23, Theorem 2.6]. Kapranov proved
the existence of an L∞[1] algebra structure associated with the Atiyah class of the
holomorphic tangent bundle of any complex manifold using formal geometry and
PROP [23, Theorem 4.3]. See Theorem 3.4.11 below for the Dolbeault represen-
tations. Since T 0,1

X ⊂ TCX is a complex integrable distribution, we will consider
general integrable distributions over K. Indeed such L∞[1] algebra structures can
be obtained in a more general perspective in terms of Lie pairs [31]. We recall its
construction briefly below.

Let F ⊆ TKM be an integrable distribution. Then (F [1], dF ) is a dg manifold,
whose algebra of smooth functions C∞(F [1],K) is identified with ΩF := Γ(∧F∨)
and the homological vector field is the leafwise de Rham differential, i.e. the
Chevalley–Eilenberg differential dF : Ω•F → Ω•+1

F of the Lie algebroid F . It is well
known that the normal bundle B := TKM/F is naturally an F -module, where
the F -action is known as the Bott connection [9], defined by

∇Bott
a b = q([a, b̃]),

for all a ∈ Γ(F ), b ∈ Γ(B) and b̃ ∈ Γ(TKM) such that q(b̃) = b. Here q : TKM → B
denotes the canonical projection. Let D(M) be the space of K-linear differential
operators on M , and R = C∞(M ;K) be the space of K-valued smooth functions
on M . Then D(M) is an R-coalgebra equipped with the standard coproduct

∆: D(M)→ D(M)⊗R D(M). (3.53)

Let D(M)Γ(F ) ⊆ D(M) be the left ideal of D(M) generated by Γ(F ). Since

∆(D(M)Γ(F )) ⊆ D(M)⊗R D(M)Γ(F ) +D(M)Γ(F )⊗R D(M),

the coproduct (3.53) descends to a well-defined coproduct over R

∆ : D(B)→ D(B)⊗R D(B), (3.54)

on the quotient space D(B) := D(M)
D(M)Γ(F )

. Hence D(B) is an R-coalgebra as well,
called the R-coalgebra of differential operators transverse to F [54].
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It is well known that D(B) is an F -module [31, 30], where the F -action is
given by

a · u = a ◦ u, (3.55)

for any a ∈ Γ(F ) and u ∈ D(M) — the symbol x denotes the image of x under
the quotient map D(M)→ D(B). Here ◦ denotes the composition of differential
operators. Moreover, F acts on D(B) by coderivations. Indeed, the associated
Chevalley–Eilenberg differential

dUF : Ω•F (D(B))→ Ω•+1
F (D(B))

is a coderivation of the ΩF -linear coproduct

∆ : ΩF (D(B))→ ΩF (D(B))⊗ΩF ΩF (D(B))

extending the coproduct (3.54) on D(B). Thus (ΩF (D(B)), dUF ,∆) is a dg coalge-
bra over (ΩF , dF ).

Let j : B → TKM be a splitting of the short exact sequence of vector bundles
over M :

0→ F
i−→ TKM

q−→ B → 0. (3.56)

Choose a torsion-free linear connection ∇B of the vector bundle B, i.e. a TKM -
connection on B satisfying the condition:

∇B
X

(
q(Y )

)
−∇B

Y

(
q(X)

)
− q
(
[X, Y ]

)
= 0,

for any X, Y ∈ Γ
(
TKM

)
. It is known [31, Lemma 5.2] that a torsion-free linear

connection ∇B automatically extends the Bott representation of F on B, that is,
∇B
a X̄ = ∇Bott

a X̄, ∀a ∈ Γ
(
F
)
and X̄ ∈ Γ

(
B
)
.

According to [31, 30], the pair (j,∇B) determines an isomorphism of R-
coalgebras

pbw: Γ(S(B))→ D(B),

called the PBW isomorphism for the Lie pair (TKM,F ), which is defined recursively
by the relations

pbw(f) = f, ∀f ∈ R,
pbw(b) = j(b), ∀b ∈ Γ(B),

and

pbw(b1 � · · · � bn) =
1

n

n∑
k=1

{
j(bk) · pbw(b{k})− pbw(∇B

j(bk)(b
{k}))

}
,
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where we keep the notation from (3.55) and b{k} = b1�· · ·� bk−1� bk+1�· · ·� bn.
Extending this isomorphism of R-coalgebras ΩF -linearly, we obtain an isomorphism
of ΩF -coalgebras

pbw: ΩF (S(B))→ ΩF (D(B)). (3.57)

Transferring the coderivation dUF of ΩF (D(B)) to ΩF (S(B)) via the isomor-
phism (3.57), we obtain a degree +1 coderivation δ of ΩF (S(B)):

δ := (pbw)−1 ◦ dUF ◦ pbw : Ω•F (S(B))→ Ω•+1
F (S(B)).

Thus (
ΩF (S(B)), δ,∆

)
is a dg coalgebra over (ΩF , dF ).

By dualizing δ over the dg algebra (ΩF , dF ), we obtain a degree +1 derivation

D : Ω•F (Ŝ(B∨))→ Ω•+1
F (Ŝ(B∨)). (3.58)

According to [31, Theorem 5.7], D in (3.58) can be expressed as

D = d∇
Bott

F +
∞∑
k=2

R̃k,

where

1. d∇Bott

F is the Chevalley–Eilenberg differential corresponding to the Bott
connection of F on Ŝ

(
B∨
)
;

2. for any k ≥ 2, R̃k : Ω•F (Ŝ(B∨))→ Ω•+1
F (Ŝ(B∨)) is the Ω•F -linear degree +1

derivation acting by contraction induced from a section Rk ∈ Ω1
F (Sk(B∨)⊗

B);

3. R2 ∈ Ω1
F (S2(B∨)⊗B) is the Atiyah 1-cocycle At∇

Bott

TKM/F associated with the
connection ∇B defined by

R2(a, X̄) = ∇B
a∇B

X −∇B
X∇B

a −∇B
[a,X],

for all a ∈ Γ(F ) and X ∈ Γ(TKM), where X̄ ∈ Γ
(
B
)
denotes the image of

X under the quotient map TKM → TKM/F .

A priori, R2 ∈ Ω1
F (B∨ ⊗ End(B)), but the torsion-free assumption guarantees

that it is indeed an element in Ω1
F (S2(B∨)⊗B). Its cohomology class αTKM/F ∈

H1
CE(F,B∨⊗End(B)) is independent of the choice of ∇B and is called the Atiyah
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class of the Lie pair (TKM,F ) [9]. Note that ΩF (Ŝ(B∨)) is the algebra of functions
on F [1] ⊕ B. Thus (F [1] ⊕ B,D) is a dg manifold with support M , called a
Kapranov dg manifold associated with the Lie pair (TKM,F ) [31]. One can
prove that the various Kapranov dg manifold structures on F [1] ⊕ B resulting
from all possible choices of splitting and connection are all isomorphic.

Theorem 3.4.10 ([31, Theorem 5.7]). Let F ⊆ TKM be an integrable distribution.
The choice of a splitting j : B → TKM of the short exact sequence (3.56) and a
torsion-free linear connection ∇B of the vector bundle B determines an L∞[1]
algebra structure on the graded vector space Ω•F (B) defined by a sequence (λk)k∈N
of multibrackets such that each λk, with k > 2, is ΩF -multilinear, and

• the unary bracket λ1 is the Chevalley–Eilenberg differential d∇Bott

F associated
with the Bott connection ∇Bott of F on B;

• the binary bracket λ2 is the map

λ2 : Ωj1
F (B)⊗ Ωj2

F (B)→ Ωj1+j2+1
F (B)

induced by the Atiyah 1-cocycle R2 ∈ Ω1
F (S2(B∨)⊗B);

• for every k > 3, the k-th multibracket λk is the composition of the wedge
product

Ωj1
F (B)⊗ · · · ⊗ Ωjk

F (B)→ Ωj1+···+jk
F

(
B⊗k

)
with the map

Ωj1+···+jk
F

(
B⊗k

)
→ Ωj1+···+jk+1

F (B)

induced by an element Rk ∈ Ω1
F

(
Sk(B∨)⊗B

)
⊂ Ω1

F

(
(B∨)⊗k ⊗B

))
.

Moreover, the L∞[1] algebra structure on Ω•F (B) is unique up to isomorphisms in
the sense that those resulting from all possible choices of splitting and connection
are all isomorphic.

Any such L∞[1] algebra structure on Ω•F (B) is called a Kapranov L∞[1]
algebra of the integrable distribution F .

As a special case, consider a complex manifold X. The subbundle F = T 0,1
X ⊂

TCX is an integrable distribution, and the normal bundle B := TCX/T
0,1
X is

naturally identified with T 1,0
X . Moreover, the Chevalley–Eilenberg differential

associated with the Bott F -connection on T 1,0
X becomes the Dolbeault operator

∂̄ : Ω0,•
X (T 1,0

X )→ Ω0,•+1
X (T 1,0

X ).

The following is an immediate consequence of Theorem 3.4.10, which extends
Kapranov’s construction for Kähler manifolds [23, Theorem 2.6] to all complex
manifolds.
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Theorem 3.4.11 ([31, Theorem 5.24]). For a given complex manifold X, any
torsion-free T 1,0

X -connection ∇1,0 on T 1,0
X determines an L∞[1] algebra structure

on the Dolbeault complex Ω0,•(T 1,0
X ) such that

• the unary bracket λ1 is the Dolbeault operator

∂ : Ω0,j(T 1,0
X )→ Ω0,j+1(T 1,0

X );

• the binary bracket λ2 is the map

λ2 : Ω0,j1(T 1,0
X )⊗ Ω0,j2(T 1,0

X )→ Ω0,j1+j2+1(T 1,0
X )

induced by the Dolbeault representative of the Atiyah 1-cocycle
R2 ∈ Ω0,1

(
S2(T 1,0

X )
∨ ⊗ T 1,0

X

)
;

• for every k > 3, the k-th multibracket λk is the composition of the wedge
product

Ω0,j1(T 1,0
X )⊗ · · · ⊗ Ω0,jk(T 1,0

X )→ Ω0,j1+···+jk
(
(T 1,0

X )⊗k
)

with the map

Ω0,j1+···+jk
(
(T 1,0

X )⊗k
)
→ Ω0,j1+···+jk+1(T 1,0

X )

induced by an element Rk of the subspace Ω0,1
(
Sk
(
(T 1,0

X )∨
)
⊗ T 1,0

X

)
of

Ω0,1
(
((T 1,0

X )
∨
)⊗k ⊗ T 1,0

X

)
, completely determined by the Atiyah 1-cocycle

R2, the curvature of ∇1,0, and their higher covariant derivatives.

Moreover, the L∞[1] algebra structure on Ω0,•(T 1,0
X ) is unique up to isomorphisms.

Now we are ready to consider the Kapranov L∞[1] algebra of the dg manifold
(F [1], dF ). Let

Φ̃ : D(F [1])→ ΩF (D(B))

be the map defined by Φ̃(D) = π∗(D), where π∗ : D(F [1])→ ΩF ⊗R D(M) is the
pushforward map

π∗(D)(f) = D(π∗f), ∀D ∈ D(F [1]),∀f ∈ R

and π∗(D) ∈ ΩF (D(B)) denotes the class of π∗(D) in ΩF⊗R D(M)
D(M)Γ(F )

∼= ΩF (D(B)).

Theorem 3.4.12 ([54, 10]). There exists a contraction of dg ΩF -modules

(D(F [1]),LQ) (ΩF (D(B)), dUF ),H̃

Φ̃

Ψ̃

(3.59)

where the projection Φ̃ is a morphism of ΩF -coalgebras.

65



Choose a torsion-free affine connection ∇ on F [1]. We write

pbw : Γ
(
S(TF [1])

)
→ D(F [1])

for the corresponding Poincaré–Birkhoff–Witt map as in (3.8).
By conjugating the PBW maps pbw and pbw, respectively, on the left hand

side and on the right hand side of (3.59), we obtain

Corollary 3.4.13. There exists a contraction of dg ΩF -modules

(Γ
(
S(TF [1])

)
, pbw−1 ◦LQ ◦ pbw) (ΩF (S(B)), pbw

−1 ◦ dUF ◦ pbw),H
Φ

Ψ

where the projection Φ := pbw
−1 ◦ Φ̃ ◦ pbw is a morphism of ΩF -coalgebras.

The projection Φ determines a sequence of maps {φk}k≥1 making the diagrams

SkK
(
X(F [1])

)
ΩF (B)

Γ
(
S(TF [1])

)
ΩF

(
S(B)

)
φk

Φ

(3.60)

commutative. Note that φ1 : X(F [1])→ ΩF (B) is the composition

X(F [1])
π∗−→ ΩF (TKM)

q−→ ΩF (B).

Theorem 3.4.14. Let F ⊆ TKM be an integrable distribution. Then the sequence
of ΩF -multilinear maps {φk}k≥1 defined by the commutative diagrams (3.60) con-
stitutes a quasi-isomorphism from the Kapranov L∞[1] algebra X(F [1]) arising
from the dg manifold (F [1], dF ) to the Kapranov L∞[1] algebra Ω•F (B) arising (as
in Theorem 3.4.10) from the integrable distribution F .

As an immediate consequence, we have

Corollary 3.4.15. For any complex manifold X, consider its corresponding dg
manifold (T 0,1

X [1], ∂̄) as in Example 2.2.2. The Kapranov L∞[1] algebra X(T 0,1
X [1])

is quasi-isomorphic to the L∞[1] algebra Ω0,•(T 1,0
X )—see Theorem 3.4.11. The

quasi-isomorphism {φk}k≥1, in which each map φk is Ω0,•
X -multilinear, is given

by (3.60) (with F = T 0,1
X and B = T 1,0

X ), and in particular, the linear part
φ1 : X(T 0,1

X [1])→ Ω0,•(T 1,0
X ) is given by the composition

X(T 0,1
X [1])

π∗−→ Ω0,•(TCX)
pr−→ Ω0,•(T 1,0

X ).
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Chapter 4

Keller admissible triples and Duflo
theorem

4.1 Hochschild complexes of differential graded
algebras

In this section, we recall the explicit formulas of the Gerstenhaber bracket and the
cup product on the Hochschild cochain complex of a differential graded algebra.
These structures were first introduced by Gerstenhaber [18] for an ungraded ring,
and were generalized to dg algebras by various authors in slightly different ways.
The formulas in this section are obtained by composing the formulas in [19] with
proper degree-shifting maps. More details can be found in Section 2.5.

Let (A, dA) and (B, dB) be dg algebras. Recall that a dg A-B-bimodule (X, dX)
is a graded A-B-bimodule X together with a differential dX such that

dX(axb) = dA(a)xb+ (−1)|a|adX(x)b+ (−1)|a|+|x|axdB(b),

for a ∈ A, x ∈ X, b ∈ B.
Let (M,dM) be a dg A-A-bimodule. A Hochschild cochain of degree (p, r)

of A with values in M is an element in

Hochp,r(A,M) := Homr
(
A⊗p,M

)
.

The Hochschild cochain complex of A with values in M is the space

Hoch•⊕(A,M) :=
⊕
p+r=•

Hochp,r(A,M)
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together with the differential dH + ∂ : Hoch•⊕(A,M)→ Hoch•+1
⊕ (A,M), where

dH(f)(a0, · · · , ap) := (−1)(p+r−1)+r|a0|a0f(a1, · · · , ap)

+

p−1∑
i=0

(−1)p+r+if(a0, · · · , aiai+1, · · · , ap)

+ (−1)rf(a0, · · · , ap−1)ap

(4.1)

and

∂(f)(a1, · · · , ap)

:= dMf(a1, · · · , ap)− (−1)r
p∑
i=1

(−1)|a1|+···+|ai−1|f(a1, · · · , dAai, · · · , ap), (4.2)

for f ∈ Hochp,r(A,M), a0, · · · , ap ∈ A. The cohomology of
(
Hoch•⊕(A,M), dH+∂

)
is called the Hochschild cohomology of (A, dA) with values in (M,dM ), denoted
by HH•⊕(A,M). In the case (M,dM ) = (A, dA), we denote ∂A = ∂, Hoch•⊕(A, dA) =
Hoch•⊕(A,A) and HH•⊕(A, dA) = HH•⊕(A,A). We will omit dA in the notations if
the differential is clear from the context.
Remark 4.1.1. In the literature, the Hochschild cohomology of a dg algebra (A, dA)
is defined by derived functors which can be computed by the product-total complex
of the double complex

(
Hoch(A), dH, ∂A

)
,

Hoch•∏(A) :=
∏
p+r=•

Hochp,r(A)

whose cohomology HH•∏(A) is different from HH•⊕(A) in general.

The sum Hochschild cohomology HH•⊕(A) is sometimes referred as the com-
pactly supported Hochschild cohomology [44].
Example 4.1.2. Let (A, dA) be the dg algebra (S(K[1])∨, 0) ∼= (K[x]/(x2), 0) ∼=
(K⊕Kx, 0), where x is a formal variable of degree one. It is straightforward to
show that

HH0
⊕(A) ∼=

∞⊕
n=0

K 6=
∞∏
n=0

K ∼= HH0∏(A).

Let f ∈ Hochp1,r1(A) and g ∈ Hochp2,r2(A). The cup product f ∪ g ∈
Hochp1+p2,r1+r2(A) is defined by the formula

(f ∪ g)(a1, · · · , ap1+p2)

:= (−1)p1p2+r2(|a1|+···+|ap1 |+p1)f(a1, · · · , ap1) · g(ap1+1, · · · , ap1+p2), (4.3)
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for a1, · · · , ap1+p2 ∈ A.
Let f ◦i g ∈ Hochp1+p2−1,r1+r2(A) be the i-th composition

f ◦i g := f ◦ (id⊗i−1⊗g ⊗ id⊗p1−i). (4.4)

The Gerstenhaber bracket Jf, gK ∈ Hochp1+p2−1,r1+r2(A) of f and g is

Jf, gK :=

p1∑
i=1

(−1)(p1−1)r2+(i−1)(p2−1) f ◦i g

− (−1)(p1+r1−1)(p2+r2−1)

p2∑
j=1

(−1)(p2−1)r1+(j−1)(p1−1) g ◦j f.

(4.5)

One can show that
dH = JµA,−K, ∂A = JdA,−K,

where the multiplication µA : a ⊗ b 7→ a · b in A is considered as a Hochschild
cochain in Hoch2,0(A).

The following proposition can be shown by a direct computation as in [18].

Proposition 4.1.3. Let (A, dA) be a dg algebra.

(i) The shifted Hochschild cochain complex
(
Hoch•⊕(A)[1], dH + ∂A, J−,−K

)
to-

gether with the Gerstenhaber bracket J−,−K is a differential graded Lie
algebra.

(ii) The Hochschild cochain complex
(
Hoch•⊕(A), dH + ∂A,∪

)
together with the

cup product ∪ is a differential graded algebra.

Furthermore, the Hochschild cohomology HH•⊕(A) is a Gerstenhaber algebra.

4.2 Hochschild complexes of differential graded
bimodules

Let (A, dA) and (B, dB) be dg algebras, and (X, dX) be a dg A-B-bimodule. In
[24], Keller constructed a dg category of two objects from (X, dX) and studied
its Hochschild cohomology which can be computed by a product-total complex
Hoch•∏(X). In this section, we consider the dg algebra AnX oB and introduce
the (sum) Hochschild complex Hoch•⊕(X) of X as a subcomplex of the Hochschild

69



complex Hoch•⊕(A n X o B). This is a sum analogue of the Keller’s complex
Hoch•∏(X).

Let A n X o B be the dg algebra whose underlying graded vector space is
the direct sum A⊕X ⊕B, and whose multiplication and differential are defined,
respectively, by the formulas

(a1 + x1 + b1) · (a2 + x2 + b2) := a1a2 + (a1x2 + x1b2) + b1b2,

d(a1 + x1 + b1) := dA(a1) + dX(x1) + dB(b1),

for a1, a2 ∈ A, x1, x2 ∈ X, b1, b2 ∈ B. It is straightforward to show that AnXoB
is a dg algebra.

We will use the notations

Hochp,q,r(A,X,B) := Homr(A⊗p ⊗X ⊗B⊗q, X),

Hoch•⊕(A,X,B) :=
⊕

p+q+r+1=•

Hochp,q,r(A,X,B),

Hoch•⊕(X) := Hoch•⊕(A)⊕ Hoch•⊕(A,X,B)⊕ Hoch•⊕(B).

The space Hoch•⊕(X) can be embedded into Hoch•⊕(AnX oB) as follows:

Hochp⊕(A) ↪→ Hochp⊕(AnX oB) : fA 7→ iA ◦ fA ◦ pr⊗pA ,

Hochq⊕(B) ↪→ Hochq⊕(AnX oB) : fB 7→ iB ◦ fB ◦ pr⊗qB ,

and for n = p+ q + r + 1,

Hochp,q,r(A,X,B) ↪→ Hochn⊕(AnX oB) : fX 7→ iX ◦ fX ◦ (pr⊗pA ⊗ prX ⊗ pr⊗qB ),

where iA, iB, iX are the inclusions from A,B,X into AnX oB, respectively, and
prA, prB, prX are the projections from AnX oB onto A,B,X, respectively. We
will omit i and pr by abuse of notation. With this embedding, one can show that
the subspace Hoch•⊕(X) is closed under the differential, Gerstenhaber bracket and
cup product in Hoch•⊕(AnX oB).

Proposition 4.2.1. Let X be a dg A-B-bimodule. The subspace Hoch•⊕(X) is
closed under the differential dH + ∂, Gerstenhaber bracket J−,−K and cup product
∪ in Hoch•⊕(AnX oB).

In the rest of this section, we describe the differential, Gerstenhaber bracket
and cup product on Hoch•⊕(X).

Let dH + ∂ be the restriction of the differential of Hoch•⊕(A n X o B) to
Hoch•⊕(X). Here, dH denotes the Hochschild differential, and ∂ denotes the
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differential induced by the dg structure of A, B and X. The Hochschild differential
dH can be decomposed as

dH = dAH + dAXH + dXHL + dXHR + dXBH + dBH

which acts on Hoch•⊕(X) as in the following diagram:

Hoch•⊕(A,X,B)

Hoch•⊕(A) Hoch•⊕(B)

dXH=dXHL+dXHR

dAH

dAXH dXBH

dBH

where dAH and dBH are the Hochschild differentials of A and B, respectively, and
the other components dAXH , dXHL, d

X
HR, d

XB
H are described as follows.

Let fA ∈ Hochp,r(A), fB ∈ Hochq,r(B), fX ∈ Hochp,q,r(A,X,B), ai ∈ A, x ∈
X, and bj ∈ B. We have

dAXH (fA) ∈ Hochp,0,r(A,X,B), dXBH (fB) ∈ Hoch0,q,r(A,X,B),

dXHL(fX) ∈ Hochp+1,q,r(A,X,B), dXHR(fX) ∈ Hochp,q+1,r(A,X,B)

which are defined by

dAXH (fA)
(
a1, · · · , ap;x

)
:= (−1)rfA(a1, · · · , ap) · x,

dXBH (fB)
(
x; b1, · · · , bq

)
:= (−1)q+r−1+r|x|x · fB(b1, · · · , bq),

dXHL(fX)
(
a0, · · · , ap;x ; b1, · · · , bq

)
:= (−1)p+q+r+r|a0|a0 · fX(a1, · · · , ap;x ; b1, · · · , bq)

+

p−1∑
i=0

(−1)p+q+r+i+1 fX(a0, · · · , aiai+1, · · · , ap;x ; b1, · · · , bq)

+ (−1)q+r+1 fX(a0, · · · , ap−1; ap · x ; b1, · · · , bq),
dXHR(fX)

(
a1, · · · , ap;x ; b0, · · · , bq

)
:= (−1)q+r+1fX(a1, · · · , ap;x · b0 ; b1, · · · , bq)

+

q−1∑
j=0

(−1)q+r+j fX(a1, · · · , ap;x ; b0, · · · , bjbj+1, · · · , bq)

+ (−1)r fX(a1, · · · , ap;x ; b0, · · · , bq−1) · bq.
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For the component ∂, we have

∂ = ∂A + ∂B + ∂X ,

where ∂A and ∂B are the differentials defined by (4.2) on A and B, respectively,
and the Hochschild cochain ∂X(fX) ∈ Hochp,q,r+1(A,X,B) is defined by

∂X(fX) := dX ◦ fX

−(−1)rfX◦
( p−1∑
i=0

id⊗i⊗dA⊗id⊗p+q−i + id⊗p⊗dX⊗id⊗q +

q∑
j=1

id⊗p+j ⊗dB⊗id⊗q−j
)
.

The cochain complex
(
Hoch•⊕(X), dH + ∂

)
will be referred as the Hochschild

cochain complex of the dg A-B-bimodule X.
Let ◦i be the i-th composition in Hoch•⊕(AnX oB), which is defined as in

(4.4). We have

fA ◦i fX = fA ◦i fB = fB ◦i fA = fB ◦i fX = 0,

for any i, and

fX ◦j fA = 0, fX ◦k f ′X = 0, fX ◦l fB = 0,

if j > p, k 6= p+1, l < p+2. Here, f ′X is a Hochschild cochain in Hoch•⊕(A,X,B) ⊂
Hoch•⊕(X).

Furthermore, it can be shown by (4.3) that

fA ∪ fB = 0, fX ∪ fA = 0, fX ∪ f ′X = 0, fB ∪ fA = 0, fB ∪ fX = 0,

and
fA ∪ fX , fX ∪ fB ∈ Hoch•⊕(A,X,B).

As a consequence, we have the following

Proposition 4.2.2. Let πA : Hoch•⊕(X) � Hoch•⊕(A), πB : Hoch•⊕(X) �
Hoch•⊕(B) be the natural projections, and let ιA : Hoch•⊕(A) ↪→ Hoch•⊕(X),
ιB : Hoch•⊕(B) ↪→ Hoch•⊕(X) be the natural inclusions.

(i) The projections πA and πB are cochain maps.

(ii) The projections πA, πB and the inclusions ιA, ιB respect the compositions ◦i
and thus preserve the Gerstenhaber brackets.

(iii) The projections πA, πB and the inclusions ιA, ιB preserve the cup products.

Note that the inclusions ιA and ιB are not cochain maps.
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4.3 Keller admissible triples

Let A and B be dg algebras, and X be a dg A-B-bimodule. Let ρA and ρB be
the maps

ρA : A→ HomBop(X,X), ρA(a)(x) := a · x,
ρB : Bop → HomA(X,X), ρB(b)(x) := (−1)|x||b|x · b.

The spaces HomBop(X,X) and HomA(X,X) are equipped with the differential
∂X = [dX ,−], where dX is the given differential on X, and [−,−] is the bracket
induced by graded commutators. Note that the maps ρA and ρB are morphisms
of dg algebras.

Since sum Hochschild cohomologies are not well-behaved under
quasi-isomorphisms, we will require the action maps ρA and ρB satisfy a tech-
nical condition, called weak cone-nilpotency in this paper, so that they induce
quasi-isomorphisms between Hochschild cohomologies. In order to define weak
cone-nilpotency, we first introduce a condition that a sum Hochschild cohomology
vanishes.

4.3.1 A vanishing condition of Hochschild cohomology

Unlike the product Hochschild cohomology HH∏(A,M) of A with values in M ,
which vanishes for an acyclic A-A-bimodule M , the sum Hochschild cohomology
HH⊕(A,M) does not necessarily vanish for an acyclic A-A-bimodule M . In the
following, we describe a condition on an acyclic dg A-A-bimodule M that the
sum Hochschild cohomology HH⊕(A,M) vanishes.

Let (A, dA) be a dg algebra and (M,dM) be an acyclic dg A-A-bimodule.
Observe that, since the underlying space of M is an acyclic dg vector space over
K, there is a homotopy operator h : M →M of degree −1 such that

dM ◦ h+ h ◦ dM = idM .

We will refer such a homotopy operator h : M →M as a contracting homotopy
for (M,dM).

For each fixed n, we have the induced map

H := h∗ : Hom•(A⊗n,M)→ Hom•−1(A⊗n,M)

of degree −1, defined by H(f) = h ◦ f .
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Lemma 4.3.1. For each n, the induced operator H satisfies the homotopy equation

∂ ◦H +H ◦ ∂ = idHom(A⊗n,M)

on
(

Hom•(A⊗n,M), ∂
)
, where ∂ is the differential induced by the dg structures.

Proof. Let f ∈ Homr(A⊗n,M).

∂ ◦H(f)(a1 ⊗ · · · ⊗ an) = dM ◦H(f)(a1 ⊗ · · · ⊗ an)

− (−1)r−1

n∑
i=1

(−1)|a1|+···+|ai−1|h ◦ f(· · · ⊗ ai−1 ⊗ dA(ai)⊗ ai+1 ⊗ · · · )

H ◦ ∂(f)(a1 ⊗ · · · ⊗ an) = h ◦ dM(f)(a1 ⊗ · · · ⊗ an)

− (−1)r
n∑
i=1

(−1)|a1|+···+|ai−1|h ◦ f(· · · ⊗ ai−1 ⊗ dA(ai)⊗ ai+1 ⊗ · · · )

Thus we have (∂ ◦H +H ◦ ∂)(f) = (dM ◦ h+ h ◦ dM) ◦ (f) = f .

As a result, we have an operator H : Hoch•⊕(A,M) → Hoch•−1
⊕ (A,M) of

degree −1 on the Hochschild cochain complex
(
Hoch•⊕(A,M), dH + ∂

)
. However,

it is not a contracting homotopy. Indeed, we have

H ◦ (∂ + dH) + (∂ + dH) ◦H − idHoch⊕(A,M) = H ◦ dH + dH ◦H

which does not vanish in general.
For each n, we define a sequence of maps

hk : Hom•(A⊗n,M)→ Hom•−k−1(A⊗n+k,M), k ≥ 0, (4.6)

by
hk := (H ◦ dH)k ◦H = H ◦ (dH ◦H)k.

In particular, h0 = H = h∗. Furthermore, we have

h :=
∞∑
k=0

(−1)khk : Hom•(A⊗n,M)→
∞∏
k=0

Hom•−k−1(A⊗n+k,M),

which defines a map h : Hoch•⊕(A,M)→ Hoch•−1∏ (A,M) of degree −1. Note that
this map h depends on a choice of contracting homotopy h for M .
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Lemma 4.3.2. The map h : Hoch•⊕(A,M)→ Hoch•−1∏ (A,M) satisfies the equa-
tion

h ◦ (∂ + dH)(f) + (∂ + dH) ◦ h(f) = f

for f ∈ Hoch•⊕(A,M).

Proof. It suffices to show that ∂hk + hk∂ = dHhk−1 + hk−1dH. Recall that we have

∂H +H∂ = id

∂dH + dH∂ = 0

d2
H = 0.

We prove the assertion by induction on k. For k = 1, we consider h0 = H and
h1 = HdHH. Since

∂(HdHH) = (id−H∂)dHH = dHH +HdH∂H = dHH +HdH(id−H∂),

we have
∂h1 + h1∂ = dHh0 + h0dH.

Suppose that the equation ∂hn + hn∂ = dHhn−1 + hn−1dH holds for n = k.
Then we have

∂hk+1 = ∂HdHhk = (id−H∂)dHhk = dHhk +HdH∂hk =

= dHhk +HdH(dHhk−1 + hk−1dH − hk∂) = dHhk + hkdH − hk+1∂.

This proves the lemma.

As a result, the map h : Hoch•⊕(A,M)→ Hoch•−1∏ (A,M) defines a contracting
homotopy for the sum Hochschild complex

(
Hoch•⊕(A,M), dH + ∂

)
if and only if

for each f ∈ Hoch•⊕(A,M), there exists an integer N = N(f) such that hk(f) = 0
if k > N .

Definition 4.3.3. We say an acyclic dg A-A-bimodule M is pointwisely nilpo-
tent if there exists a contracting operator h for (M,dM) such that the in-
duced sequence {hk}∞k=0 of maps defined in (4.6) satisfies the following: for
each f ∈ Hoch•⊕(A,M), there exists an integer N = N(f) such that hk(f) = 0 for
all k > N .

Proposition 4.3.4. Let A be a dg algebra, and M be an acyclic dg A-A-bimodule.
Then HH•⊕(A,M) = 0 if M is pointwisely nilpotent.

If the dg algebra A is finite dimensional, the pointwise nilpotency of an acyclic
dg A-A-bimodule M is obtained by an ascending filtration of M compatible with
a contracting homotopy for M .
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Lemma 4.3.5. Let A be a finite dimensional dg algebra. An acyclic dg A-A-
bimodule M is pointwisely nilpotent if there exists an ascending filtration

{0} = M0 ⊂M1 ⊂ · · · ⊂M

of A-A-subbimodules of M (not necessarily closed under the dg structure) and a
contracting homotopy h for M such that

⋃
q≥0Mq = M and

h(Mq+1) ⊂Mq

for all q ≥ 0.

Proof. Let f ∈ Homr(A⊗p,M). Observe that if f(A⊗p) ⊂Mq, then (dH ◦H)(f) ∈
Homr−1(A⊗p+1,M) and

(dH ◦H)(f)(A⊗p+1) ⊂ A · h(Mq) + h(Mq) · A ⊂Mq−1. (4.7)

Since A is finite dimensional, there is k ≥ 0 such that f(A⊗p) ⊂Mk. By applying
(4.7) repeatedly, we have

hk(f)(A⊗p+k) = H ◦ (dH ◦H)k(f)(A⊗p+k) ⊂ h(M0) = {0}

which proves the lemma.

4.3.2 Weak cone-nilpotency and Keller admissible triples

Definition 4.3.6. Let A be a dg algebra, and M and N be dg A-A-bimodules.
A quasi-isomorphism φ : M → N of A-A-bimodules is said to be weakly cone-
nilpotent if one of the following conditions is satisfied:

(i) The mapping cone of φ is pointwisely nilpotent.

(ii) The map φ has a right inverse whose mapping cone is pointwisely nilpotent.

(iii) The map φ has a left inverse whose mapping cone is pointwisely nilpotent.

Let φ : C• → D• be a map of cochain complexes (C•, dC) and (D•, dD). In the
present paper, among various conventions, the mapping cone of φ is a cochain
complex Cone•(φ) = (C•+1 ⊕D•, dCone(φ)) where the differential is defined by

dCone(φ)(c, d) =
(
− dC(c), φ(c) + dD(d)

)
for c ∈ C and d ∈ D. Note that if (C, dC) and (D, dD) are dg A-A-bimodules, then
Cone(φ) also carries the dg A-A-bimodule structures.
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Lemma 4.3.7. Let φ : M → N be a quasi-isomorphism of A-A-bimodules. If φ
is weakly cone-nilpotent, then the induced map

φ∗ : Hoch⊕(A,M)→ Hoch⊕(A,N)

is a quasi-isomorphism.

Proof. If the mapping cone Cone(φ) of φ is pointwisely nilpotent, then the lemma
follows from Proposition 4.3.4 and the fact that

Cone(φ∗) ∼= Hoch⊕(A,Cone(φ))

where Cone(φ∗) is the mapping cone of the pushforward map φ∗ : Hoch⊕(A,M)→
Hoch⊕(A,N).

Let τ be a right/left inverse of φ. By the same reason, if the mapping cone
of τ is pointwisely nilpotent, then the pushforward map τ∗ : Hoch⊕(A,N) →
Hoch⊕(A,M) is a quasi-isomorphism. Since τ∗ is a right/left inverse of φ∗, the
map φ∗ is also a quasi-isomorphism.

Definition 4.3.8. A triple (A,X,B) is called a Keller admissible triple if (i)
the action maps

ρA : (A, dA)→
(

HomBop(X,X), ∂X
)
,

ρB : (Bop, dB)→
(

HomA(X,X), ∂X
)

are weakly cone-nilpotent quasi-isomorphisms, and (ii) the sequences

0→ HomA(X,X) ↪→ Hom(X,X)
dAH−→ · · ·

dAH−→ Hom(A⊗n ⊗X,X)
dAH−→ · · · (4.8)

0→ HomBop(X,X) ↪→ Hom(X,X)
dBH−→ · · ·

dBH−→ Hom(X ⊗B⊗n, X)
dBH−→ · · ·

(4.9)

are exact.

The main theorem of this paper is the following

Theorem 4.3.9. Let (A,X,B) be a Keller admissible triple. The two projections

Hoch•⊕(X)

Hoch•⊕(A) Hoch•⊕(B)

πA πB

induce isomorphisms of Gerstenhaber algebras on cohomologies.

The rest of the section is devoted to proving Theorem 4.3.9.
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4.3.3 Hochschild complexes with values in HomBop(X,X) and
HomA(X,X)

Since HomBop(X,X) is equipped with the A-A-bimodule structure

(a · f)(x) := a · f(x), (f · a)(x) := f(a · x),

we have the Hochschild complex Hoch•⊕
(
A,HomBop(X,X)

)
of A with values in

HomBop(X,X). Similarly, with the B-B-bimodule structure

(b · f)(x) := (−1)|b|(|f |+|x|)f(x · b), (f · b)(x) := (−1)|b||x|f(x) · b,

on HomA(X,X), we have the Hochschild complex Hoch•⊕
(
B,HomA(X,X)

)
with

values in HomA(X,X).
Suppose X is a dg A-B-bimodule such that the sequence (4.8) is exact. For

each p, r, since the functor HomK(A⊗p,−) is exact, we have an exact sequence of
vector spaces:

0→Homr
(
A⊗p,HomBop(X,X)

)
↪−→ Homr

(
A⊗p,Hom(X,X)

)
→

→ Homr
(
A⊗p,Hom(X ⊗B,X)

)
→ Homr

(
A⊗p,Hom(X ⊗B⊗2, X)

)
→ · · ·
(4.10)

Under the isomorphism

Homr(A⊗p ⊗X ⊗B⊗q, X) ∼= Homr
(
A⊗p,Hom(X ⊗B⊗q, X)

)
,

the sequence (4.10) can be rephrased as the exact sequence

0→ Homr
(
A⊗p,HomBop(X,X)

) Φp,r

↪−−→ Hochp,0,r(A,X,B)
dXHR−−→

dXHR−−→ Hochp,1,r(A,X,B)
dXHR−−→ Hochp,2,r(A,X,B)

dXHR−−→ · · ·

for each p, r.
We define Φ =

∑
p,r(−1)r Φp,r. Then we have a double complex

...
...

...

0 C−1,n+1 C0,n+1 C1,n+1 · · ·

0 C−1,n C0,n C1,n · · ·

...
...

...

Φ dXHR dXHR

Φ

dH+∂

dXHR

dXHL+∂X

dXHR

dXHL+∂X (4.11)
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where

C−1,n =
⊕

p+r=n−1

Homr
(
A⊗p,HomBop(X,X)

)
,

Cq,n =
⊕

p+r+1=n

Hochp,q,r(A,X,B), q ≥ 0.

Here, the complex
(
C−1,•+1, dH + ∂

)
is the Hochschild cochain complex of A with

values in HomBop(X,X), and the total complex
(⊕

q≥0,
q+n=•

Cq,n, dXHL + ∂X + dXHR
)

is a subcomplex of
(
Hoch•⊕(X), dXH + ∂X

)
.

Similarly, one has the map Ψ : Hoch•⊕(B,HomA(X,X))→ Hoch•+1
⊕ (A,X,B),

Ψ(f)(x ; b1, · · · , bq) := (−1)q+r−1(−1)|x|(|b1|+···+|bq |)f(b1 ⊗ · · · ⊗ bq)(x),

for f ∈ Homr(B⊗q,HomA(X,X)) and has a double complex analogous to (4.11).
We need the following lemma in Homological algebra [57, Lemma 2.7.3]:

Lemma 4.3.10 (Acyclic Assembly Lemma). Let Bp,q be a double complex, equipped
with differentials

d1 : Bp,q → Bp+1,q

d2 : Bp,q → Bp,q+1.

Suppose that the 2nd quadrant of B vanishes (i.e. Bp,q = 0 if p < 0 and q > 0). If
every row of B is exact, then the direct sum total complex tot⊕(B) is acyclic.

Applying Lemma 4.3.10 to (4.11), we get

Lemma 4.3.11. Let A and B be dg algebras, and X be a dg A-B-bimodule. If
the sequence (4.8) is exact, then the map

Φ :
(
Hoch•⊕(A,HomBop(X,X))[−1], −(dH + ∂)

)
−→
(
Hoch•⊕(A,X,B), dXH + ∂X

)
,

is a quasi-isomorphism.
Similarly, if the sequence (4.9) is exact, then the map

Ψ :
(
Hoch•⊕(B,HomA(X,X))[−1], −(dH + ∂)

)
−→
(
Hoch•⊕(A,X,B), dXH + ∂X

)
,

is a quasi-isomorphism.

Proof. We show the assertion for the first part, and the second part follows from
a similar argument.

It is clear that the map Φ is a cochain map. Observe that the mapping cone
Cone(Φ) of Φ is the direct sum total complex tot⊕(C) of (4.11). By Lemma 4.3.10,
the total complex tot⊕(C) = Cone(Φ) is acyclic, and therefore, we conclude that
Φ is a quasi-isomorphism.
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4.3.4 Proof Theorem 4.3.9

Let (A,X,B) be a Keller admissible triple. Observe that the action map
ρA : (A, dA) →

(
HomBop(X,X), ∂X

)
is a dg A-A-bimodule map, and

ρB : (Bop, dB) →
(

HomA(X,X), ∂X
)
is a dg B-B-bimodule map. Thus, by

Lemma 4.3.7, the induced maps

ρA∗ :
(

Hoch•⊕(A), −(dAH + ∂A)
)
→
(

Hoch•⊕
(
A,HomBop(X,X)

)
, −(dH + ∂)

)
,

ρB∗ :
(

Hoch•⊕(B), −(dBH + ∂B)
)
→
(

Hoch•⊕
(
B,HomA(X,X)

)
, −(dH + ∂)

)
are quasi-isomorphisms.

To prove Theorem 4.3.9, we need the following

Lemma 4.3.12. If the map

Φ ◦ ρA∗ :
(
Hoch•⊕(A)[−1], −(dAH + ∂A)

)
→
(
Hoch•⊕(A,X,B), dXH + ∂X

)
is a quasi-isomorphism of cochain complexes, then so is the projection
πB : Hoch•⊕(X)� Hoch•⊕(B). Similarly, if

Ψ ◦ ρB∗ :
(
Hoch•⊕(B)[−1],−(dBH + ∂B)

)
→
(
Hoch•⊕(A,X,B), dXH + ∂X

)
is a quasi-isomorphism, then so is the projection πA : Hoch•⊕(X)� Hoch•⊕(A).

Proof. We only prove the first statement. The second one follows from a similar
argument.

Since the projection πB :
(
Hoch•⊕(X), dH + ∂

)
�
(
Hoch•⊕(B), dBH + ∂B

)
is

surjective, it is a quasi-isomorphism if and only if the kernel

ker(πB) =
(
Hoch•⊕(A)⊕ Hoch•⊕(A,X,B), dAXH + dAH + dXH + ∂X + ∂A

)
is acyclic. Since

Φ ◦ ρA∗(f)(a1, · · · , ap; x) = (−1)rf(a1, · · · , ap) · x
= dAXH (f)(a1, · · · , ap; x),

for f ∈ Hochp,r(A), the mapping cone

Cone(Φ ◦ ρA∗) =
(
Hoch•⊕(A)⊕ Hoch•⊕(A,X,B), Φ ◦ ρA∗ + dAH + dXH + ∂X + ∂A

)
of Φ ◦ ρA∗ coincides with the kernel ker(πB). Since Φ ◦ ρA∗ is a quasi-isomorphism,
the mapping cone Cone(Φ ◦ ρA∗) = ker(πB) is acyclic. Therefore, πB is a quasi-
isomorphism.
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Proof of Theorem 4.3.9. Let (A,X,B) be a Keller admissible triple. By
Lemma 4.3.11, the embedding maps Φ and Ψ are quasi-isomorphisms. Since
the pushforward maps ρA∗ and ρB∗ are also quasi-isomorphisms, it follows from
Lemma 4.3.12 that πA and πB are quasi-isomorphisms. �

Remark 4.3.13. Theorem 4.3.9 is a sum analogue of Keller’s theorem in [24] which
respects the product Hochschild cohomology. In fact, in [24, 51, 21], analogous
theorems were proved for bigraded algebras where a Hochschild complex is endowed
with three types of degrees — one from Hochschild construction, two from the
given bigrading. Although a direct sum is taken for bigraded components in [51],
the total complex is still different from our sum Hochschild complexes. Thus,
there is no clear relation between these theorems and Theorem 4.3.9.

4.4 Keller admissible triples associated with Lie
algebras

Let g be a finite-dimensional Lie algebra. In this section, we prove the triple

(A, dA) =
(
Ug, 0

)
,

(B, dB) =
(

Hom(S(g[1]),K), dg
) ∼= (S(g[1])∨, dg

)
,

(X, dX) = (Ug⊗ S(g[1]), dX)

is a Keller admissible triple, where dg : S•(g[1])∨ → S•+1(g[1])∨ is the Chevalley–
Eilenberg differential defined as in (2.4), Ug is the universal enveloping algebra of
g, and dX : Ug⊗ S(g[1])→ Ug⊗ S(g[1]) is defined by

dX(u⊗ x1 � · · · � xn) :=
n∑
i=1

(−1)i+1 u · sxi ⊗ x1 � · · · x̂i · · · � xn

+
∑
i<j

(−1)i+j u⊗ s−1[sxi, sxj]g � x1 · · · x̂i · · · x̂j · · · � xn.

Here, Ug is considered as a dg algebra concentrated at degree zero, s : g[1]→ g is
the degree-shifting map of degree +1, and u ∈ Ug, x1, · · · , xn ∈ g[1]. This triple
is adapted from [25, Example 6.5].

It is well known that the complex
(
Ug⊗ S(g[1]), dX

)
is a free resolution of K

in the category of Ug-modules.

Remark 4.4.1. In our grading setting, the degrees are chosen to be compatible
with the Koszul sign convention, and a few classical formulations need to be
modified correspondingly. In fact, in the literature, the expressions (Λ•g∨, dg)
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and (Ug⊗ Λ•g, dX) are more common than the expressions of graded symmetric
tensors in this paper. The two types of expressions are isomorphic as complexes.
Nevertheless, in the category of graded vector spaces, an element in Λ•g should be
considered to be of degree zero which is not the expected degree. Thus, in order
to avoid confusion and to keep the consistency of degree counting, we choose the
expressions S(g[1])∨ and Ug⊗ S(g[1]). See Section 2.4.2 for more details.

We describe the right S(g[1])∨-action x on S(g[1]) induced by (graded) con-
traction: For any x, xi ∈ g[1], ξ ∈ (g[1])∨, we define

1x ξ := 0,

(x1 � · · · � xn)x ξ :=
n∑
i=1

(−1)n−i〈xi | ξ 〉(x1 � · · · x̂i · · · � xn),

and extend it by the module axiom. Similarly, we also have the right S(g[1])-action
y on S(g[1])∨. Note that, in this way, we have

xx ξ = 〈x | ξ 〉 = −ξ(x),

ξyx = 〈 ξ | x 〉 = ξ(x).

The space X = Ug⊗ S(g[1]) carries the left Ug-action induced by the multi-
plication in Ug and the right S(g[1])∨-action induced by x .

Lemma 4.4.2. The dg vector space
(
Ug ⊗ S(g[1]), dX

)
is a dg Ug–S(g[1])∨-

bimodule.

Proof. This lemma follows from Example 2.4.10.

4.4.1 The action maps

We first prove the action maps are weakly cone-nilpotent quasi-isomorphisms.

Lemma 4.4.3. The action map

ρA : (Ug, 0)→
(

Hom(S(g[1])∨)op
(
Ug⊗ S(g[1]),Ug⊗ S(g[1])

)
, ∂X

)
,

ρA(v)(u⊗ x) = (vu)⊗ x,

is a weakly cone-nilpotent quasi-isomorphism.

Proof. Since B = S(g[1])∨ is a graded commutative algebra, a right S(g[1])∨-
module structure is equivalent to a left S(g[1])∨-module structure. Thus, by
Proposition 2.4.9 and Example 2.4.10, we have

Hom•(S(g[1])∨)op(X,X) = coHom•S(g[1])(X,X),
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where X = Ug⊗ S(g[1]). Furthermore, since the natural projection

pr : Ug⊗ S(g[1])� Ug⊗ S0(g[1]) ∼= Ug

is a free cogenerator of the graded comodule X = Ug⊗ S(g[1]), it follows from
Proposition 2.4.12 that the induced map

pr∗ : Hom•Bop(X,X)→ Hom•K(Ug⊗S(g[1]),Ug) ∼= Hom•K
(
S(g[1]),HomK(Ug,Ug)

)
is an isomorphism of graded vector spaces. See Section 2.4 for details.

Let ∂̃X be the differential on Hom
(
S(g[1]),Hom(Ug,Ug)

)
induced by ∂X under

the isomorphism pr∗. By (2.7), one can show that

∂̃X(f)(x0 � · · · � xn)(u)

=
n∑
i=0

(−1)n−i
(
f(x0 � · · · x̂i · · · � xn)(u) sxi − f(x0 � · · · x̂i · · · � xn)(usxi)

)
− (−1)n

∑
i<j

(−1)i+jf(s−1[sxi, sxj]g � x0 · · · x̂i · · · x̂j · · · � xn)(u)

for f ∈ Hom
(
Sn(g[1]),Hom(Ug,Ug)

)
, xi ∈ g[1] and u ∈ Ug. Let

� : g× Hom(Ug,Ug)→ Hom(Ug,Ug) be the Lie algebra action

(y �g)(u) = g(uy)− g(u)y

for g ∈ Hom(Ug,Ug) and y ∈ g. Then the differential ∂̃X coincides with the
Chevalley–Eilenberg differential d �

CE associated with the action � .
Recall that one has the isomorphism (see, for example, [57, Exercise 7.3.5])

H•CE

(
g,Hom(Ug,Ug)

) ∼= Ext•Ugop(Ug,Ug) ∼= Ug.

Since the action map ρA induces a right inverse of the isomorphism pr∗ :
H
(

Hom•Bop(X,X), ∂X
)
→ Ug, the lemma follows.

For weak cone-nilpotency, we observe that the dg algebra Ug is concentrated
in degree 0 and the mapping cone M := Cone(ρA) of ρA is bounded below. Thus,
there exists N > 0 such that Homr(A⊗n,M) = 0 if r < −N . Therefore, for any
choice of homotopy operator on M and for any f ∈ Hochs⊕(A,M), the induced
maps {hk} satisfy hk(f) = 0 for k > s+N . This implies that the mapping cone
M = Cone(ρA) is pointwisely nilpotent.

The quasi-isomorphism property for the other action ρB follows from the proof
of [25, Lemma 6.5 (a)]. In fact, the augmentation map ε : Ug⊗S(g[1])� Ug� K
induces a quasi-isomorphism

ε∗ :
(

HomUg(Ug⊗ S(g[1]),Ug⊗ S(g[1])), ∂X
)
→
(

HomUg
(
Ug⊗ S(g[1]),K

)
, ∂X,K

)
∼=
(
S(g[1])∨, dg

)
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which defines a left inverse for ρB.

Lemma 4.4.4. The mapping cone of

ε∗ :
(

HomUg(Ug⊗ S(g[1]),Ug⊗ S(g[1])), ∂X
)
→
(
(S(g[1])∨)

op
, dg
)

is pointwisely nilpotent. Therefore, the action map

ρB :
((
S(g[1])∨

)op
, dg
)
→
(

HomUg
(
Ug⊗ S(g[1]),Ug⊗ S(g[1])

)
, ∂X

)
,

ρB(b)(u⊗ x) = (−1)|x||b|u⊗ (xx b),

is a weakly cone-nilpotent quasi-isomorphism.

Proof. The mapping cone of ε∗ is

Cone(ε∗) ∼= HomUg

(
Ug⊗ S(g[1]),

(
Ug⊗ S(g[1])

)
[1]⊕K

)
equipped with the differential ∂ : Cone(ε∗)→ Cone(ε∗),

∂(f) := dε ◦ f − (−1)|f |f ◦ dX

where dε is the differential on the mapping cone Cone(ε) of ε : Ug⊗ S(g[1])→ K.
Let {e1, · · · , ed} be a basis for g[1], s : g[1]→ g be the degree-shifting map of

degree +1, and s : Ug⊗ S(g[1])→
(
Ug⊗ S(g[1])

)
[1] be the degree-shifting map

of degree −1. Note that the mapping cone Cone(ε) is a filtered complex with
respect to the filtration

F−p :=
( p⊕
k=0

Ug≤p−k ⊗ Sk(g[1])
)

[1]⊕K

whose basis is the set

{(0, 1)}∪{(s(sei1 · · · seil⊗ej1�· · ·�ejk), 0) | i1 ≤ · · · ≤ il, j1 < · · · < jk, k+l ≤ p}

for p ≥ 0, and F−p = 0 if p < 0. It is known [22, Lemma VII.4.1] that the quotient
complex F−p/F−p+1 is exact. As a result, the inclusion map F−p+1 ↪→ F−p is a
quasi-isomorphism, and thus F−p is exact for each p. See [22, Section VII.4] or [5,
Section XIII.7] for details.

We will inductively construct a sequence of homotopy operators hp : F−p →
F−p of degree −1 such that (i) hp|F−p+1 = hp−1, and (ii) the equation dε ◦ hp +
hp ◦ dε = idF−p holds in F−p. Since ∪pF−p = Cone(ε), such a sequence defines
a contracting homotopy h : Cone(ε) → Cone(ε) for Cone(ε) with the property
h(F−p) ⊂ F−p.
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In the case p = 0, one can choose h0 to be the isomorphism K
∼=−→ Ug≤0 ⊗

S0(g[1]). Assume we have a homotopy operator hp : F−p → F−p with properties
(i) and (ii). Then since F−p−1 is an exact sequence of vector spaces, one can assign
the value of hp+1 at

(s(sei1 · · · seil ⊗ ej1 � · · · � ejk), 0), i1 ≤ · · · ≤ il, j1 < · · · < jk, k + l = p+ 1,

inductively on k so that the equation dε ◦ hp+1 + hp+1 ◦ dε = idF−p−1 holds. In this
way, one can obtain a homotopy operators hp with properties (i) and (ii) for each
p ≥ 0.

Recall that, by the Poincaré–Birkhoff–Witt theorem,

{(0, 1)} ∪ {(s(sei1 · · · seil ⊗ ej1 � · · · � ejk), 0) | i1 ≤ · · · ≤ il, j1 < · · · < jk}

is a basis of
(
Ug⊗ S(g[1])

)
[1]⊕K. By the construction, h((0, 1)) = (s(1⊗ 1), 0).

Also, each basis vector of the form v = (s(sei1 · · · seil ⊗ ej1 � · · · � ejk), 0) belongs
to F−(k+l), and thus

h(v) ∈ F−(k+l) ∩
(
Ug⊗ Sk+1(g[1])

)
[1]⊕ {0} =

(
Ug≤l−1 ⊗ Sk+1(g[1])

)
[1]⊕ {0}.

Therefore, we have

h
((
Ug≤q ⊗ S(g[1])

)
[1]⊕K

)
⊂
(
Ug≤q−1 ⊗ S(g[1])

)
[1]⊕ {0}. (4.12)

Now, we define S(g[1])∨-S(g[1])∨-subbimodules of Cone(ε∗) by

M0 = HomUg

(
Ug⊗ S(g[1]),

(
Ug≤0 ⊗ S(g[1])

)
[1]⊕ {0}

)
and

Mq = HomUg

(
Ug⊗ S(g[1]),

(
Ug≤q ⊗ S(g[1])

)
[1]⊕K

)
for each q > 0. Then {Mq}q≥0 forms an ascending filtration of Cone(ε∗) satis-
fying

⋃
qMq = Cone(ε∗). Moreover, (4.12) implies that the induced contracting

homotopy h̃ = h∗ for Cone(ε∗) satisfies h̃(Mq) ⊂ Mq−1. Thus, by Lemma 4.3.5,
the mapping cone Cone(ε∗) is pointwisely nilpotent, and thus ρB is weakly cone-
nilpotent.

4.4.2 Exactness of the sequences

Now we show the sequences (4.8) and (4.9) are exact for the triple (A,X,B) =
(Ug, Ug⊗ S(g[1]), S(g[1])∨).
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Let V be a vector space concentrated at degree zero, {e1, · · · , ed} be a basis
for V [1], and {ε1, · · · , εd} be the dual basis for (V [1])∨ such that 〈 εj | ei 〉 = δji .
We denote

ω := e1 � · · · � ed ∈ Sd(V [1]), τ := εd � · · · � ε1 ∈ Sd(V [1])∨.

To prove the exactness of (4.8), we need the following technical lemma.

Lemma 4.4.5. For x ∈ S(V [1]), b ∈ S(V [1])∨, we have

(i) ωx (τyx) = (−1)d−|x| x,

(ii) τy (xx b) = (−1)|b| (τyx)� b.

Proof. In the following computation, we use multi-index notations and Einstein
summation convention. Let Ei be the d-tuple with 1 at the i-th component
and 0 elsewhere. We denote eI = ei1 � · · · � eik and εJ = εj1 � · · · � εjl , where
I = Ei1 + · · ·+ Eik , i1 < · · · < ik, and J = Ej1 + · · ·+ Ejl , j1 < · · · < jl. We say
I is smaller than J , denoted I ≤ J , if {i1, · · · , ik} ⊂ {j1, · · · , jl}. If I ≤ J , we
denote J − I to be the tuple associated with {j1, · · · , jl} \ {i1, · · · , ik}.

Let T = E1 + · · ·+Ed, and T − I = Eı̃1 + · · ·+Eı̃d−k , ı̃1 < · · · < ı̃d−k. We have

τy eI = (εd · · · ε1)y ei1 · · · y eik = (−1)i1+···+ik− k(k+1)
2 εT−Irev ,

where εT−Irev = εı̃d−k � · · · � εı̃1 . Thus,

ωx (τy eI) = (−1)i1+···+ik− k(k+1)
2 (e1 � · · · � ed)x εı̃d−k · · · x εı̃1

= (−1)i1+···+ik− k(k+1)
2 (−1)(d−ı̃1−d+k)+···+(d−ı̃d−k−1) eI

= (−1)d−k eI .

Since {eI}I is a basis for S(V [1]), the first equation follows.
For the second equation, it suffices to verify it for any x = eI and b = εJ . If

J � I, it is clear that

(τy eI)� εJ = 0 = τy (eIx ε
J).

Thus, we can assume J ≤ I. Let jp = ip and I − J = Ei̃1 + · · ·+ Ei̃k−l . Then
we have

eIx ε
J = (−1)l(−1)(k−1)+···+(k−l)eI−J ,

τy (eIx ε
J) = (−1)i̃1+···+i̃k−l (−1)1+···+l+ k2+k+l2+l

2 εT−I+Jrev .
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Furthermore,

τy eI = (−1)(i1−1)+···+(ik−k)εT−Irev ,

(τy eI)� εJ = (−1)(i1−1)+···+(ik−k)(−1)(i1−1)+···+(il−l+l−1)εT−I+Jrev

= (−1)l τy (eIx ε
J).

Thus the proof is complete.

Lemma 4.4.6. For (A,X,B) = (Ug, Ug⊗ S(g[1]), S(g[1])∨), the sequence (4.8)
is exact.

Proof. Define an operator

hR : Homr(X ⊗B⊗q+1, X)→ Homr(X ⊗B⊗q, X),

for each q ≥ 0, by

hR(f)
(
(u⊗ x) ; b1, · · · , bq) := (−1)r+1(−1)d−|x| f

(
(u⊗ ω) ; (τyx), b1, · · · , bq

)
,

where u ∈ Ug, x ∈ S(g[1]), b1, · · · , bq ∈ S(g[1])∨. By Lemma 4.4.5, one can show
that

(hRd
X
HRf)

(
(u⊗ x) ; b1, · · · , bq

)
= (−1)d−|x|f

(
(u⊗ ω)x (τyx) ; b1, · · · , bq

)
+ (−1)d−|x|+1f

(
(u⊗ ω) ; ((τyx)� b1), · · · , bq

)
+

q−1∑
j=1

(−1)d−|x|+j+1f
(
(u⊗ ω) ; (τyx), · · · , bjbj+1, · · · , bq

)
+ (−1)d−|x|+q+1f

(
(u⊗ ω) ; (τyx), · · · , bq−1

)
x bq,

and

(dXHRhRf)
(
(u⊗ x) ; b1, · · · , bq

)
= (−1)d−|x|f

(
(u⊗ ω) ; (τyx)� b1, b2, · · · , bq

)
+

q−1∑
j=1

(−1)j+d−|x|f
(
(u⊗ ω) ; (τyx), b1, · · · bjbj+1 · · · , bq

)
+ (−1)q+d−|x|f

(
(u⊗ ω) ; (τyx), b1, · · · , bq−1

)
x bq

Thus, we have
dXHRhR + hRd

X
HR = id,
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and the cohomologies vanish except the zeroth cohomology. Since the zeroth
cohomology is

ker
(

Homr(X,X)
dXHR−−→ Homr(X ⊗B,X)

)
= Homr

Bop(X,X),

the proof is completed.

Finally, we prove the exactness of the sequence (4.9).

Lemma 4.4.7. For (A,X,B) = (Ug, Ug⊗ S(g[1]), S(g[1])∨), the sequence (4.9)
is exact.

Proof. In order to prove this assertion, we define an operator

hL : Homr(A⊗p+1 ⊗X,X)→ Homr(A⊗p ⊗X,X),

for each p ≥ 0, by

hL(f)
(
a1, · · · , ap; (u⊗ x)

)
:= (−1)rf(a1, · · · , ap, u; (1⊗ x)

)
,

where a1, · · · , ap, u ∈ Ug and x ∈ S(g[1]). It is straightforward to show that

dXHLhL + hLd
X
HL = id .

Thus,
Hn
(

Homr(A⊗• ⊗X,X), dXHL
)

= 0,

for any n > 0 and any r ∈ Z. Furthermore, since the zeroth cohomology is

ker
(

Homr(X,X)
dXHL−−→ Homr(A⊗X,X)

)
= Homr

A(X,X),

the proof is completed.

Therefore, we have the following

Theorem 4.4.8. Let g be a finite-dimensional Lie algebra. The triple(
Ug, Ug⊗ S(g[1]), S(g[1])∨

)
is a Keller admissible triple. Therefore, the projec-

tions

Hoch•⊕(Ug⊗ S(g[1]))

Hoch•⊕(Ug) Hoch•⊕(S(g[1])∨)

πA πB

induce isomorphisms of Gerstenhaber algebras on cohomologies.
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Example 4.4.9. For the 1-dimensional Lie algebra g = K, it follows that
Ug = Sg ∼=

⊕∞
n=0K and (S(g[1])∨, 0) = (K[x]/(x2), 0) as in Example 4.1.2.

We have

HH0
⊕(Ug) ∼=

∞⊕
n=0

K ∼= HH0
⊕(S(g[1])∨, 0).

However, the 0-th product Hochschild cohomology of S(g[1])∨ is

HH0∏(S(g[1])∨, 0) ∼=
∞∏
n=0

K

which is not isomorphic to HH0∏(Ug) = HH0
⊕(Ug).

4.5 Application to Duflo theorem

A dg manifold (M, Q) is a graded manifoldM together with a homological vector
field Q. Such a structure plays an important role in various fields of mathematics.
See, for example, [1, 6, 40, 2]. In the present paper, we consider the dg manifold
(g[1], dg) associated with a finite-dimensional Lie algebra g whose function algebra
is the Chevalley–Eilenberg dg algebra (S(g[1])∨, dg).

On the dg manifold (g[1], dg), one has the dg algebra
(
⊕T •poly(g[1]), [dg,−]

)
of

polyvector fields and the dg algebra
(
⊕D•poly(g[1]), dH+ Jdg,−K

)
of polydifferential

operators on (g[1], dg). According to [35, Theorem 4.3], one has the Kontsevich–
Duflo-type map

hkr ◦ td
1/2
g[1] :

(
⊕T •poly(g[1]), dT

)
→
(
⊕D•poly(g[1]), dD

)
,

which induces a graded algebra isomorphism on their cohomologies. Here,

dT := [dg,−],

dD := dH + Jdg,−K,

and tdg[1] ∈
∏

k≥0

(
Γ(ΛkT∨g[1])

)k denotes the Todd cocycle associated with the
trivial connection on g[1]. We refer the reader to [35] for an introduction to
Kontsevich–Duflo-type theorem for dg manifolds.

Let J ∈ Ŝ(g∨) be the Duflo element which is the formal power series associated
with J(x) = det

(
1−e− adx

adx

)
, x ∈ g. Its square root J1/2 acts on Sg as a formal

differential operator, and this map induces an operator on the Chevalley–Eilenberg
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cohomology H•CE(g, Sg). In this section, we construct isomorphisms of graded
algebras

ΦT : H•(⊕Tpoly(g[1]), dT )
∼=−→ H•CE(g, Sg),

ΦD : H•(⊕Dpoly(g[1]), dD)
∼=−→ H•CE(g,Ug),

and prove the following

Theorem 4.5.1. The diagram

H•(⊕Tpoly(g[1]), dT ) H•(⊕Tpoly(g[1]), dT ) H•(⊕Dpoly(g[1]), dD)

H•CE(g, Sg) H•CE(g, Sg) H•CE(g,Ug)

Td
1/2
g[1]

ΦT

hkr

ΦT ΦD

J1/2 pbw

(4.13)
commutes.

In this way, we obtain a precise relation between the Kontsevich–Duflo-type iso-
morphism [35] for the dg manifold (g[1], dg) and the Kontsevich–Duflo isomorphism
[15, 28, 43] for the Lie algebra g. In particular, we recover the Kontsevich–Duflo
theorem:

Corollary 4.5.2 (Kontsevich). The map

pbw ◦J1/2 : H•CE(g, Sg)→ H•CE(g,Ug)

is an isomorphism of graded algebras.

The diagram (4.13) consists of two parts: left half and right half. The
commutativity of the left half diagram is established in Section 4.5.3, and the
commutativity of the right half diagram is proved in Proposition 4.5.5.

4.5.1 Polyvector fields on g[1]

The dg algebra ⊕T •poly(g[1]) of polyvector fields on (g[1], dg) consists of the graded
vector space

⊕T •poly(g[1]) = Γ
(
g[1];S(Tg[1][−1])

) ∼= S(g[1])∨ ⊗ Sg

equipped with the differential dT = [dg,−] and the natural multiplication

(f1 ⊗ x̃1) · (f2 ⊗ x̃2) = (f1 � f2)⊗ (x̃1 � x̃2),
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where [−,−] is the Schouten bracket, f1, f2 ∈ S(g[1])∨ and x̃1, x̃2 ∈ Sg.
Let Φ̃T : ⊕T •poly(g[1])→ Hom(S•(g[1]), Sg) be the map

Φ̃T (f⊗ sx1 � · · · � sxq) : y 7→ 〈 f | y 〉 · sx1 � · · · � sxq

where f ∈ S(g[1])∨, xi ∈ g[1], y ∈ S(g[1]) are homogeneous, and s : g[1] → g is
the degree-shifting map of degree +1. Here, the dg algebra Hom(S•(g[1]), Sg) is
equipped with the convolution product ? and the Chevalley–Eilenberg differential
induced by the adjoint action. See Section 2.4 for the precise definitions. The
following lemma follows from a direct computation.

Lemma 4.5.3. The map Φ̃T : ⊕T •poly(g[1]) → Hom(S•(g[1]), Sg) is an isomor-
phism of dg algebras. In particular, the induced map

ΦT : H•(⊕Tpoly(g[1]), dT )→ H•CE(g, Sg)

is an isomorphism of graded algebra.

4.5.2 Polydifferential operators on g[1]

The dg algebra ⊕D•poly(g[1]) of polydifferential operators on (g[1], dg) is the graded
vector space

⊕D•poly(g[1]) ∼=
⊕
p+r=•

(
S(g[1])∨ ⊗

(
S(g[1])

)⊗p)r
∼=
⊕
p+r=•

Homr
(
(S(g[1])∨)⊗p, S(g[1])∨

)
,

equipped with the differential dD = dH + Jdg,−K and the cup product. In other
words, the dg algebra ⊕D•poly(g[1]) is isomorphic to the dg algebra Hoch•⊕(S(g[1])∨, dg)
of Hochschild cochains of the dg algebra (S(g[1])∨, dg), and thus,

H•(⊕Dpoly(g[1]), dD) ∼= HH•⊕(S(g[1])∨, dg).

We will omit dg in the Hochschild cohomology/complex for simplicity.
By Theorem 4.4.8, there is an isomorphism Φ1 : HH•⊕(S(g[1])∨)→ HH•⊕(Ug)

of graded algebras. Furthermore, it is well known that HH•⊕(Ug) is isomorphic
to H•CE(g,Ug). In fact, this isomorphism is represented by the cochain map
Φ̃2 : Hom(Ug⊗•,Ug)→ Hom(S•(g[1]),Ug),

Φ̃2(f) : x1 � · · · � xp 7→
∑
σ∈Sp

(−1)σf(sxσ(1) ⊗ · · · ⊗ sxσ(p)), (4.14)
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for x1, · · · , xp ∈ g[1] and f ∈ Hom(Ug⊗p,Ug). The dg algebra Hom(S•(g[1]),Ug)
is equipped with the convolution product ? and the Chevalley–Eilenberg differential
dUgCE of adjoint action. See (2.3) and (2.5) for the precise definitions of ? and dUgCE.
The following lemma is standard [5].

Lemma 4.5.4 (Cartan–Eilenberg). The map Φ̃2 is a quasi-isomorphism of dg
algebras. In particular, the induced map

Φ2 : HH•⊕(Ug)→ H•CE(g,Ug)

is an isomorphism of graded algebras.

Therefore, the map

ΦD := Φ2 ◦ Φ1 : H•(⊕Dpoly(g[1]), dD) ∼= HH•⊕(S(g[1])∨)→ H•CE(g,Ug),

is an isomorphism of graded algebras.

4.5.3 Todd class and Duflo element

The Todd class of a dg manifold (M, Q) can be defined via the Atiyah class
which measures the obstruction to the existence of Q-invariant connections. In
the following, we present an Atiyah cocycle and a Todd cocycle of the dg manifold
(g[1], dg), and we compare this Todd cocycle with the Duflo element of g. We refer
the reader to [42] for a general introduction to the Atiyah and Todd classes of a
dg manifold.

Let ∇0 be the trivial connection on g[1]. The Atiyah cocycle

atg ∈ S(g[1])∨ ⊗ (g[1])∨ ⊗ End(g[1]) ∼= Hom(g[1]⊗ g[1], S(g[1])∨ ⊗ g[1])

associated with ∇0 is characterized by

atg(x, y) = s−1[sx, sy]g

for x, y ∈ g[1]. Since atg(x,−) : g[1]→ g[1] maps the odd component to the odd
component, the Todd cocycle tdg[1] ∈

∏
k≥0

(
Γ(ΛkT∨g[1])

)k ∼= Ŝg∨ associated with
∇0 is

tdg[1](x) = Ber

(
atg(x,−)

1− e− atg(x,−)

)
= det

(
1− e− adsx

adsx

)
= J(sx).

In other words, the Todd cocycle tdg[1] is identified with the Duflo element J ∈ Ŝg∨
under the isomorphism∏

k≥0

(
Γ(ΛkT∨g[1])

)k ∼= ∏
k≥0

(
S(g[1])∨ ⊗ Λk(g[1])∨

)k ∼= ∏
k≥0

Skg∨ = Ŝg∨. (4.15)
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A Todd cocycle is closed under the coboundary operator Ldg . In our case, this
means the Todd cocycle tdg[1] is g-invariant. Thus, the square root td

1/2
g[1] is also

g-invariant and acts on H•CE(g, Sg) by contraction.
With the isomorphism (4.15), one can show that the left half of the diagram

(4.13) commutes.

4.5.4 Hochschild–Kostant–Rosenberg map and Poincaré–
Birkhoff–Witt isomorphism

The last step of proving Theorem 4.5.1 is to show that the two well-known isomor-
phisms — Hochschild–Kostant–Rosenberg isomorphism and Poincaré–Birkhoff–
Witt isomorphism — are isomorphic via ΦT and ΦD. We first recall the definitions
of these two isomorphisms.

Recall that for x ∈ Sk(g[1]), the interior product ιx : S(g[1])∨ → S(g[1])∨ is
characterized by

ιx(f) = (−1)|x|·|f| f(x�−) : Sn−k(g[1])→ K, ∀ f ∈ Hom(Sn(g[1]),K) ∼= Sn(g[1])∨,

if n ≥ k, and ιx(f) = 0 if n < k. The Hochschild–Kostant–Rosenberg map [35,
Section 4] on the graded manifold g[1] is the map

hkr : ⊕T •poly(g[1])→ ⊕D•poly(g[1]) ∼= Hoch•⊕(S(g[1])∨),

hkr
(
f⊗ (sx1 � · · · � sxq)

)
=

1

q!

∑
σ∈Sq

f� ιxσ(1) ⊗ · · · ⊗ ιxσ(q) ,

for f ⊗ (sx1 � · · · � sxq) ∈ S(g[1])∨ ⊗ Sqg ⊂ ⊕T •poly(g[1]). Here, the Hochschild
cochain f� ιx1 ⊗ · · · ⊗ ιxq : (S(g[1])∨)⊗q → S(g[1])∨ is defined by

f� ιx1 ⊗ · · · ⊗ ιxq : (b1 ⊗ · · · ⊗ bq) 7→ (−1)
∑q
i=1(q−i)|bi| f� ιx1b1 � · · · � ιxqbq

for b1, · · · , bq ∈ S(g[1])∨. This map induces an isomorphism of vector spaces
hkr : H•(⊕Tpoly(g[1]), dT )→ HH•⊕(S(g[1])∨) on their cohomologies.

The Poincaré–Birkhoff–Witt isomorphism is an isomorphism pbw : Sg→ Ug,

pbw(sx1 � · · · � sxq) =
∑
σ∈Sn

1

n!
sxσ(1) · · · sxσ(q), (4.16)

of g-modules which induces an isomorphism of the Chevalley–Eilenberg complexes

pbw :
(

Hom(S(g[1]), Sg), dSgCE

)
→
(

Hom(S(g[1]),Ug), dUgCE

)
.

93



Proposition 4.5.5. The diagram

H•(⊕Tpoly(g[1]), dT ) HH•⊕(S(g[1])∨)

H•CE(g, Sg) H•CE(g,Ug)

ΦT

hkr

ΦD=Φ2◦Φ1

pbw

commutes, where pbw : H•CE(g, Sg)→ H•CE(g,Ug) is the map induced by (4.16).

The rest of the section is devoted to proving Proposition 4.5.5 which is the
last step of proving Theorem 4.5.1.

The isomorphism Φ1 = πA∗ ◦ (πB∗)
−1 : HH•⊕(S(g[1])∨)

∼=−→ HH•⊕(Ug), according
to Theorem 4.3.9, is induced by the surjective quasi-isomorphisms

Hoch•⊕(Ug) Hoch•⊕(Ug⊗ S(g[1])) Hoch•⊕(S(g[1])∨).
πA πB

Note that the inclusion ιB : Hoch•⊕(S(g[1])∨) ↪→ Hoch•⊕(Ug ⊗ S(g[1])) is not a
cochain map, and there is no obvious representation of (πB∗)

−1 on the cochain
level. Thus, it is difficult to verify pbw ◦ΦT = ΦD ◦ hkr = Φ2 ◦ πA∗ ◦ (πB∗)

−1 ◦ hkr
directly. We solve this issue by lifting πB and hkr to a pullback complex.

Pullback complex

Let hkr∗Hoch•⊕(Ug⊗ S(g[1])) be the pullback complex

hkr∗Hoch•⊕(Ug⊗ S(g[1])) Hoch•⊕(Ug⊗ S(g[1]))

⊕T •poly(g[1]) Hoch•⊕(S(g[1])∨).

h̃kr

π̃B πB

hkr

More precisely,

hkr∗Hoch•⊕(Ug⊗ S(g[1]))

= Hoch•⊕(Ug)⊕ Hoch•⊕(Ug,Ug⊗ S(g[1]), S(g[1])∨)⊕ ⊕T •poly(g[1])

together with the differential

D = dAH + dAXH + dXH + ∂X + (dXBH ◦ hkr) + [dg,−].

Since πB : Hoch•⊕(Ug ⊗ S(g[1])) → Hoch•⊕(S(g[1])∨) is a surjective quasi-
isomorphism, the kernel ker(πB) is acyclic. Also note that ker(πB) = ker(π̃B) by
construction. Thus, the projection

π̃B : hkr∗Hoch•⊕(Ug⊗ S(g[1]))→ ⊕T •poly(g[1])
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is also a surjective quasi-isomorphism. Therefore, to prove Proposition 4.5.5, it
suffices to show that the diagram

hkr∗Hoch•⊕(Ug⊗ S(g[1])) Hoch•⊕(Ug⊗ S(g[1])) Hoch•⊕(Ug)

Hom(S(g[1]), Sg) Hom(S(g[1]),Ug)

h̃kr

Φ̃T ◦π̃B

πA

Φ̃2

pbw

commutes up to homotopy. We prove it by constructing an explicit homotopy
operator.

Homotopy operator

Let

ψ1 = Φ̃2 ◦ πA ◦ h̃kr,

ψ2 = pbw ◦Φ̃T ◦ π̃B.

Now, our task is to construct a homotopy operator h : hkr∗Hoch•⊕(Ug⊗S(g[1]))→
Hom(S(g[1]),Ug) satisfying the equation

ψ1 − ψ2 = h ◦D + dUgCE ◦ h. (4.17)

Notations In the rest of this section, we denote A = Ug, B = S(g[1])∨ and
X = Ug⊗ S(g[1]). A basis of g[1] is denoted by {e1, · · · , ed}, and its dual basis is
denoted by {ε1, · · · , εd}. The symbol xi is an element of g[1] for each i, s : g[1]→ g
is the degree-shifting map, and � denotes the adjoint action. We need the technical
maps

(i) s̃ym : Sp(g[1])→ Ug⊗p,

s̃ym(x1 � · · · � xp) =
∑
σ∈Sp

(−1)σsxσ(1) ⊗ · · · ⊗ sxσ(p),

(ii) Jq,r : Sq+r(g[1])→ Ug⊗ Sq+r(g[1])⊗ (g[1]∨)⊗q ⊗ g[1]⊗q,

Jq,r(x) = 1⊗ x⊗
∑
i1,··· ,iq

(
(εi1 ⊗ · · · ⊗ εiq)⊗ (eiq ⊗ · · · ⊗ ei1)

)
,

for x ∈ Sq+r(g[1]),
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(iii) φ : g[1]⊗q → Ug,
φ(x1 ⊗ · · · ⊗ xq) = sx1 · · · sxq,

(iv) the projection prUg : Ug⊗ S(g[1])� Ug⊗ S0(g[1]) ∼= Ug.

For x = x1 � · · · � xn ∈ Sn(g[1]), we denote x{i} := x1 � · · · x̂i · · · � xn.
Following Sweedler notation, we write the formula of the comultiplication
∆ : S(g[1])→ S(g[1])⊗ S(g[1]) as

∆(x) =
∑
k

x(1),k ⊗ x(2),n−k = x(1),k ⊗ x(2),n−k,

where x(1),k ∈ Sk(g[1]) and x(2),n−k ∈ Sn−k(g[1]).
For f ∈ Homr(A⊗p ⊗X ⊗B⊗q, X), we define

hp,q,r : Homr(A⊗p ⊗X ⊗B⊗q, X)→ Hom(Sp+q+r(g[1]),Ug)

hp,q,r(f) = sgn(p, q, r) µUg ◦ (prUg⊗φ) ◦ (f ⊗ 1) ◦ (s̃ym⊗ Jq,r) ◦∆p,q+r

where sgn(p, q, r) = (−1)qr+r+q(q+1)/2. Using Sweedler notation, one can write

hp,q,r(f)(x)

= sgn(p, q, r)
∑
i1,··· ,iq

prUg ◦f
(
s̃ym(x(1),p)⊗(1⊗x(2),q+r)⊗(εi1⊗· · ·⊗εiq)

)
·(seiq · · · sei1)

for x ∈ Sp+q+r(g[1]). Now, we define the homotopy operator

h : hkr∗Hoch•⊕(Ug⊗ S(g[1]))→ Hom(S(g[1]),Ug)

to be the operator extending
∑
hp,q,r by zero, i.e. the operator h is equal to the

composition

hkr∗Hoch•⊕(Ug⊗ S(g[1]))
pr−→ Hoch⊕(Ug,Ug⊗ S(g[1]), S(g[1])∨)∑

hp,q,r−−−−→ Hom(S(g[1]),Ug).

A-side Since A = Ug is concentrated at degree zero, we have

(dAXH fA)(a1 ⊗ · · · ⊗ ap ⊗ x) = fA(a1 ⊗ · · · ⊗ ap) · x

for fA ∈ Hom(Ug⊗p,Ug) ⊂ Hoch•⊕(X), x ∈ X and ai ∈ Ug. Thus, for
x = x1 � · · · � xp ∈ S(g[1]),

h(dAXH fA)(x) = sgn(p, 0, 0) prUg ◦(dAXH fA)(s̃ym(x)⊗ (1⊗ 1))

=
∑
σ∈Sp

(−1)σfA(sxσ(1) ⊗ · · · ⊗ sxσ(p)).
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Furthermore, since ψ2(fA) = pbw ◦Φ̃T ◦ π̃B(fA) = 0 and

ψ1(fA)(x) = (Φ̃2 ◦ πA ◦ h̃kr)(fA)(x) =
∑
σ∈Sp

(−1)σfA(sxσ(1) ⊗ · · · ⊗ sxσ(p)),

we have
(h ◦D + dUgCE ◦ h)(fA) = h(dAXH fA) = (ψ1 − ψ2)(fA).

B-side For fB = f ⊗ sej1 � · · · � sejq ∈ Sq+r(g[1])∨ ⊗ Sqg ⊂ ⊕Tpoly(g[1]) and
x ∈ Sq+r(g[1]), we have

sgn(0, q, r)h(dXBH ◦ hkr(fB))(x)

=
∑
i1,··· ,iq

prUg ◦(dXBH ◦ hkr(fB))
(

(1⊗ x)⊗ (εi1 ⊗ · · · ⊗ εiq)
)
· (seiq · · · sei1)

= (−1)q+r−1+r(q+r)
∑
i1,··· ,iq

prUg

(
(1⊗ x)x hkr(fB)(εi1 ⊗ · · · ⊗ εiq)

)
· (seiq · · · sei1)

= (−1)q+r−1+r(q+r)+q(q+1)/2(xx f)
1

q!

∑
σ∈Sq

sejσ(q) · · · sejσ(1)

= (−1)qr+q−1+q(q+1)/2(−1)q+rf(x) · pbw(sej1 � · · · � sejq)

= − sgn(0, q, r)f(x) · pbw(sej1 � · · · � sejq).

Since ψ1(fB) = Φ̃2 ◦ πA ◦ h̃kr(fB) = 0 and

ψ2(fB) = pbw ◦Φ̃T (f⊗ se1 � · · · � seq) : x 7→ f(x) · pbw(se1 � · · · � seq),

we conclude that

(h ◦D + dUgCE ◦ h)(fB) = h ◦ dXBH ◦ hkr(fB) = (ψ1 − ψ2)(fB).

X-side Let f ∈ Homr(A⊗p ⊗ X ⊗ B⊗q, X) and x = x1 � · · · � xp+q+r+1 ∈
Sp+q+r+1(g[1]). To verify the homotopy equation, we need to compute the following
4 terms.

Term I:

dUgCE(hf)(x) =

(
p+q+r+1∑

i=1

(−1)i+p+q+r(sxi) �(hf)(x{i})

)
− (−1)p+q+r(hf)(∂gx)

=

(
p+q+r+1∑

i=1

(−1)i+p+q+r sgn(p, q, r)(Di
1 −Di

2)

)
− (−1)p+q+r sgn(p, q, r)(F1 + F2),
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where

Di
1 =

∑
i1,··· ,iq

sxi ·
(
prUg ◦f

(
s̃ym(x

{i}
(1),p)⊗ (1⊗ x

{i}
(2),q+r)⊗ (εi1 ⊗ · · · ⊗ εiq)

))
· (seiq · · · sei1),

Di
2 =

∑
i1,··· ,iq

(
prUg ◦f

(
s̃ym(x

{i}
(1),p)⊗ (1⊗ x

{i}
(2),q+r)⊗ (εi1 ⊗ · · · ⊗ εiq)

))
· (seiq · · · sei1) · sxi,

F1 =
∑

i1,··· ,iq

prUg ◦f
(
s̃ym(∂gx(1),p+1)⊗ (1⊗ x(2),q+r)⊗ (εi1 ⊗ · · · ⊗ εiq)

)
· (seiq · · · sei1),

F2 = (−1)p
∑

i1,··· ,iq

prUg ◦f
(
s̃ym(x(1),p)⊗ (1⊗ ∂gx(2),q+r+1)⊗ (εi1 ⊗ · · · ⊗ εiq)

)
· (seiq · · · sei1).

Term II:

h(dXHLf)(x) = sgn(p+ 1, q, r)(−1)p+q+r·{(
p+q+1∑
i=1

(−1)i+1Ai
1

)
+ Amid +

(
(−1)p+1

p+q+r+1∑
i=1

(−1)i+1+pAi
2

)}
,

where

Ai1 =
∑

i1,··· ,iq

sxi ·
(
prUg ◦f

(
s̃ym(x

{i}
(1),p)⊗ (1⊗ x

{i}
(2),q+r)⊗ (εi1 ⊗ · · · ⊗ εiq)

))
· (seiq · · · sei1),

Ai2 =
∑

i1,··· ,iq

prUg ◦f
(
s̃ym(x

{i}
(1),p)⊗ (sxi ⊗ x

{i}
(2),q+r)⊗ (εi1 ⊗ · · · ⊗ εiq)

)
· (seiq · · · sei1),

Amid =
∑

i1,··· ,iq

p∑
j=1

(−1)j ·

prUg ◦f
( (
µj ◦ s̃ym(x(1),p+1)

)
⊗ (1⊗ x(2),q+r)⊗ (εi1 ⊗ · · · ⊗ εiq)

)
· (seiq · · · sei1),

and the map µj : Ug⊗p+1 → Ug⊗p, j = 1, · · · , p, is defined by

µj(u1 ⊗ · · · ⊗ up+1) = u1 ⊗ · · · ⊗ ujuj+1 ⊗ · · · ⊗ up+1.

Term III:

h(dXHRf)(x) = sgn(p, q + 1, r)(−1)p+q+r(B1 + B2 + B3),
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where

B1 = −
∑

i1,··· ,iq

p+q+r+1∑
i=1

(−1)q+r−i·

prUg ◦f
(
s̃ym(x

{i}
(1),p)⊗ (1⊗ x

{i}
(2),q+r)⊗ (εi1 ⊗ · · · ⊗ εiq)

)
· (seiq · · · sei1sxi)

B2 =
∑

i1,··· ,iq+1

q∑
k=1

(−1)p+1+k·

prUg ◦f
(
s̃ym(x(1),p)⊗ (1⊗ x(2),q+r+1)⊗ (εi1 ⊗ · · · εik � εik+1 · · · ⊗ εiq+1)

)
· (seiq+1 · · · sei1)

B3 =
∑

i1,··· ,iq ,j
(−1)p+q·

prUg

{
f
(
s̃ym(x(1),p)⊗ (1⊗ x(2),q+r+1)⊗ (εi1 ⊗ · · · ⊗ εiq)

)
x εj
}
· (sejseiq · · · sei1)

Term IV:

h(∂Xf)(x) = sgn(p, q, r + 1)(I1 − (−1)r(I2 + I3)),

where

I1 =
∑

i1,··· ,iq

prUg ◦dX ◦ f
(
s̃ym(x(1),p)⊗ (1⊗ x(2),q+r+1)⊗ (εi1 ⊗ · · · ⊗ εiq)

)
· (seiq · · · sei1)

I2 =
∑

i1,··· ,iq

prUg ◦f
(
s̃ym(x(1),p)⊗ dX(1⊗ x(2),q+r+1)⊗ (εi1 ⊗ · · · ⊗ εiq)

)
· (seiq · · · sei1)

I3 =
∑

i1,··· ,iq

q∑
k=1

(−1)q+r+k·

prUg ◦f
(
s̃ym(x(1),p)⊗ (1⊗ x(2),q+r+1)⊗ (εi1 ⊗ · · · ⊗ dgεik ⊗ · · · ⊗ εiq)

)
· (seiq · · · sei1).
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Note that we have the following equations

Di
1 = Ai

1∑
i

(−1)q+r+i+1Di
2 = B1

F1 = Amid

I2 = (−1)pF2 +

p+q+r+1∑
i=1

(−1)i+p+1Ai
2

B2 = (−1)p+q+rI3

B3 = (−1)p+q+1I1

for any x ∈ Sp+q+r+1(g[1]). Here, the last second equation is obtained by

(dgε
i)⊗ sei =

∑
a<b

εa � εb ⊗ [sea, seb] =
∑
a<b

(
εa � εb ⊗ seaseb + εb � εa ⊗ sebsea

)
which is induced by

[sea, seb] = ciabsei, dgε
i = ciabε

a � εb,

and the last equation is obtained by

dX(u⊗ ei) = u(sei)⊗ 1 = −(u(sei)⊗ ei)x εi.

Since (ψ1 − ψ2)(f) = 0, the homotopy equation (4.17) is equivalent to the system

sgn(p+ 1, q, r) = sgn(p, q, r),

sgn(p, q + 1, r) = (−1)q+r+1 sgn(p, q, r),

sgn(p, q, r + 1) = (−1)q+1 sgn(p, q, r),

and the sign function

sgn(p, q, r) = (−1)qr+r+q(q+1)/2

is a solution of this system. Therefore, we conclude that

(h ◦D + dUgCE ◦ h)(f) = 0 = (ψ1 − ψ2)(f).

This completes the proof of Proposition 4.5.5, and thus the proof of Theorem 4.5.1
is also complete.
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