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ABSTRACT 

 
As one of the main causes of weather-related damages in agriculture, frost leads to 

significant economic losses for farmers worldwide. Yet, traditional frost protection and 

temperature assessment methods in orchards remain rudimentary. Unmanned aerial vehicles 

(UAVs) and airborne sensing instruments emerged in recent years as promising tools for assisting 

efficient and convenient crop monitoring and management in precision agriculture, which creates 

opportunities in revolutionizing orchard frost protection approaches. With an overarching goal of 

building an autonomous cyber-physical system (CPS) consisting of UAV-based sensing and 

unmanned ground vehicle (UGV)-based heating for precise frost management, in this dissertation, 

a multi-dimensional mapping framework was proposed to process UAV-based thermal imagery, 

RGB imagery, and light detection and ranging (LiDAR) point cloud data to extract growth stage, 

canopy temperature, and tree structural information of an apple orchard. A thermal image stitching 

algorithm was developed to create high-resolution orchard temperature maps. A convolutional 

neural network (CNN)-based classifier was developed for detecting apple flower buds in RGB 

images, whose robustness against artificial image distortions and training dataset attributes were 

also investigated in depth. A UAV-LiDAR system was developed for identifying orchard regions 

that were unsafe for UGV travelling. The final output of the mapping framework, georeferenced 

orchard navigation maps, indicated both orchard heating requirements and orchard open space 

regions, which can potentially serve as a guide for UGV path planning and heat treatment 

application during frost events in future studies.  
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CHAPTER 1 

INTRODUCTION 

 
Extreme weather conditions have always been a major reason for agricultural production 

loss [1]. With the consideration of global climate changes, it is expected that crop production will 

be more vulnerable due to the anticipated rise in the extent and frequency of weather extremes [2]. 

As one of the agroclimatic risks that are detrimental to crops, frost represents the main cause for 

weather related damage to crops [3]. Visible frost can form when water vapor in the atmosphere 

touches surfaces with temperatures below the dew point and freezing point, which often occurs in 

early spring or late fall because of a sudden cold air invasion or the radiative cooling of the earth’s 

surface [4]. Crops can be damaged through freeze-induced dehydration and physical cell structure 

damage from ice crystals formed during frost events. In the United States, frost has caused more 

economic losses than any other weather-related hazards and often devastates local economies [3].  

The degree of frost damage is dependent on many factors including rate of temperature 

drop, cloud and wind conditions, frosting duration, and crop growth stage [5]. Generally speaking, 

certain crop development stages are more vulnerable to cold, such as flowering or grain filling, 

and farmers should try to avoid the coincidence of such stages and frost incidences if possible. For 

fruit trees, even light frosts can greatly influence the fruit quality, while in extreme cases harvesting 

can be threatened by severe frost events. For example, during apple blossoming periods, 

temperatures that are a few degrees below freezing point are adequate to harm or kill apple flower 

buds [6], and damaged blossoms typically do not develop into fruits. 

Frost damage in orchards can be avoided or minimized by active or passive protection 

methods. Examples of passive methods include site and plant selection, cold air drainage, 

irrigation, soil and plant covers, etc. [3]. They are typically less costly than active methods, yet 

often insufficient to protect crops under severe frost conditions. Active methods can be 

implemented right before or during a frost event to prevent formation of ice within plant cells. 

Sprinklers, wind machines, and heaters are commonly used equipment for active frost protection 

[7]. Overhead or under-tree irrigation protects trees from frost effectively through the heat of 

solidification of water, however it has disadvantages such as high installation cost, large water 

consumption, and causing broken branches due to ice overloading. Wind machines increase 

orchard temperature simply by bringing warm air down to ground level to prevent thermal 
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stratification, and they typically have low operational costs. Yet wind machines do not work under 

cold, windy conditions. As one of the oldest methods, directly adding heat to air has the potential 

to replace substantial energy losses during frost events. However, a single heater cannot cover a 

large area, and the added heat will rise and dissipate to the sky. Fuel consumption, CO2 emission, 

and overall expense can also be some of the additional downsides of the heating method. 

Distributing many small heaters throughout an orchard is a strategy for improving heating 

efficiency, and heat dissipation is less of a problem when a low-ceiling inversion layer exists since 

less volume of air needs to be heated.  

Traditionally, thermometers were used for orchard temperature monitoring during frost 

events, which allows orchardists to adjust burning rates of orchard heaters, or turn on or off wind 

machines or sprinklers accordingly to keep a dry or wet-bulb temperature above the critical damage 

temperature depending on the frost protection method. However, such a technique of determining 

orchard frost treatment needs has a few noteworthy shortcomings. First, the amount of 

thermometers being used in an orchard is a limiting factor for how precise the orchard temperature 

can be managed spatially. Second, humans are required for checking thermometers, which can be 

laborious and untimely in large orchards. Third, plant tissue temperature may differ from air 

temperature, and readings of thermometers do not necessarily reflect true orchard frost treatment 

demands. Lastly, spatial plant growth stage variation in an orchard is typically ignored. It is 

wasteful to maintain the same temperature throughout an orchard, as critical temperatures vary 

with plant developmental stages [8]. Following the trend of precision agriculture [13], a 

modernized methodology of orchard temperature deficit or heating requirement determination for 

frost management that can assess localized, actual temperature increase needs while considering 

spatial plant growth stage variability and keeping human involvement to the minimum would be 

desirable. 

Research regarding applications of unmanned aircraft systems (UASs) in agriculture 

exploded in recent years. A UAS consists of an unmanned aerial vehicle (UAV), ground control 

stations, data links, and other equipment such as sensors. With the rapid development of 

microelectronic, intelligent and radio technologies [9], it is believed that UASs will be an essential 

part of precision agriculture in the future [10]. A UAV can be made on a miniature scale, therefore 

it is significantly cheaper and more compact than manned aircrafts. The adaptability to topography 

and high maneuverability of a UAV allows low-flying altitudes and high spatial resolutions of 
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sensor measurements. The aerial nature of UAVs, on the other hand, not only enables higher 

efficiency and flexibility in data acquisition, meaning an improved data temporal resolution, but 

also reduces the potentially destructive impacts on plants to the minimum. Such advantages make 

UASs an exceptionally good fit in large scale agricultural studies, and UASs have been 

successfully applied for various purposes such as field mapping, plant stress detection, plant 

biomass and nutrient estimation, weed management, etc. [11]. 

Generally, UAV-based sensing techniques collect information by remotely measuring 

reflected and emitted radiation from objects in different spectral regions, and commonly employed 

sensor types include red-green-blue (RGB) camera, thermal camera, and light detection and 

ranging (LiDAR) scanner. RGB imagers are sensitive to lights or electromagnetic waves in the 

visible spectrum (380 nm to 700 nm) and record information in the red, green and blue bands to 

reproduce colors, mimicking the mechanism of human visual perception. Because of its 

accessibility and affordability, RGB cameras have been long and widely deployed in various 

agricultural studies, such as analysis of seed morphology, germination rates, seedling vigor, leaf 

morphology, panicle traits, shoot biomass, root architecture, yield traits, etc. [12]. Thermal 

cameras, on the other hand, have the ability to gauge infrared radiation (700 nm to 1 mm) to 

estimate temperature and take area measurements instead of point measurements, which makes 

them a powerful tool for aerial temperature inspection. Although being generally expensive, in 

agriculture thermal cameras are often applied for assessing crop water status based on canopy 

temperature measurements [13]. LiDARs are a type of instrument that measures distances typically 

based on the time of flight (ToF) principle, commonly utilizing lasers with wavelengths in the 

near-infrared spectrum (750 nm to 1400 nm). Due to their capability of obtaining point clouds in 

real time, LiDARs are being widely adapted in agricultural studies for plant 3D structural 

reconstruction and considered as the next-generation plant phenotyping technology [14].  

As the employment of computational algorithms, sensors, actuators and the integration of 

them, also known as cyber-physical systems (CPSs) [15] in agriculture is booming, frost protection 

in orchards can be much benefited from modern technologies in terms of monitoring and managing 

plants with ease, accuracy, precision, and efficiency. In combination with unmanned ground 

vehicle (UGV)-based actuating, such as heat application, UAV-based remote sensing demonstrates 

strong potential in being a critical component of a CPS that can assess crop statuses and complete 

management actions autonomously to minimize plant low temperature damages during frost 
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events. In this dissertation, an effort was made towards establishing a UAV-based multi-

dimensional data processing framework that supports such a CPS for frost management in an apple 

orchard. In Chapter 2, UAV-borne RGB camera and a convolutional neural network (CNN)-based 

object detector were utilized to evaluate flower bud growth stage variation and generate orchard 

growth stage maps. UAV-borne thermal camera was deployed to measure canopy temperature, 

and a thermal image stitching algorithm was developed to generate high-resolution orchard 

temperature maps. Orchard heating requirement maps were simulated by merging the growth stage 

maps and temperature maps. In Chapter 3, to gauge the robustness of the CNN algorithm used in 

Chapter 2 for apple flower bud classification under complex real life scenarios, the sensitivity of 

the algorithm regrading test image quality and training dataset attribute was investigated. In 

Chapter 4, a low-cost UAV-LiDAR system was developed and employed for collecting orchard 

point cloud data. Orchard obstacle and open space maps containing binary orchard regions that 

were either dangerous or safe for UGV navigation were further generated. The final orchard 

navigation maps were synthesized by fusing orchard heating requirement maps, obstacle maps, 

and open space maps, which can potentially guide autonomous UGVs in terms of path planning 

and heat application during frost events in apple orchards in future studies. 
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CHAPTER 2 

ORCHARD HEATING REQUIREMENT MAP SYNTHESIS 

 

2.1. Introduction 

The fast development of UAVs and relevant remote sensing technologies in recent years 

brings new opportunities for their applications in agricultural management tasks [14]. High-

resolution, remotely sensed crop data can be efficiently and conveniently captured through UAVs, 

which can be valuable for both farm management (e.g. crop monitoring, weed detection) [16] and 

agronomical research (e.g. plant phenotyping, plant trait modeling) [17]. Potentially, missions such 

as plant growth stage classification and plant temperature monitoring could be accomplished by 

UAV-based sensors such as cameras with ease and efficiency. 

Aerial thermal cameras, which measure heat through infrared radiation, have been applied 

in research for a wide range of crops such as citrus [16], grape [17,18], almond [19], maize [20], 

soybean [21], and sugar beet [22]. Canopy temperature information is typically used for crop water 

status assessment as it is a function of available soil water and plant transpiration rate [23]; 

moreover, it has been reported to be correlated with other crop traits such as lodging [24], biomass 

[25], and yield [26]. Due to hardware limitations, e.g., field of view (FOV), monitoring large 

orchard temperatures with an airborne thermal camera may require a high flight altitude, resulting 

in a decrease in image spatial resolution and compromised image details [27,28]. Such an issue 

can be solved by transforming multiple overlapping images into one mosaic with well-established 

image stitching techniques [29], although thermal image stitching is a less popular topic than red, 

green, and blue (RGB) image stitching. For example, Teza [82] developed a MATLAB toolbox 

that was capable of registering thermal images for wall damage recognition using Harris corner 

detector. Wang et al. [51] reported a framework for stitching video frames from aerial thermal 

cameras based on SIFT. Sartinas et al. [83] proposed a robust video stitching method for a UAV 

forest fire monitoring utilizing ECC algorithm [84]. Besides using SIFT [85], Semenishchev et al. 

[86] also employed contour centers as keypoints for stitching quantized thermal images. In the 

agriculture domain, many researchers chose commercial software such as Pix4D (Switzerland) 

[48,74] or Agisoft Metashape (Russia) [75,79] for UAV thermal image mosaicking, which is 

convenient for inexperienced programmers and generally can produce robust results. 
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RGB cameras, on the other hand, play a crucial role in remote sensing since images in the 

visible spectrum represent agricultural environments well, which makes them ideal instruments 

for helping identify crop reproductive organs at different growth stages. Object detection is a 

common computer vision problem that deals with the localization and classification of target 

objects in images, while newly emerged CNN-based algorithms such as the region-based CNN (R-

CNN) series (R-CNN [30], Fast R-CNN [31], Faster R-CNN [32], Mask R-CNN [33], Libra R-

CNN [34], etc.) and you only look once (YOLO) series (YOLO [35], YOLOv2 [36], YOLOv3 

[37], YOLOv4 [38], etc.) have achieved successes even in the agriculture domain. For instance, 

Grimm et al. [39] detected shoots, flower buds, pedicels, and berries of grape with a semantic 

segmentation framework; Chen et al. [40] adopted Faster R-CNN for identifying flowers and 

immature and mature fruits of strawberry; Koirala et al. [41] compared five CNN-based algorithms 

on classifying three mango panicle stages; Milicevic et al. [42] distinguished open and non-open 

flowers of olive based on a custom CNN; Ärje et al. [43] classified buds, flowers, wilted flowers, 

and seed pods of Dryas integrifolia using three CNN models; and Davis et al. [44] counted buds, 

flowers, and fruits of six wildflower species with Mask R-CNN. Despite the fact that several 

studies have utilized the deep learning approach for classifying plant developmental stages, it is 

still an underexplored topic as the difficulty of object detection tasks can vary greatly for different 

plants and environments depending on factors such as scene disorderliness, object positioning, and 

object occlusion [45], which remain unknown for many species such as apple.  

In this study, the concept of UAV-based apple orchard temperature deficit determination 

for frost protection in a high resolution, low time cost fashion was demonstrated. Specifically, the 

objectives of the study were: (1) developing an algorithm that generates georeferenced orchard 

temperature maps based on thermal image stitching; (2) building a CNN-based classifier for apple 

flower bud growth stages and implementing the classifier to create orchard flower bud growth 

stage maps; (3) simulating orchard heating requirement maps in terms of how many degrees tree 

temperatures must rise for flower buds to not have damages during frost events based on the 

aforementioned maps. 

 

2.2. Study Site, Equipment, and Data Collection 

Field experiments were conducted in the Russell E. Larson Agricultural Research Center, 

Pennsylvania Furnace, Pennsylvania, USA. The apple orchard block was roughly 25 m long and 
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15 m wide (40.707918° N, 77.954370° W in WGS 84 datum). It was originally planted in 2008 

and consisted of four rows and two cultivars including Jonagold and Daybreak Fuji, with 16 trees 

in each row and two rows for each cultivar. Tree spacing inside each row was approximately 1.7 

m and row spacing was approximately 4 m. The trees were mechanically pruned into hedgerow 

and the average tree height was around 2.7 m. 

The following considerations were kept in mind when deciding hardware suitable for the 

study and practical usage. First, the UAV needed to have a high payload to carry heavy instruments 

such as cameras while maintaining a reasonable hovering time. Second, aside from requiring that 

the thermal camera must have radiometric functionality, a high thermal image resolution could 

help create detailed orchard temperature maps. Last, the RGB camera should have an exceptional 

zooming capability to capture high definition images of apple flower buds, as the UAV must fly 

above a certain altitude to not cause turbulence near trees and prevent buds from being blurry in 

images. The final selection for the equipment included Matrice 600 Pro, Zenmuse Z30, and 

Zenmuse XT2 from DJI (China) (Figure 1), and their key specifications are listed in Table 1. 

 

 
Figure 1. Hardware components employed in the study: (a) unmanned aerial vehicle (UAV), (b) 

thermal camera, and (c) red green blue (RGB) camera. 
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Table 1. Key specifications of hardware components employed in the study. 

Hardware Model Specification 

UAV 
DJI Matrice 600 Pro 

(with TB47S batteries) 
6 kg payload, 16 to 32 min hovering time, ±0.5 m vertical and ±1.5 m 

horizontal hovering accuracy, 8 mm focal length 

Thermal 
camera 

DJI Zenmuse XT2 
(with a 19 mm lens) 

−25 to 135 °C scene range, 7.5 to 13.5 µm spectral range, 32°×26° FOV, 
640×512 resolution 

RGB camera DJI Zenmuse Z30 30× optical zoom, 63.7°×38.52° wide-end FOV, 2.3°×1.29° tele-end FOV, 
1920×1080 resolution 

 

Two types of data were collected in the growing season of 2020, including sets of thermal 

images covering the whole orchard for generating temperature maps and apple flower bud RGB 

images at various growth stages for the training and application of a CNN-based object detector. 

For thermal missions, flight altitude was set at 20 m above ground level (AGL) to mitigate parallax 

error [46], and the UAV flew at 1 m/s while the thermal camera captured images every 2 s with a 

90° pitch. Approximately 100 thermal images were captured in 4 min during each fully 

autonomous flight and saved in tiff format, and the images had a 75% front overlap and a 70% 

side overlap. The thermal datasets used for demonstration were collected on June 2, 2020. The 

RGB images were captured with the RGB camera’s full optical zooming capability, a fixed focus 

to tree canopy top, and a 90° camera pitch. Except for the first data collection date when a 10 m 

AGL flight altitude was adopted, the UAV flew at 15 m AGL with a manual speed no higher than 

0.1 m/s to ensure image sharpness. A semi-autonomous RGB mission required 40 to 90 min to 

complete, when 600 to 1100 images in jpg format were captured, and the UAV’s flying altitudes 

were maintained automatically by DJI’s A3 Pro flight control system. RGB data collected on the 

19th, 23rd, 28th of April, the 2nd, 7th, 13th, 16th, 21st of May, and the 24th of September, 2020 were 

used for model training. In 2021, 400 to 600 RGB images were captured at 15 m AGL in the same 

fashion as in 2020 on the 13th and 24th of April, and the 1st and 7th of May. The second-year RGB 

data were used to test the ability of the CNN-based classifier on recognizing apple flower buds 

from different growing seasons. RGB and thermal flight missions shared a similar flight path as 

shown in Figure 2. 
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Figure 2. Flight path of the thermal and RGB flight missions conducted over the apple orchard. 

 

2.3. Methods  

2.3.1. Thermal Camera Radiometric Calibration 

An aerial thermal camera needs to be calibrated before data analysis as its accuracy could 

be affected by factors such as target object properties and flight altitude [47]. Atmosphere-induced 

radiometric distortion can be considered negligible under low flight altitude changes [48]; 

therefore, object surface emissivity was the major variable that needed to be calibrated for in the 

study. As typical green leaves, such as apple leaves, have a thermal emissivity of 0.95 [49], and 

pure water has a similar emissivity of 0.97 to 0.99 in the spectral range of 8 to 13 µm with 
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observing zenith angle in between 0° to 30° [50], a plastic container filled with tap water at various 

temperatures was used as the calibration target. The water temperatures were measured by a digital 

thermometer (9329H03, Thomas Scientific, USA) with an accuracy of ±0.2 °C. Thermometer 

readings of water were recorded once they stabilized, and thermal pictures were also taken by the 

UAV at a 20 m altitude with a 90° camera pitch mimicking a thermal flight mission (Figure 3). In 

total, 40 pairs of thermometer readings and thermal images were collected. Non-water pixels in 

each thermal image were first cropped out, and the mean of water pixel values was then computed 

and used for calibration. On average, each cropped image had approximately 200 water pixels. 

The relationship between pixel intensity and water temperature was estimated using robust least-

squares regression with bisquare weights. 

 

 
Figure 3. Illustration of the thermal camera calibration: (a) temperature measurement of the 

thermal camera calibration target with a digital thermometer; (b,c) example thermal images 

containing the calibration target before cropping taken at 10 °C and 75 °C water temperatures. 

 

2.3.2. Thermal Image Stitching 

The generation of an orchard temperature map requires individual thermal images to be 

first stitched into a mosaic. However, typically thermal images are more difficult to register than 

RGB images due to their lower resolutions and fewer image details [51]. A feature-based approach 

was adopted to address this issue. Instead of choosing commonly used algorithms such as SIFT 

[52] or SURF [53], BRISK [54] was implemented as the method for image feature detection and 

description. BRISK identifies image keypoints through the FAST detector [55] on octaves in an 

image pyramid and a non-maxima suppression by comparing a point of interest to its neighboring 

points on the same octave as well as corresponding points on the neighboring octaves. BRISK 

describes a circular sampling area of a keypoint in a binary manner with scale and rotation 
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normalized. It has been reported that BRISK had a better computational efficiency and a 

comparable accuracy than SIFT for image registration [56].  

The image stitching algorithm was developed in Python with OpenCV [57] and scikit-

image [58]. Its general workflow is described as follows. For any pair of images taken 

consecutively, the BRISK keypoints and descriptors of the two images are computed. Pairwise 

Hamming distances [59] between descriptors are calculated exhaustively, and each query 

descriptor is considered to have a match when the distance ratio between the closest and the second 

closest neighbor is smaller than 0.8 as suggested by Lowe [60]. The transformation between two 

image planes is assumed to be 2D Euclidean considering the images were taken with fixed UAV 

flight altitude and camera pitch. All pairwise homographies are estimated through RANSAC [61] 

within 100 iterations, where each random data subset contains four pairs of matches, and the 

maximum distance for a keypoint to be classified as an inlier is set as two pixels. Anchor 

homographies are calculated by pairwise homography multiplication. Image stitching is achieved 

by warping non-anchor images based on their anchor homographies and overlaying them to the 

anchor image (Figure 4). The intensities of all overlapping pixels are averaged in the stitched 

mosaic. 

 

 
Figure 4. An example of stitching two consecutive thermal images taken over the orchard showing 

a section of two rows of apple trees: (a) inliers of the matched BRISK keypoints between two 

images and (b) the stitching result. 

 

2.3.3. Thermal Mosaic Georeferencing 

Three plastic saucers filled with room temperature water were used as ground control 

points (GCPs) for georeferencing thermal mosaics, which appeared as circles with relatively 
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uniform pixel intensities in the thermal images hence were easy to detect. The saucer diameters 

varied from 0.46 to 0.63 m, and the size difference allowed them to be later identified uniquely 

during image processing. The saucers were placed around the orchard edge, and their GPS 

coordinates were measured by a pair of global navigation satellite system (GNSS) modules (Reach 

Module, Emlid, China) with single-band antennas (TW4721, Tallysman, Canada). As the outputs 

of GNSS modules always carry a certain level of noise, to achieve better location estimations, for 

each saucer 900 to 1000 latitude and longitude readings of the saucer center were recorded at a 5 

Hz GPS update rate, and the median values were taken as the saucer center coordinates to avoid 

potential outliers. Preliminary tests showed that the saucer GPS measurements attained an 

accuracy of ±0.13 m. 2–1 Hough transform [62] was implemented in Python as the method for 

saucer detection. During georeferencing, pre-measured GPS coordinates were assigned to the 

center pixels of detected saucers (Figure 5), and least-squares fitting-based first-order polynomial 

transformation was utilized for converting rows and columns of raster thermal mosaics to 

coordinate maps. 

 

 
Figure 5. A ground control point (GCP) for georeferencing thermal mosaics: (a) in the orchard, 

(b) its appearance in a thermal image, and (c) being detected by the algorithm. 

 

2.3.4. Flower Bud Growth Stage Classifier Development 

Apple flower buds are usually considered to have nine growth stages including silver tip, 

green tip, half-inch green, tight cluster, first pink, full pink, first bloom, full bloom, and petal fall 

[63]. Since the transition of buds from one growth stage to another is a gradual process, it could 

be very difficult to distinguish certain growth stages from one another in the RGB images. As the 

neighboring stages have either identical or close critical temperatures [63], a six-class system was 
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created for the apple flower bud classification that merged certain growth stages (Table 2). Since 

the critical temperatures of Jonagold and Daybreak Fuji remain unknown in current literature, Red 

Delicious’ critical temperatures were adopted for both apple varieties as a reference [63]. Note 

that, aside from growth stage, plant variety also has an influence on plant cold tolerance, and one 

should consider vegetation heterogeneity for the most precise orchard temperature management. 

As a clarification, in this study a flower “bud” refers to the complete structure of what a flowering 

tip develops into, such as a flower cluster with several flowers and numerous leaves; a “flower” 

refers to an unbloomed pink flower in pink stage, a bloomed white flower in bloom stage, or a 

petal-less flower in petal fall stage. 

 

Table 2. Critical temperatures (10% kill) in Celsius of the six apple flower bud growth stages 

adopted in this study, which are defined as the temperatures that buds will endure for 30 minutes 

or less without injury [12]. 

Growth stage Tip Half-inch green Tight cluster Pink Bloom Petal fall 

BBCH-identification code [64] 01–09 10–11 15–19 51–59 60–67 69 

Critical temperature −8.89 −5.00 −2.78 −2.22 −2.22 −1.67 

 

Typically, CNN-based models rely on supervised learning, meaning “ground truths” need 

to be prepared by experts such as labels of target objects in an image. However, there were several 

factors that posed challenges to the image annotation process. First, as mentioned above, the 

development of buds happens in a gradual manner, and buds oftentimes do not possess enough 

distinct characteristics to be classified in a certain growth stage, which adds difficulties to the 

decision-making during bud labeling. Second, because of the training systems adopted for the 

orchard, apple trees can have a dense 3D distribution of buds and flowers that grow closely to each 

other, which creates confusing scenes for humans to identify a complete flower bud in 2D images. 

Third, vegetative buds can be mistaken as flower buds [65], especially the ones before tight cluster 

stage. Fourth, an apple flower bud grows from a tiny tip into a flower cluster containing multiple 

flowers and leaves, which involves a significant size change. Identifying flowers and leaves that 

belong to the same bud could be demanding and impractical. Last, as the RGB images were taken 

by an aerial camera observing a small area, any slight movements of the trees or the UAV could 
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lead to reduced image quality. To address these issues, several criteria were determined as the 

guidance for bud labeling in various scenarios: 

• For stages at or before tight cluster, include the whole bud in a bounding box. For stages 

at or after pink, exclude leaves from a bounding box (Figure 6).  

• For stages at or before tight cluster, each bounding box should contain only one bud (Figure 

6a–c). For pink or petal fall stage, if the flowers that belong to the same bud are 

recognizable and relatively close to each other, label all flowers in the same bounding box 

(Figure 6d,g); otherwise, label each flower with a bounding box (Figure 6e,h). For bloom 

stage, each bounding box should contain only one flower (Figure 6f).  

• When knowing a bud or flower exists but the complete shape of it cannot be identified, due 

to image blurriness or dense flower bud distribution, do not label. 

• When having doubts whether a bud is a leaf or flower bud, do not label. 

 

 
Figure 6. Examples of apple flower bud annotations at various growth stages: (a) tip, (b) half-inch 

green, (c) tight cluster, (d,e) pink, (f) bloom, and (g,h) petal fall. 

 

YOLOv4 [38], a state-of-the-art CNN-based object detector, was deployed for the apple 

flower bud growth stage classification task. It is capable of operating in real-time on a conventional 

GPU and has been demonstrated to have a high performance on the Microsoft COCO dataset [66]. 

The model architecture consists of a CSPDarkNet53 [67] backbone with Mish activation [68], a 

neck of SPP [69] and PANet [70] with Leaky activation, and a YOLOv3 head. To improve class 
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balance, instead of using all the collected images, 450 positive samples containing at least one bud 

or flower were arbitrarily selected from each of the eight datasets collected in April and May, 2020 

for labeling. The image annotations were prepared in Darknet format using an open source tool 

YoloLabel [71] by a two-stage process, where the images were first labeled by five trained image 

annotators, and then double-checked and relabeled by only one annotator for unlabeled buds, 

mistaken labels, and labeling style inconsistency. Annotated images of each date were split into 

70%, 20%, and 10% segments for model training, validation, and test, respectively. An equal 

amount of negative samples containing no bud or flower, which were captured mostly in 

September, 2020, were also added to the training dataset to improve model robustness. In total, 

the training, validation, and test datasets consisted 5040, 720, and 360 images, respectively.  

The classifier trainings were executed on a computer with an Intel® Core™ i9–9900 (USA) 

CPU, an NVIDIA GeForce RTX 2060 (USA) GPU, and a 16 GB RAM. Three network sizes were 

experimented with: 320, 480, and 640. Except for learning rate, which was manually tuned 

between 0.002 and 0.00001 during training to prevent overfitting, all other hyperparameters were 

adopted as default. Average precisions (APs) of a class were calculated based on 11-point 

interpolated precision–recall curves [72], while the trainings were stopped when the mean average 

precisions (mAPs) of the validation dataset no longer improved. Model weights with the highest 

validation mAPs were selected for further evaluation on the test dataset. 

 

2.3.5. Flower Bud Classifier Second-Year Test 

To test the generalizability of the developed apple flower bud classifier on multi-year data, 

the RGB images collected in 2021 were used as test datasets to evaluate the performance of the 

best classifier trained with the 2020 datasets. However, manually annotated ground truths were no 

longer adopted as the evaluation method for two reasons. First, based on the experience from 2020, 

manual image labeling is extremely time-consuming, inefficient and prone to error. Second, for 

the purpose of determining orchard regional heating requirements, building a perfect model that 

can detect every single flower bud in an image is unnecessary, since each RGB image only looks 

at a small area (e.g. 0.5 m × 0.3 m) and flower buds that are close to each other often have similar 

growth stages.  

A random sampling-based evaluation method was proposed as an alternative but more 

efficient way of assessing the classification precisions of the model for the second-year RGB 
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datasets. The method was designed to quickly check two aspects of the flower bud detection 

results: whether at least one flower bud was detected in each image by the classifier, and whether 

a randomly sampled detection result in an image was correct based on manual inspection. After 

applying the classifier and checking the detected flower numbers in all images collected in 2021, 

100 images where randomly selected from each of the four data collection dates, and one detected 

flower bud was randomly sampled in each of the selected images for further manual inspection 

(Figure 7). Both flower bud detection number checking and random image and flower bud 

sampling were completed using programs written in MATLAB 2021a (USA).  

 

 
Figure 7. An example of randomly sampling a second-year RGB image for manual inspection on 

the growth stage classification accuracy by the best apple flower bud detector trained with the first-

year data: (a) all detected flower buds by the classifier; (b) a randomly sampled flower bud. 

 

2.3.6. Flower Bud Location Calculation 

Every RGB image collected in the study was geotagged by DJI’s A3 Pro flight control 

system. For mapping purposes, the GPS coordinates of each image were utilized for 

georeferencing the flower buds in the image detected by the classifier. As the camera was fixed at 

a front position relative to the UAV’s GNSS units along the drone heading direction, the GPS 

coordinates of an image represented a point at a rear position relative to the image center. 

Considering the small offset between the GNSS units and the RGB camera (approximately 4-27 

cm) as well as the narrow tele-end FOV of the camera, to simplify flower bud location calculation, 

the GPS coordinates of an image were assumed to represent the location of the image bottom center 

point (Figure 8). Based on the relative position of a bud in an image, the latitude and longitude of 
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the bud were calculated in Python using the following formulas [73] ignoring Earth’s ellipsoidal 

effects: 

 

(1) 𝜑𝜑2 = asin(sin(𝜑𝜑1) ⋅ cos(𝛿𝛿) + cos(𝜑𝜑1) ⋅ sin(𝛿𝛿) ⋅ cos(𝜃𝜃)), (1) 

(2) 𝜆𝜆2 = 𝜆𝜆1 + atan2(sin(𝜃𝜃) ⋅ sin(𝛿𝛿) ⋅ cos(𝜑𝜑1), cos(𝛿𝛿)– sin(𝜑𝜑1) ⋅ sin(𝜑𝜑2)), (2) 

 

where φ1 is the latitude of an image bottom center, λ1 is the longitude of an image bottom center, 

φ2 is the latitude of a bounding box center, λ2 is the longitude of a bounding box center, θ is the 

bearing from image bottom center to bounding box center, and δ is the angular distance between 

image bottom center and bounding box center. θ is determined by subtracting the “zenith” angle α 

from the drone heading. If θ is larger than 180°, an additional 360° needs to be subtracted to keep 

θ in the −180° to 180° range. On average, the drone heading was either 151.33° or −28.67° during 

RGB flight missions depending on the tree row. α ranges from −90° to 90°. δ is calculated as d/R, 

where d is the distance between image bottom center and bounding box center, and R is Earth’s 

average radius being 6,371,000 m. Given UAV flight altitude, average tree height, image 

resolution, and camera FOV, the area of each RGB pixel was computed to be approximately 

6.60×10 − 8 m2, and d is further derived from the pixel numbers in between image bottom center 

and bounding box center (Figure 8). 
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Figure 8. Schematic diagram illustrating GPS coordinate calculation of a detected bud in an RGB 

image. 

 

2.3.7. Regional Heating Requirement Determination 

Given detected bud coordinates and a georeferenced thermal mosaic, apple flower buds at 

various growth stages can be mapped as pixels with unique colors onto the coordinate map, 

representing different critical temperatures. Orchard heating requirement maps could be calculated 

by simply subtracting temperature maps from critical temperature maps, where pixels indicate the 

heating needs at detected bud locations. Yet, such maps will not be viewing-friendly and practical 

for usage, as heating requirements of individual buds are not directly helpful for orchardists to 

determine heating treatments of a region. To solve this issue, heating requirement maps were 

simplified by dilating heating requirement pixels and “prioritizing” pixels with higher intensities 

representing higher heating demands (Figure 9), which allowed humans to conveniently see the 

highest possible heating needs of a region. Each detected bud was initially mapped as one pixel 

before dilation. As during the study a thermal dataset during a frost event when tree temperatures 
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were below critical temperatures was never collected, heating requirement maps were simulated 

by employing a temperature map and a flower bud growth stage map from two dates, and artificial 

critical temperatures to demonstrate the concept. 

 

 
Figure 9. A simplified heating requirement map containing three heating requirement pixels of 

three different apple flower buds, where brighter pixels represent higher heating demands: (a) 

before dilation and (b) buds with higher heating requirements are prioritized after dilation by 

overwriting small pixel values with larger pixel values in the overlapping area. 

 

2.4. Results and Discussion 

2.4.1. Thermal Camera Calibration Results 

Regression analysis of thermal pixel intensity and ground truth temperature resulted a strict 

linear relationship with an R2 of 0.99 and an RMSE of 1 °C (Figure 10), which is similar to what 

many relevant studies obtained for airborne thermal imagers, such as R2 of 0.98 and RMSE of 1.53 

°C for ICI 8640 P-Series (USA) [74], R2 of 0.98 and RMSE of 1.9 °C for ICI 9640 P-Series [75], 

R2 of 0.93 and RMSE of 0.53 °C for senseFly thermoMAP (Switzerland) [76], and R2 of 0.96 [48] 

and 0.937 [47] for FLIR Vue Pro R 640 (USA). 
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Figure 10. Calibrated relationship between thermal pixel intensity and temperature based on least-

squares regression. 

 

Generally, thermal cameras can be divided into two categories: cooled and uncooled [77]. 

Modern drone thermal cameras such as the ones mentioned above are typically equipped with 

uncooled detectors such as microbolometers [78]. Uncooled cameras have advantages such as light 

weights, small sizes, and low prices, which make them an ideal choice for many UAV applications 

[79]. However, they have higher thermal time constants and are known to suffer from thermal 

noise induced by changes in camera body temperature [80]. Although being expensive, cooled 

thermometers usually have greater magnification capabilities, better sensitivities, and are able to 

capture sharp images under short integration time. As a thermal camera can be interfered with by 

its surroundings, thermal calibration results should be utilized as mission-specific when significant 

environmental changes are involved, such as air temperature, humidity, and flight altitude [81]. 

Nevertheless, the capacity and accuracy of an uncooled thermal camera are sufficient for the 

application of orchard temperature monitoring, while cooled thermal cameras seemingly have the 

potential to be a superior option when future technology matures. 
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2.4.2. Thermal Mosaic and Orchard Temperature Map 

Running on the same computer for the classifier training, the stitching algorithm was able 

to generate a mosaic from a dataset of 100 thermal images within 30 s on average. The stitching 

results were satisfactory as all apple trees could be clearly distinguished from background, 

although certain levels of blurriness and misalignment existed due to parallax effect and lens 

distortion. For demonstration purposes, only a minimum amount of GCPs was employed, while 

higher overall accuracy of coordinate maps can be achieved with more GCPs, allowing complex 

image distortion to be corrected with higher order transformations. Generally, sunlight helps robust 

stitching by creating shadows and improving image contrast, as the temperature difference 

between plants and soil increases under sun exposure, and more distinctive image features can be 

detected and matched. Conversely, rapidly changing weather conditions can bring challenges to 

the stitching process when temperatures of the same objects differ significantly in two images. 

Although sunny weather is a favorable condition, the absence of direct sunlight did not cause 

difficulty to image stitching, and thermal images taken at night-time and cloudy daytime were 

expected to share similar appearances. On average, 976 BRISK keypoints were detected in each 

image from the cloudy dataset (Figure 11c) and 341 were matched in an image pair. In contrast, 

the two numbers were 1162 and 428 for images from the sunny dataset (Figure 11a). The 

customized algorithm has the advantage of being flexible in modifying its components. For 

example, the BRISK feature can be easily changed into newer state-of-the-art image feature 

detectors and descriptors. It is possible to improve the final stitching results by applying techniques 

such as lens distortion correction [87], bundle adjustment [29], and blending [51]. These steps 

were excluded to keep the algorithm as simple and fast as possible, and not to make unnecessary 

pixel value manipulations hence preserving original temperature measurements. 
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Figure 11. Stitched thermal mosaic examples of the apple orchard under different weather 

conditions: (a) mostly sunny, (b) partially sunny, and (c) mostly cloudy. 

 

Utilizing the calibrated pixel value-temperature relationship, viewing-friendly maps 

containing orchard temperature information were generated from thermal mosaics at a negligible 

time cost as shown in Figure 12. Each pixel in the maps covers an area of 3.23×10 − 4 m2 

approximately. Note the maps reflect orchard temperature changes in a 4-minute window. Under 

a partially sunny condition, certain regions of a map can appear substantially darker or brighter 

than the rest (Figure 11b). 
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Figure 12. Examples of grayscale and false-color apple orchard temperature maps generated from 

the same thermal mosaic. 

 

Flight time and stitching time are two important factors that govern how timely orchard 

temperature can be managed using the proposed methodology. Currently image collection and 

algorithm execution together could cause a minimum 5-minute delay from real time temperature 

monitoring. As the computation simplicity was already prioritized when designing the stitching 

algorithm, optimizing UAV flight missions has more potential in improving map generation speed, 

which essentially is a trade-off between orchard temperature monitoring resolution and timeliness. 

At a higher altitude, faster UAV flying speeds can be adopted as a larger area will be covered in 

each image, and motion blur would be less problematic. The maximum speed of the UAV is up to 

15 m/s, with which a thermal flight mission could be completed within 30 s. As trees growing next 

to each other tended to have similar temperatures (Figure 12), much lower temperature map 

resolutions, for instance, even if each thermal pixel covers a whole tree, could still be potentially 

sufficient for determining orchard regional heating needs, in which case only a few images need 

to be taken at a high altitude to minimize flight time in the future. 
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2.4.3. Flower Bud Growth Stage Classifier Performance 

For each of the three experimented network sizes, APs and mAPs of the best model at 50% 

intersection over union (IoU) on the validation and test datasets are listed in Table 3. Out of the 

three network sizes, 320 had the lowest mAP, while 480 and 640 had comparable mAPs, indicating 

image input resolution higher than 480 might not bring additional useful information to the 

network training. AP seemed to have a direct correlation with object size. Out of the six stages, tip 

and half-inch green consistently had the lowest APs, when apple flower buds were the most 

underdeveloped and had the smallest sizes; pink had considerably lower APs than tight cluster and 

bloom, while generally it also had smaller bounding boxes as leaves were excluded in pink but 

included in tight cluster, and flowers were closed in pink but open in bloom; from bloom to petal 

fall, APs decreased significantly as the absence of petals led to smaller bounding boxes of petal 

falls than bloom. Due to a smaller sample size, the test dataset showed substantially larger APs of 

tip and half-inch green than the validation dataset, indicating larger sampling biases. 

 

Table 3. Performance of three apple flower bud growth stage classifiers with different network 

sizes at 50% intersection over union (IoU) on the validation and test datasets. 

Statistics 

Network size 

320×320 480×480 640×640 

Validation Test Validation Test Validation Test 

AP 

Tip 31.74% 51.65% 48.34% 65.72% 50.08% 61.72% 

Half-inch green 39.48% 50.46% 48.25% 57.08% 45.95% 56.68% 

Tight cluster 85.07% 86.98% 85.50% 87.65% 82.83% 85.48% 

Pink 71.41% 69.29% 72.83% 71.79% 71.50% 70.18% 

Bloom 81.54% 81.33% 84.58% 84.52% 84.12% 83.49% 

Petal fall 57.34% 56.75% 63.46% 62.68% 63.69% 62.88% 

mAP 61.09% 66.08% 67.16% 71.57% 66.36% 70.07% 

 

Deep learning-based apple flower bud growth stage classification has never been studied 

in existing literature; however, attempts for CNN-based apple flower detection have been made 

previously. Tian et al. [88] proposed a modified Mask Scoring R-CNN model for classifying three 

types of apple flowers based on their morphological shape, including bud, semi-open, and fully 

open. Trained on a dataset of 600 images, out of which 400 were manually collected and 200 were 
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generated through image augmentation, their model achieved a 59.4% mAP on a test dataset of 

100 images. Wu et al. [89] identified flowers, or rather stamens, of three apple varieties with a 

simplified YOLOv4 network. With manually collected 1561 images for training and 669 images 

for testing, they obtained a 97.31% AP for flower detection.  

Despite the similarities in nature, the current study possess a higher complexity than the 

two studies reviewed above because of two important factors: data temporal coverage and flower 

distribution density. The two studies collected data only at a narrow time window, which 

corresponded to the bloom stage in this study. On the contrary, the datasets in this study captured 

the full range of apple flower bud developmental changes. During image labeling judgment calls 

had to be constantly made on which stage a flower bud belonged to, when facing scenarios such 

as a half-inch green slightly opened up its leaves, a tight cluster started to show light pink color, a 

pink transitioned from being pinkish to whitish, a bloom wilted or dropped a few petals, etc. The 

inevitable inconsistency of bud labels, arguably, is one of the crucial reasons for the imperfect 

results of the classifiers. Furthermore, it was observed that the sample images provided in the two 

studies had much lower floral density compared to the images in this study. Using the 450 

annotated images collected on May 7, 2020 when buds were mostly blooms as an example, the 

minimum, medium, and maximum number of bounding box per image were 5, 58, and 112, 

respectively. The dense bud distribution contributed much difficulty to labeling every single flower 

bud in an image and recognizing all the deformed, occluded flower buds at various depth correctly 

during image annotation (Figure 13), which could be another key reason that prevented the 

classifiers from achieving high performances. While building new classifiers with larger image 

input sizes than 640, or training current classifiers with new images might improve APs for tip, 

half-inch green, pink, and petal fall, reexamining current image labels for annotation accuracy, 

consistency, and completeness has a greater potential in helping increase model sophistication, 

although the process can be very labor-intensive. Considering the average apple flower bud 

distribution density, suboptimal classifier detection results, such as missing several buds, should 

have little to no influence on orchard heating requirement determination. 
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Figure 13. Detection results of the size 480 classifier on sample apple flower bud RGB images 

with high bud distribution density. 
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Encouragingly, the random sampling-based evaluation resulted outstanding classification 

precisions by the size 480 classifier on the second-year data. At least one flower bud was detected 

by the model in all 1985 images. For the 400 randomly sampled flower buds, 100 from each data 

collection date, the size 480 classifier achieved a 97.5% overall flower bud classification precision 

(Table 4). While the first year mAP results suggest that the trained models might not always detect 

every single flower bud in an image and return bounding boxes that follow manual labeling styles 

perfectly, the second year results indicate that the size 480 classifier only makes highly accurate 

predictions, which is likely to be true for the models with different network sizes. Such a model is 

more than sufficient for guiding heat applications in orchards, as the area within each RGB image 

is far smaller than the unit area that is covered by various frost protection equipment such as 

heaters, wind machines, or sprinklers. 

 

Table 4. Classification accuracies of the size 480 classifier on the randomly sampled second-

year RGB datasets. 

Date Growth Stage Precision 

4/13/2021 Tight cluster 96% 

4/24/2021 Pink 96% 

5/1/2021 Bloom 99% 

5/7/2021 Petal fall 99% 

 

2.4.4. Orchard Flower Bud Growth Stage Map 

Using the Python program that applies a YOLOv4 classifier on RGB images and saves 

detection results to files, the size 480 classifier had an average image “inference time” of 0.16 s, 

while mapping detected buds to a thermal coordinate map had a negligible time cost. Figure 14 

shows examples of apple flower bud growth stage maps generated with the size 480 classifier, 

where dots with different colors represent flower buds at various growth stages. 
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Figure 14. Apple flower bud growth stage map examples of the apple orchard on three data 

collection dates generated with the size 480 classifier. 

 

UAV GPS accuracy is a major factor for the success of apple flower bud mapping. When 

a bud appears in multiple images taken without optimal GPS signals, it is likely to be mapped 

multiple times as a bud cluster on the map. This is generally not an issue for determining orchard 

regional heating requirement as little to no temperature variation exists for tree thermal pixels with 

short distances in between. With navigation techniques such as real-time kinematic (RTK) [90], it 

is possible to achieve centimeter-level accuracy for UAV positioning. 

Unexpectedly, the flower bud growth stage maps seemed to have the potential to be an 

informative tool for horticulturists to visualize both spatial variation (on the same map) and 

temporal changes (among different maps) of apple tree developments in high resolution (Figure 

15). Potentially, growth stage timing and duration of different apple varieties could be studied 
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when RGB datasets collected at shorter time intervals are available. Most RGB images only 

sampled buds growing in the upper and center parts of tree canopies. The camera was not able to 

include lateral buds in a frame due to its limited FOV, while bottom buds were largely blocked by 

tree branches, leaves, and upper buds.  

 

 
Figure 15. A close-up view of the apple flower bud growth stage map on May 16, 2020, showing 

actual floral density of a tree row section with each detected flower bud mapped as one pixel. 

 

2.4.5. Orchard Heating Requirement Map 

Using a temperature map from June 2, 2020 (Figure 12) and the flower bud growth stage 

map on April 28, 2020 (Figure 14), orchard heating requirement maps (Figure 16) were simulated 

assuming the critical temperatures of apple flower buds were 22, 19, and 18 °C higher than the 

actual values (Table 2). As can be observed in the maps, pixels with brighter colors represent 

orchard regions with higher heating demands, and sections of tree rows will disappear when it does 

not have any heating needs. The realization of map appearance in Figure 16 involved several image 

processing techniques including dilation, Gaussian blurring, and masking. Orchard heating 

requirement resolution can be increased by dilating pixels with smaller kernels, although 

practically lower resolution maps would be more suitable for determining regional heating 

treatments. Upon further dilations, the tree rows can be merged into an area, and heating 

requirement levels can be quantized to display discrete heating demand levels of the entire orchard. 
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Figure 16. Orchard heating requirement map examples simulated based on the June 2, 2020 

temperature map and the April 28, 2020 flower bud growth stage map with three levels of artificial 

critical temperatures. 

 

2.5. Implications and Future Work 

This study provides a framework for the concept of assisting orchard frost management 

with modern technologies and computer vision algorithms, for the purpose of minimizing labor 

and heating costs and maximizing management efficiency. However, any component of this 

framework can be modified as needed, although the outcome might be less optimal. For example, 

the UAV can be replaced with an unmanned ground vehicle, the YOLOv4 detector can be switched 

to other older but more widely implemented algorithms such as Faster R-CNN, and the image 

stitching can be completed using readily available commercial software.  
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From the application standpoint, the proposed methodology requires flower bud growth 

stage maps to be obtained prior to temperature maps. As capturing high-quality RGB images 

requires good lighting conditions, without artificial lighting, RGB flight missions should only be 

conducted after sunrise and before sunset. Thermal flight missions, on the other hand, are not 

restricted by the time of day as objects emit infrared radiations at all times. In the daytime before 

a forecasted frost event, orchardists can either fly manually to sample buds at preplanned locations 

that are representative of the whole orchard, or set up autonomous flight missions to capture bud 

images as demonstrated in this study, and then generate a flower bud growth stage map from the 

collected data using a pre-trained classifier. Note RGB image collection and flower bud growth 

stage map generation are not time-sensitive, unlike temperature map generation. Based on the 

assumption that there will be no significant flower bud growth stage changes overnight or within 

a day, during a frost event, orchardists can initiate a thermal flight mission whenever orchard 

temperatures need to be gauged. Depending on UAV flight altitudes and speeds, temperature maps 

can be created either in low resolution but quickly, or in high resolution but with a longer delay, 

and heating requirement maps can be generated as soon as the temperature maps are available. 

While a temperature map already allows orchardists to decide the level of needed heating 

treatments, a heating requirement map puts plant growth stage variation in an orchard in 

consideration to minimize unnecessary regional heating. Note that, depending on orchardists’ 

unique situations during frost events such as frost protection methods, orchard layout and 

topography, and weather conditions, plant temperatures can change at different rates, and orchard 

heating requirement maps might need to be generated at higher or lower frequencies for either 

timely orchard heating demand assessment or observable plant temperature changes. 

Aside from orchard heaters, the proposed methodology can also be beneficial to other 

traditional frost protection methods such as irrigation. Although overhead or under-tree irrigation 

has disadvantages such as high installation cost, large water consumption, and causing broken 

branches due to ice overloading, it generally can protect trees from frost effectively through the 

heat of solidification of water. Unlike orchard thermometers that measure air temperatures, thermal 

cameras can directly assess how irrigation changes plant temperatures. With the information on a 

heating requirement map, variable rate irrigation (VRI) systems can potentially apply larger 

amounts of water to orchard regions with higher heating demands. On the other hand, large-scale 

frost management methods such as wind machine might not be the best match to the proposed 
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methodology. Wind machines increase orchard temperature simply by bringing warm air down 

from an inversion layer to ground level to break thermal stratification, and they typically have low 

operational costs. Yet, wind machines do not work under cold, windy conditions, and they cannot 

make the most use of a heating requirement map with localized orchard heating demands as a 

single commercial wind machine often covers an area up to 40,000 to 60,000 m2. The methodology 

of orchard heating requirement determination proposed in this study does not come without 

limitations. Weather condition is a major factor that influences UAV performance in the air. Using 

DJI Matrice 600 Pro as an example, it cannot be operated in rain or snow as it is not a waterproof 

drone, and it has a lower operating temperature limit of −10 °C and a maximum wind resistance 

of 8 m/s. In addition to affecting drone stability, strong wind can also significantly reduce image 

quality by causing tree movements. For large orchards, multiple sets of batteries might be needed 

for prolonged flight missions. As thermal cameras have limited dynamic ranges, with the presence 

of heating sources such as orchard heaters, thermal cameras can be blinded and fail to prevent 

overheating in the heating region. Before trees develop leaves, it can be challenging to map 

detected flower buds such as tips exactly onto tree branch pixels of a temperature map, as doing 

so requires navigation systems with very high precision. Luckily, during such growth stages flower 

buds also tend to have high cold resistance [12] and frost damage is not a prominent issue. The 

total cost of equipment used in this study, including a UAV, a thermal camera, an RGB camera, 

an iPad, two extra sets of UAV batteries, and a computer, was close to $25,000. Despite being a 

big initial investment, this amount could be substantially cheaper when compared to human labor 

costs for temperature monitoring of large orchards in the long-term.  

To fully automate orchard frost management, future studies should focus on the 

development of heating platforms that are capable of site-specific heating such as self-navigating 

heating vehicles, as well as the communication and systemic integration of temperature monitoring 

devices and heating units. For example, a CPS consisting of UAV-based orchard heating 

requirement assessment, unmanned ground vehicle (UGV)-based heating, and station-based 

vehicle communication, UAV data processing, and heating treatment determination has the 

potential to replace current manual frost protection methods. A UAV can maintain a predefined 

search pattern to monitor orchard temperatures, while a UGV will be dispatched to apply heating 

treatments as soon as orchard temperatures fall below the critical levels. A orchard heating 

requirement map generated by a base station using the proposed methodology contains both 
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temperature and location information, which can be further utilized by the base station to decide 

the order of heating locations and the duration of heating treatments for the UGV. With the 

advancements of modern object detection algorithms such as YOLOv4, real-time heating demand 

determination is possible by flying thermal and RGB cameras simultaneously, applying flower 

bud detector on RGB data, and registering thermal and RGB video frames, although much 

hardware integration and software development need to be involved to achieve robust results. 

 

2.6. Conclusions 

The concept of utilizing a UAV-based thermal camera for temperature monitoring and an 

RGB camera for plant growth stage spatial variability characterization in apple orchard was 

demonstrated. The thermal image stitching algorithm produced georeferenced temperature maps 

with high resolutions sufficient for individual flower bud mapping, whose generation time can be 

improved by sacrificing thermal mosaic resolutions for more timely orchard temperature 

assessments. The fully functioning YOLOv4 apple flower bud growth stage classifier achieved 

satisfactory performance considering the difficulty of the RGB datasets. Training the classifier 

with new images or larger image input sizes might improve APs of certain growth stages, while 

refining existing image labels is more likely to fundamentally enhance the model sophistication. 

Orchard heating demand variations were observed in the simulated heating requirement maps, 

which proved uniform heating treatments for frost protection in orchards might be wasteful. The 

proposed methodology of orchard heating requirements determination is concluded to be feasible, 

and this study can serve as a stepping stone for future research on fully autonomous, site-specific 

orchard frost management systems. 
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CHAPTER 3 

APPLE FLOWER BUD CLASSIFIER SENSITIVITY ANALYSIS 

 
3.1. Introduction 

Ever since the groundbreaking achievement by Krizhevsky et al. [18] in ImageNet Large 

Scale Visual Recognition Challenge (ILSVRC) in 2012, CNN-based object detection has been a 

popular topic for many years. CNN, originally proposed by Fukushima [19] in the name of 

“neocognitron” in 1979, is a class of artificial neural network (ANN) commonly utilized in image-

related tasks involving spatial pattern analysis. Typically, a CNN takes a tensor, or the R, G, and 

B channels of an image as inputs. It extracts image features through sliding kernels performing the 

Hadamard product in multiple convolutional layers, with early convolutional layers in the network 

extracting simple, low-level features such as corners, circles, or edges, and late layers extracting 

complex, high-level abstract patterns such as car headlights or leaf forms [20]. In between 

convolutional layers, pooling layers performing max pooling, average pooling, etc. are often 

utilized for downsampling inputs, and activation functions such as rectified linear units (ReLUs) 

are deployed to introduce non-linearity into the output of a neuron [21]. The last few layers in a 

CNN architecture are commonly chosen to be fully-connected feed-forward neural networks in 

combination with an activation layer such as softmax, which take flattened vectors from previous 

layers as inputs and output interpretable class probabilities [22]. During model training, parameters 

of a CNN such as kernel weights and biases are learned through backpropagation [23], with the 

goal of optimizing a loss function such as cross-entropy loss [22]. 

Object detection is a fundamental and challenging computer vision problem where the 

locations and classes of object instances in an image need to be identified. Owing to CNNs’ strong 

abilities of classifying whole images, CNN-based object detection frameworks or object detectors 

that combine both object localization and classification have made tremendous progress in recent 

years. Object detectors can be divided into two types, namely two-stage detectors such as the R-

CNN series [24–28] where object classification occurs after a region proposal module, and one-

stage detectors such as the YOLO series [29–33] where object detection is treated as a regression 

problem of bounding boxes and class probabilities [29]. Generally, two-stage detectors are more 

accurate in object localization and classification due to their dedicated networks searching for 

regions of interests, while one-stage detectors have the advantage in inference speed because of 
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their straightforward architectures [34]. Among the most influential object detectors, YOLOv4 

was developed by Bochkovskiy et al. [32] in 2020 based on the previous work by Redmon et al. 

[29–31]. The architecture of YOLOv4 adopted a CSPDarkNet53 [35] backbone with Mish [36] 

activation for feature extraction, a neck of SPP [37] and PANet [38] with Leaky-ReLU [39] 

activation for feature aggregation, and a YOLOv3 [31] head for class prediction. Based on the 

Microsoft COCO benchmark [40], YOLOv4 was able to achieve comparable accuracies to other 

state-of-the-art detectors but with double inference speeds [32]. 

Out of the many areas that have benefited from CNNs, agriculture is one where object 

detectors demonstrated their great potential in assisting farm management and have been utilized 

extensively in relevant research. For example, since its release, YOLOv4 has been applied for fruit 

detection of cherry [41], pear [42], fig [43], apple [44], and citrus [45], flower detection of apple 

[46], citrus [47], and pumpkin [48], ear counting of wheat [49], plant disease detection such as 

corn leaf blight [50], citrus canker [51], and citrus greening [51], weed detection in rice [52] and 

carrot [53] fields, pest detection such as whitefly [54], thrip [54], locust [55], mealybug [56], 

Coccidae [56], and Diaspididae [56], livestock detection such as pig [57] and cattle [58], and 

aquaculture [59,60]. Despite the successes accomplished in these studies, unique challenges often 

reside in detecting objects within complicated agricultural scenes, especially during the image 

annotation process since object detectors are typically supervised learning algorithms that require 

ground truth. For example, as reported in the previous study when apple flower bud growth stages 

in aerial RGB images were classified using YOLOv4, the issues that were encountered during 

image labeling included: (1) too many instances to label due to high floral density (Figure 17a); 

(2) identifying complete bloom shapes due to dense floral spatial distribution (Figure 17a); (3) 

labeling occluded flower buds (Figure 17a); (4) distinguishing vegetative buds from flower buds 

(Figure 17b, 17c); (5) labeling out-of-focus flower buds (Figure 17d); (6) labeling flower buds 

possessing ambiguous characteristics (Figure 17e, 17f, 17g). These difficulties can significantly 

influence the quality of ground truth, that is, instance label completeness and consistency of 

training, validation, and test image datasets. As a result, it is less likely for an object detector that 

is trained on such data to achieve high classification accuracies according to traditional metrics 

such as average precision (AP) [61], since the integrity of ground truth has been compromised. 

Aside from the challenges in ground truth preparation, CNN models can be highly biased due to 

the limited scale of training datasets and the failure of including rare events in the datasets, in 
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contrast to real life that involves countless variables, resulting in low object recognition 

performances of the models during stress tests [62–64]. In an agricultural setting, crop appearances 

in an image can be altered substantially by factors such as environmental conditions and camera 

settings, which adds many uncertainties to the performance of an object detector when it is 

employed for recognizing outdoor plants. 

 

 
Figure 17. Examples of difficult apple flower bud annotation scenarios: (a) a scene of densely 

distributed apple blooms, many of which are occluded by leaves and branches and clustered with 

one another; (b) a tip that could potentially develop into either a vegetative bud or a flower bud; 

(c) a seeming half-inch green while the presence of its flower structures are unknown because of 

its non-fully-opened leaves; (d) two defocused flower buds in the background that could be either 

tight clusters or pinks; (e) a tight-cluster-shaped flower bud showing slight pinkness; (f) flower 

buds in the transition from pink to bloom; (g) a petal fall hanging on to a piece of wilted petal. 

 

Improving CNN model robustness has always been a core issue from the perspective of 

reliability in real-world implementation, which starts by first knowing the weakness, or limitations 

of CNNs. In current literature, several studies have explored the performance of CNN models 

against artificial image distortions. Dodge and Karam [65] tested four pretrained CNN models, 

namely Caffe, VGG-CNN-S, VGG-16, and GoogLeNet, with distorted images from the ImageNet 

[66] dataset in 1,000 categories. The five types of examined image distortions included JPEG 

compression, JPEG 2000 compression, additive Gaussian noise, Gaussian blur, and contrast 

reduction. Similar studies were also carried out by Ghosh et al. [67] for VGG-16 and AlexNet, and 

Geirhos et al. [68] for VGG-19, GoogLeNet, and ResNet-152. Later Dodge and Karam evaluated 

pretrained and fine-tuned VGG-16, GoogLeNet, and ResNet-50 models using images of ten dog 
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classes with Gaussian blur and additive Gaussian noise [69]. They also studied VGG-16’s 

resilience against Gaussian noise, Gaussian blur, and the mixture between the two distortions 

[70,71]. Zhou et al. [72] applied two CNN models, LeNet-5 and CIFAR-10-quick, on the MNIST 

[73], CIFAR-10 [74], and ImageNet datasets with motion blur, defocus blur, Gaussian noise, and 

combined noises. Vasiljevic et al. [75] investigated the performance of VGG-16 for five types of 

blurs including defocus, linear horizontal motion blur, linear vertical motion blur, camera shake, 

and Gaussian blur using the ImageNet dataset. Tadros et al. [76] employed PlacesNet, InOutNet, 

GIST-LDA, and HSV-LDA four CNN models classifying images from the Places-205 [77] dataset 

in ten indoor and ten outdoor categories with artificial noises including Gaussian blur, white noise, 

block scramble, and occluding grid. It is expected and was also confirmed by the aforementioned 

studies that the performance of a CNN decreases when higher levels of distortions are present in 

an image. However, the fragility of CNNs was also revealed when they struggled to recognize 

images corrupted by noises that humans had no trouble with [68,69], and researchers have utilized 

approaches such as finetuning and retraining to alleviate the effect of such noises on CNN models 

[72]. Aside from image distortions, the influence of training data size on CNNs has also been 

studied for axial computed tomography images [78,79], blood cell images [80], benchmark 

datasets such as CIFAR-10 [81]. However, in terms of investigating the robustness of an object 

detection framework instead of pure CNN models against image distortions, as well as how 

different training dataset attributes might influence object detector performance in an agricultural 

setting, an effort is still missing in existing literature. 

Considering ground truth annotation difficulty and potential quality inconsistency of 

agricultural images, the sensitivity of YOLOv4 was examined using distorted test datasets and 

manipulated training and validation datasets, with the goal of identifying the strengths and 

weaknesses of state-of-the-art object detectors as well as deriving practical guidelines for future 

studies implementing object detectors in agriculture. Specifically, the objectives of the study 

included: (1) quantifying the performance of YOLOv4 against test images with different types of 

artificial distortions; (2) evaluating the significance of various training dataset attributes for 

YOLOv4 based on its classification accuracies on test datasets. 
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3.2. Materials and Methods 

3.2.1. Apple Flower Bud Dataset 

For a better focus on apple flower buds that are more susceptive to low temperature damage 

and faster model trainings, a subset of the 2020 RGB image data from the previous study was 

selected as the dataset. The dataset covered four apple flower bud growth stages including tight 

cluster, pink, bloom, and petal fall. Negative samples, or apple tree images containing no flower 

buds were also collected in the late growing season of 2020 and utilized during model training. A 

summary of the image dataset is listed in Table 5. 

 

Table 5. Summary of the original apple flower bud image dataset. 

Collection date Corresponding growth stage Sample type Image amount 

4/23/20 Tight cluster Positive 450 

5/2/20 Pink Positive 450 

5/7/20 Bloom Positive 450 

5/16/20 Petal fall Positive 450 

9/25/20 N/A Negative 1260 

 

3.2.2. Data Preparation and Model Training Protocol 

Image annotations prepared in the previous study were utilized. Following the previous 

study, positive samples were divided into 70%, 20%, and 10% segments for model training, 

validation, and test, respectively. In each segment there was an equal number of images from each 

date. Unless specified, all negative samples were also used for model training. YOLOv4 models 

were trained on a Windows 10 computer with an Intel® Core™ i9-9900 (USA) CPU, an NVIDIA 

GeForce RTX 2060 (USA) GPU, and a 16 GB RAM. A network size of 480×480 was adopted for 

all models based on the findings from the previous study. Except for learning rate, which changed 

from 0.002 to 0.00001 once training iterations went above 2000, all other hyperparameters were 

kept default as described in the original publication [32]. Model trainings were stopped when the 

mean APs (mAPs) of validation datasets no longer improved, which were automatically calculated 

by YOLOv4 based on 11-point interpolated precision-recall curves [61]. 
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3.2.3. Sensitivity Examination 

The sensitivity of YOLOv4 was examined to answer two questions. The first one was at 

what levels of noises a YOLOv4 model trained and validated on normal images but tested with 

distorted images would “fail”. For this question such a model is considered as the baseline model: 

a model whose development and usage only involve normal images as in most studies employing 

object detectors. Simulating possible external influences on image quality in an agricultural field, 

five types of image noises were explored including white noise, motion blur, hue shift, saturation 

change, and intensity change.  

The second question was how various quantitative and qualitative attributes of training 

datasets would influence the performance of YOLOv4 on normal or distorted test datasets in 

reference to the classification accuracies of the baseline model. The following aspects were 

investigated regarding training dataset attributes which are further explained in the subsections 

below: training dataset size, training image label quality, negative sample presence, training image 

order, and image distortion levels. Image processing and data analysis were completed using 

MATLAB R2021a. 

 

3.2.3.1. Baseline Model 

The baseline model was trained, validated, and tested using the original datasets (Table 5), 

which consisted of 2520, 360, and 180 images respectively in random orders. 

 

3.2.3.2. Test Image Distortion 

Distorted test datasets were generated by adding various levels of noises to the original test 

dataset as described below. Each unique dataset contained 180 images and was used to test the 

robustness of the baseline model. The mAP of 30% was arbitrarily selected as the “failing point” 

of the baseline model, where the apple flower bud growth stages could no longer be identified by 

the model with high accuracies. Generally the baseline model was no longer being further tested 

with more severely distorted test datasets once a mAP lower than 30% was observed. The 

relationships between model classification accuracies in terms of mAP and noise levels were 

interpreted as cubic smoothing splines. A “critical level” was also identified for each type of noise 

during data analysis that represented the noise level beyond which the baseline model performance 
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would decrease at a substantially higher rate. By normalizing both the mAP values larger than 30% 

and corresponding noise levels into the range of 0 and 1, the point on a fitted spline curve where 

the slope of the curve first dropped below -30° or -tan(π/6) was defined as the critical point. 

 

3.2.3.2.1. White Noise 

Images captured under poor lighting conditions or with high camera shutter speeds 

generally look noisy due to their low signal-to-noise ratios (SNRs) [82]. The influence of image 

sensor noise on the performance of YOLOv4 was examined by simulating images with low SNRs. 

“Dependent” white noises were added to the original test images, meaning the absolute noise 

values were dependent on their corresponding signal pixel values. For each original test image, the 

pixel values within its R, G, and B channels were increased or decreased by random percentages. 

However, the random percentages for the same image channel had a uniform probability 

distribution centered at 0 and ranged within a specified absolute level. Four levels of white noises 

were explored, including 10%, 20%, 30%, and 40% (Figure 18). Post-distortion RGB channel 

values outside the normal range, for instance 0 to 255 for 8-bit images, were saturated to either the 

lower or upper limit. 

 

 
Figure 18. Examples of distorting images with white noise: (a) original image; (b) 20% noise; (c) 

40% noise. 

 

3.2.3.2.2. Motion Blur 

One of the downsides of using a UAV as the camera-carrying platform is that the captured 

images can be influenced by motion blur, especially at high flying speeds. For a camera with high 

zoom capabilities such as the DJI Zenmuse Z30, any relative motion between the camera and 

plants can lead to significant image quality degradation. To simulate low-quality UAV imagery, 

linear motion blur was applied to the original test images, which were blurred by 5 pixels, 10 
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pixels, 15 pixels, 20 pixels, and 25 pixels (Figure 19). The direction of motion blur was randomly 

assigned to each image while kept the same across datasets. 

 

 
Figure 19. Examples of distorting images with motion blur: (a) original image; (b) 10-pixel blur; 

(c) 25-pixel blur. 

 

3.2.3.2.3. Hue 

Hue is defined as “the attribute of a visual sensation according to which an area appears to 

be similar to one of the perceived colors, red, yellow, green and blue, or a combination of two of 

them” [83]. Depending on camera white balance setting, sun position, etc., plant hue can appear 

differently in an image. The effect of hue change on YOLOv4 was investigated by converting the 

original test images into hue-saturation-intensity (HSI) color space [84] and shifting their hue 

channels. Typically, hue values are represented by angular positions around a neutral point in a 

color space with similar-appearing colors being closer to one another. The original hue values were 

replaced by new hue values with a certain degree of shift, and 20°, 30°, 40°, 50°, 60°, 120°, 180°, 

240°, 300°, 310°, 320°, 330°, and 340° clockwise or counterclockwise shifts were tested (Figure 

20). 

 

 
Figure 20. Examples of distorting images with hue shift: (a) original image; (b) 60° clockwise or 

300° counterclockwise; (c) 60° counterclockwise or 300° clockwise. 
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3.2.3.2.4. Saturation 

The degree of paleness of a color, or saturation, can be simply interpreted as the ratio 

between the amount of spectral light at the color’s dominant wavelength and the amount of white 

light [85]. Factors such as sunlight, camera settings, image sensor, etc. can affect image saturation. 

The significance of saturation was studied through increasing or decreasing the S channel values 

of the original test images in HSI color space by different percentages, including 10%, 30%, 50%, 

70%, 80%, and 90% decreases as well as 10%, 30%, 50%, 80%, 100%, 150%, 200%, 300%, 500%, 

700%, 800%, and 900% increases (Figure 21). Post-distortion S channel values outside the normal 

range were saturated to either the lower or upper limit. 

 

 
Figure 21. Examples of distorting images with saturation change: (a) original image; (b) 90% 

decrease; (c) 900% increase. 

 

3.2.3.2.5. Intensity 

The brightness, lightness, or intensity of an image can be influenced by camera aperture, 

shutter speed, and ISO settings as well as field lighting conditions. The intensities of the original 

test images in HSI color space were changed through increasing or decreasing their I channel 

values by different percentages, including 10%, 30%, 50%, 60%, 70%, and 80% decreases as well 

as 10%, 30%, 50%, 80%, 90%, 100%, 110%, 120%, 130%, 140%, 150%, 160%, and 180% 

increases (Figure 22). Post-distortion I channel values outside the normal range were saturated to 

either the lower or upper limit. 
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Figure 22. Examples of distorting images with intensity change: (a) original image; (b) 80% 

decrease; (c) 180% increase. 

 

3.2.3.3. Training Dataset Manipulation 

After establishing the performances of the baseline model against different image 

distortions, the influences of training dataset attributes on YOLOv4 were then explored. The term 

“attributes” refers to various aspects of a training dataset, such as how many images are in the 

dataset, whether all instances in the images are properly annotated, whether negative samples are 

utilized, whether the images are shuffled into a random sequence, and whether noises are present 

in the images. The importance of a training dataset attribute was evaluated based on the 

classification accuracy comparison between the baseline model and a newly trained model on the 

same test dataset.  

 

3.2.3.3.1. Dataset Size 

Generally, CNNs trained with larger datasets have better classification accuracies [81]. 

However, object detectors such as the YOLO series are trained on labeled instance information, 

which might reduce the significance of training dataset size for model performance since a single 

image can contain numerous instances. To study how training image quantity would affect 

YOLOv4 in terms of classifying apple flower buds, seven new models were trained using 90%, 

70%, 50%, 20%, 10%, 5%, and 1% of the original training images, which corresponded to 2268, 

1764, 1260, 504, 252, 126, and 24 images. In each new training dataset, the number of positive 

samples for each growth stage were kept equal when possible. 

 

3.2.3.3.2. Image Label Quality 

As outlined in the Introduction, labeling plant structures such as apple flower buds can be 

a challenging task. Inevitably, ground truth quality may vary from image to image. Training 
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datasets with low image annotation qualities were simulated by randomly removing a percentage 

of annotations from each original training image (Figure 23). Six new models were trained with 

90%, 70%, 50%, 20%, 10%, and 5% of the image labels in each original training image. The 

quantities of labels that should be preserved in each image were calculated by rounding the 

products of the original image instance number and the percentages to the nearest integers. The 

removed labels were randomly chosen. 

 

 
Figure 23. Examples of manipulating training image label quality: (a) 100% labels; (b) 50% 

labels; (c) 5% labels. 

 

3.2.3.3.3. Negative Sample Presence 

Images that contain no target objects, or negative samples are sometimes utilized during 

training to improve object detector robustness [86]. The value of negative samples was examined 

for YOLOv4 models trained on large and small datasets, by training two new models with 100% 

and 1% of only the original positive training samples, respectively. 

 

3.2.3.3.4. Training Image Order 

It has been observed in the previous study that training image order might influence the 

performance of an object detector, meaning when a model is exposed to a dataset that is organized 

by class during training, its performance possibly will be different from the model that is trained 

on a dataset with a random image sequence. A new model was trained using the original training 

dataset whose images were arranged by date, with the purpose of stimulating the model with first 

tight cluster stage, next pink stage, then bloom stage, and lastly petal fall stage during each training 

epoch. 
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3.2.3.3.5. Noise Retraining 

From the model training perspective, attempts were made to improve the classification 

accuracies of YOLOv4 on the distorted test datasets that previously caused the baseline model to 

fail. With the goal of exposing a model to noise during training, mainly two approaches were 

adopted to modify the training datasets for the five types of image distortions, namely distorting 

all original training images with the baseline-model-failing levels of noises, and with evenly 

distributed levels of noises in between no noise and the baseline-model-failing noise levels. For 

white noise, two new models were trained and validated with a 40% distorted dataset and a 0 to 

40% evenly distorted dataset. For motion blur, two new models were trained and validated with a 

25-pixel distorted dataset and a 0 to 25-pixel evenly distorted dataset. For hue, a new model was 

trained and validated with a 0 to 360° evenly distorted dataset, treating hue as completely a noise 

source to observe how accurately YOLOv4 would classify apple flower buds without relying on 

hue. For saturation, three new models were trained and validated with a 90%-decrease distorted 

dataset, a 900%-increase distorted dataset, and a “90%-decrease to 0 to 900%-increase” evenly 

distorted dataset. For intensity, three new models were trained and validated with an 80%-decrease 

distorted dataset, a 180%-increase distorted dataset, and an “80%-decrease to 0 to 180%-increase” 

evenly distorted dataset. For saturation and intensity, the amounts of images with decrease 

distortion were equal to the amounts of images with increase distortion in the “decrease to 0 to 

increase” datasets. 

 

3.2.3.3.6. Ultimate Test 

Considering multiple types of noises might occur in an image simultaneously in real life, 

an “ultimate” dataset having all five types of image distortions in each image was created, by 

distorting all images from the original training, validation, and test datasets with 0 to 40% evenly 

distributed white noises, 0 to 25-pixel evenly distributed motion blurs, 0 to 360° evenly distributed 

hue shifts, 90%-decrease to 0 to 900%-increase evenly distributed saturation changes, and 80%-

decrease to 0 to 180%-increase evenly distributed intensity changes. Due to the combination of 

noises with extreme levels, many images in the dataset had heavily distorted appearances and apple 

flower buds in these images were no longer recognizable to humans (Figure 24). Aside from 

building a new model that was directly trained and validated on the ultimate dataset, whether a 

model trained and validated on datasets where each image only contains one type of noise would 



 
 

46 
 

be able to recognize an image with multiple types of noises, was also explored. Such a dataset was 

generated by simply combining the evenly distorted datasets for the five types of noises in the 

previous section for noise retraining, which contained 12,600 training images, 1,800 validation 

images, and 900 test images. 

 

 
Figure 24. Samples from the ultimate dataset where apple flower buds are no longer recognizable 

to humans. 

 

3.2.3.4. Dataset Naming Notation 

Since a large number of diverse datasets was involved in this study, to minimize confusion, 

each unique training, validation, or test dataset was named based on how it differed from the 

original training, validation, or test dataset using unique abbreviations as listed in Table 6, which 

represented the type of difference between the original dataset and the current dataset. If necessary, 

the levels of image distortions were specified following the abbreviations. 
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Table 6. Abbreviations used for naming different training, validation, or test datasets and their 

meanings. 

Abbreviation Meaning 

OD Original dataset 

WN White noise 

MB Motion blur 

HS Hue shift 

SD Saturation decrease 

SI Saturation increase 

ID Intensity decrease 

II Intensity increase 

DS Training dataset size 

LQ Training image label quality 

NA Negative sample absent 

IO Training images ordered by date 

UL Ultimate dataset where each image was distorted by all five types of noises 

DC All five types of evenly distorted datasets combined 

 

3.3. Results and Discussions 

Due to the large size of the statistical results, APs and mAPs of all models on all relevant 

datasets are presented in Appendix.  

 

3.3.1. Baseline Model 

On the original test dataset, the baseline model achieved a mAP of 77.25%. Specifically, 

the APs for tight cluster, pink, bloom, and petal fall stages were 88.63%, 72.69%, 85.23%, and 

62.45%, which were very similar to what was obtained previously. 

 

3.3.1.1. White Noise 

The baseline model almost failed at 30% white noise with a 32.91% mAP, and failed at 

40% white noise with a 15.17% mAP. Tight clusters and blooms were more sensitive to white 

noise than pinks and petal falls. At 40% white noise, the APs for tight cluster and bloom were only 

4.06% and 8.48%, while for pink and petal fall were above 20%. Interestingly, the images with 

white noise added, even at the 40% level (Figure 18), did not appear to be difficult for humans to 
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identify apple flower buds. When not trained specifically for white noise, YOLOv4 might rely on 

local pixel homogeneity for classifying certain instances, such as clustered green pixels for leaves 

of tight clusters and clustered white pixels for blooms (Figure 25), while humans are able to 

unconsciously apply low-pass filters on noisy images in their brain before identifying objects. The 

40% white noise level represents a very low SNR, whose occurrence in real life is improbable 

unless camera shutter speed is very high, or the environment is extremely dark and artificial light 

sources such as flashlights are absent. Based on the results, white noise does not seem to be a 

concern for most agricultural researchers applying a pretrained object detector to new images. 

 

 
Figure 25. Examples of how the local pixel homogeneity of a flower bud feature changes after a 

40% white noise distortion: (a) green leaves of a tight cluster; (b) white petals of a bloom. 

 

3.3.1.2. Motion Blur 

The baseline model failed at 25-pixel motion blur with a 23.28% mAP. Petal fall was the 

most sensitive stage to motion blur, which had a 4.74% AP, while tight cluster was the least 

sensitive stage with a 46.15% AP. Instance size or bounding box size might be the most important 

factor that influenced YOLOv4’s detection rates on the blurred apple flower buds. Based on the 

labeling rules, tight clusters were typically the largest flower buds since each bounding box also 

included leaves, and petal falls whose bounding boxes mostly contained pistils, stamens, and 

sepals were the smallest. Comparatively speaking, the same level of blur can cause a larger 

disturbance to the features of small instances than large instances, since large instances might have 

large-scale features that are less sensitive to image distortion. For example, a petal fall might 

completely lose its stage-defining characteristics after a 25-pixel linear motion blur due to its small 

size relative to the length of motion, while a large tight cluster is very likely to preserve its original 

overall shape after the same blur (Figure 26).  
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Figure 26. Examples of how large flower buds are more resistant to motion blur than small flower 

buds: (a) a tight cluster that is able to keep its rough shape after a 25-pixel motion blur; (b) a petal 

fall that is entirely unrecognizable after the same blur. 

 

Assuming a shutter speed of 1/60 s and an approximated area of 6.6×10-8 m2 for each image 

pixel, the 25-pixel motion blur simulated roughly a 0.4 m/s UAV flying speed assuming perfectly 

stationary apple trees. Ideally, at least in the context of applying the baseline model for apple 

flower bud classification, new test images should be captured with a UAV speed no more than 0.4 

m/s to prevent significant negative impacts from motion blur on model performance based on the 

assumed camera shutter speed and image spatial resolution. Unfortunately, it can be challenging 

to manually maintain a UAV speed lower than that, also not all UAV operating software supports 

such a low flying speed. For example, DJI GS Pro, a native flight controlling app from DJI, only 

supports speeds above 1 m/s. Considering wind frequently causes substantial tree movements in 

the field, UAV researchers should be mindful about minimizing motion blur in their image data 

for optimal object detection accuracies. Increasing camera shutter speed can help mitigate the 

motion blur issue and potential allow UAVs to fly at higher speeds. However, captured images 

might also look noisier due to lower camera SNRs.  

 

3.3.1.3. Hue 

The baseline model started to fail when hue shift passed 60 to 75°. Clockwise 60° hue shift 

had a 43.85% mAP, and counterclockwise 60° hue shift had a 33.30% mAP. Bloom seemed to be 

the least sensitive stage to hue shift, having substantially higher APs than the other three stages at 

most shift levels. Blooms primarily had only white petals within their bounding boxes, while tight 

clusters had green leaves and unopened grayish sepals, pinks had unopened pink petals and grayish 

sepals, and petal falls had green sepals and yellowish pistils and stamens. It might be presumed 
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that the more colors the identification of an object requires, the more reliant YOLOv4 would be 

on the object’s hue information. Nevertheless, large hue distortions such as the 180° shift still can 

lead to near-zero APs of the baseline model for all growth stages. In real life, significant hue 

changes such as the ones simulated in this study would never occur under a natural setting, hence 

hue will not likely be a factor negatively affecting the performance of an object detector. However, 

when a scene is illuminated by artificial light sources, such as colored LED lights commonly 

applied in greenhouses [87], a pretrained detector might not work well for identifying objects with 

unnatural hues. 

 

3.3.1.4. Saturation 

The baseline model barely failed at 90% saturation decrease with a 29.31% mAP, and 

900% saturation increase with a 29.74% mAP. Expectedly, bloom was the most robust stage 

against saturation distortion with over 50% APs, since saturation is irrelevant to grayscale colors 

such as white. An image with a 90% saturation decrease is very close to a pure grayscale image, 

implying YOLOv4 was not heavily dependent on pixel saturation information. Increasing image 

saturation did not seem to negatively affect the baseline model much either until the distortion 

reached extreme levels. Considering the unlikelihood of capturing images lacking saturation 

completely or being oversaturated in real life, saturation does not seem to be an image parameter 

that can influence the performance of an object detector for agricultural applications substantially. 

 

3.3.1.5. Intensity 

The baseline model failed at 80% intensity decrease with a 25.69% mAP, and 180% 

intensity increase with a 27.43% mAP. Bloom stage again was the most robust stage, having 

48.26% and 60.01% APs. Tight cluster was the most sensitive stage, with only 1.08% and 3.42% 

APs. From the perspective of human recognition, after the 180% intensity increase distortion, the 

center flower structures of tight clusters were nearly impossible to recognize (Figure 27a), while 

many pinks could be distinguished from the background by its pink color (Figure 27b), most 

blooms looked similar to their undistorted appearances (Figure 27c), and some petal falls were 

identifiable by their unique shapes (Figure 27d). Note the distorted images with increased 

intensities were not entirely equivalent to overexposed images taken in real life, which have not 

only high intensities but also low saturations. The 80% decrease distortion simulated images 
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captured under low light conditions, which generally did not seem to be as challenging for humans 

to identify apple flower buds as the 180% increase distortion, potentially because human brains 

have already been sufficiently “trained” to recognize objects under poor illuminance at night. Since 

white has the highest intensity value of any other color, it was not surprising to see bloom was the 

least influenced stage by decreased intensity distortion (Figure 22). One interesting observation 

was that the AP of tight cluster dropped drastically from 47.14% at 70% intensity decrease to 

1.08% at 80% intensity decrease. Upon further inspection, rather than falsely classifying tight 

clusters as flower buds in other growth stages, the baseline model simply failed to detect most tight 

clusters at 80% intensity decrease (Figure 27e). The true reason behind this phenomenon is still 

unclear, since the images with the 70% and 80% intensity decrease distortions were relatively 

similar to human eyes. However, it is suspected that the baseline model might have learned an 

“intensity threshold” during training, such that once the overall intensity of a tight cluster was 

below this threshold, the model excluded the possibility of the tight cluster being a positive 

instance or simply returned an extremely low confidence score. The auto mode of modern RGB 

cameras, such as automatically adjusting shutter speed, aperture, ISO and flash settings, generally 

secures the intensity level of an image to be in the optimal range. For that reason, intensity is 

unlikely a variable which a pretrained object detector would have difficulty with in agricultural 

research. 

 

 
Figure 27. Phenomena observed during the intensity distortion test: at 180% intensity increase, 

tight clusters (a) lost most of their stage-defining characteristics, while pinks (b), blooms (c), and 

petal falls (d) were able to perverse some of their unique color or shape traits; (e) an example of 
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how the baseline model was able to detect many tight clusters at the 70% intensity decrease but 

not at the 80% decrease, which appeared to be relatively similar to human eyes. 

 

3.3.1.6. Critical Levels and Failing Levels 

Figure 28 shows how the performance of the baseline model in terms of mAP changed with 

various image distortion levels from no noise to the model-failing noise levels at 30% mAP. Based 

on the spline interpolations, Table 7 presents the critical level and the exact baseline-model-failing 

level of each noise obtained. As mentioned previously, the critical points were determined based 

on normalized mAP and noise level scales. 

 

 
Figure 28. Relationships between the classification accuracies of the baseline model and levels of 

different types of image distortions. 
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Table 7. Critical levels and failing levels of the baseline model regarding different types of 

image distortions. 

Distortion Critical level Failing level 

White noise 10.39% 31.91% 

Motion blur 5.66-pixel 22.05-pixel 

Hue clockwise shift 19.65° 77.38° 

Hue counterclockwise shift 21.11° 64.81° 

Saturation decrease 59.17% 89.98% 

Saturation increase 198.38% 895.35% 

Intensity decrease 55.73% 79.80% 

Intensity increase 40.96% 162.71% 

 

For the best model performance in practice, before applying a pretrained object detector to 

new images, it is recommended that researchers either collect high-quality data in the first place, 

or remove images with high levels of noises from their existing datasets. The critical and failing 

distortion levels in this study serve as a reference for future studies to roughly gauge the 

classification accuracies of a pretrained model that needs to be utilized in complicated agricultural 

scenes involving many unexpected noise sources. 

 

3.3.2. Retraining 

In this section, the performance comparison between the baseline model and the models 

retrained from scratch with the manipulated training and validation datasets is presented. 

 

3.3.2.1. Training Dataset Size 

As shown in Appendix, YOLOv4 demonstrated its exceptionally strong robustness against 

low training image number. The baseline model was trained on 2520 images and achieved a 

77.25% mAP. When trained with only 5% of the original training images, that is 126 images, 

YOLOv4 was able to attain a 55.49% mAP on the original test dataset. Trained with only 1% of 

the original training images, that is three positive samples of each growth stage and 12 negative 

samples, in total 24 images, YOLOv4 was still capable of accomplishing a 39.63% mAP. It is 

worth noting that generally the mAPs of the size-modified training datasets were negatively 

correlated with the corresponding training image numbers, which increased from 87.66% to 
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99.79% as the training image numbers decreased from 2520 to 24, implying it is more likely for 

YOLOv4 to maximize its learnable “knowledge” from smaller training datasets. 

Conventional wisdom suggests building a robust CNN model requires large training 

datasets. It is not rare for researchers to train models on tens of thousands of images [66]. The 

counterintuitive results of achieving decent object detector classification accuracies with 

extremely small training datasets obtained in this study, can be explained from the perspective of 

instance number rather than image number. One of the unique aspects of the datasets was that each 

image often contained many apple flower buds. For example, during bloom stage, an image could 

easily include more than 100 blooms. Unlike pure CNN models that classify whole images, object 

detectors classify image regions of interests. Theoretically, a single image can contain an infinite 

number of unique regions. In the current study’s case, 12 positive samples might already allow 

YOLOv4 to observe and learn from hundreds of different instances, which is confirmed in the 

subsequent analysis presented in the following sections. Based on the results, training instance 

number seems to be a more critical factor than training image number for object detectors. 

 

3.3.2.2. Image Label Quality 

Unlike in the previous section where training image number was modified, the training 

datasets for studying the influence of image label quality all had the same number of images, 2520. 

However, different percentages of image labels in the original training images were randomly 

removed depending on the dataset, simulating poor image label qualities by human annotators. 

Based on the results, labeling every single instance in an image does not seem to be essential for 

building an object detector, at least in the context of classifying apple flower buds, although higher 

training image label qualities always led to higher model performances. Trained with 50% of the 

original image labels, implying the dataset would require only half of the original training image 

annotation workload, YOLOv4 achieved a 71.16% mAP, in contrast to the baseline model 

performance of a 77.25% mAP. Trained with only 5% the original image labels, having the 

majority of flower buds in the training images unlabeled, YOLOv4 still was able to accomplish a 

40.73% mAP. Overall, the performance of YOLOv4 with regard to training image label quality 

roughly resembled its performance regarding training dataset size. For example, the model trained 

on 100% original images with a 70% label quality had similar classification accuracies as the 

model trained on 70% original images with a 100% label quality. 
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An interesting but abnormal observation was that when training image label quality 

dropped below 70%, YOLOv4 returned lower APs and mAPs for training datasets than validation 

and test datasets, while for all other models training datasets always had higher APs and mAPs 

than validation and test datasets. This phenomenon implies that YOLOv4 has a certain degree of 

“integrity” against imperfect ground truth, meaning even when YOLOv4 is trained by a mix of 

correct and incorrect ground truth, such that some instances in training images have labels and 

some do not, YOLOv4 might still be able to identify an instance that do not have a label, going 

against the incorrect ground truth.  

 

3.3.2.3. Image Quantity vs. Label Quality 

As mentioned in introduction, the need for substantially sized training datasets as well as 

the difficulty of labeling agricultural images pose a dilemma to researchers who would like to 

develop robust object detectors: given limited time and human annotators, whether to collect a 

large amount of images and label all of them with suboptimal quality, such as missing some 

instances in images, or collect a small dataset but concentrate on annotating each image as perfectly 

as possible. Figure 29a and 29b show the line plots of how the YOLOv4 performance changed 

with training image number and training image label quality respectively, as discussed in the 

previous two sections. When training dataset size decreased but image label quality stayed the 

same, YOLOv4 performance decreased (Figure 29a). When training image label quality decreased 

but dataset size stayed the same, YOLOv4 performance again decreased (Figure 29b). The 

common variable that changed in both scenarios was training instance number, suggesting it is 

likely a critical factor for objector detectors. The performances of the YOLOv4 models trained on 

the datasets with compromised image quantities or label qualities were then compared in terms of 

instance quantity, by calculating the total labeled instance numbers in the training datasets. Figure 

29c shows how the two types of YOLOv4 models from Figure 29a and 29b compared to each other 

when their training instance numbers were equal. Although no substantial difference existed 

between the two types of models when their training instance numbers were larger than 30,000, 

high-label-quality-low-image-quantity models always outperformed high-image-quantity-low-

label-quality models at the same instance number, especially when their training instance numbers 

were lower than 23,000. This result potentially has two implications. First, regardless of training 

instance number, training image label quality matters more than training image quantity. Second, 
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regardless of training image quantity and label quality, higher training instance numbers can lead 

to better model performances. The second implication was further confirmed by Figure 29d, which 

shows the relationship between APs and instance numbers of the models from Figure 29a and 29b 

at each growth stage. Overall, APs and training instance numbers showed a strong positive 

correlation. APs of all growth stages drastically increased with instance numbers smaller than 

approximately 3,000. The rate of increase of AP started to decline when instance number exceeded 

approximately 4,000, indicating an increasing ratio of “work to reward”, or image annotation 

workload to model performance improvement. 

 

 
Figure 29. Relationships between training dataset size, training image label quality, training 

instance quantity and mAP and AP of YOLOv4 models on the original test dataset: (a) training 

image quantity vs. mAP; (b) training image label quality vs. mAP; (c) total training instance 

number vs. mAP where red points represent models trained with compromised dataset sizes (a) 

and blue points represent models trained with compromised image label qualities (b); (d) training 

instance number of each growth stage vs. AP with a fitted two-term power series trend line for the 

models in (a) and (b). 

 

3.3.2.4. Negative Sample Presence 

The model trained with 100% of the original positive samples or 1260 images had a 77.10% 

mAP, which was almost identical to the baseline model’s 77.25% mAP. The model trained with 

only 1% of the original positive samples or 12 images had a 36.64% mAP, which was very close 

to the mAP of the model trained with 1% of both the original positive and negative samples, 

39.63%. Although negative samples seemed to marginally improve model mAP, certain growth 

stages actually had lower APs when negative samples were utilized during training. Overall, the 

results did not suggest any substantial positive influences of negative samples on model 
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performance, and negative samples do not appear to be a necessary component for the training of 

object detectors, at least in the context of apple flower bud classification using YOLOv4. 

 

3.3.2.5. Training Image Order 

No substantial performance difference between the model trained on date-ordered dataset 

and the baseline model was observed, whose mAPs were 77.51% and 77.25% respectively. The 

results refuted the speculation regarding the potential influence of training image sequence on 

object detector classification accuracies.  

 

3.3.2.6. Noise Retraining 

Generally two strategies were employed to improve YOLOv4's robustness against artificial 

image distortions: training with datasets having all images distorted to the baseline-model-failing 

noise levels, and training with datasets having image distorted with equally distributed noise levels 

from no noise to the baseline-model-failing noise levels. The results indicated that incorporating 

distorted images into model training was able to improve all models’ classification accuracies 

against image noises by 13 to 390% when compared to the baseline model (Table 8). 

However, YOLOv4 generally performed the best on a test dataset when it was trained on a similar 

training dataset in terms of noise type and level. As a few examples, the baseline model had the 

best mAP on the original test dataset than any other model since it was trained on the original 

training dataset, the model trained on the training dataset with 25-pixel motion blur had the best 

mAP on the test dataset with 25-pixel motion blur compared to other models, the model trained on 

the training dataset with 90%-decrease to 0 to 900%-increase evenly distributed saturation 

distortion had the best mAP on the test dataset with 90%-decrease to 0 to 900%-increase evenly 

distributed saturation distortion compared to other models, etc.  
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Table 8. The mAPs of retrained YOLOv4 models on test datasets with different image distortion 

types and levels. “Original” refers to the original undistorted dataset, “Extreme” refers to the 

baseline-model-failing noise levels, and “Even” refers to evenly distributed noise levels from no 

noise to the baseline-model-failing noise levels. 

Distortion Training and validation datasets 

Test Dataset mAP (%) 

Original 
Extreme 

Even 
Decrease Increase 

White noise 

Original (OD) 77.25 15.17 54.71 

Extreme (WN40%) 71.79 74.40 73.29 

Even (WN0-40%) 77.03 73.84 76.15 

Motion blur 

Original (OD) 77.25 23.28 59.53 

Extreme (MB25Pixel) 54.27 72.08 67.85 

Even (MB0-25Pixel) 75.82 70.45 74.90 

Hue shift 
Original (OD) 77.25 

NA 
25.76 

Even (HS0-360°) 74.85 74.86 

Saturation change 

Original (OD) 77.25 29.31 29.74 61.89 

Extreme decrease (SD90%) 42.41 75.44 0.04 26.33 

Extreme increase (SI900%) 35.65 12.32 75.23 48.89 

Even (SD90%-0-SI900%) 77.23 68.84 75.36 76.23 

Intensity change 

Original (OD) 77.25 25.69 27.43 65.50 

Extreme decrease (ID80%) 48.13 76.42 0.97 34.49 

Extreme increase (II180%) 31.91 0 69.59 36.16 

Even (ID80%-0-II180%) 76.34 73.64 64.97 73.89 

 

Training with datasets having evenly distributed noise levels seemed to be an effective 

strategy to build object detectors that are good at recognizing both normal and distorted images, 

while training with datasets having all images distorted to the extreme levels only led to models 

that were good at detecting heavily distorted images. As shown in Table 8, for all five types of 

noises, the models trained with evenly distorted datasets have much better overall performance on 

the three types of test datasets than the baseline model as well as the models trained with the 

baseline-model-failing levels of noises. Interestingly, hue did not seem to be an important 

information source for YOLOv4 to identify apple flower buds. The model trained on the random-

hue dataset had a 74.85% mAP on the original test dataset, which was only 3% lower than the 

baseline model’s 77.25% mAP. 
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The results suggested that in a practical sense, training an object detector “specifically” for 

its applications seems to be the tactic that researchers should follow. For example, if an object 

detector will only be applied to high quality image data without noise, there is no need to train the 

model for noise. When an object detector is expected to be utilized on identifying noisy images 

such as blurred pictures taken by a UAV, it is important to expose the expected noise types with 

expected noise levels to the model during training. As demonstrated in this study, artificially 

distorting training images can be a way of improving model robustness against image noise. From 

the perspective of data collection, researchers should be mindful about ground truth annotation 

difficulty when they plan to directly collect noisy training images. Unlike white noise and intensity 

change that are naturally straightforward for humans to discern, certain noises such as blurriness 

can easily distort objects in images to the unrecognizable extent for humans. Therefore, when 

possible, capturing high quality images, labeling instances in the images, and artificially distorting 

the training and validation images might be a more efficient protocol of improving the performance 

of object detectors against image noise. 

 

3.3.2.7. Ultimate Test 

Due to the extreme levels of distortions, the baseline model was only able to have a 4.56% 

mAP on the ultimate test dataset, while the model trained on the ultimate dataset achieved a 

54.81% mAP. The model that was trained on the combination of five types of evenly distorted 

datasets had a 35.24% mAP, which was substantially higher than the mAP of the baseline model 

but still considerably lower than the mAP of the other model. This result again confirmed that 

researchers should train their object detectors specifically for applications. If a model will be 

applied on datasets having multiple types of distortions in each image, training dataset should also 

have the same types and levels of distortions in each image. 

 

3.4. Conclusions 

The following statements were made in the context of classifying apple flower bud growth 

stages using YOLOv4. The baseline model that was trained on a normal dataset demonstrated 

sufficient robustness against image distortions from white noise, hue shift, saturation change, and 

intensity change. Practically, motion blur seemed to be a concerning image noise source, especially 

when UAVs are involved in data collection. Negative samples and training image sequence were 
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proven to have no considerable influence on model classification accuracies. Annotating small 

datasets with high ground truth quality showed its superiority over annotating large datasets with 

low ground truth quality. Nonetheless, training instance quantity is a critical factor that determines 

the performance of an object detector, regardless of training dataset size and training image label 

quality. Annotating at least 3,000 to 4,000 instances of each class for complex agricultural scenes 

is recommended to achieve optimal object detection results. Before training a model, considering 

model applications first can help design appropriate training datasets, which should resemble test 

datasets as much as possible in terms of image distortion types and levels on both individual image 

level and whole dataset level. Incorporating artificially distorted images during training might be 

a viable and efficient strategy to improve model robustness against image noise. 
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CHAPTER 4  

ORCHARD NAVIGATION MAP SYNTHESIS 

 
4.1. Introduction 

Many advantages of current off-the-shelf UAVs, such as low-cost, compact size, robust 

hardware, and user-friendly software, ensure flight and data collection flexibility and promote the 

growing adoption of UAVs in agriculture. Aside from the various types of imagers such as RGB 

cameras [88], thermal cameras [89], multispectral cameras [90], and hyperspectral cameras [91], 

LiDAR scanners emerge as another instrument that are being often installed on a UAV platform. 

Because of the hardware advancement over the years, LiDARs have evolved from capturing only 

a single return per laser pulse to recording the entire returned waveform [92], and their sizes and 

costs have also decreased significantly, allowing advanced processing methods with increased 

pulse detection reliability, accuracy, and resolution as well as easier integration with UAVs and 

wider sensor adoption and application.  

Since a LiDAR measures distances relative to itself, when it is in motion, such as being 

mounted on a flying UAV, additional sensor inputs or point cloud registration techniques are 

required to align raw LiDAR data. As the most common method, the combination of GNSS and 

inertial measurement unit (IMU) provides location and orientation information that allows point 

clouds to be registered to a geographic coordinate system. GNSSs are able to locate receiver 

positions continuously worldwide utilizing radio signals from at least four satellites, while IMUs 

measure attitude angles via built-in accelerometers, gyroscopes, and sometimes magnetometers. 

As an alternative method, point cloud registration algorithms have the potential to align LiDAR 

data even under GNSS-denied conditions [93], and some of them when implemented in 

frameworks that are able to construct and update geometrically consistent maps in an unknown 

environment with real-time speed are often categorized as simultaneous localization and mapping 

(SLAM) algorithms. SLAM is a fundamental research area in robotics as it is promising in solving 

challenges related to autonomous navigation of artificial intelligence robots. Aside from LiDARs, 

many other exteroceptive sensors such as sonars, monocular cameras, stereo cameras, and RGB-

depth (RGB-D) cameras and proprioceptive sensors such as odometers and compasses can also be 

utilized within SLAM methods to map environments and ascertain robot poses [94]. 
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The application of UAV-LiDAR systems in plant-related studies started to boom in the 

past two to three years, since remote sensing-based methods have the natural advantages of 

scanning large areas such as agricultural or forested fields with low time and labor costs. Many 

agricultural studies have experimented with directly estimating or indirectly predicting plant 

parameters with UAV-LiDAR systems while using manual measurements as ground truths to 

assist timely crop management. Liu et al. [95] obtained relative errors of 3.86% to 12.73% for 

cotton height using the average height of the highest five points in a regional point cloud to 

represent crop height. Zhou et al. [96] achieved a coefficient of determination (R2) of 0.96 and a 

root mean square error (RMSE) of 0.13 m for the height of maize plants with different degrees of 

lodging through canopy height models (CHMs). Hu et al. [97] studied maize self-recovery ability 

after lodging and attained R2s of 0.95 and 0.98 and RMSEs of 0.06 m and 0.13 m for plant heights 

at tasseling and filling stages. Lei et al. [98] estimated leaf area index (LAI) of maize at upper, 

middle, and lower layers and obtained normalized RMSEs (NRMSEs) of 10.8%, 12.4%, 42.8% 

respectively using voxel-based point cloud processing. Luo et al. [99] used two methods for crop 

height estimation, namely CHM and optimal point density, which resulted in R2s of 0.65 and 0.83 

and RMSEs of 0.24 m and 0.16 m for maize, and R2s of 0.4 and 0.48 and RMSEs of 0.09 m and 

0.08 m for soybean. Phan and Takahashi [100] calculated rice height by taking the difference 

between 1st and 95th point cloud percentile and found an R2 of 0.85 and an RMSE of 0.07 m. Xu 

et al. [101] explored six modeling techniques to predict sugarcane above ground fresh weight, and 

their best results were an R2 of 0.97 and an RMSE of 1.33 kg/m2. Sofonia et al. [102] exported 

sugarcane heights from the point cloud processing software 3DReshaper (TECHNODIGIT, 

France) and got an R2 of 0.91 for max block height and an R2 of 0.93 for mean block height. Later 

they predicted sugarcane biomass with an R2 of 0.52 using LiDAR-derived predictors [103]. 

Masjedi et al. [104] reported their sorghum biomass predictions multiple times. Using recurrent 

neural network they obtained NRMSEs of 7.5% to 15%; using support vector regression (SVR) 

and multi-layer perception while combining LiDAR and hyperspectral data, they stated R2s of 0.07 

to 0.48 and 0.19 to 0.55 [105]; using partial least squares regression (PLSR), SVR and random 

forests (RF) and having RGB, LiDAR, and hyperspectral features as inputs, they achieved R2s of 

0.64 to 0.89 [106]. Maimaitijiang et al. [107] estimated sorghum height by taking the 1st and 99th 

plot-level point cloud percentile difference and attained an R2 of 0.98 and an RMSE of 0.05 m. 

They also predicted sorghum LAI with different canopy density through RF and obtained R2s of 
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0.42 to 0.95 and RMSEs of 0.27 to 0.32. Dhami et al. [108] extracted wheat plot heights using 

three methods including voxel-filtered max height, non-voxel-filtered max height, and 99th 

percentile height, and reported error ranges of -0.5 to 0.1 m, -0.05 to 1.05 m, and -0.15 to 0.2 m 

respectively. Ten Harkel et al. [109] averaged top 10, 90, and 30 points of potato, sugar beet, and 

winter wheat point clouds and achieved R2s of 0.5, 0.7, and 0.78 and RMSEs of 0.12 m, 0.07 m, 

and 0.03 m for plant height. Their biomass estimations for the three crops through a 3-dimensional 

profile index model had R2s of 0.24, 0.68, and 0.82 and NRMSEs of 22.09%, 17.47%, and 13.94%. 

Hadas et al. [110] were able to detect more than 99% of apple trees in an orchard and maintained 

a crown area RMSE of 1 m2 and a tree top location RMSE of 0.38 m. Their RMSEs for tree height 

and crown base height were both 0.09 m while the R2s were 0.92 and 0.49. Aside from agriculture, 

forestry is another important plant-related field where UAV-LiDAR systems are commonly 

employed. Replacing traditional laborious manual measurements, tree parameters now can be 

extracted or predicted through aerial point cloud-derived metrics with ease, and some of the 

relevant works can be found in [111–128]. 

Given UAV-LiDAR systems’ promising capability of assessing vegetation structural 

attributes as demonstrated in the reviewed literature, aerial LiDAR data of apple orchard were 

collected and utilized to extract field locations that were safe for UGV traveling, for the purpose 

of potentially guiding the navigation of autonomous UGV-based heating for frost protection in the 

future. The objectives of the study included: (1) developing a low-cost UAV-LiDAR system 

integrating a single-board computer and UAV’s built-in GNSS units and IMUs; (2) generating 

binary orchard obstacle and open space maps from georeferenced orchard point clouds; (3) 

simulating orchard navigation maps that can be deployed to guide UGVs in terms of both path 

planning and heat application. 

 

4.2. UAV-LiDAR System Development 

4.2.1. Hardware 

The UAV platform chosen was DJI Matrice 600 Pro. Its 6 kg payload capacity ensured that 

the UAV could sufficiently complete flights under 15 min even with a LiDAR and an external 

power source. The UAV was equipped with DJI’s A3 Pro flight control system, which featured 

three sets of global positioning system (GPS) Compass Pro modules and IMUs and allowed the 

UAV to hover with ±1.5 m horizontal and ±0.5 m vertical accuracies. The A3 Pro was also 
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compatible with DJI Onboard SDK (OSDK) which enabled users to retrieve onboard sensor 

readings such as GNSS and IMU data and control the UAV with customized programs in an 

onboard computer. The LiDAR scanner employed on the UAV was Puck LITE (Velodyne Lidar, 

USA), formerly known as VLP-16. It recorded distance and reflectivity information through 16 

lasers with a 903 nm wavelength, and had a vertical field of view (FOV) of 30° with a 2° resolution 

and customizable horizontal FOV range and resolution. Depending on the return mode, the LiDAR 

could take up to 578,688 laser measurements per second with a ±3 cm range accuracy. A Raspberry 

Pi 4 Model B (Raspberry Pi Foundation, UK) was selected as the low-cost onboard computer that 

communicates with the UAV and the LiDAR. The computer had a 1.5 GHz quad-core processor 

and 8 GB of RAM. A 128 GB micro-SD card was used for operating system loading and data 

storage. A 21,000 mAh power bank BP101 (BEATIT, China) was used to power the LiDAR and 

the computer simultaneously, which provided both 12 V and 5 V DC outputs. A summary of 

hardware key specifications can be found in Table 9. 

 
Table 9. Key specifications of the UAV-LiDAR system components. 

Hardware Model Key Specifications 

UAV DJI Matrice 
600 Pro 

6 kg payload, 16 to 32 min hovering time, ±0.5 m vertical and ±1.5 m horizontal hovering 
accuracy 

LiDAR Velodyne Puck 
LITE 

16 lasers with a 903 nm wavelength, 30°×360° FOV, 2° vertical resolution, 0.1° to 0.4° 
horizontal resolution, 100 m measurement range, ±3 cm range accuracy, max 578,688 

measurements per second 

Onboard 
computer 

Raspberry Pi 4 
Model B 

1.5 GHz quad-core processor, 8 GB SDRAM, 128 GB storage, gigabit Ethernet, 2.4/5.0 
GHz Wi-Fi 

Battery BEATIT 
BP101 21,000 mAh, 12 V 10 A DC output, 5/9/12 V USB output 

 

The installation of all hardware components to the UAV was achieved by a piece of steel 

sheet that could be attached to and detached from the UAV bottom via mounting brackets (Figure 

30a). Aside from the LiDAR which was mounted on a 3D-printed plate so that its lasers pointed 

towards ground during data collection, the rest of the components were directly fixed onto the 

sheet metal. Since the A3 Pro could only utilize signals from one GNSS unit at a time and the 

active GNSS unit could change for different flights, in order to keep the lever arm offsets [129] 

between the LiDAR and the active GNSS unit constant, two sets of GNSS units were disconnected 

from the UAV (Figure 30b). 
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Figure 30. The UAV-LiDAR system: (a) the LiDAR payload; (b) the UAV platform with the 

LiDAR installed. 

 

4.2.2. LiDAR Configuration 

The LiDAR was able to provide a 360° horizontal view utilizing an internal motor. Here 

LiDAR data belonging to the same motor rotation from 0° to 360° is defined as one LiDAR 

“frame”. Since it is impossible for the LiDAR to remain perfectly stationary in the air during data 

collection, theoretically speaking unique GNSS and IMU measurements are needed for every 

single LiDAR point’s georeferencing. Considering the low UAV flying speed of regular flight 

missions and UAV hardware limitations such as GNSS update rate, in-frame LiDAR motion 

distortion was ignored. However, to mitigate the distortion, the LiDAR motor was configured with 

the fastest rotational speed, which was 1200 RPM and corresponded to a 0.4° horizontal resolution. 

As the aerial application implied that the LiDAR would always be above target plants, the 

horizontal FOV of the LiDAR was configured as 135° to 225°, ignoring background data generated 

from objects above the UAV (e.g. insects, birds). The LiDAR was also capable of capturing more 

than one return from each laser firing. The LiDAR was configured with Dual Return mode, which 

recorded the strongest and last returns.  

 

4.2.3. Hardware Communication 

The LiDAR and the onboard computer were connected via a Cat6 Ethernet cable, and the 

data transfer between them was completed through User Datagram Protocol (UDP). For each 

flight, collected LiDAR data were saved in a unique pcap file. The A3 Pro was connected to the 
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onboard computer via a USB to TTL serial cable. After setting up the software environment in the 

onboard computer for OSDK, a customized C++ program was used to access A3 Pro telemetry 

data, which were saved in a txt file at 50 Hz during data collection. Descriptions of the telemetry 

parameters are listed in Table 10. 

 

Table 10. UAV telemetry parameters recorded during data collection [131]. 

Parameter Unit Accuracy Sensor Source Note 

Latitude rad 
±1.5 m GNSS, IMU GNSS and IMU fused position 

Longitude rad 

Altitude m ±0.5 m GNSS, IMU, barometer 
GNSS, IMU and barometer fused height from 
sea level using the International Civil Aviation 

Organization (ICAO) model 

Quaternion w 

N/A 
Pitch and roll 

±0.5°, yaw 
±1.5° 

IMU Ground frame to UAV frame rotation 
Quaternion x 

Quaternion y 

Quaternion z 

 

The onboard computer had an Ubuntu MATE 20.04.1 operating system, which was 

responsible for controlling data collection through customized Bash programs as well as storing 

collected data. The synchronization between LiDAR frames and UAV telemetry readings was 

achieved utilizing the computer’s internal Unix time. During flights, the onboard computer was 

remotely controlled by a Windows 10 laptop hosting an Ubuntu 18.04.3 LTS virtual machine to 

start and end data collection. In the field the two computers were connected via Wi-Fi and 

communicated with each other based on Secure Shell Protocol (SSH). Figure 31 summarizes the 

connection and communication between all hardware components. 
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Figure 31. Connections and communications between hardware components of the UAV-LiDAR 

system. 

 

4.3. Methods 

4.3.1. LiDAR Data Collection 

LiDAR point clouds of the same apple orchard where the previous studies were conducted, 

were collected throughout the growing season of 2021. To minimize redundancy, single-pass flight 

missions following the tree row directions were conducted at 20 m AGL (Figure 32), since the 

LiDAR could cover the four rows of trees simultaneously during a flight. The UAV-LiDAR system 

flew at a 1 m/s speed and completed a typical flight mission within a minute. Approximately 500 

LiDAR frames were collected in each flight. The LiDAR dataset used for demonstrating obstacle 

maps, open space maps, and navigation maps was collected on March 21, 2021. 
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Figure 32. Flight path of the LiDAR flight missions conducted over the apple orchard. 

 

4.3.2. LiDAR Data Georeferencing 

By default, the coordinate systems of geography, the LiDAR and IMU of the UAV-LiDAR 

system, and typical point cloud viewing software do not match with each other (Figure 33), and 

axis redefining is constantly needed for data processing and point cloud viewing. Before 

georeferencing, the coordinate systems of UAV telemetry and LiDAR data were redefined to 

match with the software coordinate system, or geographic Cartesian coordinate system with 

flipped Easting axis. 
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Figure 33. Illustration of coordinate system mismatches between geography, LiDAR, IMU and 

point cloud viewing software assuming the UAV-LiDAR system is level, its heading points true 

north, and no boresight errors exist between LiDAR and IMU.  

 

Given the axis-adjusted LiDAR frames and their corresponding UAV telemetry readings, 

LiDAR data georeferencing was completed using the following equation: 
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where (XR, YR, ZR) are the raw coordinates of a point in an axis-adjusted LiDAR frame, (NG, EG, 

AG) are the georeferenced coordinates of the point, (NR, ER, AR) are the Universal Transverse 

Mercator (UTM) coordinates converted from a set of raw GNSS latitude, longitude, and altitude 

readings, RA is a rotation matrix derived from IMU attitude angles (AR, AP, AY) in Euler angle 

format converted from quaternions [132], RB is a rotation matrix derived from the boresight angles 

(BR, BP, BY) in Euler angle format [132], (LX, LY, LZ) are the lever arm offsets between LiDAR 

scanner center and GNSS receiver. The boresight errors between the IMU and the LiDAR of the 

UAV-LiDAR system were estimated utilizing orchard ground as a calibration field [133], while 

the lever arm offsets between the GNSS receiver and the LiDAR were manually measured [129]. 

Final orchard point clouds were generated using MATLAB R2021a by combining georeferenced 

LiDAR frame data from the same data collection dates into the same coordinate system (Figure 

34). 
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Figure 34. Examples of georeferenced orchards point clouds collected in the growing season of 

2021. Point color represents near-infrared reflectivity. 

 

4.3.3. Orchard Height Maps  

To find out the orchard areas where the heights of obstacles such as vegetations and 

artificial structures are sufficiently low for safe UGV traveling, a threshold-based height 

differencing approach was utilized to synthesize orchard obstacle and open space maps from the 

georeferenced orchard point clouds. An area was assumed to be obstacle-free if the height 

difference between the highest point and the lowest point within the area was below a specified 

threshold.  

Given an orchard point cloud, an empty 2D map was first initialized as the template for 

storing point cloud information. In the map, each grid or pixel represented a unit area whose size 

was customizable and chosen to be 0.01 m2. The center of each row of pixels represented a constant 

northing, and the center of each column of pixels represented a constant easting. The map size 

depended on the easting and northing ranges of the point cloud. Two height maps were generated 

by filling relevant information of the point cloud into the empty map template: a maximum height 

map where the intensity of each pixel represented the highest height within each pixel (Figure 

35a), and a minimum height map where the intensity of each pixel represented the lowest height 

within each pixel (Figure 35b). A height difference map was generated by subtracting the 
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minimum height map from the maximum height map (Figure 35c). The open space map, or the 

inverse of an obstacle map of the orchard was synthesized by a two-step procedure: first identifying 

obstacle pixels with large within-pixel height differences by thresholding the height difference 

map with a specified value, which was selected as 1 m for demonstration, and then using an image 

morphological closing operation to close the pixels and form complete obstacle areas that UGVs 

should avoid during navigation. An optional dilation operation was applied to the initial obstacle 

map to expand the overall obstacle regions, which ensured UGVs would be far from any object 

that might potentially influence its safe traveling. The final open space map was simply the inverse 

the dilated obstacle map.  

 

 
Figure 35. Examples of orchard height maps derived from the same orchard point cloud: (a) 

maximum height map, (b) minimum height map, and (c) height difference map. 

 

4.3.4. Navigation Map  

The open space map itself is sufficient for preventing UGVs from crashing into objects 

during traveling. However, it does not provide a destination for UGVs in terms of where to apply 

heat treatments and how long to stay at a region while applying heat. Therefore, a valid orchard 

navigation map needs to contain both the open space information and the heating requirement 

information. A simulated navigation map was generated by fusing obstacle and open space maps 

with a simulated heating requirement map (Figure 16). As the easting and northing coordinates of 

each pixel in both the obstacle map and heating requirement map were known, the correspondence 

between the heating requirement pixels and the obstacle pixels were established based on the 

association between the UTM coordinates of the two maps. Since the heating requirement map 
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had a much higher spatial resolution (3.23×10−4 m2/pixel) than the obstacle map (0.01 m2/pixel), 

the heating requirement pixels that belonged to the same obstacle pixel were first identified by a 

searching algorithm based on whether their pixel UTM coordinates were located within the 

obstacle pixel area, and their values were then averaged and used in the navigation map. All map 

processing and synthesis were performed in MATLAB R2021a.  

 

4.4. Results and Discussions 

4.4.1. Obstacle and Open Space Maps 

Using the collected LiDAR frame data and UAV telemetry data, a georeferenced orchard 

point cloud that contained roughly 1.7 million points could be generated in 40 s (Figure 34). After 

obtaining the height difference map, which could be created in seconds, the obstacle and open 

space maps of the orchard could be synthesized quickly as shown in Figure 36. 

 

 
Figure 36. Examples of orchard obstacle and open space maps: (a) initial obstacle map with 

disconnected pixels; (b) closed obstacle map with complete obstacle regions; (c) dilated obstacle 

map with expanded obstacle regions; (d) open space map. 

 

As indicated in Table 10, the navigation units of the UAV do not output highly accurate 

GNSS data. One way to improve orchard point cloud georeferencing accuracy is to correct UAV 

GNSS signals through techniques such as real time kinematic (RTK) and post processed kinematic 

(PPK) with the help of ground-based reference stations. However, by dilating the closed obstacle 

map to the degree where the obstacle regions in the map include any true obstacle location even 

with the maximum possible location errors reported by the UAV’s GNSS units (e.g. ±1.5 m), UGV 

navigation can be safely conducted according to the open space map. Similar to flower bud growth 
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stage maps, it is ideal to have orchard obstacle and open space maps prepared before a frost event. 

However, considering the slow growth of tree structures, obstacle and open space maps might only 

need to be updated weekly or even monthly.  

 

4.4.2. Navigation Map 

Figure 37a shows the result of fusing the obstacle map and the simulated heating 

requirement map based on their corresponding UTM coordinates. Figure 37b shows an updated 

navigation map for viewing convenience where blue pixels represent orchard open space, black 

pixels represent obstacles or unexplored areas, and yellow-red pixels represent tree regions with 

specified heating requirements.  

 

 
Figure 37. Simulated orchard navigation map examples: (a) fusion result of the dilated obstacle 

map and the heating requirement map; (b) final navigation map containing obstacle, open space, 

and heating requirement information of the orchard. 

 

Depending on the resolution of the heating requirement map and obstacle map, generation 

time of the final navigation map may vary. Using the developed searching algorithm, the fusion 

between the original heating requirement map and obstacle map costed about five minutes. For the 

purpose of determining heat application requirements in orchards, even if the heating requirement 



 
 

74 
 

map is downscaled significantly such that it has the same or lower spatial resolution than the 

obstacle map, it would still be sufficient for guiding UGVs in applying heat treatments to trees. 

Consequently, the generation time of the navigation map could be dramatically reduced, allowing 

the possibility of real-time orchard navigation map adjustment as a UGV continuously applies heat 

to the orchard. For example, when the heating requirement map was resized to the same spatial 

resolution as the open space map, the searching algorithm only needed 0.38 s to generate the 

navigation map. Alternative approaches could also be utilized to fuse heating requirement maps 

and obstacle maps, such as resizing and cropping the map with higher resolution to match the map 

with lower resolution, and masking the heating requirement map with the obstacle map after 

establishing their pixel correspondence based on their UTM coordinates. 

 

4.5. Conclusions 

UAV-LiDAR systems were shown to be a promising tool for fast and convenient plant 

structure estimation, which can be developed at a much lower cost than purchasing current off-

the-shelf aerial LiDAR payloads. Point spatial information of a point cloud alone was sufficient 

for identifying and mapping obstacle regions of agricultural environments. Utilizing georeferenced 

orchard point clouds and heating requirement maps, orchard navigation maps that provide orchard 

open space and tree heating requirement information can be generated in a timely fashion, which 

relieves UGVs from the need of having dedicated sensors and sophisticated algorithms for object 

avoidance during navigation. 
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CHAPTER 5  

CONCLUSION AND FUTURE WORK 

 
The research work presented in this dissertation pioneered the concept of “precise frost 

management”, which has never been discussed in existing literature. During a natural disaster such 

as frost when management actions need to be quickly carried out to prevent crop damage, a CPS 

that can spontaneously respond to critical environmental conditions demonstrates much potential 

as a future research direction. Combining the power of thermal imagery, RGB imagery, LiDAR 

point clouds, and data processing algorithm such as feature-based image registration algorithm, 

CNN-based object detector, and GNSS and IMU-based georeferencing, UAV was proven to be a 

valuable sensor-carrying platform for efficient plant status monitoring and assessment, as well as 

a promising component of a responsive frost managing CPS for orchards.  

The original contributions of this dissertation to research community mainly comprised 

three aspects. First, aside from plant temperature, the consideration of plant growth stage and 

critical temperature variation helped with minimizing unnecessary heat treatments during frost 

events. The development and evaluation of the apple flower bud classifier demonstrated the 

feasibility of replacing humans with machines for plant growth monitoring. Second, the utilization 

of UAV-borne thermal cameras and the developed thermal image stitching algorithm allowed 

quick and detailed assessment and visualization of orchard temperature variation. Lastly, the 

integrated mapping framework harnessed multi-sensor information and generated georeferenced 

maps that could be easily interpreted by ground heating vehicles for both path planning and heat 

treatment application, achieving convenient and efficient orchard sensing and potential managing 

to minimize frost damage. 

Although this dissertation has laid an important foundation of a fully-integrated, 

autonomous CPS for precise apple orchard frost protection, much work is still needed in follow-

up studies to realize the system. With the georeferenced orchard navigation maps generated by the 

multi-dimensional mapping framework, the development of a UGV-based heating system, the 

integration and communication between UAV and UGV to form a complete CPS, and the 

optimization of heating logistics during frost events to minimize low temperature plant damage 

are the three major areas that require extensive research and engineering. The UGV-based heating 

system, which should consist of multiple ground heating vehicles, needs to have the capability of 
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navigating precisely and promptly to designated orchard locations based on GNSS coordinates, as 

well as adjusting heater powers and angles depending on orchard temperature deficits and weather 

conditions. The communication between UAV and UGV, which will likely require a computer 

serving as a mediator to receive and process data from UAV and send commands to UGV, should 

happen in real time with a robust wireless connection. Lastly, the heating logistics that determine 

the sequence of locations where UGVs need to apply heat treatments, should not only potentially 

take orchard temperature deficit, topography, weather, and tree structure into consideration, but 

also be able to decide when to turn on or off, or up or down the heaters to achieve maximum fuel 

utilization efficiency. 
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APPENDIX 

FULL AP AND MAP RESULTS OF ALL YOLOV4 MODELS 

 

Table A1. The baseline model on original datasets. 

Dataset 
OD OD OD 

Training Validation Test 

AP 

Tight cluster 93.9 88.54 88.63 

Pink 85.5 75.32 72.69 

Bloom 92.28 85.4 85.23 

Petal fall 78.95 62.55 62.45 

mAP 87.66 77.96 77.25 

 

Table A2. The baseline model on white noise added datasets. 

White noise WN10% WN20% WN30% WN40% 

Dataset Test Test Test Test 

AP 

Tight cluster 85.27 52.79 16.42 4.06 

Pink 71.51 61.73 45.03 25.95 

Bloom 82.51 64.73 28.32 8.48 

Petal fall 60.09 54.51 41.89 22.19 

mAP 74.84 58.44 32.91 15.17 

 

Table A3. The baseline model on motion blurred datasets. 

Motion blur MB5Pixel MB10Pixel MB15Pixel MB20Pixel MB25Pixel 

Dataset Test Test Test Test Test 

AP 

Tight cluster 87.01 80.72 69.24 57.49 46.15 

Pink 68.71 60.31 47.61 33.66 23.56 

Bloom 82.15 71.7 55.62 33.99 18.65 

Petal fall 59.64 50.96 35.95 16.16 4.74 

mAP 74.37 65.92 52.1 35.32 23.28 
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Table A4. The baseline model on hue shifted datasets. 

Hue shift 
Counterclockwise HS20° HS30° HS40° HS50° HS60° HS120° HS180° 

Clockwise HS340° HS330° HS320° HS310° HS300° HS240° HS180° 

Dataset Test Test Test Test Test Test Test 

AP 

Tight cluster 84.69 78.84 65.9 45.94 31.7 7.55 0.57 

Pink 67.35 58.55 40.5 24.08 13.59 1.48 0.18 

Bloom 81.63 77.78 73.07 67.15 60.23 7.92 3.83 

Petal fall 57.12 52.81 46.62 37.12 27.67 5.32 0 

mAP 72.7 67 56.52 43.57 33.3 5.57 1.14 
 

Hue shift 
Counterclockwise HS240° HS300° HS310° HS320° HS330° HS340° 

Clockwise HS120° HS60° HS50° HS40° HS30° HS20° 

Dataset Test Test Test Test Test Test 

AP 

Tight cluster 0.72 38.56 50.39 62.07 74.22 83.43 

Pink 0.45 28.85 42.96 55.09 64.25 69.91 

Bloom 7.88 65.6 72.27 77.46 80.64 83.27 

Petal fall 0.53 42.38 48.14 52.68 56.66 59.09 

mAP 2.39 43.85 53.44 61.82 68.94 73.93 

 

Table A5. The baseline model on saturation decreased datasets. 

Saturation decrease SD10% SD30% SD50% SD70% SD80% SD90% 

Dataset Test Test Test Test Test Test 

AP 

Tight cluster 88.18 88.21 86.02 71.59 44.73 12.59 

Pink 72.69 71.99 71.05 63.6 50.14 21.56 

Bloom 85.01 84.55 84.03 81.06 75.05 61.37 

Petal fall 62.61 60.98 58.92 52.05 42.83 21.72 

mAP 77.12 76.43 75.01 67.08 53.19 29.31 
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Table A6. The baseline model on saturation increased datasets. 

Saturation increase SI10% SI30% SI50% SI80% SI100% SI150% 

Dataset Test Test Test Test Test Test 

AP 

Tight cluster 88.39 88.21 87.71 87.89 87.61 86.85 

Pink 73 72.65 72.04 71.47 70.56 69.35 

Bloom 84.69 84.78 84.45 84.55 84.12 82.81 

Petal fall 61.92 61.58 61.58 60.77 60.39 58.03 

mAP 77 76.8 76.44 76.17 75.67 74.26 
                      

Saturation increase SI200% SI300% SI500% SI700% SI800% SI900% 

Dataset Test Test Test Test Test Test 

AP 

Tight cluster 86.23 83.51 70.4 48.26 35.78 24.37 

Pink 67.69 64.43 52.38 39.7 35.01 31.36 

Bloom 81.88 79.19 70.82 60.42 55.66 51.35 

Petal fall 55.94 47.38 34.11 21.19 15.67 11.89 

mAP 72.93 68.63 56.93 42.39 35.53 29.74 

 

Table A7. The baseline model on intensity decreased datasets. 

Intensity decrease ID10% ID30% ID50% ID60% ID70% ID80% 

Dataset Test Test Test Test Test Test 

AP 

Tight cluster 88.33 87.82 85.08 78.58 47.14 1.08 

Pink 72.87 72.7 71.57 69.83 59.91 27.03 

Bloom 85.53 85.47 84.22 82.36 76.23 48.26 

Petal fall 62.42 61.12 60.41 57.09 51.65 26.38 

mAP 77.29 76.78 75.32 71.96 58.73 25.69 
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Table A8. The baseline model on intensity increased datasets. 

Intensity increase II10% II30% II50% II80% II90% II100% II110% 

Dataset Test Test Test Test Test Test Test 

AP 

Tight cluster 88.45 87.31 84.07 60.22 47.5 36.04 25.58 

Pink 73.12 72.2 68.43 56.2 51.73 47.3 43.84 

Bloom 84.86 83.64 81.34 77.69 75.82 73.99 72.9 

Petal fall 62.07 61.08 57.21 48.18 44.99 40.72 36.22 

mAP 77.12 76.06 72.76 60.57 55.01 49.51 44.64 
  

Intensity increase II120% II130% II140% II150% II160% II180% 

Dataset Test Test Test Test Test Test 

AP 

Tight cluster 18.33 12.85 9.11 7.02 5.4 3.42 

Pink 41.08 38.6 36.55 34.31 32.75 30.62 

Bloom 71.24 69.37 67.66 66.12 64.28 60.01 

Petal fall 31.61 27.9 24.94 21.81 19.31 15.66 

mAP 40.57 37.18 34.56 32.31 30.44 27.43 
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Table A9. The training-dataset-size-reduced models on original datasets. 

Training dataset size DS90% OD OD DS70% OD OD DS50% OD OD 

Dataset Training Validation Test Training Validation Test Training Validation Test 

AP 

Tight cluster 94.06 88.17 88.12 94.46 86.51 85.77 96.26 85.06 84.6 

Pink 85.36 74.95 73.15 86.39 73.28 70.77 90.37 70.48 67.55 

Bloom 92.06 84.81 85.27 92.65 83.63 83.98 95.06 81.44 81.6 

Petal fall 79.2 63.12 60.92 80.88 59.35 59.36 87.17 55.86 55.52 

mAP 87.67 77.76 76.87 88.6 75.69 74.97 92.22 73.21 72.32 
 

Training dataset size DS20% OD OD DS10% OD OD DS5% OD OD 

Dataset Training Validation Test Training Validation Test Training Validation Test 

AP 

Tight cluster 93.66 80.31 78.44 96.12 70.23 69.81 98.76 68.44 64.89 

Pink 85.35 64.78 63.43 91.97 60.31 57.36 98.18 50.92 50.52 

Bloom 92.94 78.44 79.29 95.84 73.74 75.07 99.54 69.64 69.8 

Petal fall 79.16 50.91 48.86 87.42 45.09 43.02 97.6 32.02 36.78 

mAP 87.78 68.61 67.5 92.84 62.34 61.32 98.52 55.25 55.49 
 

Training dataset size DS1% OD OD 

Dataset Training Validation Test 

AP 

Tight cluster 99.17 55.82 58.23 

Pink 100 34.04 34.92 

Bloom 100 50.68 50.42 

Petal fall 100 10.42 14.95 

mAP 99.79 37.74 39.63 
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Table A10. The training-label-quality-reduced models on original datasets. 

Training Image label quality LQ90% OD OD LQ70% OD OD 

Dataset Training Validation Test Training Validation Test 

AP 

Tight cluster 86.6 87.53 87.2 69.24 84.95 85.23 

Pink 77.64 74.79 72.93 62.09 72.61 72.17 

Bloom 84.38 84.6 84.73 67.07 83.06 83.3 

Petal fall 71.27 62.16 62.61 56.5 59.38 59 

mAP 79.97 77.27 76.87 63.73 75 74.93 
 

Training Image label quality LQ50% OD OD LQ20% OD OD 

Dataset Training Validation Test Training Validation Test 

AP 

Tight cluster 52.47 83.12 82.69 16.61 72.72 70.95 

Pink 45.51 69.5 69.07 12.84 55.35 54.24 

Bloom 50.05 79.68 79.99 16.1 73.42 73.13 

Petal fall 42.15 54.74 52.91 8.5 36.21 39.1 

mAP 47.55 71.76 71.16 13.51 59.42 59.36 
 

Training Image label quality LQ10% OD OD LQ5% OD OD 

Dataset Training Validation Test Training Validation Test 

AP 

Tight cluster 8.5 61.1 64.31 4.3 49.71 50.73 

Pink 6.71 50.02 49.3 2.96 37.42 36.43 

Bloom 7.94 66.94 66.37 4.05 58.63 58.17 

Petal fall 3.72 29.1 32.5 1.65 15.82 17.6 

mAP 6.72 51.79 53.12 3.24 40.39 40.73 

 

Table A11. The negative-sample-missing models on original datasets. 

Negative sample absent NA OD OD DS1%NA OD OD 

Dataset Training Validation Test Training Validation Test 

AP 

Tight cluster 95.83 88.64 87.72 98.53 41.41 40.74 

Pink 89.21 74.72 73.8 100 38.17 37.1 

Bloom 94.5 84.34 84.33 100 52.25 50.32 

Petal fall 86.3 62.59 62.56 100 13.92 18.41 

mAP 91.46 77.57 77.1 99.63 36.44 36.64 
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Table A12. The training-image-ordered-by-date model on original datasets. 

Training image ordered by date IO OD OD 

Dataset Training Validation Test 

AP 

Tight cluster 93.13 88.54 87.77 

Pink 84.67 75.15 74.27 

Bloom 91.6 85.22 86.11 

Petal fall 77.92 63.1 61.9 

mAP 86.83 78 77.51 

 

Table A13. The extreme-white-noise-trained model on relevant datasets. 

White noise WN40% WN40% WN40% OD WN0-40% 

Dataset Training Validation Test Test Test 

AP 

Tight cluster 90.32 85.37 85.22 78.88 82.99 

Pink 81.56 72.79 71.54 68.28 69.81 

Bloom 89.13 82.2 83.15 83.71 83.37 

Petal fall 72.56 58.01 57.69 56.31 57 

mAP 83.39 74.59 74.4 71.79 73.29 

 

Table A14. The even-white-noise-trained model on relevant datasets. 

White noise WN0-40% WN0-40% WN0-40% OD WN40% 

Dataset Training Validation Test Test Test 

AP 

Tight cluster 92.02 87.02 86.31 86.91 85.29 

Pink 82.71 74.05 72.6 74.28 69.51 

Bloom 90.55 84.33 83.74 85.03 82.52 

Petal fall 75.26 59.72 61.94 61.89 58.06 

mAP 85.13 76.28 76.15 77.03 73.84 

 

Table A15. The extreme-motion-blur-trained model on relevant datasets. 

Motion blur MB25Pixel MB25Pixel MB25Pixel OD MB0-25Pixel 

Dataset Training Validation Test Test Test 

AP 

Tight cluster 91.44 84.71 84.96 61.5 79.19 

Pink 81.41 70.73 68.88 58.88 69.25 

Bloom 88 79.64 79.98 62.95 74.88 

Petal fall 71.82 52.19 54.5 33.76 48.08 

mAP 83.17 71.82 72.08 54.27 67.85 
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Table A16. The even-motion-blur-trained model on relevant datasets. 

Motion blur MB0-25Pixel MB0-25Pixel MB0-25Pixel OD MB25Pixel 

Dataset Training Validation Test Test Test 

AP 

Tight cluster 92.24 87.23 86.21 87.78 82.89 

Pink 82.33 73.26 71.88 71.84 67.4 

Bloom 89.32 82.85 83.23 84.66 78.29 

Petal fall 72.09 56.42 58.31 59.01 53.22 

mAP 83.99 74.94 74.9 75.82 70.45 

 

Table A17. The even-hue-shift-trained model on relevant datasets. 

Hue shift HS0-360° HS0-360° HS0-360° OD 

Dataset Training Validation Test Test 

AP 

Tight cluster 91.63 87.29 85.31 86.15 

Pink 80.29 72.68 71.32 71.5 

Bloom 89.09 83.52 83.69 83.55 

Petal fall 70.96 59.4 59.14 58.23 

mAP 82.99 75.72 74.86 74.85 

 

Table A18. The extreme-saturation-decrease-trained model on relevant datasets. 

Saturation change SD90% SD90% SD90% OD SI900% SD90%-0-SI900% 

Dataset Training Validation Test Test Test Test 

AP 

Tight cluster 91.43 86.27 86.59 47.9 0.01 32.6 

Pink 81.13 72.07 71.15 29.15 0.05 23.14 

Bloom 89.95 84.26 85.04 68.8 0.1 32.57 

Petal fall 71.66 59.46 58.99 23.78 0 17.03 

mAP 83.55 75.52 75.44 42.41 0.04 26.33 

 

Table A19. The extreme-saturation-increase-trained model on relevant datasets. 

Saturation change SI900% SI900% SI900% OD SD90% SD90%-0-SI900% 

Dataset Training Validation Test Test Test Test 

AP 

Tight cluster 91.03 88.04 86.84 16.67 1.63 44.78 

Pink 79.43 72.77 71.12 36.78 2.91 43.78 

Bloom 89.23 83.7 84.18 64.5 40.29 71 

Petal fall 70.37 59.92 58.79 24.65 4.45 36.02 

mAP 82.51 76.11 75.23 35.65 12.32 48.89 
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Table A20. The even-saturation-change-trained model on relevant datasets. 

Saturation change SD90%-0-SI900% SD90%-0-SI900% SD90%-0-SI900% OD SD90% SI900% 

Dataset Training Validation Test Test Test Test 

AP 

Tight cluster 92.2 87.81 87.92 88.78 78.26 87.43 

Pink 82.33 73.48 72.06 73.08 63.28 70.38 

Bloom 90.69 84.32 84.29 84.91 80.5 83.29 

Petal fall 74.32 62.56 60.66 62.13 53.31 60.32 

mAP 84.89 77.04 76.23 77.23 68.84 75.36 

 

Table A21. The extreme-intensity-decrease-trained model on relevant datasets. 

Intensity change ID80% ID80% ID80% OD II180% ID80%-0-II180% 

Dataset Training Validation Test Test Test Test 

AP 

Tight cluster 92.07 86.96 87.38 30.5 0 30.86 

Pink 83.03 73.53 72.04 47.57 1.87 34.99 

Bloom 91.05 83.94 85 75.47 1.99 45.3 

Petal fall 75.39 61.36 61.25 38.98 0 26.8 

mAP 85.39 76.45 76.42 48.13 0.97 34.49 

 

Table A22. The extreme-intensity-increase-trained model on relevant datasets. 

Intensity change II180% II180% II180% OD ID80% ID80%-0-II180% 

Dataset Training Validation Test Test Test Test 

AP 

Tight cluster 88.91 83.28 83.1 0.96 0.01 17.37 

Pink 76.86 67.37 66.22 38.75 0 45.74 

Bloom 86.7 80.1 80.17 49.09 0 52.52 

Petal fall 62.92 48.59 48.86 38.85 0 29.02 

mAP 78.85 69.83 69.59 31.91 0 36.16 

 

Table A23. The even-intensity-change-trained model on relevant datasets. 

Intensity change ID80%-0-II180% ID80%-0-II180% ID80%-0-II180% OD ID80% II180% 

Dataset Training Validation Test Test Test Test 

AP 

Tight cluster 89.58 84.49 86.29 87.81 83.35 75.3 

Pink 80.54 73.46 69 71.9 69.8 61.33 

Bloom 89.32 82.9 82.53 84.87 83.94 79.32 

Petal fall 70.65 58.5 57.74 60.79 57.47 43.92 

mAP 82.52 74.84 73.89 76.34 73.64 64.97 
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Table A24. The ultimate-dataset-trained model on relevant datasets. 

Combined noises UL UL UL OD DC 

Dataset Training Validation Test Test Test 

AP 

Tight cluster 76.9 73.63 65.49 81.18 80.19 

Pink 59.96 50.48 50.56 63.83 62.17 

Bloom 73.95 66.2 66.35 78.16 76.56 

Petal fall 46.32 33.1 36.83 50.48 48.69 

mAP 64.28 55.85 54.81 68.42 66.9 

 

Table A25. The combined-dataset-trained model on relevant datasets. 

Combined noises DC DC DC OD UL 

Dataset Training Validation Test Test Test 

AP 

Tight cluster 90.85 85.95 85.41 87.9 39.84 

Pink 81.09 71.25 69.45 73.28 32.21 

Bloom 89.12 82.47 82.77 85.86 46.1 

Petal fall 72.22 58.11 57.64 61.52 22.79 

mAP 83.32 74.44 73.82 77.14 35.24 
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