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Abstract

As we further extend our reach into outer space, there exists an unmet need for autonomous agents to carry out highly dexterous manipulation tasks such as on-orbit servicing and habitat construction. In order to be packaged efficiently for transport and autonomously deployed at a remote destination, these robotic mechanisms must be lightweight, yet highly articulated. Tensegrity structures, which comprise a continuous tendon network, are a suitable candidate for carrying out dexterous manipulation tasks in outer space. This thesis focuses on controlling the shape of tensegrity structures by changing the tension in the supporting tendons.

A vector-based approach is used to model the multi-body dynamics of tensegrity structures in a non-minimal coordinate system. By modeling the dynamics of each bar member with 6 degrees of freedom rather than 5, we avoid the use of transcendental functions to improve the accuracy of numerical simulations. This methodology is further extended to handle Class-k structures by modeling bar contact forces as Lagrange constraint forces. A reduced-order model is then constructed to solve for the corresponding Lagrange multipliers in closed-form. Leveraging the vector-based dynamics model, a state feedback controller is developed to regulate the shape of a tensegrity structure to a desired reference trajectory. We define the control variable as the string force density to make the governing equations of motion linear in the control variable. This allows the required string force density to be solved for linearly at each time step by solving a convex linear programming problem.

The developed control law is implemented in simulation on several Class-1 and Class-k tensegrity structures, clearly showing the effectiveness of the developed ideas in modeling and control of tensegrity structures. Combining our results, we develop a novel robotic manipulator by using self-similar iterations to yield a structure that is both highly dexterous and lightweight, proving that the modeling and control framework can be used to design complex engineering structures. Finally, an experimental cylindrical triplex tensegrity structure is constructed and actuated based on the methods described. Through an open-loop demonstration, it is shown that the experimental structure serves as a suitable basis for testing future tensegrity control architectures.
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Chapter 1
Introduction

With NASA’s lunar exploration missions slated for the end of the decade and plans to send the first astronauts to Mars right around the corner, humankind marches towards its next giant leap in outer space. Our return to the lunar surface will rely upon seamless and efficient operation in cislunar space, the volume between Earth and the moon. To provide vital life support for the lunar astronauts and facilitate the transport of rovers and other robots, NASA is currently developing the Lunar Gateway, a moon-orbiting outpost [1,2]. Still, plans of establishing a lunar gateway and colonizing the red planet are faced with the difficult challenge of constructing large-scale habitats in the low-gravity environment of outer space. At that, the payload costs associated with NASA’s Journey to Mars remain a significant financial hurdle, making it difficult for policymakers to fund such an ambitious plan. To this end, there is an unmet need for lightweight space robots with autonomous construction capabilities.

Figure 1.1. Deployment of a fractal-based tensegrity robotic arm
Recent results suggest that the tensegrity structure, an example of which is depicted in Figure 1.1, is a minimal mass structure subject to a stiffness constraint [3]. In this research, we aim to exploit this realization by developing a model-based tensegrity shape control law with a specific focus on dexterous manipulation.

1.1 Historical Background

Buckminster Fuller first coined the word tensegrity in the 1950s as a conjunction of the two words tension and integrity [3, 4]. Though the exact origin of tensegrity is debated, the first physical tensegrity was built by American sculptor Kenneth Snelson as an art installation [5, 6]. One such example of Snelson’s work can be found outside the Hirshhorn Museum and Sculpture Garden in Washington D.C. ‘Needle Tower’ (Figure 1.2(a)), as it is named, showcases the visual elegance of tensegrity structures. Due to its presence in membranes and tissues [7–9], as well as in mammalian musculoskeletal systems [10, 11], tensegrity has been referred to as ‘The Architecture of Life’ [12]. Figure 1.2(b) shows the flexor and extensor tendons in a cat’s hind legs, which can be idealized by tensegrity. Its artistic beauty, presence in nature, minimal-mass characteristics and shape morphability have turned tensegrity research into an interesting point of convergence for artists, biologists, and engineers alike.

Figure 1.2. Tensegrity in art and nature
To date, the majority of tensegrity research has been centered on applications for deployable and compliant structures [15–17]. Thus, many advancements have been made in tensegrity statics [18] and kinematic analysis [19]. In recent decades, interest in tensegrity has shifted from static analysis to dynamic analysis. As a result, a handful of dynamic models have been developed for different tensegrity systems [20–22] leading to advancements in the actuation and control of tensegrity structures [23–25]. One notable result is the Super Ball Bot developed at NASA Ames (Figure 1.3) which uses evolutionary algorithms to change its center of mass by altering cable lengths, resulting in a rolling motion [26,27]. Other bio-inspired tensegrity structures have emerged mimicking fish [28], joints [29], hands [30], and feet [31]. Despite these recent advancements in the dynamics and control of tensegrity systems, current tensegrity modeling and simulation packages focus on very particular topologies. There is still a need to develop a unifying control framework facilitating the shape change of any given tensegrity structure.

Figure 1.3. NASA Super Ball Bot [27]
For years, the dynamic analysis of tensegrity structures has been faced with difficulties centered on the efficiency and scalability of the multi-body equations of motion. As a result, very few developments have been made in the model-based shape control of these structures. Tensegrity structures can sometimes range from hundreds to thousands of degrees of freedom, making dynamic simulation cumbersome and inefficient without a compact model. Tensegrity dynamics are a subset of the larger class of multi-body dynamics in which a system of bodies interact with each other through joints [32]. Multi-body systems are typically modeled in minimal coordinates by attaching a coordinate system to each element and formulating the dynamics of each member separately until the entire system is modeled in a kinematic chain. One disadvantage of this approach is that the rigid bodies are constrained to a topological tree, which can cause computational errors to accrue in the dynamic simulation. See the TREETOPS software for an example of this [33]. Another disadvantage of the minimal coordinates approach is that trigonometric functions are needed to relate each reference frame. For high-DOF systems such as the tensegrity, this can lead to considerable computational error and thus decrease the accuracy of the dynamic simulation.

To eliminate trigonometric functions as well as topological constraints, the developments in this thesis are based on recent work [21, 34–37] in the vector-based approach to tensegrity system dynamics. In this approach, each bar element is represented in a non-minimal coordinate system (6 degrees of freedom for each bar instead of 5), allowing the system dynamics to be represented compactly in matrix form. This enables the efficient simulation of very high-DOF tensegrity structures. Because each bar member is represented in non-minimal coordinates, an additional constraint is imposed to ensure that the bar length does not change throughout the simulation. These length constraints are incorporated directly into the dynamics formulation in closed-form, simplifying the governing equations and improving the simulation time. A closed-form solution is also provided for the Lagrange constraint forces which arise in Class-k tensegrity structures. The class of a tensegrity system alludes to the number of bar members that coincide at a given node. Overall, these modifications to the system dynamics allow this approach to be applied to a wide array of dynamics and control problems for any tensegrity structure.
1.2 Objectives

To facilitate the emergence of space-based tensegrity robotic systems, this thesis focuses on the development and implementation of a model-based tensegrity shape control law. In support of this objective, the main objectives of this thesis are as follows.

1. Develop a single matrix differential equation to simulate the multi-body dynamics of tensegrity systems in non-minimal coordinates

2. Implement a model-based shape control law that uses state feedback to control the shape of a tensegrity structure

3. Utilize the concept of self-similar iterations to design a dexterous tensegrity robotic arm

4. Simulate the deployment of a novel tensegrity robotic arm

5. Experimentally validate the shape control architecture on a physical tensegrity system

1.3 Definitions

Tensegrity structures are axially loaded compressive members (bars or struts) that are stabilized by a network of tensile members (strings or cables) [3]. The nomenclature used to describe compressive and tensile elements often varies from paper to paper. In this manuscript, we refer to the compressive elements as bars and the tensile members as strings.

(a) Not a tensegrity configuration
(b) A tensegrity configuration
(c) A tensegrity system

Figure 1.4. Tensegrity definition
We depict bar elements in grey and string elements in red, as portrayed in Figure 1.4. To work towards a more precise engineering definition of tensegrity, we define the set of positions and orientations of all rigid bodies in the structure as the tensegrity’s *configuration*. On the other hand, we refer to the set of connections between bars and strings as the tensegrity’s *connectivity*.

**Definition.** We say that the configuration of rigid bodies is a *tensegrity configuration* if there exists a string *connectivity* able to stabilize the configuration [3].

As a subset for illustration, notice that the collection of bar elements in Figure 1.4(a) is not a tensegrity configuration as there is no string connectivity to stabilize the two bars. On the other hand, the collection of bars in Figure 1.4(b) is called a tensegrity configuration because one could attach strings around the outer perimeter to stabilize the structure. Once strings are added to stabilize the configuration, it is referred to as a *tensegrity system*, as depicted in Figure 1.4(c).

![Class-1 tensegrity system](image1.png) ![Class-2 tensegrity system](image2.png)

**Figure 1.5.** Tensegrity classification

To further distinguish between the different types of systems which fit this definition, we add one more distinction.

**Definition.** A tensegrity configuration that has no contacts between its rigid bodies is a Class-1 tensegrity system, and a tensegrity system with as many as k rigid bodies in contact is a Class-k tensegrity system [3].

Figure 1.5(a) depicts a Class-1 tensegrity system, commonly known as the T-bar, while Figure 1.5(b) depicts a Class-2 system known as the D-bar. One may question, at first,
why the definition of tensegrity must be so precise. As we will later see, the design and optimization of tensegrity systems relies very heavily on precise mathematical definition.

1.4 Overview

This thesis is organized as follows. In Chapter 2, we derive a computationally efficient nonlinear dynamic model to simulate tensegrity system dynamics. To simplify the governing equations, a non-minimal coordinate system is used to locate each bar member (6 degrees of freedom for each bar instead of 5). This allows us to formulate Class-1 tensegrity system dynamics as a compact matrix differential equation. Through the use of connectivity matrices, we exploit the tensegrity’s mathematical structure, which reduces computational errors in the numerical simulation. Then, we modify the equations of motion to account for Class-k structures by modeling bar contact forces. A reduced-order model is provided to solve for the bar contact forces analytically. At the end of the chapter, simulation results are provided to verify the Class-1 and Class-k equations of motion.

In Chapter 3, we design a model-based shape control law that uses state feedback to control the shape of a tensegrity structure. This is done by utilizing the dynamics model from Chapter 2 to regulate the error dynamics about a nominal state trajectory. We define the control variable as the force density in each string. This allows the equations of motion to be written in control-affine form. Leveraging concepts from Lyapunov theory, we assess the system stability and then formulate a second order matrix differential equation in the error dynamics. Then, we pose the control law as a linear algebra problem that can be used to solve for the required string force density at each time step. The physical control variable (string tensions) can be obtained with a nonlinear transformation. We discuss several important considerations to guarantee feasible solutions for the required string tensions. At the end of Chapter 3, we verify the control law for Class-1 and Class-K tensegrity systems by simulating the position control of basic T-bar and D-bar structures.

In Chapter 4, a novel robotic arm is developed by combining our results from the basic T-bar and D-bar structures. We introduce the concept of self-similar iterations to design compressive structures of increasing complexity. Several design considerations are discussed, such as optimizing the mass or dexterity of the structure. A new robotic arm is designed by replacing the horizontal compressive elements of the T-bar with basic D-bar structures. In this chapter, we introduce the 3-dimensional analogues of
the T-bar and D-bar structures. This enables the design and simulation of physically realizable structures. At the end of the chapter, we simulate the robotic arm’s extension by regulating certain node coordinates to nominal reference trajectories. Our simulation proves that the dynamic model and control framework can be used to seamlessly design, analyze, and control complex tensegrity structures.

To verify the developed control law, an experimental tensegrity structure is designed and actuated in Chapter 5. Several considerations are discussed regarding the construction and shape control of physical tensegrity systems. Then, a closed-loop shape control architecture is presented that uses visual feedback to regulate the structure between static equilibrium positions. Through an open-loop demonstration, it is shown that the experimental testbed serves as a suitable basis for testing future tensegrity shape control architectures.

In Chapter 6, suggestions for future work are presented. We provide a brief overview of visual feedback control of tensegrity structures. An architecture is presented that uses a stereo camera to obtain node position data. Finally, shortcomings are discussed and addressed by presenting avenues for future research in the optimal control and robust control of tensegrity systems.
Chapter 2  |  Tensegrity System Dynamics

We begin this chapter by developing a vector-based approach to model tensegrity system dynamics, closely following recent developments made by Goyal and Skelton [21]. Starting with Class-1 systems, we generalize the dynamics of a single bar element subject to arbitrary forces at its endpoints. Then, connectivity matrices are defined and introduced to locate each bar member in a non-minimal coordinate system (6 degrees of freedom for each bar instead of 5). By making use of the connectivity matrices, we formalize the internal tension network acting throughout the string elements. To verify the dynamics model, we simulate the free response of a basic tensegrity structure known as the T-bar.

Furthermore, we extend the Class-1 dynamics model to handle Class-k tensegrity systems. In Class-k systems, multiple bar members meet at a single node, causing contact forces to arise. To model these contact forces, we introduce a geometric constraint equation and solve analytically for the Lagrange multipliers which satisfy this constraint. The Class-1 dynamics equation is then modified with the added constraint forces. To verify the Class-k dynamics model, we simulate the free response of a simple D-bar tensegrity structure. Then, a case study is done on the double pendulum to compare this approach to the Lagrangian dynamics formulation in minimal coordinates.

2.1 Vector Notation

Owing to their network of strings and bars, tensegrity structures are very well suited for the rich field of vector analysis. In this approach, we employ Gibbs vector notation [38] and represent three-dimensional objects with magnitude and direction in boldface script. For example, the Gibbs vector \( \mathbf{v} \) can be described in any reference frame. In a specified reference frame, the components of the Gibbs vector \( \mathbf{v} \) are denoted by a \( 3 \times 1 \) matrix

\[
\mathbf{v} = [v_1 \ v_2 \ v_3]^T.
\]
A vector can be defined in multiple reference frames and we represent a reference frame by a $3 \times 3$ vectrix $\mathcal{E} \equiv [\hat{e}_1 \ \hat{e}_2 \ \hat{e}_3]$ where $\hat{e}_i$ ($i = 1, 2, 3$) form a right-handed set of basis vectors for which

\[
\hat{e}_i \cdot \hat{e}_j = 0 \ \forall \ i \neq j
\]
\[
\hat{e}_i \cdot \hat{e}_j = 1 \ \forall \ i = j
\]
\[
\hat{e}_i \times \hat{e}_j = \hat{e}_k \ \forall \ (i, j, k) = \{(1, 2, 3), (2, 3, 1), (3, 1, 2)\}.
\]

For two vectors described in the same frame ($a = \mathcal{E} a^\mathcal{E}$ and $b = \mathcal{E} b^\mathcal{E}$), it is convenient to define the dot and cross products in component form as

\[
a \cdot b = (\mathcal{E} a^\mathcal{E}) \cdot (\mathcal{E} b^\mathcal{E}) = a^\mathcal{E}^T (\mathcal{E}^T \cdot \mathcal{E}) b^\mathcal{E} = a^\mathcal{E}^T b^\mathcal{E}
\]
\[
a \times b = (\mathcal{E} a^\mathcal{E}) \times (\mathcal{E} b^\mathcal{E}) = \mathcal{E} \tilde{a}^\mathcal{E} b^\mathcal{E}
\]

where

\[
\tilde{a}^\mathcal{E} = \begin{bmatrix}
0 & -a_3^\mathcal{E} & a_2^\mathcal{E} \\
-3^\mathcal{E} & 0 & -a_1^\mathcal{E} \\
-a_2^\mathcal{E} & a_1^\mathcal{E} & 0 \\
\end{bmatrix}
\]

is the skew-symmetric matrix from the three components of $a^\mathcal{E}$.

### 2.2 Vector Kinematics

![Direction cosines](image)

**Figure 2.1.** Direction cosines
Let us consider two reference frames, $\mathcal{N} \equiv [\hat{n}_1 \hat{n}_2 \hat{n}_3]$ and $\mathcal{B} \equiv [\hat{b}_1 \hat{b}_2 \hat{b}_3]$, where $\mathcal{N}$ is a global, inertial, reference frame and $\mathcal{B}$ is a body-fixed reference frame attached to an arbitrary bar member. Then, a vector can be represented with components in both of these frames as:

$$v = Nv^N = Bv^B$$

which implies

$$v^B = (B^T N)v^N = C^{BN}v^N$$

where we define $C^{BN}$ as the Direction Cosine Matrix (DCM) [40] which maps vector components in the inertial frame to the body-fixed frame. The two frames are depicted in Figure 2.1. Let the angles $\alpha_{1i}$ be the angles formed between the first body vector $\hat{b}_1$ and the three inertial basis vectors $\hat{n}_1, \hat{n}_2$ and $\hat{n}_3$. The cosines of these angles are referred to as the direction cosines of the vector $\hat{b}_1$ relative to the frame $\mathcal{N}$. To illustrate, the unit vector $\hat{b}_1$ can be projected onto the inertial reference frame $\mathcal{N}$ as

$$\hat{b}_1 = \cos \alpha_{11} \hat{n}_1 + \cos \alpha_{12} \hat{n}_2 + \cos \alpha_{13} \hat{n}_3. \quad (2.1)$$

Put simply, the direction cosines $\cos \alpha_{1j}$ are the orthogonal components of the vector $\hat{b}_j$ on the inertial reference frame. Similarly, we have the orthogonal projections

$$\hat{b}_2 = \cos \alpha_{21} \hat{n}_1 + \cos \alpha_{22} \hat{n}_2 + \cos \alpha_{23} \hat{n}_3. \quad (2.2)$$

$$\hat{b}_3 = \cos \alpha_{31} \hat{n}_1 + \cos \alpha_{32} \hat{n}_2 + \cos \alpha_{33} \hat{n}_3. \quad (2.3)$$

Combining Eqs. (2.1)-(2.3), the vectrix $\mathcal{B} = [\hat{b}_1 \hat{b}_2 \hat{b}_3]$ can be compactly expressed as

$$\mathcal{B}^T = \begin{bmatrix} \cos \alpha_{11} & \cos \alpha_{12} & \cos \alpha_{13} \\ \cos \alpha_{21} & \cos \alpha_{22} & \cos \alpha_{23} \\ \cos \alpha_{31} & \cos \alpha_{32} & \cos \alpha_{33} \end{bmatrix} \mathcal{N}^T = C^{BN} \mathcal{N}^T$$

Taking the transpose,

$$\mathcal{B} = \mathcal{N}C^{NB}$$

where $C^{NB} = C^{BN}^T$. It is also convenient to specify the inertial velocity of a vector $v$ as
\[ \dot{v} = \dot{B}v^B + B\dot{v}^B = B[\omega^B v^B + \dot{v}^B]. \quad (2.4) \]

where \( \omega \) is the angular velocity of frame \( B \) with respect to frame \( N \) and we have applied the transport theorem \([40]\) to take the time rate of change of the non-inertial reference frame \( B \).

### 2.3 Dynamics of a Single Bar

Tensegrity systems comprise a set of bars connected by an internal tension network. As a step toward developing the equations of motion for an entire tensegrity system, we will first generalize the dynamics of a single bar element. For Class-1 systems, internal forces are applied throughout the network via string tensions. When we later consider Class-k systems, we must also account for bar contact forces. To simplify our preliminary developments, we will consider forces acting at the bar ends to be arbitrary.

#### 2.3.1 Rotational Dynamics

To begin, consider a vector \( b \) along an arbitrary bar member of length \( l = \|b\| \), as depicted in Figure 2.2. The vector \( r \) locates the center of mass of the bar. Let the body-fixed reference frame \( B \) be aligned with the bar such that \( \hat{b}_3 \) is parallel to the bar vector \( b \).

![Figure 2.2. A single bar member](image)

In body coordinates, the bar vector \( b \) is described as

\[ b = Bb^B, \quad b^B = [0 \ 0 \ l]^T. \quad (2.5) \]
Applying Eq. (2.4) to Eq. (2.5), the inertial velocity of the bar vector, described in body coordinates, is

\[ \dot{b} = \dot{\mathcal{B}} b^B + B \ddot{b}^B = B \ddot{\omega}^B b^B \]

(2.6)

where we have applied \( \dot{b}^B = 0 \) due to the constant length of the bar.

Now, the angular momentum of a bar about its center of mass is

\[ h_b = I_b \omega_b \]

(2.7)

where \( \omega_b \) and \( I_b \) are the angular velocity and moment of inertia of the bar, respectively. Our goal is to represent Eq. (2.7) in terms of the bar vector \( b \) and the bar velocity vector \( \dot{b} \). To this end, it is useful to compute \( b \times \dot{b} \) as

\[ b \times \dot{b} = B \left( \mathcal{B} \dot{b}^B \times B \ddot{\omega}^B b^B \right) = B \ddot{\omega}^B b^B - B \dot{b}^B b^B \omega^B = -B \left( \dot{b}^B \right)^2 \omega^B \]

(2.8)

Now, using the identity

\[ \left( \dot{b}^B \right)^2 = -\left( b^B b^B I_3 - b^B b^B^T \right) \]

(2.9)

where, in general, \( I_n \) is the \( n \times n \) identity matrix, Eq. (2.8) becomes

\[ b \times \dot{b} = B \left( \left\| b^B \right\|^2 I_3 - b^B b^B^T \right) \omega^B \]

(2.10)

Recalling that \( b^B = [0 \ 0 \ l]^T \) and \( l = \left\| b^B \right\| \), Eq. (2.10) can be further simplified as

\[ b \times \dot{b} = B \begin{bmatrix} l^2 & 0 & 0 \\ 0 & l^2 & 0 \\ 0 & 0 & l^2 \end{bmatrix} - \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \omega^B = B l^2 \begin{bmatrix} \omega^B_1 \\ \omega^B_2 \\ 0 \end{bmatrix} = \left\| b^B \right\|^2 \omega_b \]

In summary, the relationship between \( \omega_b \), the angular velocity of bar \( b \), and the vectors \( b \) and \( \dot{b} \) is

\[ \omega_b = \frac{b \times \dot{b}}{\left\| b \right\|^2} \]

(2.11)
This result is also shown in [41]. Substituting Eq. (2.11) into Eq. (2.7), the angular moment of bar $b$ about its mass center is:

\[
\mathbf{h} = \mathbf{h}_b = I_b \omega_b
\]

\[
= \left( \frac{m_b l^2}{12} + \frac{m_b r_b^2}{4l^2} \right) \left( \frac{\mathbf{b} \times \dot{\mathbf{b}}}{l^2} \right)
\]

\[
= \left( \frac{m_b}{12} + \frac{m_b l^2}{4l^2} \right) \mathbf{b} \times \dot{\mathbf{b}} = J \mathbf{b} \times \dot{\mathbf{b}}
\]

where $r_b$ is the radius of the bar and $J = \frac{m_b l}{12} + \frac{m_b r_b^2}{4l^2}$. It is also useful to compute the time derivative of the angular momentum as

\[
\dot{\mathbf{h}} = J \mathbf{b} \times \ddot{\mathbf{b}}
\]

\[
= J \mathbf{b} \times \ddot{\mathbf{b}}
\]  

(2.12)

Now, the law of conservation of angular momentum states that the time derivative of the bar’s angular momentum vector $\mathbf{h}$ is equal to the sum of torques $\mathbf{\tau}$ acting about the bar’s center of mass. As illustrated in Figure 2.2, we consider two arbitrary forces, $f_1$ and $f_2$, acting on opposite ends of the bar member. The resulting conservation equation, written in terms of the bar vector $\mathbf{b}$ is

\[
\dot{\mathbf{h}} = \mathbf{\tau} = \frac{1}{2} \mathbf{b} \times (\mathbf{f}_2 - \mathbf{f}_1)
\]  

(2.13)

Combining Eqs. (2.12) and (2.13) yields

\[
J \mathbf{b} \times \ddot{\mathbf{b}} = \frac{1}{2} \mathbf{b} \times (\mathbf{f}_2 - \mathbf{f}_1),
\]  

(2.14)

which describes the rotational dynamics of a bar member subject to arbitrary forces at its end points. In fact, Eq. (2.14) is well known to describe the rotational dynamics of truss elements and can be checked in [32,42]. Eq. (2.14) can be written in any coordinates. However, to simplify the final equations of motion, we choose to write it in inertial coordinates and hereafter define $\mathbf{b} = \mathbf{b}^\mathcal{N}$. Now, we can write Eq. (2.14) as

\[
J \ddot{\mathbf{b}} = \frac{1}{2} \ddot{\mathbf{b}} (\mathbf{f}_2 - \mathbf{f}_1),
\]  

(2.15)

So far, we have chosen to represent a bar member as a vector in a global, non-minimal, coordinate system. In order to ensure that the magnitude of the bar vector, $\|\mathbf{b}\|$, remains
constant with its length $l$, a constant length constraint must be imposed on the rotational dynamics:

$$b^T b = l^2$$  \hspace{1cm} (2.16)

Now, the goal is to augment the rotational dynamics of Eq. (2.15) with the constant length constraint. Differentiating Eq. (2.16) twice:

$$\dot{b}^T b + b^T \dot{b} = 0 = 2b^T \ddot{b}$$  \hspace{1cm} (2.17)

$$\dot{b}^T b + b^T \dot{b} = 0$$

$$b^T \dot{b} = -b^T \ddot{b}$$

Having reformulated the constant bar length constraint in terms of $\ddot{b}$, the rotational dynamics (Eq. (2.15)) and the new length constraint (Eq. (2.17)) can be combined in matrix form as

$$\begin{bmatrix} \ddot{b} \\ b^T \end{bmatrix} = \begin{bmatrix} 1/2 \ddot{b}(f_2 - f_1) \\ -b^T \ddot{b} \end{bmatrix},$$  \hspace{1cm} (2.18)

which results in a single linear algebra problem that can be solved for $\ddot{b}$. By inspection of Eq. (2.18), one can verify the existence condition for a solution and the full rank of the matrix multiplying $\ddot{b}$. Denoting the pseudoinverse by the $\dagger$ superscript, the unique solution for $\ddot{b}$ is

$$\ddot{b} = \begin{bmatrix} \ddot{b} \\ b^T \end{bmatrix}^\dagger \begin{bmatrix} 1/2 \ddot{b}(f_2 - f_1) \\ -b^T \ddot{b} \end{bmatrix}$$

$$= \frac{1}{l^2} \begin{bmatrix} -\ddot{b} \\ b \end{bmatrix} \begin{bmatrix} 1/2 \ddot{b}(f_2 - f_1) \\ -b^T \ddot{b} \end{bmatrix}$$

$$= \frac{1}{l^2} \begin{bmatrix} -\ddot{b} \\ b \end{bmatrix} \begin{bmatrix} 1/2 \ddot{b}(f_2 - f_1) \\ -b^T \ddot{b} \end{bmatrix}$$

$$= -\frac{1}{2l^2} \left(-l^2 I_3 + bb^T\right)(f_2 - f_1) - \frac{1}{l^2} bb^T \ddot{b}$$  \hspace{1cm} (2.19)

where we have used the identity of Eq. (2.9). Rearranging Eq. (2.19) yields the complete rotational dynamics of a single bar member including the length constraint:

$$J \ddot{b} = \frac{1}{2}(f_2 - f_1) - \frac{1}{2l^2} bb^T (f_2 - f_1) - \frac{J}{l^2} bb^T \ddot{b}$$  \hspace{1cm} (2.20)
2.3.2 Translational Dynamics

Returning our attention to Figure 2.2, a single bar element of mass \( m_b \) is represented as a vector \( \mathbf{b} \) with its center of mass located by the vector \( \mathbf{r} \). Two arbitrary forces, \( \mathbf{f}_1 \) and \( \mathbf{f}_2 \), act on opposite ends of the bar. From Newton’s 2nd Law, the sum of these forces influence the inertial acceleration of the bar’s mass center as

\[
m_b \ddot{\mathbf{r}} = \mathbf{f}_1 + \mathbf{f}_2, \tag{2.21}\]

which can be written in any coordinate system. To simplify the final equations of motion, we choose to write Eq. (2.21) in inertial coordinates.

2.4 Matrix Formulation of Tensegrity Dynamics

Together, Eqn. (2.20) and Eqn. (2.21) govern the dynamics of any bar member in a classical tensegrity structure. Consequently, a full tensegrity structure comprising \( \beta \) bar members would yield \( 2\beta \) vector equations to describe the system dynamics. The classic multibody dynamics approach to formulating the governing equations would stack these equations into a single vector [32]. However, a more compact approach exists for modeling tensegrity structures that exploits their unique topology. In this section, connectivity matrices are introduced to describe tensegrity system dynamics with a single matrix differential equation.

Consider a full tensegrity structure comprising \( \beta \) bar members and \( \alpha \) string members. We define a \( 3 \times 2\beta \) node matrix \( N = [\mathbf{n}_1 \mathbf{n}_2 \cdots \mathbf{n}_{2\beta}] \) which appends the inertial components of the node vectors \( \mathbf{n}_i \). Similarly, we define the \( 3 \times \beta \) matrix of bar vectors
\[ B = [\mathbf{b}_1 \mathbf{b}_2 \cdots \mathbf{b}_\beta] \] and the \( 3 \times \alpha \) matrix of string vectors \( S = [\mathbf{s}_1 \mathbf{s}_2 \cdots \mathbf{s}_\alpha] \) from the inertial components of \( \mathbf{b}_i \) and \( \mathbf{s}_i \), respectively. By convention, we define the matrix of nodes at the base of each bar member as \( N_1 = [\mathbf{n}_1 \mathbf{n}_2 \cdots \mathbf{n}_\beta] \) and the matrix of nodes at the terminal ends is defined as \( N_2 = [\mathbf{n}_{1+\beta} \mathbf{n}_{2+\beta} \cdots \mathbf{n}_{2\beta}] \). By this convention, a tensegrity structure with \( n = 2\beta \) nodes yields the \( 3 \times n \) node matrix \( N = [N_1 \ N_2] \).

In short, connectivity matrices are used to relate the matrix of bar members \( B \) and the matrix of string members \( S \) to the node matrix \( N \). By inspecting the network, one can immediately define connectivity matrices \( C_b \) and \( C_s \) with appropriate elements \((0,1,-1)\) such that \( B = NC_b^T \) and \( S = NC_s^T \). To illustrate, consider the bar member numbering convention depicted in Figure 2.3. The bar vector \( \mathbf{b}_i \) could be written in terms of the node vectors as \( \mathbf{b}_i = \mathbf{n}_{i+\beta} - \mathbf{n}_i \). For the node matrix \( N = [N_1 \ N_2] \), the above convention yields \( C_b = [-I_\beta \ I_\beta] \). In general, \( C_b \) is a \( \beta \times n \) matrix in which the rows specify the connectivity of each bar member. Now, the vector locating the center of mass of the bar member in Figure 2.3 is \( \mathbf{r}_i = \mathbf{n}_i + \frac{1}{2} \mathbf{b}_i \). By the above convention, we define the matrix

\[
R = N_1 + \frac{1}{2} B \\
= N_1 + \frac{1}{2} (N_2 - N_1) \\
= N_1 \frac{1}{2} \begin{bmatrix} I_\beta \\ I_\beta \end{bmatrix} = NC_r^T
\]

Now that we have defined the connectivity matrices, \( C_b \), \( C_s \), and \( C_r \), the next step is to extend the dynamics of Eq. (2.20) to include the rotational dynamics of each bar member. To begin, we append the rotational dynamics of the \( i^{th} \) bar member in Eq. (2.20) to the \( i^{th} \) column of the matrix \( \ddot{B} \dot{J} \) as

\[
\ddot{B} \dot{J} = [\mathbf{b}_1 \mathbf{b}_2 \cdots \mathbf{b}_\beta] \begin{bmatrix} J_1 & 0 & \cdots & 0 \\ 0 & J_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & J_\beta \end{bmatrix} = [J_1 \dot{\mathbf{b}}_1 \ J_2 \dot{\mathbf{b}}_2 \ \cdots \ J_\beta \dot{\mathbf{b}}_\beta]
\]

where the \( \{ \} \) operator forms a diagonal matrix from the elements of a vector. Similarly, we can extend the terms on the right hand side of Eq. (2.20) to include the rotational dynamics of every bar in the structure. Proceeding, we define the force matrix \( F \) whose
ith column is the total force vector acting on the ith node, including both internal forces from string tensions and external forces. Hence, the terms on the right hand side of Eq. (2.20) can be rewritten for the ith bar as

\[
\frac{1}{2} (f_{2i} - f_{1i}) = \frac{1}{2} \left[ FC^T_b \right]_i, \tag{2.24}
\]

\[
-\frac{1}{2l_i^2} b_i b_i^T (f_{2i} - f_{1i}) = -\frac{1}{2} \left[ B\dot{\hat{l}}^{-2} \left[ B^T FC^T_b \right] \right]_i, \tag{2.25}
\]

\[
-\frac{J_i}{l_i^2} b_i \dot{b}_i^T b_i = -\left[ B\dot{\hat{J}} \dot{\hat{l}}^{-2} \left[ \dot{B}^T \dot{B} \right] \right]_i, \tag{2.26}
\]

where the \([\circ]\) operator sets every off-diagonal element of the square matrix to zero. Combining Eqs. (2.23)-(2.26) leads to a single matrix expression describing the rotational dynamics of every bar member in a tensegrity structure:

\[
\ddot{B}\hat{J} = \frac{1}{2} FC^T_b - \frac{1}{2} B\dot{\hat{l}}^{-2} \left[ B^T FC^T_b \right] - B\dot{\hat{J}} \dot{\hat{l}}^{-2} \left[ \dot{B}^T \dot{B} \right] \tag{2.27}
\]

We can further simplify Eq. (2.27) by defining \(\hat{\lambda}\) to emphasize the influence of the bar length constraint:

\[
\hat{\lambda} = -\dot{\hat{J}} \dot{\hat{l}}^{-2} \left[ \dot{B}^T \dot{B} \right] - \frac{1}{2} \dot{\hat{l}}^{-2} \left[ B^T FC^T_b \right], \tag{2.28}
\]

\[
\ddot{B}\hat{J} = \frac{1}{2} FC^T_b + B\hat{\lambda}. \tag{2.29}
\]

The next step is to extend the translational dynamics of Eq. (2.21) into a matrix expression for the entire structure. Using Eq. (2.22), we can write the translational dynamics of the ith bar as

\[
m_{b_i} \ddot{r}_i = f_{1i} + f_{2i} = \left[ \ddot{R} \dot{m}_b \right]_i = 2 \left[ FC^T_r \right]_i, \tag{2.30}
\]

which leads to the matrix expression for the translational dynamics of every bar member:

\[
\ddot{R} \dot{m}_b = 2 FC^T_r. \tag{2.31}
\]

Now, the matrix expressions for rotational and translational dynamics (Eqn. (2.29) and Eqn. (2.31), respectively) can be combined into a single matrix expression as
\[
\begin{bmatrix}
\dot{B} & \dot{R}
\end{bmatrix}
\begin{bmatrix}
\dot{J} & 0 \\
0 & \dot{m}_b
\end{bmatrix}
+ \begin{bmatrix}
B & R
\end{bmatrix}
\begin{bmatrix}
-\dot{\lambda} & 0 \\
0 & 0
\end{bmatrix}
= F
\begin{bmatrix}
\frac{1}{2} C_b^T & 2 C_r^T
\end{bmatrix}.
\] (2.32)

Taking the inverse \( \frac{1}{2} C_b^T 2 C_r^T \)^{-1} = [C_b^T \ C_r^T]^T \) [43], Eq. (2.32) can be rewritten as

\[
\begin{bmatrix}
\dot{B} & \dot{R}
\end{bmatrix}
\begin{bmatrix}
\dot{J} & 0 \\
0 & \dot{m}_b
\end{bmatrix}
C_b
+ \begin{bmatrix}
B & R
\end{bmatrix}
\begin{bmatrix}
-\dot{\lambda} & 0 \\
0 & 0
\end{bmatrix}
C_b
= F,
\] (2.33)

The expressions for bar connectivity and bar center of mass connectivity can be compactly expressed in matrix form as

\[
\begin{bmatrix}
B & R
\end{bmatrix}
= N \begin{bmatrix}
C_b^T & C_r^T
\end{bmatrix}
\] (2.34)

Substituting Eq. (2.34) into Eq. (2.33) leads to

\[
\tilde{N}
\begin{bmatrix}
C_b^T & C_r^T
\end{bmatrix}
\begin{bmatrix}
\dot{J}C_b \\
\dot{m}_b C_r
\end{bmatrix}
+ N \begin{bmatrix}
C_b^T & C_r^T
\end{bmatrix}
\begin{bmatrix}
-\dot{\lambda}C_b \\
0
\end{bmatrix}
= F.
\] (2.35)

Carrying out the matrix multiplication in Eq. (2.35) results in a single expression for tensegrity system dynamics in terms of the node matrix \( N \):

\[
\tilde{N}
\begin{bmatrix}
C_b^T & C_r^T
\end{bmatrix}
\begin{bmatrix}
\dot{J}C_b \\
\dot{m}_b C_r
\end{bmatrix}
- N \begin{bmatrix}
C_b^T & C_r^T
\end{bmatrix}
\dot{\lambda}C_b
= F.
\] (2.36)

Thus far, we have loosely defined the force matrix \( F \) such that the \( i \)th column corresponds to the total force vector acting on the \( i \)th node. Further elaborating, we can subdivide each force vector \( \mathbf{f}_i \) into the internal force due to string tension and the external force. Define the external force matrix \( W \) such that the \( i \)th column corresponds to the external force vector \( \mathbf{w}_i \) acting on node \( \mathbf{n}_i \), as depicted in Figure 2.3. The internal forces due to string tension act throughout the string network. Recall that we have defined the string connectivity matrix \( C_s \) to satisfy \( S = NC_s^T \), where the \( i \)th column of \( S \) describes the \( i \)th string vector \( \mathbf{s}_i \) in inertial coordinates. The tension force in the \( i \)th string member \( \mathbf{t}_i \) acts in equal and opposite directions along \( \mathbf{s}_i \). Therefore, the internal node forces caused by string tensions \( T \) is described by \( TC_s \).

To enable control laws that can be developed independently of the material properties of the strings, the control variable is defined as the string ‘force density’ vector \( \gamma \) where...
each element of $\gamma$ corresponds to the force density in the corresponding string. The tension vector in the $i^{th}$ string is written as $t_i = s_i\gamma_i$ (See Appendix A for elastic string modeling). Therefore, the full string tension matrix $T$ can be written as $T = S\gamma = NC_s^T\gamma$. Then, the internal node forces are described by $NC_s^T\gamma C_s$. Combining the internal node forces with the external forces, the full force matrix can be written as

$$F = W - NC_s^T\gamma C_s. \quad (2.37)$$

Substituting Eq. (2.37) into Eq. (2.36) leads to

$$\ddot{N} \left( C_b^T \dot{J} C_b + C_r^T \dot{m}_b C_r \right) + N \left( C_s^T \dot{\gamma} C_s - C_b^T \dot{\lambda} C_b \right) = W. \quad (2.38)$$

By defining mass and stiffness matrices $M$ and $K$, we arrive at a single matrix differential equation describing the nonlinear rotational and translational dynamics of a full tensegrity structure:

$$\ddot{N} M + N K = W \quad (2.39a)$$

$$M = C_b^T \dot{J} C_b + C_r^T \dot{m} C_r, \quad (2.39b)$$

$$K = C_s^T \dot{\gamma} C_s - C_b^T \dot{\lambda} C_b. \quad (2.39c)$$

$$\dot{\lambda} = -\dot{J} \dot{t}^{-2} \left[ B^T \dot{B} \right] - \frac{1}{2} \dot{t}^{-2} \left[ B^T FC_b^T \right]. \quad (2.39d)$$

### 2.5 Class-k Tensegrity Systems

Class-$k$ tensegrity structures are topologies in which $k$ bar members meet at any given node in the structure [3]. We define the ‘class’ of a tensegrity structure by the maximum number of bar members that meet at any given node in the structure. By convention, Class-$k$ nodes are defined as frictionless ball joints. If there are no ‘bar-to-bar’ joints in a given structure, the structure is said to be Class-1 and the predefined equations of motion (Eqs. (2.39a)-(2.39c)) are valid. If at least one node in a given tensegrity structure connects two bar members, that structure is said to be Class-2, and so on. Due to contact forces at bar-to-bar joints, Eqs. (2.39a)-(2.39c) are not valid for Class-$k$ systems and must be modified.
We proceed by deconstructing each Class-$k$ joint into $k$ Class-1 joints that are constrained to coincide. The geometric constraint can be written as

$$NP = D,$$

(2.40)

where $P \in \mathbb{R}^{n \times c}$ and $D \in \mathbb{R}^{3 \times c}$ are specified such that the constrained nodes coincide for $c$ total constraints in the structure. For example, if nodes 1 and 2 are constrained to coincide, one would specify corresponding columns in $P$ and $D$ so that $n_1 - n_2 = 0$. Due to the added constraints, the original equations of motion are modified to include contact forces, which can be written as $\Omega P^T$ where $\Omega$ is the $3 \times c$ matrix of Lagrange multipliers satisfying the dynamics and constraints at all time steps. Based on the developments presented in [21], the added constraint forces are factored into the original dynamics equation to yield the Class-$k$ equations of motion:

$$\ddot{N}M + NK = W + \Omega P^T,$$

(2.41a)

$$M = C_b^T \dot{\mathbf{j}}C_b + C_t^T \mathbf{\dot{m}C}_r,$$

(2.41b)

$$K = C_s^T \gamma C_s - C_b^T \lambda C_b,$$

(2.41c)

$$\lambda = -\mathbf{j} \mathbf{i}^{-2} \left[ \mathbf{B}^T \mathbf{\dot{B}} \right] - \frac{1}{2} \mathbf{i}^{-2} \left[ \mathbf{B}^T (W + \Omega P^T - NC_s^T \gamma C_s) C_b^T \right].$$

(2.41d)

Note that Eq. (2.41d) has been modified to account for the added constraint forces.

### 2.6 Reduced-order Dynamics

Due to the linear constraints that result from bar contact forces, the motion is restricted in certain dimensions. In other words, the geometric constraints will cause the system dynamics to span a smaller subspace. It is therefore convenient to change the coordinate system to better represent the constrained motion.

To see more clearly why one would desire a change of coordinates, consider the double pendulum system depicted in Figure 2.4. The center of mass of the upper bar could be located in non-minimal (Cartesian) coordinates as $(x_1, y_1)$. However, because the bar end is pinned at node $n_1$, the center of mass of the bar is constrained to a circular trajectory. Therefore, it is more convenient to locate the center of mass of the pinned bar...
by its angle from vertical $\theta_1$. For Class-k tensegrity systems, it is equivalently convenient to represent the constrained motion in a different coordinate system. As we will also see, this approach provides us with a closed-form solution for the matrix of Lagrange constraint multipliers $\Omega$.

To this end, we use the singular value decomposition to factorize the geometric constraint matrix as

$$P = U \Sigma V^T = \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} \Sigma_1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V^T \end{bmatrix}$$

(2.42)

where $U \in \mathbb{R}^{n \times n}$ and $V \in \mathbb{R}^{c \times c}$ are orthogonal matrices whose columns are the left- and right-singular vectors of $P$, respectively, while $\Sigma_1 \in \mathbb{R}^{c \times c}$ is a diagonal matrix of positive singular values. The submatrices $U_1 \in \mathbb{R}^{n \times c}$ and $U_2 \in \mathbb{R}^{n \times (n-c)}$ decompose the vector space that is spanned by $P$ into two lower-dimensional subspaces. We define

$$\eta = \begin{bmatrix} \eta_1 & \eta_2 \end{bmatrix} = NU = \begin{bmatrix} NU_1 & NU_2 \end{bmatrix},$$

(2.43)

which transforms the system node vectors into a new space with singular vector basis. Now, the constraint equation (Eq. (2.40)) can be modified as

$$NP = NU \Sigma V^T = \begin{bmatrix} \eta_1 & \eta_2 \end{bmatrix} \begin{bmatrix} \Sigma_1 \\ 0 \end{bmatrix} \begin{bmatrix} V^T \end{bmatrix} = D$$

(2.44)

which implies

$$\eta_1 = DV \Sigma_1^{-1}, \quad \dot{\eta}_1 = 0, \quad \ddot{\eta}_1 = 0$$

(2.45)

After applying the transformation, the columns of $\eta_1$ span the no-motion space in transformed coordinates and $\eta_2$ represents the constrained dynamics in a new coordinate system. Substituting Eqs. (2.42)-(2.45) into Eq. (2.41a) leads to the constrained dynamics:

$$\ddot{\eta}_1 U_1 U_1^T M + \eta_1 U_1 U_1^T K + \eta_2 U_2^T K = W + \Omega V \Sigma^T U^T$$

$$\ddot{\eta}_2 U_2^T M + \eta_1 U_2^T K + \eta_2 U_2^T K = W + \Omega V \Sigma^T U^T$$

(2.46)

Post-multiplying Eq. (2.46) by the non-singular matrix $[U_2 M^{-1} U_1]$ will yield two equations, where the first equation is a second order dynamics equation in the reduced coordinates:
\[ \ddot{\eta}_2 U_2^T M U_2 + \eta_2 U_2^T K U_2 = W U_2 - \eta_1 U_1^T K U_2 \]

\[ \Rightarrow \ddot{\eta}_2 M_2 + \eta_2 K_2 = \tilde{W} \]  \hspace{1cm} (2.47)

where \( M_2 = U_2^T M U_2 \), \( K_2 = U_2^T K U_2 \), and \( \tilde{W} = W U_2 - \eta_1 U_1^T K U_2 \). The second part yields an algebraic equation that is used to solve for the Lagrange Multiplier:

\[ \ddot{\eta}_2 U_2^T M M^{-1} U_1 + \eta_1 U_1^T K M^{-1} U_1 + \eta_2 U_2^T K M^{-1} U_1 = W M^{-1} U_1 + \Omega \Sigma_1^T U_1^T M^{-1} U_1 \]

\[ \Rightarrow N K M^{-1} U_1 - \Omega P^T M^{-1} U_1 = W M^{-1} U_1 \]  \hspace{1cm} (2.48)

Notice that \( K \) is also a linear function of \( \Omega \) from Eqs. (2.41c) and (2.41d), meaning that the matrix of Lagrange multipliers can be obtained analytically by solving the linear algebra problem. The full analytical solution of \( \Omega \) can be found in Appendix C.

### 2.7 Dynamics Verification: Double Pendulum

To verify the non-minimal dynamics model developed in the previous section, we will investigate the double pendulum system, which has been well studied in the field of multibody dynamics. As depicted in Figure 2.4, the system comprises two rigid bars with uniform mass distribution. First, we will carry out the analytical solution of the double pendulum by taking the Lagrangian of the system in minimal coordinates. Then, we specify the node and connectivity matrices for the system and numerically implement Eqs. (2.41a-2.41d) to obtain the position history of each node in the structure. By plotting the position errors for each node in the structure, we find that the non-minimal dynamics equations are accurate to machine precision.
2.7.1 Analytical Solution

The center of mass of each rigid bar can be located in terms of the minimal coordinates $\theta_1$ and $\theta_2$ as

\[
x_1 = \frac{\ell}{2} \sin(\theta_1)
\]
\[
y_1 = -\frac{\ell}{2} \cos(\theta_1)
\]
\[
x_2 = \ell \left( \sin(\theta_1) + \frac{1}{2} \sin(\theta_2) \right)
\]
\[
y_2 = -\ell \left( \cos(\theta_1) + \frac{1}{2} \cos(\theta_2) \right)
\]

where $\ell$ is the length of each bar and $\theta_1$ and $\theta_2$ describe the angle of each respective bar from vertical. Define the kinetic energy of the system as
\[ T = \frac{m}{2} \left( \dot{x}_1^2 + \dot{y}_1^2 + \dot{x}_2^2 + \dot{y}_2^2 \right) + \frac{1}{2} I \left( \dot{\theta}_1^2 + \dot{\theta}_2^2 \right) \quad (2.49) \]

where \( I = \frac{1}{12} ml^2 \) is the moment of inertia of the bar about its center of mass. The first term in Eq. (2.49) represents the translational kinetic energy of the system while the second term represents the system’s rotational kinetic energy. The potential energy of the system is written as

\[ V = -mg(y_1 + y_2) \quad (2.50) \]

where \( y_1 \) and \( y_2 \) represent the vertical height of each respective bar mass center. Now, define the Lagrangian as \( \mathcal{L} = T - V \). For a conservative system with no virtual work, Lagrange’s Equation can be written in generalized coordinates as

\[ \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{q}} \right) - \frac{\partial \mathcal{L}}{\partial q} = 0 \quad (2.51) \]

where \( q \) is the generalized coordinate. In the case of the double pendulum, there are two generalized coordinates (\( \theta_1 \) and \( \theta_2 \)). Substituting the Lagrangian \( \mathcal{L} = T - V \) into Eq. (2.51) and taking the partial derivatives leads to the equations of motion for the double pendulum system:

\[ 8\ddot{\theta}_1 + 3\dot{\theta}_2 \cos(\theta_1 - \theta_2) + 3\dot{\theta}_2^2 \sin(\theta_1 - \theta_2) + \frac{9g}{l} \sin(\theta_1) = 0 \quad (2.52) \]
\[ 2\ddot{\theta}_2 + 3\ddot{\theta}_1 \cos(\theta_1 - \theta_2) - 3\dot{\theta}_1^2 \sin(\theta_1 - \theta_2) + \frac{3g}{l} \sin(\theta_2) = 0 \quad (2.53) \]

where we have applied \( m_1 = m_2 = 1 \text{ kg}, b_1 = b_2 = \ell = 1\text{ m} \).

### 2.7.2 Numerical Solution

Next, the non-minimal dynamics model is verified by numerically simulating Eqs. (2.41a-2.41d) for the double pendulum system. In the remaining examples, we use a Matlab-based vector dynamics package [44] to integrate the equations of motion with a fourth-order Runge-Kutta integration scheme. For more information on the numerical implementation, see Appendix B for the system dynamics flow charts corresponding to both Class-1 and Class-k tensegrity structures.

To perform a numerical simulation in the tensegrity dynamics package, one must specify the structure’s configuration (node and connectivity matrices) as well as the
integration time step and simulation time. In this example, we initialize the double pendulum at an angle of 45 degrees. Following the convention defined above, we prescribe the initial node and connectivity matrices:

\[
N_0 = \begin{bmatrix}
0 & \sqrt{2}/2 & \sqrt{2} \\
0 & -\sqrt{2}/2 & -\sqrt{2} \\
0 & 0 & 0
\end{bmatrix}, \quad C_b = \begin{bmatrix}
-1 & 1 & 0 \\
0 & -1 & 1 \\
0 & -1 & 1
\end{bmatrix}, \quad C_s = \begin{bmatrix}
-1 & 1 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]

By carrying out the multiplication \( B = N C_b^T \) and \( S = N C_s^T \), one can verify the bar and string vectors in a given tensegrity structure. Due to the nature of the tensegrity software, at least one string must be specified. To account for this, we define massless strings along each bar member. Next, we specify an integration time step of \( \Delta t = 0.001 \) and numerically integrate the system for a total time of 5 seconds. Figure 2.5(a) depicts the node position histories obtained via the numerical simulation. Next, Eqs. (2.52) and (2.53) are numerically integrated in order to compare the numerical results with the analytically obtained solution.

![Graphs showing node position and error](image)
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**Figure 2.5.** Comparison between double pendulum analytical and numerical solution

Figure 2.5(b) depicts the error in node \( x \) and \( y \) positions between the numerically obtained solution and the analytical solution. We see that the errors are on the order of \( 10^{-13} \) and \( 10^{-14} \), which indicates that the simulation results align well with the analytical solution for the double pendulum. This proves that the developed equations of motion for tensegrity system dynamics are sufficiently accurate.
2.8 Class-1 Dynamics Verification: T-bar Simulation

Next, we simulate the open-loop vibrational response of a fundamental tensegrity structure known as the T-bar. The T-bar tensegrity is a 2-dimensional structure that consists of one horizontal bar member and one lateral bar member to form the shape of a cross as depicted in Figure 2.6(a). Four string members are connected around the outer perimeter to prevent global buckling in the structure. Because only one bar resides at any given node, the T-bar is defined as a Class-1 tensegrity structure. Despite its simplicity, the T-bar structure has been shown to exhibit an exceptionally high mass-to-stiffness ratio and is considered to be a minimum mass structure for a given compressive load [45]. The low mass and high stiffness of the T-bar structure makes it an attractive candidate for deployable space structures.

![Figure 2.6. T-bar tensegrity system with different initial conditions](image)

In this example, we configure a static T-bar structure with nodes at the locations $(-1, 0), (0, -1), (1, 0)$ and $(0, 1)$. This yields the following node and connectivity matrices:
\[
N = \begin{bmatrix}
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad C_b = \begin{bmatrix}
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 \\
0 & 0 & -1 & 1 \\
1 & 0 & 0 & -1
\end{bmatrix}, \quad C_s = \begin{bmatrix}
-1 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & -1 & 1
\end{bmatrix}
\]

It is convenient to define the distance from the center of the cross to the leftmost node of the equilibrated structure \( n_1 \) as \( \ell_o \). When the structure is in static equilibrium, each of the strings forms the hypotenuse of an equilateral triangle with length \( \|s_i\| = \sqrt{2} \). We arbitrarily assign pre-stress in the strings by specifying their rest lengths \( \rho_i \) (unstretched) to be 50% of their given lengths so that \( \rho_i = 0.5 \|s_i\| = \sqrt{2}/2 \). In this example, we prescribe an extensional stiffness of \( k = 100 \text{ N/m} \) and no damping \( (z = 0 \text{ Ns/m}) \) to each string member. Therefore, the tension in each string of the static T-bar structure can be calculated as \( t = t_i = k (\|s_i\| - \rho_i) = 100 (\sqrt{2} - \sqrt{2}/2) \approx 58t \). By observing the free body diagram in Figure 2.6(a), one can easily see how uniform pre-stress in the four strings causes the force balance that is necessary for static equilibrium.

Shifting focus to Figure 2.6(b), we then perturb the structure from its equilibrium by moving the vertical bar member to the left by a distance of \( \ell_0/2 \). This leads to an uneven distribution of tension in the structure. Using trigonometry, the new tension in strings \( s_1 \) and \( s_4 \) is calculated as \( t_{\text{left}} = 100 (\sqrt{0.5^2 + 1} - \sqrt{2}/2) \approx 0.58t \). Similarly, strings \( s_2 \) and \( s_3 \), take on new tension values of \( t_{\text{right}} = 100 (\sqrt{1.5^2 + 1} - \sqrt{2}/2) \approx 1.55t \). By looking into the force imbalance depicted in Figure 2.6(b), it is clear to see how asymmetric pre-stress will induce vibration in the T-bar structure.
To collect free response data for the T-bar, we initialize the structure in the preloaded state of Figure 2.6(b) and simulate for a total time of 5 seconds with an integration time step of $\Delta t = 0.001$ seconds. Figure 2.9(a) depicts the position of each node over the 5 second interval. As expected, the y-positions of the four nodes do not change over the time interval. The x-position of each node oscillates about the static equilibrium condition at a frequency of roughly 3.73 Hz. If there were damping in the strings ($z \neq 0$), then the structure would eventually return to its static equilibrium position. In Figure 2.9(c), we see that the force density in the strings oscillates between roughly 36 N/m and 61 N/m. The string tensions, depicted in Figure 2.9(d), are obtained by multiplying the force densities by the corresponding string lengths at each time step.

**Figure 2.7.** Initial condition response of the horizontally preloaded T-bar system
2.9 Class-k Dynamics Verification: D-bar Simulation

In this section, we investigate the free response of another fundamental tensegrity structure known as the D-bar. Depicted in Figure 2.8(a), the D-bar tensegrity structure comprises two tensile members and four compressive members arranged in the shape of a diamond. At each node, two bar members are connected through frictionless ball joints [3], making the D-bar a Class-2 tensegrity structure. The vertical string supports a compressive load applied at the two end points while the horizontal string is needed to stabilize the structure and maintain static equilibrium. As we will see later, the horizontal string can also be utilized to deploy the structure. The D-bar is regarded as a minimum mass structure for a given tensile load. It is also considered to be the topological dual of the T-bar structure, as the two structures exchange compressive members for tensile members [45]. Because the tendons have the ability to articulate each Class-2 joint, the D-bar has the unique feature of being deployable and presents a high packaging efficiency. These characteristics makes the D-bar a suitable candidate for deployable, articulated space structures.

We configure a static D-bar structure with nodes at the locations $(-1, 0), (0, -1), (1, 0)$ and $(0, 1)$. This yields the following node and connectivity matrices:

$$
N = \begin{bmatrix}
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad C_b = \begin{bmatrix}
1 & 0 & 0 & -1 \\
-1 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & -1 & 1
\end{bmatrix}, \quad C_s = \begin{bmatrix}
0 & -1 & 0 & 1 \\
-1 & 0 & 1 & 0
\end{bmatrix}
$$

In this configuration, the strings have length $\|s_i\| = 2$. We prescribe an arbitrary pre-stress in the strings by setting their rest lengths to 50% of the given lengths, so that $\rho_i = 1$. Assigning stiffness $k = 100$ N/m and damping $z = 0$ Ns/m to each string member yields a tension of $t = k (\|s_i\| - \rho_i) = 100(2 - 1) = 100$ N in each static string member. Looking into the free body diagram depicted in Figure 2.8(a), one can easily see how uniform tension keeps the D-bar structure in static equilibrium.
Now, shifting our attention to Figure 2.8(b), we perturb the D-bar structure from its static equilibrium by halving the distance between node $n_1$ and node $n_3$. At this point, the given length of string $s_2$ is equal to its rest length, $\rho_2$. Therefore, there is no initial pre-stress in string $s_2$ of the perturbed D-bar structure in Figure 2.8(b). On the other hand, the tension in string $s_1$ increases to $t_1 = 100 \left(2\sqrt{2 - 0.5^2} - 1\right) \approx 1.65t$. Due to the force imbalance between strings, the perturbed D-bar is set into motion.

In this example, the D-bar is initialized in the preloaded state of Figure 2.8(b) to induce motion. Using the class-k equations of motion, we simulate the D-bar structure for a total time of 5 seconds with an integration time step of $\Delta t = 0.001$ seconds. Figure 2.9 depicts the free response data for the D-bar structure. Looking into Figure 2.9(a), we see that the D-bar structure oscillates about its static equilibrium position at a frequency of approximately 1.87 Hz after being perturbed. The D-bar’s frequency of oscillation is
approximately half that of the T-bar, likely due to the added mass of the two additional bar members. Moreover, we see in Figure 2.9(c) that the force density of the structure oscillates between roughly 62 N/m and 0 N/m. In the next chapter, we’ll design a shape control law to regulate the force density in each string based on desired control objectives.

![Graphs showing node position, node velocity, string force density, and string tension.](image)
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Figure 2.9. Initial condition response of the vertically preloaded D-bar system
In the previous chapter, we developed the equations of motion to simulate tensegrity systems in a non-minimal coordinate system. This enabled the system dynamics to be written compactly in the matrix form. In this chapter, we will utilize our dynamics model to derive a model-based feedback control law to control the shape of a tensegrity structure. Our approach builds upon recent contributions made by Skelton and Henrickson [46]. In this approach, we define the control variable as the string force density vector so that the system dynamics can be written linearly in terms of the control variable. This allows us to solve for the control at each time step with linear programming. The physical control variable (string tensions) can be easily obtained by multiplying the string force density vector by the vector of string lengths at each time step.

We begin this chapter by defining shape objectives to regulate particular nodes in the structure and then utilize Lyapunov theory to assess the stability of tendon-actuated tensegrity systems. Next, we derive a state-feedback control law to solve for the control signal which regulates node positions to a specified reference trajectory. After developing the shape control law, we return our attention to the T-bar and D-bar tensegrity structures, this time implementing the control law to maneuver between desired shapes in simulation. Finally, we demonstrate the performance of the developed controller by controlling the T-bar and D-bar tensegrity structures through a wide range of shapes.
3.1 State Feedback

Recall that Eqs. (2.41a)-(2.41d) govern the full nonlinear motion of Class-k tensegrity systems. In this work, we define the control variable as the string force density vector, $\gamma \in \mathbb{R}^{\alpha \times 1}$, where $\alpha$ is the number of strings in the structure. This means that tensegrity system dynamics are linear in the control but nonlinear with respect to the state. We can write Eq. (2.41a) in a general nonlinear form as

$$\dot{x} = f(x) + g(x)u \rightarrow \ddot{N} = f(N, \dot{N}) + g(N)(\dot{\gamma})h(N, \dot{N}). \quad (3.1)$$

Systems in the form of Eq. (3.1) are known as control-affine systems or affine-in-control systems and have been studied extensively in nonlinear control theory [47, 48]. A state feedback control law (i.e., closed-loop) is developed to regulate the tensegrity structure between different equilibrium configurations. A feedback controller is desirable due to their insensitivity to state perturbations and external disturbance while guaranteeing stability [49]. The primary objective of this chapter is to utilize our dynamics model to design a control law that will move the tensegrity structure between its static equilibria.

In the previous chapter, we studied the free response of the T-bar tensegrity structure about its symmetric equilibrium position. As we will see next, the T-bar is considered to be in static equilibrium as long as the two bar members are overlapping, as in Figure 3.1. When the bar members overlap, string tensions can be found to sufficiently equilibrate the structure through force balance. In general, a tensegrity system is in static equilibrium when the node vectors are inertially fixed. Substituting $\dot{N} = 0$ and $\ddot{N} = 0$ into Eq. (2.41a), we have the static equilibrium condition:

$$NK = N \left( C_s^T \tilde{\gamma} C_s - C_b^T \tilde{\lambda} C_b \right) = W + \Omega P^T, \quad (3.2)$$
The set of node matrices satisfying Eq. (3.2) for given a connectivity \((C_b \text{ and } C_s)\) constitute the geometric solution space for a given tensegrity structure. This process of finding the whole range of equilibrated shapes for a given tensegrity structure continues to be a growing area of research [19]. In this work, we focus on developing a control law that can be used to dynamically maneuver between static equilibria in the geometric solution space of any tensegrity structure. That is, given an initial shape and a desired final shape, we derive a control policy to dynamically regulate the structure between these two states (the intermediate steps in Figure 3.1). We call this type of motion ‘quasi-static’.

### 3.2 Shape Objectives

To maintain flexibility in the control law, we define two matrices, \(L \in \mathbb{R}^{j \times 3}\) and \(R \in \mathbb{R}^{n \times h}\), that specify which axes and nodes are to be controlled, where \(j\) is the number of “axes of interest” and \(h\) is the number of “nodes of interest”. By multiplying \(LNR\), we identify the “node coordinates of interest”. The goal is to regulate the node coordinates of interest to some desired final shape or trajectory. Therefore, we must also define \(\bar{Y} \in \mathbb{R}^{j \times h}\), whose columns are the corresponding node coordinates of the desired final shape. One can similarly define a reference trajectory by specifying \(\bar{Y}\) as a function of time. The reference trajectory can be user provided or can be the outcome of an optimal trajectory generation process. The node position error and its time derivatives are written as

\[
E = LNR - \bar{Y} = L(\eta_1 U_1^T + \eta_2 U_2^T)R - \bar{Y}, \quad \dot{E} = L\dot{\eta}_2 U_2^T R, \quad \ddot{E} = L\ddot{\eta}_2 U_2^T R. \tag{3.3}
\]

where we recall that \(\dot{\eta}_1 = 0\) and \(\ddot{\eta}_1 = 0\) due to the no-motion space.

### 3.3 Stability Considerations

To begin, we define the candidate Lyapunov Function \(V(N, \dot{N})\):

\[
V(N, \dot{N}) = \frac{1}{2} \text{Tr}(E^T \Theta E + \dot{E}^T \dot{E}) > 0 \quad \forall [E, \dot{E}] \neq 0 \tag{3.4}
\]

where \(\text{Tr}(\cdot)\) is the trace operator and the matrix \(\Theta > 0\) (positive definite), allows us to change the weights between position error and position error velocity. The first time derivative of Eq. (3.4) is

\[
\frac{d}{dt} V(N, \dot{N}) = \frac{1}{2} \text{Tr}(\dot{E}^T \Theta E + E^T \Theta \dot{E} + \dot{E}^T \dot{E}) = \frac{1}{2} \text{Tr}(\dot{E}^T \Theta E + \dot{E}^T \dot{E}) > 0, \quad \forall [E, \dot{E}] \neq 0
\]
\textbf{3.4 Position Control}

Eq. (3.8) is a second-order differential equation in the error dynamics which is used to regulate node coordinates by tuning the control gain matrices, \( \Psi \in \mathbb{R}^{h \times h} \) and \( \Theta \in \mathbb{R}^{h \times h} \) for the desired performance. To begin, formulating the control law as a linear algebra problem requires writing the bar force density vector as a linear function of the string force density vector. This is done by first writing the \( i^{th} \) diagonal element of Eq. (2.41d) as

\[
\lambda_i = -J_i l_i^2 e_i^T \hat{B}^T \hat{B} e_i - \frac{1}{2} l_i^{-2} e_i^T \left[ B^T (W + \Omega P^T - S \gamma C_s) C_b^T \right] e_i
\]  

(3.9)

where \( e_i \) is a column vector of zeros except for the \( i^{th} \) element, which is equal to one. To isolate \( \gamma \), we utilize the algebraic manipulation \( \hat{x} y = \hat{y} x \) where \( x \) and \( y \) are both column vectors. Recall that the \( \hat{\{} \) operator forms a diagonal matrix from the elements of a vector. Applying this to Eq. (3.9) and stacking each \( i^{th} \) diagonal element into a column vector:
\[ \lambda = \Lambda \gamma + \tau \]  

(3.10)

where

\[
\Lambda = \left[ \Lambda_1^T \Lambda_2^T \cdots \Lambda_\beta^T \right]^T, \quad \tau = \left[ \tau_1^T \tau_2^T \cdots \tau_\beta^T \right]^T,
\]

\[
\tau_i = -J_i \dot{U}_i^2 ||b_i||^2 - \frac{1}{2} l_i^{-2} b_i^T (W + \Omega P^T) C_b^T e_i,
\]

\[
\Lambda_i = \frac{1}{2} l_i^{-2} b_i^T S(C_s C_b^T e_i) \quad \text{for} \quad i = 1, 2 \cdots \beta.
\]

Returning our attention to the error dynamics, we substitute Eq. (2.47) and Eq. (3.3) into Eq. (3.8) to obtain

\[
L(W U_2 - \eta_1 U_1^T K U_2 - \eta_2 U_2^T K U_2) M_2^{-1} U_2^T R + L \dot{\eta}_2 U_2^T R \Psi + \left[ L(\eta_1 U_1^T + \eta_2 U_2^T) R - \bar{Y} \right] \Theta = 0. \tag{3.11}
\]

Rearranging Eq. (3.11) to isolate known terms,

\[
L W U_2 M_2^{-1} U_2^T R + L \dot{\eta}_2 U_2^T R \Psi + \left[ L(\eta_1 U_1^T + \eta_2 U_2^T) R - \bar{Y} \right] \Theta = L(\eta_1 U_1^T K U_2 + \eta_2 U_2^T K U_2) M_2^{-1} U_2^T R, \tag{3.12}
\]

where we can simplify the right hand of Eq. (3.12) as

\[
L(\eta_1 U_1^T K U_2 + \eta_2 U_2^T K U_2) M_2^{-1} U_2^T R = L N K U_2 M_2^{-1} U_2^T R \tag{3.13}
\]

Substituting Eq. (2.41c) into the righthand side of Eq. (3.13) and taking the \(i\)th column yields

\[
L N K U_2 M_2^{-1} U_2^T R e_i = L N C_s^T \gamma C_s U_2 M_2^{-1} U_2^T R e_i - L N C_b^T \Lambda C_b U_2 M_2^{-1} U_2^T R e_i. \tag{3.14}
\]

Applying the algebraic manipulation \(\hat{x}y = \hat{y}x\) to the righthand side of Eq. (3.14) yields

\[
L N K U_2 M_2^{-1} U_2^T R e_i = L N C_s^T (C_s U_2 M_2^{-1} U_2^T R e_i) \gamma - L N C_b^T (C_b U_2 M_2^{-1} U_2^T R e_i) \lambda. \tag{3.15}
\]
Now, substituting Eq. (3.10) into Eq. (3.15) yields

\[
LNKU_2M_2^{-1}U_2^TR\tau = -LNC_b^T(C_bU_2M_2^{-1}U_2^TR\tau) + \left(LNC_s^T(C_sU_2M_2^{-1}U_2^TR\tau) - LNC_b^T(C_bU_2M_2^{-1}U_2^TR\tau)\Lambda\right)\gamma. \tag{3.16}
\]

Finally, substituting Eq. (3.16) back into Eq. (3.12) and repeating this process for every column yields a linear algebra problem that is used to solve for the string force density vector at each time step:

\[
\begin{bmatrix}
\Gamma_1 \\
\Gamma_2 \\
\vdots \\
\Gamma_h
\end{bmatrix}
\begin{bmatrix}
\gamma_1 \\
\gamma_2 \\
\vdots \\
\gamma_h
\end{bmatrix}
= \begin{bmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_h
\end{bmatrix}
\tag{3.17}
\]

where

\[
\Gamma_i = LNC_s^T(C_sU_2M_2^{-1}U_2^TR\tau) - LNC_b^T(C_bU_2M_2^{-1}U_2^TR\tau)\Lambda
\]

\[
\mu_i = \left(LWU_2M_2^{-1}U_2^TR + L\dot{\eta}_2U_2^TR\Psi + \left[L(\eta_1U_1^T + \eta_2U_2^T)R - \bar{Y}\right]\Theta\right)e_i + LNC_b^T(C_bU_2M_2^{-1}U_2^R\tau)\tau
\]

for \( i = 1, 2 \ldots h \)

and \( h \) is the number of nodes of interest. Here, we have the dimensions \( \gamma \in \mathbb{R}^{\alpha \times 1} \), \( \Gamma \in \mathbb{R}^{jh \times \alpha} \), and \( \mu \in \mathbb{R}^{jh \times 1} \). Because the tensegrity structure is generally an underactuated system (less strings than degrees of freedom), one must carefully choose the node coordinates of interest so that Eq. (3.17) becomes an underdetermined system. In the overdetermined case \( (jh > \alpha) \), one cannot guarantee a solution for the control variable. Physically, this translates to assuring that there are enough strings in the structure to regulate the node coordinates of interest.

### 3.5 Velocity and Acceleration Control

In the previous section, we showed how to regulate the node positions in a tensegrity structure by defining the node position error \( E_p = L_pNR_p - \bar{Y}_p \). Here, we introduce the
subscript to emphasize that the error corresponds to node positions only. In this section, we’ll detail a similar process to control the velocity and acceleration of certain nodes in the structure. To begin, Eq. (3.17) can be written compactly as

$$\Gamma_p \gamma = \mu_p, \quad \gamma > 0. \quad (3.18)$$

To control the velocity of nodes in the structure, we define the node velocity error

$$E_v = L_v \dot{N} R_v - \dot{Y}_v \quad (3.19)$$

and we use a first order equation in the velocity error dynamics:

$$\dot{E}_v + E_v \Psi_v = 0. \quad (3.20)$$

In this case, only the first derivative of error $E_v$ is needed to regulate the node velocity. Now, taking the same approach as discussed in Section 3.4, we arrive at a linear algebra problem used to solve for the string force densities which regulate the node velocity error:

$$\begin{bmatrix} \Gamma_{v1} \\ \Gamma_{v2} \\ \vdots \\ \Gamma_{vh} \end{bmatrix} \begin{bmatrix} \gamma_1 \\ \gamma_2 \\ \vdots \\ \gamma_\alpha \end{bmatrix} = \begin{bmatrix} \mu_{v1} \\ \mu_{v2} \\ \vdots \\ \mu_{vh} \end{bmatrix} \quad (3.21)$$

where

$$\Gamma_{vi} = L_v NC_s^T (C_s U_2 M_2^{-1} U_2^T R_v e_i) - L_v NC_b^T (C_b U_2 M_2^{-1} U_2^T R_v e_i) \Lambda$$

$$\mu_{vi} = \left( L_v W U_2 M_2^{-1} U_2^T R_v + (L_v \dot{\eta}_2 U_2^T R_v - \dot{Y}_v) \Psi_v \right) e_i$$

$$+ L_v NC_b^T (C_b U_2 M_2^{-1} U_2^T R_v e_i) \tau$$

for $i = 1, 2 \ldots h$

We can write Eq. (3.21) compactly as

$$\Gamma_v \gamma = \mu_v, \quad \gamma > 0. \quad (3.22)$$

Now, the node acceleration error can be written as

$$E_a = L_a \ddot{N} R_a - \ddot{Y}_a. \quad (3.23)$$
The error dynamics can be achieved directly by setting Eq. (3.23) to zero as

$$E_a = 0. \quad (3.24)$$

Again, using the same procedure as discussed in the previous section, we arrive at a linear algebra problem used to solve for the string force densities which regulate the node acceleration error:

$$\begin{bmatrix} \Gamma_{a1} \\
\Gamma_{a2} \\
\vdots \\
\Gamma_{ah} \end{bmatrix} \begin{bmatrix} \gamma_1 \\
\gamma_2 \\
\vdots \\
\gamma_\alpha \end{bmatrix} = \begin{bmatrix} \mu_{a1} \\
\mu_{a2} \\
\vdots \\
\mu_{ah} \end{bmatrix} \quad (3.25)$$

where

$$\Gamma_{ai} = L_a NC_s^T(C_s U_2 M_2^{-1} U_2^T R_a e_i) - L_a NC_b^T(C_b U_2 M_2^{-1} U_2^T R_a e_i) \Lambda$$

$$\mu_{ai} = \left( L_a W U_2 M_2^{-1} U_2^T R_a \ddot{Y}_a \right) e_i + L_a NC_b^T(C_b U_2 M_2^{-1} U_2^T R_a e_i) \tau$$

for \(i = 1, 2 \ldots h\)

which can be written compactly as

$$\Gamma_a \gamma = \mu_a, \ \gamma > 0. \quad (3.26)$$

Finally, combining Eqs. (3.18), (3.22) and (3.26) into a single linear algebra problem allows us to simultaneously control the position, velocity and acceleration of the desired node coordinates as

$$\begin{bmatrix} \Gamma_p \\
\Gamma_v \\
\Gamma_a \end{bmatrix} \gamma = \begin{bmatrix} \mu_p \\
\mu_v \\
\mu_a \end{bmatrix}, \ \gamma > 0. \quad (3.27)$$

### 3.6 Control Law Implementation

It is very important to consider that the strings cannot physically provide a compressive force and therefore must always remain in tension to prevent slackness. Mathematically, this can be accounted for by augmenting Eq. (3.27) with the positive string force density
constraint \((\gamma > 0)\). In numerical simulations, we obtain the control signal by solving the convex optimization problem:

\[
\begin{align*}
\text{minimize:} & \quad ||\gamma||_2 \\
\text{subject to:} & \quad \Gamma \gamma = \mu, \quad \gamma > 0.
\end{align*}
\] (3.28)

To solve Eq. (3.28), we use CVX, a package for specifying and solving convex programs [50], [51].

### 3.7 Case Study: T-bar Position Control

To verify the newly developed shape control law, we return our attention to the T-bar tensegrity structure, a standard baseline for testing in two dimensions. Our new objective is to move the T-bar from the initial shape depicted in Figure 3.2(a) to the final shape of Figure 3.2(d). In this example and the following examples, bar elements are depicted in black while string elements are depicted in red. Specifically, we aim to move nodes \(n_1\) and \(n_2\) to the coordinate position \((0.5, 0.5)\). To proceed in this effort, we must specify the control objective matrices \(L\), \(R\) and \(\bar{Y}\) as well as the control gain matrices \(\Psi\) and \(\Theta\). The control objective matrices are as follows:

\[
L = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad R = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad \bar{Y} = \begin{bmatrix} 0.5 & 0.5 \\ 0.5 & 0.5 \end{bmatrix}.
\]

Recall that the dimension of control objective matrices governs the overall dimension of the linear algebra problem. In order to guarantee solutions to Eq. (3.28), the control designer should specify a total number of control objectives that is less than or equal to the total number of strings in the structure. In this case, we have specified \(L \in \mathbb{R}^{2 \times 3}\) and \(R \in \mathbb{R}^{4 \times 2}\) so that \(\Gamma \in \mathbb{R}^{4 \times 4}\) and therefore the system in Eq. (3.28) is uniquely determined. For this particular example, the control gain matrices are

\[
\Psi = \begin{bmatrix} 3 & 0 \\ 0 & 3 \end{bmatrix}, \quad \Theta = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

Recall that the control gain matrices \(\Psi\) and \(\Theta\) must be positive definite for asymptotic stability. In a standard test case, it is common to start by making the control gain
matrices equal to the identity matrix of equal dimension. However, in this case we have increased the derivative gain matrix $\Psi$ to $3I$ due to stability issues that resulted in excessive overshoot. Increasing the derivative gain matrix $\Psi$ has the effect of decreasing the overshoot while slowing down the rise time. On the other hand, increasing the proportional gain matrix $\Theta$ has the effect of decreasing the rise time but increases the overshoot. For all of the remaining examples, the string material parameters are set to $k = 100$ and $z = 0$. The integration time step is $\Delta t = 0.01$ and we simulate the maneuver for a total time of 10 seconds. A four image time lapse is provided in Figure 3.2.

By observing Figure 3.2, we can immediately see that the position controller succeeded in driving nodes $n_1$ and $n_2$ to the desired final location of $(0.5, 0.5)$. To gain further
insight into the controller’s performance, the node position history, node velocity history and string force density are depicted in Figure 3.3.

![Graphs showing node position, node velocity, string force density, and control error residual](image)

(a) Node position  
(b) Node velocity  
(c) String force density  
(d) Control error residual

**Figure 3.3.** T-bar position control simulation results

Within 8 seconds, nodes \(n_1\) and \(n_2\) are already within 0.05 m of the desired location. At this point, the node velocity is nearly zero, which indicates that increasing \(\Psi\) did have the effect of reducing the overshoot. The string force density history, depicted in Figure 3.3(c), varies between 0 and 0.5 N/m. At the beginning of the maneuver, strings \(s_1\) and \(s_4\) located on the right hand side of the structure have the highest string force density. This has the desired effect of pulling nodes \(n_1\) and \(n_2\) towards the desired location. At time \(t = 1\) sec., strings \(s_3\) and \(s_4\) are engaged to minimize overshoot. In Figure 3.3(d), the residual error \(\|\Gamma \gamma - \mu\|_2\) is plotted on a log scale. We see that the controller was
able to find feasible solutions roughly on the order of $10^{-14}$, which is within machine precision.

### 3.8 Case Study: D-bar Position Control

In this example, we turn our attention back to the D-bar tensegrity structure. The objective here is to move the structure from the initial shape depicted in Figure 3.5(a) to the desired shape of Figure 3.5(d). More specifically, our goal here is to move node $n_3$ to the position $(0.5, 0.5)$.

![Modified D-bar structure](image)

**Figure 3.4.** Modified D-bar structure

To enhance the controllability of the structure, slight modifications have been made to the basic D-bar structure. As depicted in Figure 3.4, we attached two additional strings to nodes $n_2$ and $n_4$. This has the effect of improving the controllability of the structure in the lateral direction. In addition, we have pinned node $n_1$ so that it is constrained
to coincide with the point \((-1,0)\) at all times. Though subtle, these modifications drastically increase the overall reachability of the structure.

To illustrate, one may briefly consider the basic D-bar structure depicted in Figure 2.8(a). Comprising a total of four Class-2 nodes and only two strings, the basic D-bar is scarcely underactuated. That is, the overall system has a total of eight degrees of freedom and only two actuators. In this type of scenario, the control designer is faced with two options. One can either modify the structure’s topology by adding more actuators or decrease the number of control objectives so that the linear programming problem becomes underdetermined. In this case, we have chosen to change the topology of the structure because it is the only way to achieve the control objective. In this example, the control objective matrices are chosen so that the coordinates of node \(n_3\) are driven from the starting position to the point \((0.5,0.5)\) with unity control gains. That is,

\[
\Psi = 1 \quad , \quad \Theta = 1 \quad , \quad \bar{Y} = \begin{bmatrix} 0.5 \\ 0.5 \end{bmatrix}.
\]

Again, the integration time step is \(\Delta t = 0.01\) and we simulate the maneuver for a total time of 10 seconds. A four image time lapse is provided in Figure 3.5. Inspecting Figure 3.5, we can immediately see that the position controller succeeded in driving node \(n_3\) to the desired final location of \((0.5,0.5)\). This time, however, the controller did overshoot the objective position by roughly 0.1 meters in both x and y directions. This can be seen in Figure 3.6(a). Nonetheless, Figure 3.6(b) shows that static equilibrium was achieved by roughly \(t = 8\) seconds. Observing the string force density history in Figure 3.6(c), we can see how string \(s_3\) initially engaged at a force of roughly 1.2 N to pull node \(n_3\) to its target in approximately 2 seconds. At this point, the node overshoots its target, which is why strings \(s_1\) and \(s_4\) engage to return the node to the target position. In future tests, the derivative gain matrix \(\Psi\) could be increased to reduce overshoot. In Figure 3.6(d), we see that the residual error of the linear programming problem remained near machine precision for all time steps, which verifies the feasibility of the obtained force densities.
(a) D-bar, \( t = 0.00 \) seconds

(b) D-bar, \( t = 3.33 \) seconds

(c) D-bar, \( t = 6.66 \) seconds

(d) D-bar, \( t = 10.00 \) seconds

Figure 3.5. D-bar position control sequence
Figure 3.6. D-bar position control simulation results

(a) Node position

(b) Node velocity

(c) String force density

(d) Control error residual
Chapter 4  
Tensegrity Robotic Arm

In this chapter, a robotic arm is developed based on previous work [52] by combining the fundamental T-bar and D-bar tensegrity structures in a fractal-based realization. The concept of self-similar iterations is utilized to design a dexterous tensegrity robotic arm that could be used to manipulate objects in the environment of outer space. This approach has the benefit of allowing the designer to optimize weight or dexterity by tuning the fractal complexity. To verify the developed control laws, we study the position control of a T2D1 tensegrity structure. The T2D1 robotic arm is constructed by abstracting the basic T-bar structure and replacing the horizontal compressive elements with basic D-bar structures.

We begin the chapter by discussing the concept of self-similar iterations. Several design considerations are proposed for optimizing the weight and deployability of basic two-dimensional structures. We focus mainly on applications for tensegrity robotics. Then, the basic T-bar and D-bar structures are modified, resulting in three-dimensional counterparts for the basic structures. This enables the design and simulation of physically realizable structures. At this point, we return to the simulation environment and initialize the T2D1 robotic arm in its packaged state. By implementing the position control law, we show that we are able to drive the end effector of the robotic arm to a desired location. This example proves the capability of the newly developed control law and shows that it is capable of regulating the shape of complex structures.

4.1 Self-Similar Iterations

Self-similar iterations are the result of replacing a geometrical object with yet another similar geometrical object [3]. We define the iteration complexity $q$ as the number of times the object’s components are replaced by itself.
As the iteration complexity approaches infinity, the resulting object is called a fractal. Fractals have been a topic of interest in both art and science for many years, and are
often found in biological systems. Sea shells are a common example of this [53]. As such, self-similar iterations have been a common point of interest in the design and optimization of tensegrity structures. The majority of fractal-based tensegrity design has been centered around optimizing the mass efficiency of compressive structures [54]. Our goal here is to extend this area of research by utilizing self-similar iterations to optimize the dexterity of tensegrity robotic arms.

The T-bar structure has been shown to exhibit a higher mass efficiency than the D-bar structure [45]. As such, the T-bar serves as a good starting point for designing a lightweight robotic manipulator. We begin by replacing each horizontal compressive member in the T-bar structure with a similar T-bar structure. This is depicted in Figure 4.1. We define the T-bar complexity $q_T$ as the number of times each compressive member has been replaced by itself. A T-bar with $k$ stages would have complexity $q_T = k$. Several design parameters can be tuned to enhance the mechanical properties of the self-similar T-bar structure. To reduce mass or tune the structural stiffness, the designer may alter the horizontal and vertical bar lengths $\ell_i$ and $\ell_{vi}$ as well as change the T-bar angle $\alpha_i$.

One disadvantage of the T-bar structure is that the horizontal compressive members have a fixed length, making it difficult to efficiently package and deploy the structure. To improve the deployability and overall dexterity of the structure, we replace the horizontal compressive elements in the last stage with a D-bar structure of complexity $q_D = 1$. For a T-bar structure of complexity $q_T = k$, this yields a $T_kD_1$ structure. Figure 4.2 shows the two dimensional representation of of a $T_2D_1$ tensegrity structure with T-bar angles $\alpha_{T1}$ and $\alpha_{T2}$, D-bar angle $\alpha_D$, and D-bar length $\ell_D$.

4.2 Three-Dimensional Systems

![3D T-bar structure, side view](image)
![3D D-bar structure, side view](image)

**Figure 4.3.** Basic three-dimensional structures
Until now, we have only considered tensegrity structures in two dimensions. In the pursuit of designing a physically realizable tensegrity robotic arm, we must extend our developments to three dimensions. One can design three-dimensional extensions of the basic T-bar and D-bar tensegrity structures by maintaining a similar topology and utilizing rotational symmetry. The three-dimensional T-bar structure is depicted in Figure 4.3(a). It has a total of six nodes with five total bar members and nine total string members. At the center of the structure, the five bars connect at a single Class-5 joint, which is modeled as a frictionless ball joint. In the middle of the structure, three string members comprise the outer perimeter to keep tension in the structure. An additional six strings attach the middle of the structure to the two ends in order to maintain static stability.

Figure 4.3(b) depicts the three-dimensional D-bar structure, which comprises a total of five nodes, six total bars and four total strings. There are a total of three Class-2 joints and two Class-3 joints. Three strings forming the outer perimeter of the structure support compressive loading at the end points while one string attaching the ends of the structure maintains stability. The inner string member can also be used to deploy the structure, as we will see in the next section.

4.3 $T_2D_1$ Robotic Arm Extension

In the following example, we simulate the deployment of a $T_2D_1$ robotic arm by regulating the positions of certain nodes in the structure. There are a total of 29 nodes in the structure including the four constrained (pinned) nodes at the base of the structure. This results in a total of 75 degrees of freedom in the system. The $T_2D_1$ robotic arm has a total of 36 bar members and 46 string members. The control objective matrices $L$ and $R$ are chosen specifically to regulate only the x-coordinate of all nodes excluding the four nodes at the base of the structure. Therefore, $L \in \mathbb{R}^{1 \times 3}$ and $R \in \mathbb{R}^{29 \times 25}$. Because there are only 25 control objectives and 46 total strings in the structure, the linear programming problem is underdetermined, which guarantees solutions for the control variable.
For stability purposes, we have chosen to track a sinusoidal shape trajectory from $t = 0$ seconds to $t = 3$ seconds and a 2-second buffer was added to ensure that the desired shape has been reached. In other words, the desired node matrix $\bar{Y}$ was specified so that the end effector $n_{23}$ follows a sinusoidal trajectory from its deployed position to the location $x = 7$. This was done by specifying the position of the end effector as $x(t) = A(\sin(\omega t))$ with amplitude $A$ and frequency $\omega$ and using a kinematics model to determine the trajectories of the remaining nodes. The resulting trajectories are depicted in Figure 4.5. The control gains were chosen as $\Psi = 20I$ and $\Theta = 30I$ to reduce the rise time as node coordinates of interest are regulated to the reference trajectory. A four image time lapse is provided in Figure 4.6, where we see that the controller succeeded in driving the end effector $n_{23}$ to the desired location of $x = 7$. 

**Figure 4.4.** $T_2D_1$ fractal-based robotic arm deployment

(a) Packaged $T_2D_1$  
(b) $T_2D_1$ in a deployed configuration
Figure 4.5. Desired node trajectories

(a) T2D1 arm, t = 0.00 seconds  
(b) T2D1 arm, t = 1.66 seconds

(c) T2D1 arm, t = 3.33 seconds  
(d) T2D1 arm, t = 5.00 seconds

Figure 4.6. $T_2D_1$ robotic arm position control sequence
The node position histories are depicted in Figure 4.7(a). Only certain nodes were plotted due to the symmetry of the structure. We can see that all of the plotted nodes maintained $y = 0$ throughout the maneuver while nodes $n_2$, $n_9$, $n_{16}$, and $n_{20}$, which are attached to the D-bars, moved from $z = 1$ to $z = 0.5$. The node velocity histories are plotted in Figure 4.7(b), where we see that the end effector reaches a higher peak velocity than the remaining nodes. The string force density is depicted in Figure 4.7(c). The force density in string $s_1$ peaks at roughly 45 N/m at $t = 1$ second. Figure 4.7(d) depicts the control law residual error history. The control law error residual is near machine precision, which verifies that the obtained control signal is physically realizable. The string force densities can be uniquely converted back to the physical control variable (string tensions) through a nonlinear transformation.
Figure 4.7. $T_2D_1$ robotic arm extension simulation results
Chapter 5  Experimental Verification

In previous chapters, it has been shown that the newly-developed model-based shape control law can be implemented in simulation to actively change the shape of different tensegrity structures. Due to the compactness of the vector-based dynamics model, the shape control problem has been reduced to solving a single linear algebra problem for the required force densities at each time step. Although these developments have been effectively implemented in simulation, several more steps must be taken to implement the shape control law on a physical tensegrity system.

To physically verify the model-based shape control law, we are currently developing an experimental testbed for the cylindrical triplex tensegrity structure depicted in Figure 5.1. This lab-scale structure will be used to design a closed-loop control architecture and will later serve as a basis for more robust control strategies.

Figure 5.1. Experimental testbed for the cylindrical triplex
In general, the physical design of three-dimensional tensegrity structures is not a trivial task. In his writings on the invention of tensegrity, Kenneth Snelson once said, “I discovered the tensegrity principle out of playful experimentation not out of an aim to invent tensegrity or to solve a problem given by a professor [5].” Snelson himself has alluded to the experimental nature of these structures, which now come in many different forms. Since the first invention of tensegrity as a static art form, research efforts have taken many different approaches to the physical actuation and shape change of tensegrity structures. Recent research has utilized pneumatics [25, 30, 55], shape memory alloys (SMAs) [56, 57], and spooled cables [27, 58] to actuate the tensegrity’s internal tension network. No matter the actuation mechanism being used, careful consideration must be paid to maintain tension and form in the tensegrity structure. In this thesis research, stepper motors are used to change the length of the tension members within the tensegrity structure. Stepper motors were chosen due to their ability to provide sufficient holding torque while maintaining accurate length control of the structure’s tendons.

Figure 5.2 depicts the sensing and control architecture for an experimental triplex tensegrity structure. Building upon previous work [59, 60], computer vision will be used to track the tensegrity’s node positions in a global coordinate system. Then, the state data will be compared to a reference trajectory and the resulting error will be fed into the shape control law. At each iteration, convex programming will be used to solve for

![Figure 5.2. Tensegrity sensing and control architecture](image-url)
the required string force densities via the shape control law. A nonlinear transformation will then be applied to convert the required string force densities into commanded string lengths. Next, the string lengths will be adjusted by sending the corresponding PWM commands to the stepper motors. After the tensegrity has changed its shape, a stereo camera will provide state feedback to the shape control law. The advantage of this closed-loop approach is that the state feedback will reject disturbances and compensate for inaccuracies in the dynamic model.

5.1 Structural Design

The lab-scale cylindrical triplex was constructed with wooden dowel rods as bar members and UHMWPE braided cord as string members. At each of the structure’s nodes, metal eye hooks were drilled into the dowels as tie-in points for the strings. Before conducting any physical experiments, a static analysis was performed to analyze the structure’s full range of possible internal tensions. A diameter of 0.5 mm was chosen for the string due to its high breaking strength of 100 lbs, which exceeds the highest possible internal tension of the structure.

Figure 5.3(a) depicts the dimensions of the experimental triplex. Wooden dowel rods were chosen with a length of 12 in and mounted to the base to yield a circumscribing diameter of 7 in for the structure. Each of the bar members were mounted to the base with metal eye hooks so that the bottom face of the structure remains fixed. In the straight configuration (top face parallel to the base), this leads to an overall height of 9.9 in.

To change the overall shape of the structure, three stepper motors were mounted to the base and outfitted with plastic spools to regulate the lengths of lateral string members. Additional controllability could be achieved by articulating the top and bottom face strings. However, to simplify the preliminary design, we chose to only articulate the lateral strings. Plastic spools were 3D printed to fit around the rotary shaft of each stepper motor as depicted in Figure 5.3(b). To modify the speed at which string is introduced to and removed from the system, one could change the radius of the plastic spool. It was found that a spool diameter of 0.385 in provides an adequate string articulation speed for the rotary speed of the motor that was chosen.

In the design of space-based tensegrity structures, one may consider mounting stepper motors directly to the structure itself. This would increase the modularity of the structure and would certainly be required for mobile tensegrity robots. In this case, additional
consideration must be paid to the structural mass of the motors. Recall that the dynamic model presented in Chapter 2 only accounts for the mass of the bar members. If motors are mounted directly to the tensegrity structure, one would have to factor this into the mass matrix to avoid controller instability.

To simplify the preliminary design, we chose to mount the stepper motors directly to the base of the structure. Fixing hardware to the base of a structure is not an uncommon practice. However, if it is necessary to articulate the structure’s face cables without moving the motors into the structure, one would need to route the cables from the base of the structure all the way to the top face. One way to do this would be to route cables through or in line with the bar members.

![Figure 5.3](image)

(a) Cylindrical triplex dimensions  
(b) 3D printed spools connected to motors

**Figure 5.3.** Physical dimensions of the experimental triplex and motor mounts
5.2 Control Architecture

Figure 5.4. Tensegrity control architecture

Figure 5.4 depicts a closed-loop control architecture for an arbitrary tensegrity structure. Given state feedback of the tensegrity’s node positions, Eq. (3.28) can be implemented on a controller in real-time to perform the desired shape objective. Recall that the solution to Eq. (3.28) yields a string force density vector. Physical string lengths are easily recovered by converting force densities to string tensions and then using the elastic string modulus to recover the string length, as depicted on the left of Figure 5.4.

Three NEMA14 stepper motors were chosen to articulate the lateral strings in the cylindrical triplex tensegrity structure. The NEMA14 was chosen for this objective due to its ability to provide sufficient holding torque despite its small size. To ensure sufficient holding torque, a 19:1 gearbox was outfitted to the motor shaft, as depicted in Figure 5.5(a). Adding a gearbox has the effect of increasing the effective torque while decreasing the speed of the motor.

All three stepper motors are controlled by a Raspberry Pi 3b+ outfitted with two Adafruit motor hats, as depicted in Figure 5.5(b). The Adafruit motor hat library is used to control each of the motors. The stepper motors are set into motion by commanding a specific number of steps to the Adafruit motor controller. Therefore, it is necessary to convert the string length change commands to motor steps at each time step. The stock NEMA14 takes 200 steps to make a full revolution of the rotor shaft. After adding a 19:1 gearbox to the motor, it follows that the number of steps required for a full revolution is \((200) \times (19) = (3800)\) steps. Now, the string length change command can be converted into motor steps as follows,

\[
\text{motor steps} = \frac{\text{commanded length}}{\text{rotor circumference}} \times (3800), \tag{5.1}
\]

where the rotor circumference can be chosen to modulate the speed at which string is
introduced into the tensegrity system. As previously stated, the rotors in this study were 3D printed with a diameter of 0.385 inches. Note that, as string is removed from the spools, the effective rotor diameter will decrease by the diameter of the string. For large motions, this effect should be incorporated into Eqn. (5.1). In this preliminary study, the rotors only turned a maximum of three rotations, which was not deemed large enough to require accounting for this effect.

![Controller and actuators used to regulate string lengths](image)

(a) Nema 14 stepper w/ 19:1 planetary gearbox   (b) Raspberry Pi 3b+ w/ adafruit motor hats

**Figure 5.5.** Controller and actuators used to regulate string lengths

## 5.3 Trajectory Generation

The primary objective here is to physically maneuver the cylindrical triplex between its different equilibrium positions. In order to achieve this, a reference trajectory is constructed from a sequence of equilibrated shapes. Then, the state feedback controller presented in Chapter 3 can be used to regulate the structure’s nodes to the specified trajectory. In this section, we build upon the results presented in Roffman [61] to design viable reference trajectories for the cylindrical triplex tensegrity structure.
A cylindrical triplex tensegrity is most simply described by its dimensions in the straight configuration, where its top and bottom faces are parallel. When in the straight configuration, a cylindrical triplex can be identified by its height and circumscribing diameter. The circumscribing diameter is the diameter of the circle on which all nodes of the top and bottom faces lie. In this study, strut lengths of 12 inches were chosen for the structure, leading to an overall height of 9.9 inches and a circumscribing diameter of 7 inches.

Using the methods presented in Roffman [61], we generate the solution set in Figure 5.6(a), which depicts the top face centers for the entire set of equilibrated shapes of the cylindrical triplex. Due to the symmetry of the structure, the solution set is more easily visualized in spherical coordinates, as shown in Figure 5.6(b), which depicts the azimuth-elevation of the top face centers.

The dataset presented in Figure 5.6(b) can be used to identify a critical elevation, defined as the lowest possible elevation of the top face center where any azimuth can be chosen and have a corresponding shape in equilibrium. Now, a viable reference trajectory can be chosen as any curve lying entirely above the critical elevation. To simplify initial tests of the experimental setup, trajectories are chosen with either constant azimuth or constant elevation from Figure 5.6(b).
### 5.4 Experimental Shape Change Maneuver

To validate the experimental triplex tensegrity structure, an open-loop shape change was conducted using the hardware and methods described above. That is, string length commands were generated directly from the reference trajectory, without visual feedback of the node positions. In future tests, computer vision will be used to track the node positions and provide state feedback for the closed-loop control law.

In this preliminary validation of the hardware, a reference trajectory was chosen to maneuver the center of the top face of the triplex around a constant radius of $r = 6$ inches when viewed from above. Subsequently, the full maneuver is designed to move the top face center at a constant azimuth until it achieves the elevation corresponding to $r = 6$. Then, the top face center moves around a complete circle of radius $r = 6$ by maintaining a constant elevation. Finally, the top face center returns to the straight configuration by following an arc of constant azimuth.

Figure 5.7 depicts the open-loop string length commands generated from 98 discrete shapes that were found to be in equilibrium near the desired reference trajectory. The discrete shapes were chosen directly from the equilibrium solution set in Figure 5.6(a). For visual purposes, Figure 5.7(a) depicts the nominal length of each lateral string member at every index of the reference trajectory. These values were obtained by inspecting the tensegrity’s string configuration for every equilibrated top-face center in the reference trajectory. The nominal string lengths were then converted into string length change commands, depicted in Figure 5.7(b), by simply taking the difference between subsequent nominal string lengths. Note that, because the string lengths in Figure 5.7(a) were generated from discrete shapes, differentiation of this signal results in a non-smooth string length change signal (Figure 5.7(b)). This could be improved in the future by first smoothing the string length signal before converting it into string length change commands. To perform the maneuver, the string length change commands were sent to the motor controller which converts them into the required number of motor steps.
Figures 5.8 and 5.9 depict a sequence of snapshots of the maneuver from different angles. In row 1, the top face center descends at a constant azimuth to achieve a radius of $r = 6$ inches when viewed from above. Rows 2 and 3 show the top face center tracking a constant radius of $r = 6$ inches. In row 4, the triplex returns to its straight configuration along a constant azimuth. Utilizing this architecture, the cylindrical triplex can be maneuvered between any two equilibria in the full solution space of the triplex.
Figure 5.8. Side View: From top left to bottom right in 100 second increments, the center of the top face nodes tracks a constant radius of \( r = 6 \) inches and then returns to the straight configuration.
Figure 5.9. Top View: From top left to bottom right in 100 second increments, the center of the top face nodes tracks a constant radius of $r = 6$ inches and then returns to the straight configuration.
Conclusions and Future Work

6.1 Conclusions

In this thesis research, notable progress has been made towards the advancement of space-based tensegrity robotic systems. In Chapter 2, a nonlinear dynamic model has been developed to simulate the dynamics of any structure comprising a network of bar and string members. By representing the dynamics for Class-1 and Class-k tensegrity structures in a non-minimal coordinate system, we were able to avoid the computational errors that can accrue due to the transcendental functions that arise in the minimal coordinates approach. To verify the model, we simulated the dynamics of the double pendulum and showed that the resulting state histories correlate well with the analytical solution. We extended the dynamics model to handle Class-k tensegrity systems by modeling bar-to-bar contact forces and then created a reduced order model to solve for the Lagrange multipliers analytically. As a result, the tensegrity dynamics package is capable of simulating any network of bar and string members. This offers an improvement over pre-existing dynamics models, which are only capable of simulating Class-1 structures. By simulating the free response of two fundamental tensegrity structures, the T-bar and D-bar, we provided preliminary insights into the dynamic behavior of tensegrities about static equilibria. These fundamental results proved to be useful in later simulations.

In Chapter 3, we built upon the developments of Chapter 2 to create a model-based shape control law that uses state feedback to regulate the node positions. We specify control objective matrices to give the designer more freedom in controlling the shape of a given structure. Most notably, this allows the designer to regulate only specific nodes in the structure so that the control law is guaranteed to yield feasible solutions. We derived the error dynamics for position, velocity and acceleration so that they can be controlled simultaneously in a single control law. By defining the control variable as
the force density in the strings, we were able to formulate the equations of motion in control-affine form. This allowed us to formulate the control problem as a linear algebra problem in which convex optimization can be used to solve for the required string force densities at each time step. To guarantee unique solutions, one must specify the control objective matrices specifically so that there are enough strings to perform the desired maneuver. One disadvantage of this approach is that an additional step is required to reproduce the physical control variable (string tensions). However, string tensions can be obtained easily by multiplying the string force density by the string length at each time step.

At the end of Chapter 3, we implemented the shape control law on the fundamental T-bar and D-bar structures. In both cases, we showed that the control law was able to obtain feasible solutions for the string force density by plotting the error residual of the linear algebra problem at each time step. We discovered that, in some cases, the control gains must be tuned to avoid instability in the error dynamics. Instability can occur as a result of commanding large maneuvers between static equilibria. To prevent this from happening, we recommend specifying state trajectories so that the regions of attraction are overlapping between the commanded equilibria. In certain cases, the topology of the structure must be modified to enable the commanded maneuver. For example, the basic D-bar structure comprises only two strings, making it a highly underactuated system. To improve the reachability of the structure, we attached two additional strings. While these modifications to the basic topology can improve overall reachability, the designer should also consider how collision interference due to the added strings can have the opposite effect.

In Chapter 4, we implemented the model-based control law to change the shape of a very high degree-of-freedom tensegrity robot. A novel $T_2D_1$ tensegrity robotic arm was introduced as a motivating example for the future of space-based tensegrity structures. We gave a brief overview of self-similar iterations and explained how they can be used to optimize the mass, stiffness and reachability of a tensegrity structure. The $T_2D_1$ robotic arm was invented by replacing the horizontal compressive elements of the T-bar with basic D-bar structures. This modification improved the overall reachability and deployability of the structure.

To showcase the advancements made in this thesis research, we simulated the deployment of the $T_2D_1$ robotic arm. With 75 degrees of freedom, this is a very high degree-of-freedom structure, which serves as a test-piece for the future of tensegrity robotics. We showed that our control law is capable of extending the structure from a
stowed configuration to an extended configuration. In the future, structures like this one could be efficiently packaged in a launch vehicle (at a lower payload cost due to minimum mass) and deployed at a remote destination. Upon arrival, the robotic arm could be used to perform operations such as on-orbit servicing or habitat construction. The robotic arm showcased here is just one of many different applications for deployable tensegrity structures.

Finally, in Chapter 5, an experimental cylindrical triplex tensegrity structure was designed to test the developed model-based control law. The lab-scale structure was constructed with wooden dowel rods as bar members and UHMWPE braided cord as string members. The three lateral strings were actuated via NEMA14 stepper motors with two Adafruit Raspberry Pi motor hats. It was shown that viable reference trajectories can be designed for the cylindrical triplex by choosing a sequence of equilibrated shapes above the critical elevation. To validate the experimental triplex structure, a constant-elevation trajectory was designed and the corresponding open-loop string length change commands were sent to the motor controller. The obtained results show that the experimental triplex structure serves as a suitable basis for testing future control architectures.

6.2 Future Work

6.2.1 Visual Feedback

![Figure 6.1. Tensegrity sensing architecture](image)

In the future, computer vision will be used to obtain visual feedback of the tensegrity’s node locations, as depicted in Figure 6.1. Our goal is to physically implement the model-based control law by using visual feedback to regulate the structure’s node positions. To provide closed-loop feedback of the node positions, a stereo camera will be mounted
above the structure, as depicted in Figure 6.2. Based on previous work [59,60], computer vision will be used to track the (x,y) position of nodes in the structure. Z-position data will be obtained by comparing images taken by the different lenses of the stereo camera.

![Diagram](image)

**Figure 6.2.** Visual feedback of the cylindrical triplex

### 6.2.2 Optimal and Robust Control Strategies

Although the model-based control law has proven to be successful in computer simulation, additional constraints arise in the physical actuation of tensegrity structures. One such constraint is member interference. Bar and string member collisions will cause un-modeled dynamics to arise in the structure. This could eventually lead to control law instability and even member failure. In the future, it is suggested that a trajectory optimizer is implemented to avoid member collisions. To this end, one may consider solving the corresponding Hamilton-Jacobi-Bellman (HJB) equation to establish a link between reachability and viability [62]

One advantage of having access to physical hardware is the ability to produce input-output data for the system. If a tensegrity structure were to be implemented in outer
space, it is undeniable that structural vibrations will propagate throughout the lightly
damped string network. To account for these unmodeled dynamics, future work may
involve preliminary system identification on the experimental triplex structure. Several
approaches exist for the identification of linear and time-varying linear systems [63–65],
though it is not currently understood whether these algorithms would capture the
nonlinear dynamics of tensegrity systems.
Appendix A
Elastic String Modeling

We prescribe tension in a given string by stretching it beyond its rest length. Assuming that strings are Hookean and follow a viscous friction damping model, the tension in the $i$th string is written as

$$\|t_i\| = k_i (\|s_i\| - \rho_i) + z_i \frac{s_i^T \dot{s}_i}{\|s_i\|}$$  \hspace{1cm} (A.1)

where $\rho_i$ is the rest length of the $i$th string, $k_i$ is the extensional stiffness, $z_i$ is the damping constant, and $s_i$ is the string vector written in inertial coordinates. In this work, the control variable is defined as the string ‘force density’. We arrive at the string force density in the $i$th string by simply dividing the tension by the length of the string as

$$\gamma_i = \frac{\|t_i\|}{\|s_i\|} = k_i \left(1 - \frac{\rho_i}{\|s_i\|}\right) + z_i \frac{s_i^T \dot{s}_i}{\|s_i\|^2}.$$  \hspace{1cm} (A.2)

If $\rho_i > \|s_i\|$, Eq. (A.2) yields a negative value and the string tension should be set to zero, as a string can never push along its length. Now, writing Eqs. (A.1) and (A.2) in matrix form, we have

$$\hat{\gamma} = \left(I - \left[S^T S\right]^{-\frac{1}{2}} \hat{\rho}\right) \hat{k} + \left[S^T \hat{S}\right] \left[S^T S\right]^{-1} \hat{\xi},$$  \hspace{1cm} (A.3)

$$T = S \hat{\gamma} = S \left(I - \left[S^T S\right]^{-\frac{1}{2}} \hat{\rho}\right) \hat{k} + S \left[S^T \hat{S}\right] \left[S^T S\right]^{-1} \hat{\xi}.$$  \hspace{1cm} (A.3)

where the $i$th column of $T$ is the string tension vector in the $i$th string. Eq. (A.3) can be written more compactly as

$$T = S \hat{\gamma} = (S - S_0) \hat{k} + S \left[S^T \hat{S}\right] \left[S^T S\right]^{-1} \hat{\xi}$$  \hspace{1cm} (A.4)

where $S_0 = S \left[S^T S\right]^{-\frac{1}{2}} \hat{\rho}$ represents the matrix containing the rest length vectors.
Appendix B
Tensegrity Dynamics Flow Charts

B.1 Class-1 Tensegrity Dynamics

\[ \dot{\gamma} = (I - [S^T S]^{-\frac{3}{2}} \dot{\beta}) \dot{k} + [S^T \dot{S}] [S^T S]^{-1} \dot{z} \]

\[ \dot{\lambda} = -\dot{\beta} \gamma_i - 2 [B^T \dot{B}] - \frac{1}{2} \ddot{f}^2 [B^T (W - S^T C_s) C_O^T ] \]

\[ K = C_s^T \gamma_s - C_b^T \lambda C_b \]

\[ \dot{N} = (W - NK) M^{-1} \]

\[ \dot{N}, \ddot{N}, \dot{N} \]

Initialization
- \( N_0, \dot{N}_0, \dot{N}_0, C_b, C_s, W \)
- \( k, z, m, \gamma_0 \)
- \( \Delta t, t_f \)

Material params
Simulation params

\( N, \dot{N}, \ddot{N} \)

Bar Length Correction
ODE4 (integrate)

Class-1 Dynamics

Figure B.1. Class-1 dynamics flow chart
B.2 Class-k Tensegrity Dynamics

\[
\dot{\eta} = \left( I - |S^T S|^{-\frac{1}{2}} \hat{\beta} \right) \dot{k} + |S^T \dot{S}| |S^T S|^{-1} \dot{z}
\]

Calculate Class-k constraint multipliers

\[
\omega = \left( \sum_{i=1}^{j+1} \frac{1}{2j^2} \eta C_i \otimes \left( b_i \otimes (b_i D_i)^T \right) - \left[ \eta \otimes \eta \right] \right)^{-1} \left[ \dot{A}_1 \right]
\]

\[
\dot{\lambda} = -j \hat{\lambda} - \frac{1}{2} \dot{\lambda} - 2 |B^T W + \Omega P^T - NC_s^T \hat{\beta} C_b^T |
\]

\[
K = C_s^T \hat{\beta} C_b - C_b^T \hat{\lambda} C_b
\]

\[
\ddot{U}_2 + \eta_2 U_2^T KU_2 = WU_2 - \eta_1 U_1^T KU_2
\]

Figure B.2. Class-k dynamics flow chart
Appendix C
Analytical Solution for the Class-K Lagrange Multiplier

Our goal is to solve analytically for the $3 \times c$ matrix of Lagrange multipliers $\Omega$ that satisfies the system dynamics and $c$ Class-k constraints. The developments here come directly from [21]. We proceed by substituting $K$ and $\hat{\lambda}$ into the constraint equation (Eq. (2.48)) to write the equation in terms of $\Omega$ and known variables only. Then, we separate the known variables from the coefficients of $\Omega$ and solve for the constraint multipliers in a linear algebra problem.

**Lemma 1** The Lagrange multiplier that satisfies Eq. (2.48) can be computed as

$$
\begin{bmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_c
\end{bmatrix} = 
\left( \sum_{i=1}^{b} \frac{1}{2I_T^2} C_{i:d}^T \otimes (b_i \otimes (b_i D_{i:+}^T)) - \begin{bmatrix}
\mathcal{E} \otimes e_1^T \\
\mathcal{E} \otimes e_2^T \\
\mathcal{E} \otimes e_3^T
\end{bmatrix} \right)^{-1} \begin{bmatrix}
\mathcal{A}_{1,i}^T \\
\mathcal{A}_{2,i}^T \\
\mathcal{A}_{3,i}^T
\end{bmatrix},
$$

(C.1)

where $\omega_i$ is the $i$th column of $\Omega$, $\mathcal{C} = P^T C_b^T$, $\mathcal{D} = C_b M_s^{-1} U_1$, $\mathcal{E} = P^T M_s^{-1} U_1$, $\mathcal{A} = -S \hat{\gamma}_s C_s M_s^{-1} U_1 + B \left[ \frac{1}{2} \dot{I}^T B (S \hat{\gamma}_s C_s - W) C_b^T - \dot{I}^T \dot{B}^T \dot{B} \right] C_b M_s^{-1} U_1 + W M_s^{-1} U_1 \in \mathbb{R}^{3 \times c}$, and $\otimes$ denotes the Kronecker Product [66].

**Proof** We begin by substituting Eq. (2.41c) into Eq. (2.48) as

$$
N \left( C_s^T \hat{\gamma}_s C_s - C_b^T \hat{\lambda} C_b \right) M^{-1} U_1 - \Omega P^T M^{-1} U_1 = W M^{-1} U_1
$$

(C.2)

Further substituting $B = N C_b^T$ and $S = N C_s^T$, and expanding:
\[ S\hat{\gamma}C_sM^{-1}U_1 - B\hat{\lambda}C_bM^{-1}U_1 - \Omega P^T M^{-1}U_1 = WM^{-1}U_1 \]  

(C.3)

Now, substituting Eq. (2.41d) into Eq. (C.3) yields

\[
\frac{1}{2}B \left[ \hat{\gamma}^{-2} B^T \Omega P^T C_b^T \right] C_bM_s^{-1}U_1 - \Omega P^T M^{-1}U_1 \\
= -S\hat{\gamma}C_sM^{-1}U_1 + B \left[ \frac{1}{2} \hat{\gamma}^{-2} B^T (S\hat{\gamma}C_s - W) C_b^T - \hat{\gamma}^{-2} \hat{J} B^T \hat{B} \right] C_bM_s^{-1}U_1 \\
+ WM^{-1}U_1 = \mathcal{A} \tag{C.4}
\]

By defining \( \mathcal{C} = P^T C_b^T \), \( \mathcal{D} = C_bM_s^{-1}U_1 \), \( \mathcal{E} = P^T M_s^{-1}U_1 \), Eq. (C.4) can be written in terms of \( \Omega \) and known variables only as

\[
\frac{1}{2}B \left[ \hat{\gamma}^{-2} B^T \Omega \mathcal{C} \right] \mathcal{D} - \Omega \mathcal{E} = \mathcal{A} \tag{C.5}
\]

In order to solve for the Lagrange multipliers, \( \Omega \) must first be broken down into \( \Omega = [\omega_1 \omega_2 \ldots \omega_c] \in \mathbb{R}^{3 \times c} \) as

\[
\mathcal{F} = \frac{1}{2} \left[ \hat{\gamma}^{-2} B^T \Omega \mathcal{C} \right] = \begin{bmatrix}
\vdots & 0 & 0 \\
0 & \sum_{j=1}^{c} \frac{C_{j,i}b_j^T}{2l_i^2} \omega_j & 0 \\
0 & 0 & \vdots
\end{bmatrix} \tag{C.6}
\]

Therefore, the element on the \( m \)th row and \( n \)th column of this matrix \( \mathcal{G} = \frac{1}{2}B \left[ \hat{\gamma}^{-2} B^T \Omega \mathcal{C} \right] \mathcal{D} \), for \( m \in \{1, 2, 3\} \) and \( n \in \{1, 2, \ldots, c\} \) is

\[
\mathcal{G}_{m,n} = b_{m,1} \mathcal{F}_{1,1} \mathcal{D}_{1,n} + b_{m,2} \mathcal{F}_{2,2} \mathcal{D}_{2,n} + \cdots + b_{m,\beta} \mathcal{F}_{\beta,\beta} \mathcal{D}_{\beta,n} = \sum_{j=1}^{\beta} \sum_{i=1}^{c} b_{m,i} \mathcal{D}_{i,n} \frac{C_{j,i}b_j^T \omega_j}{2l_i^2} \tag{C.7}
\]

Similarly, the second term in Eq. (C.5) can be expanded as

\[
\Omega \mathcal{E} = [\omega_1 \omega_2 \ldots \omega_c] \mathcal{E} = \omega_1 \mathcal{E}_{1,:} + \omega_2 \mathcal{E}_{2,:} + \cdots + \omega_c \mathcal{E}_{c,:} = \sum_{j=1}^{c} \omega_j \mathcal{E}_{j,:} \tag{C.8}
\]

The element on the \( m \)th row and \( n \)th column of this matrix is
\[(\Omega \mathcal{E})_{m,n} = \sum_{j=1}^{c} e_{m,j}^T \omega_j \mathcal{E}_{j,n} = \sum_{j=1}^{c} \mathcal{E}_{j,n} e_{m,j}^T \omega_j. \quad (C.9)\]

Now, substituting the \((m,n)\)th element from Eq. (C.7) and Eq. (C.9) into Eq. (C.5) yields

\[
\sum_{j=1}^{c} \sum_{i=1}^{\beta} b_{m,i} D_{i,n} \frac{C_{j,i}}{2l_i^2} b_i^T \omega_j - \sum_{j=1}^{c} \mathcal{E}_{j,n} e_{m,j}^T = A_{m,n},
\]

\[
\Rightarrow \sum_{j=1}^{c} \left( \sum_{i=1}^{\beta} \frac{b_{m,i} D_{i,n} C_{j,i}}{2l_i^2} b_i^T - \mathcal{E}_{j,n} e_{m}^T \right) \omega_j = A_{m,n}. \quad (C.10)
\]

This can be rearranged into the matrix equation:

\[
\Theta^{3c \times 3c} \begin{bmatrix} \omega_1 \\ \omega_2 \\ \vdots \\ \omega_c \end{bmatrix} = \begin{bmatrix} A_{1,1}^T \\ A_{1,2}^T \\ \vdots \\ A_{1,c}^T \\ A_{2,1}^T \\ A_{2,2}^T \\ \vdots \\ A_{2,c}^T \\ A_{3,1}^T \\ A_{3,2}^T \\ \vdots \\ A_{3,c}^T \end{bmatrix} \begin{bmatrix} \omega_1 \\ \omega_2 \\ \vdots \\ \omega_c \end{bmatrix}, \quad (C.11)
\]

where

\[
\begin{bmatrix}
A_{1,1}^T \\
A_{1,2}^T \\
\vdots \\
A_{1,c}^T \\
A_{2,1}^T \\
A_{2,2}^T \\
\vdots \\
A_{2,c}^T \\
A_{3,1}^T \\
A_{3,2}^T \\
\vdots \\
A_{3,c}^T
\end{bmatrix} = \begin{bmatrix}
\sum_{i=1}^{\beta} \frac{b_{1,i} C_{1,i}}{2l_i^2} D_{i,1} b_i^T \\
\sum_{i=1}^{\beta} \frac{b_{2,i} C_{2,i}}{2l_i^2} D_{i,2} b_i^T \\
\vdots \\
\sum_{i=1}^{\beta} \frac{b_{c,i} C_{c,i}}{2l_i^2} D_{i,c} b_i^T \\
\sum_{i=1}^{\beta} \frac{b_{1,i} C_{1,i}}{2l_i^2} D_{i,1} b_i^T \\
\sum_{i=1}^{\beta} \frac{b_{2,i} C_{2,i}}{2l_i^2} D_{i,2} b_i^T \\
\vdots \\
\sum_{i=1}^{\beta} \frac{b_{c,i} C_{c,i}}{2l_i^2} D_{i,c} b_i^T \\
\sum_{i=1}^{\beta} \frac{b_{1,i} C_{1,i}}{2l_i^2} D_{i,1} b_i^T \\
\sum_{i=1}^{\beta} \frac{b_{2,i} C_{2,i}}{2l_i^2} D_{i,2} b_i^T \\
\vdots \\
\sum_{i=1}^{\beta} \frac{b_{c,i} C_{c,i}}{2l_i^2} D_{i,c} b_i^T
\end{bmatrix}
\times
\begin{bmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_c
\end{bmatrix} =
\begin{bmatrix}
\mathcal{E}_{1,1}^T e_1^T \\
\mathcal{E}_{2,1}^T e_1^T \\
\vdots \\
\mathcal{E}_{c,1}^T e_1^T \\
\mathcal{E}_{1,2}^T e_2^T \\
\mathcal{E}_{2,2}^T e_2^T \\
\vdots \\
\mathcal{E}_{c,2}^T e_2^T \\
\mathcal{E}_{1,3}^T e_3^T \\
\mathcal{E}_{2,3}^T e_3^T \\
\vdots \\
\mathcal{E}_{c,3}^T e_3^T
\end{bmatrix}
\begin{bmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_c
\end{bmatrix}, \quad (C.12)
\]
\[
\begin{bmatrix}
E \otimes e_1^T \\
E \otimes e_2^T \\
E \otimes e_3^T
\end{bmatrix}
\begin{bmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_c
\end{bmatrix}, \quad (C.13)
\]

\[
\begin{bmatrix}
A_{1;i}^T \\
A_{2;i}^T \\
A_{3;i}^T
\end{bmatrix}
= \left( \sum_{i=1}^{\beta} \frac{1}{2I^2_i} C_{i;i}^T \otimes (b_i \otimes (b_i D_{i;i})^T) - \begin{bmatrix}
E \otimes e_1^T \\
E \otimes e_2^T \\
E \otimes e_3^T
\end{bmatrix}\right) \begin{bmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_c
\end{bmatrix}. \quad (C.14)
\]

The above linear algebra problem represents \(3c\) equations for \(3c\) unknowns and can be solved for the Lagrange multipliers by taking the inverse.
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