
The Pennsylvania State University

The Graduate School

Department of Computer Science and Engineering

POWER-AWARE AND QOS-AWARE RESOURCE

MANAGEMENT IN WIRELESS NETWORKS

A Thesis in

Computer Science and Engineering

by

Hao Zhu

c© 2004 Hao Zhu

Submitted in Partial Fulfillment
of the Requirements

for the Degree of

Doctor of Philosophy

August 2004



We approve the thesis of Hao Zhu.

Date of Signature

Guohong Cao
Associate Professor of Computer Science and Engineering
Thesis Adviser
Chair of Committee

Chita R. Das
Professor of Computer Science and Engineering

Thomas F. LaPorta
Professor of Computer Science and Engineering

George Kesidis
Associate Professor of Computer Science and Engineering

Aylin Yener
Assistant Professor of Electrical Engineering

Raj Acharya
Professor of Computer Science and Engineering
Head of the Department of Computer Science and Engineering



iii

Abstract

With the advent of third generation wireless infrastructures and the rapid growth

of wireless communication technology, people with battery powered mobile devices will

have high-speed wireless data access at any time any place. However, due to the unique

characteristics of wireless networks such as dynamic channel condition and limited energy

supply, we cannot directly apply the existing resource management schemes designed for

wired networks to wireless systems. Therefore, new techniques are needed for efficient

resource management in wireless networks.

In this thesis, we have designed and evaluated new scheduling schemes and medium

access control (MAC) protocols that focus on power efficiency, QoS provision, fairness

and bandwidth utilization in wireless networks. We first concentrate on prolonging the

battery life of the mobile terminal by reducing the power consumption of the wireless

network interface. Each mobile terminal uses its proxies to buffer data so that the wire-

less network interface can sleep for a long time period and tolerate the state transition

delay. The base station applies our proposed scheduling schemes to service each flow

in a power efficient way without loss of QoS requirements, and alleviates the impact of

channel errors on QoS provision.

We then design the absence compensation fair queuing (ACFQ) model to im-

prove service differentiation under bursty data traffic in wireless networks. To achieve

good service differentiation without loss of QoS provision for each flow, an absence com-

pensation model and an error compensation model are integrated into ACFQ. By the
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well-controlled absence compensations, ACFQ can provide much better service differen-

tiation than the legacy fair queuing models (e.g. the weighted fair queuing) under bursty

data traffic.

Finally, we propose the relay-enabled MAC protocols in the context of IEEE

802.11 based wireless networks. With the physical layer multi-rate capability, data can

be transmitted at different rates according to the channel condition. As a result, when

the transmission rate between the sender and the receiver is low, while high rates are

available between the sender and the relay node and between the relay node and receiver,

data can be delivered much faster through relay. We design protocols that enable the

relay mechanism in the point coordination function and the distributed coordination

function respectively. Many optimizations are used to reduce control overhead and deal

with channel utilization issues.

Throughout our study, we have paid considerable effort to deal with design diffi-

culties introduced by limited power supply, dynamic channel conditions, effect of inter-

ference or capture, and stringent QoS requirements. We hope that such effort has allowed

practical solutions for achieving high-speed data access and providing good QoS in wire-

less networks. Meanwhile, we theoretically analyze our schemes and extensively evaluate

the performance via simulations to give a detailed understanding of the characteristics

of our schemes. We hope the results have a long, valuable life.
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Chapter 1

Introduction

With the advent of third generation wireless infrastructures and the rapid growth

of wireless communication technology, people with battery powered mobile devices will

have high-speed wireless data access at any time any place. However, due to the unique

characteristics of wireless networks such as dynamic channel condition and limited energy

supply, we cannot directly apply the existing resource management schemes designed for

wired networks to wireless systems. Therefore, new techniques are needed for efficient

resource management in wireless networks.

1.1 The Growth of Wireless Networks

The first generation (1G) wide-area wireless networks, such as the advanced mo-

bile phone systems (AMPS) and the total access communication services (TACS) [23, 41],

first became commercially available in the early 1980s. The main mobile service provided

by 1G radio system are analog and circuit-switched voice services. With the develop-

ment of digital signal processing and transmission technologies, the second-generation

(2G) wireless networks (e.g. GSM and IS-95 [15, 23, 41]) began to emerge in early 1990s

and evolved to replace 1G wireless networks. Compared to 1G, 2G wireless networks

have a number of significant advantages. For example, digital technologies increased
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channel capacity and radio spectrum utilization, enhanced voice quality and reduced

power consumption of mobile terminals.

As mobile data services exponentially grow, 2G wireless networks have been en-

hanced to what are commonly referred to as 2.5G wireless networks, which can support

higher channel capacity and per-user data rates. For example, GSM has been enhanced

to general packet radio services (GPRS). By allocating more than one time slot in paral-

lel to a user, the maximum theoretical date rate of GPRS can reach 171.2 Kbps. Later,

with the advanced modulation and channel coding techniques, the enhanced data rates

for GSM (EDGE) systems have been proposed to achieve data rates up to 384 Kbps 1.

To provide higher data rates than 2.5G, in the late 1990s, standardization efforts

for the third-generation (3G) wireless networks (e.g. UMTS [1], CDMA2000 [2]) began.

Compared to 2/2.5G wireless systems, 3G wireless networks significantly increases the

channel capacity and per-user data rates. 3G systems can support data rates up to

144Kbps to users moving at vehicular speeds, up to 384 Kbps to users moving at pedes-

trian speeds, and up to 2 Mbps to stationary users. Further, 3G systems are designed

to support a broader range of IP-based mobile services than 2G systems. Seamless in-

tegration between 3G wireless networks and the Internet enables mobile users to access

the abundant data services in the Internet. Another important advantage of 3G systems

is better interoperability than 2G systems to support roaming among different service

providers, different radio technologies and different countries.

Another important evolution path of wireless networks is the wireless local area

networks (WLANs) [15, 30]. With the advantage of low cost and high data rate, the

1Due to the high speed, some people also refer EDGE as a 3G system.
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WLAN market is exploding. The most popular WLANs are based on IEEE 802.11

standards [30]. IEEE 802.11b WLANs operate in the 2.4 GHz band at speed up to 11

Mbps, and IEEE 802.11a WLANs operate in 5.0 GHz band and can support data rate

as high as 54 Mbps [15]. Recently, IEEE 802.11g whose performance is the same as

IEEE 802.11a is becoming to replace IEEE 802.11b [20]. In order to support real-time

applications in WLANs, IEEE 802.11e standard [26] has been proposed to support real-

time traffic in WLANs. With the dramatic development of 3G and WLANs, there are

lots of efforts on the integration of 3G networks and WLANs to build a cost-effective

next generation wireless network [46, 67].

1.2 Challenges

The exponential increase of bandwidth demands, and the stringent power limita-

tion of mobile terminals (MTs) have made it a big challenge to perform efficient resource

management in wireless networks. Below we describe four major challenges:

1. Part of the difficulty in resource management in wireless networks is due to the

time-varying channel condition. Generally, the signal observed at the receiver is

related to the wavelength of the signal, the background noise, the interference from

other ongoing transmissions, the spatial locations of the sender and receiver, the

reflecting objects, and the orientation of the antenna of the sender and receiver [20,

54]. The superposition of these factors could enhance or dramatically degrade the

channel condition. Thus, if the impact of channel errors is not carefully managed,
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the utilization of the radio spectrum may be significantly decreased due to a large

number of retransmissions.

2. Another difficulty comes from the limited power supply of small-size and low-

cost MTs. Most MTs are powered by battery, but the rate at which battery

performance improves is fairly slow [50]. Aside from major breakthroughs, it is

doubtful that significant improvement can be expected in the foreseeable future.

As a result, it is a challenge to design new techniques so that the MTs can perform

the same functions and provide the same services, while minimizing their overall

power consumption.

3. The third difficulty is how to provide good QoS (e.g. fairness, throughput) in

wireless networks considering dynamic channel condition and bursty nature of the

data traffic. There exists a tradeoff between the system throughput and fairness.

Providing a strictly equal service (in bits) to each flow could significantly decrease

the system throughput, because many time slots would be wasted by serving flows

with poor channel condition. This problem becomes more challenging under bursty

data traffic. By following the fluid fair queuing [17, 71], existing fair queuing service

models cannot provide good service differentiation under bursty data traffic.

4. The fourth difficulty comes from how to efficiently utilize the multi-rate capability

in wireless networks. With physical layer multi-rate capability, the transmission

rate can be adapted according to the channel condition. When the link quality

is good, data can be delivered faster at a higher rate. However, when the link

quality between the sender and the receiver is poor and has a low rate, the system
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throughput would be significantly reduced, since it would take much longer to

transmit the data. In many cases, due to interference, mobility, path loss and so

on, the channel condition between the sender and the receiver may often be poor,

which would cause severe performance degradation. Therefore, to improve system

performance, it is not enough to only exploit the multi-rate capability according

to the channel condition of the direct link.

1.3 Thesis Overview

In this thesis, we design and evaluate new scheduling algorithms and IEEE 802.11

medium access control (MAC) protocols to address: 1) how to reduce the power

consumption of the wireless network interface (WNI) of the MT without losing

QoS provision to each flow; 2) how to improve service differentiation under bursty

data traffic in wireless networks; 3) how to further utilize the physical layer multi-

rate capability and improve the system performance when the direct link quality

between the sender and the receiver is poor. For the first topic, we study two novel

scheduling algorithms with different emphases. For wireless systems without rate

adaptation capability, we propose a priority-based bulk scheduling service model

to reduce the power consumption of the WNI without losing QoS provision. For

the wireless systems with rate adaptation capability, we design a rate-based bulk

scheduling service model to reduce the power consumption of the WNI with the

emphases on error resiliency. For the second issue, we propose an absence com-

pensation fair queuing service model to improve the service differentiation under
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bursty data traffic and, still maintain QoS provision for each flow. For the third

issue, we propose relay-enabled MAC protocols to further exploit the multi-rate ca-

pability of the IEEE 802.11 based wireless networks. When the direct link between

the sender and the receiver has low quality and low rate, data can be delivered

much faster through a two-hop high-speed relay.

1.3.1 The Power-Aware and QoS-Aware Service Model

Since most mobile terminals (laptop computers, PDAs, hand-held computers, etc.)

are powered by battery, many researchers work on techniques to reduce the power

consumption of these mobile devices. As the wireless network interface (WNI)

accounts for a large part of the power consumed by the mobile terminal (MT),

it is important to carefully design communication protocols to reduce the power

consumption of the WNI. In particular, we need to design new scheduling schemes

with good power-efficiency. With the existing rate-based scheduling algorithms

[71], it is difficult to when and how long WNI should enter sleep since each MT

does not know the scheduling pattern due to lack of information of all flows in the

system.

We propose a new scheduling scheme, called priority-based bulk scheduling (PBS) to

utilize the client buffer to save power and provide QoS. Under PBS, the scheduler

keeps track of the amount of prefetched (buffered) data for each flow. The flow

with sufficient buffered data will be suspended until the buffered data runs out,

whereas the flow with insufficient buffered data will be served based on its priority,

which is determined by its delay requirement. With buffered data, the WNI can
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sleep long enough to offset the impact of its state transition delay. By suspending

some flows, other active flows sharing the channel can obtain more bandwidth and

take less time to fill the buffer.

PBS is designed for some systems that do not use rate adaptation techniques

to deal with channel errors (e.g. CDMA [24]). On the other hand, PBS does

not provide error resiliency for flows with severe channel conditions. In parallel

with the PBS scheme, we have designed another scheme called rate-based bulk

scheduling (RBS) for the systems with rate adaptation capability, and focus on

providing good QoS in lossy wireless environments. Compared with PBS, RBS

applies a different scheduling algorithm to let each flow have more buffered data

before being suspended to combat channel errors. To tolerate severe channel errors,

a novel adaptive scheme is used to control the sleeping time of the WNI based on

the channel condition.

Through analysis, we prove that both PBS and RBS can provide delay guarantees

and serve each flow more power efficiently than conventional rate-based fair queuing

models. Experimental results show that PBS achieves excellent QoS provision for

each flow and significantly reduces the power consumption of mobile terminals.

1.3.2 The Absence Compensation Fair Queuing Model

Some researchers [32] have found that, under bursty data traffic, when the network

utilization is not very high, weighted fair queuing (WFQ) only provides little service

differentiation to the flows. The WFQ model emulates fluid fair queuing (FFQ) [17]
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which does not compensate the service loss of a flow due to absence; that is, after

the low-weight flows take extra service from the absent high-weight flows, these

high-weight flows cannot reclaim the service loss when they become backlogged

again.

To achieve better service differentiation with QoS provision, we propose a new

service model called absence compensation fair queuing (ACFQ). Fundamentally

different from other wireless fair queuing models, the ACFQ scheduler accounts

for the service loss or gain due to both channel errors and absence. The flow with

service gain will relinquish part of its service to another flow with service loss. We

design an absence compensation model and an error compensation model sepa-

rately, and smoothly integrate these two models together in ACFQ. We provide

analytical properties of ACFQ, and evaluate its performance by simulations. Sim-

ulation results show that ACFQ can provide much better service differentiation

and higher system throughput than WFQ, and outperforms strict priority queuing

(SPQ) in terms of QoS provision.

1.3.3 The Relay-enabled IEEE 802.11 MAC Protocols

It is well known that IEEE 802.11 provides a physical layer multi-rate capability,

which means that data can be transmitted at a number of rates according to the

channel condition. New MAC protocols are required to exploit this capability.

Previous work only considers how to increase the bandwidth utilization of the

direct link between the sender and the receiver under good channel conditions.
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Thus, it is still unclear how to further utilize the multi-rate capability when the

direct link quality is poor.

We propose new MAC protocols to further exploit the multi-rate capability in IEEE

802.11 based wireless networks. When the direct link between the sender and the

receiver can only support a low transmission rate, but there exists a relay node such

that both the links from the sender to the relay node and from the relay node to

the receiver can support high transmission rates, the impending packet should be

delivered from the sender to the receiver by two-hop high speed transmission via the

relay node. We supplement the relay mechanism to the standard point coordination

function (PCF) and the distributed coordination function (DCF) respectively, and

enhance them to deal with issues such as bandwidth utilization, dynamic channel

condition, and variable transmission range. Experimental results show that our

protocols can significantly reduce packet delay, improve the system throughput

and reduce the impact of channel errors on fairness.

1.4 Contributions

The contributions of this work can be viewed from three aspects:

(a) We have designed and evaluated power-efficient scheduling algorithms to re-

duce the power consumption of the WNI. In particular, we have proposed

service models, power-efficient scheduling algorithms and the corresponding

communication protocols. We have addressed how to deal with the impacts of
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state transition delay and dynamic channel condition on our service models,

and how to support different types of applications in our models.

(b) Besides power efficiency, we have also designed and validated the absence com-

pensation fair service model to improve service differentiation under bursty

data traffic in wireless networks. We have proposed several novel techniques to

quantify the service loss due to absence, to let each flow gracefully relinquish

its service gain and to smoothly integrate the error compensation model and

the absence compensation model. With carefully designed algorithms, our

scheme significantly improves service differentiation and maintains QoS for

each flow.

(c) In the context of MAC protocols, we have proposed novel relay-enabled MAC

protocols to further exploit the multi-rate capability of IEEE 802.11 PHY

layer. We have elegantly extended the standard IEEE 802.11 MAC protocols

with MAC layer relay mechanisms, so that the sender, the relay node and the

receiver can efficiently coordinate together and agree on which rate to use and

whether to use relay. Several optimization techniques have been proposed to

reduce the control overhead, improve the bandwidth utilization, and deal with

the impacts of variable transmission range and dynamic channel condition.

1.5 Thesis outline

The rest of this thesis is organized as follows. In Chapter 2, we present the priority-

based bulk scheduling scheme and the rate-based bulk scheduling. We show their
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effectiveness through both analysis and simulations. We describe the absence com-

pensation fair queuing service model in Chapter 3, and explain how to improve

service differentiation under bursty data traffic. In Chapter 4, we describe the

relay-enabled PCF protocol and the relay-enabled DCF protocol, and validate their

performance gain through extensive simulations. Finally, Chapter 5 concludes the

thesis and discusses our future work.
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Chapter 2

Power-Aware and QoS-Aware Service Models

2.1 Background

To facilitate ubiquitous connectivity with small-size and low-cost mobile terminals

(MTs), reducing power consumption of each MT becomes an important concern. Since

the battery performance improvement is fairly slow [50] and it is doubtful that significant

improvement can be expected in the foreseeable future, instead of trying to improve

the amount of energy that can be packed into a power source, we can carefully design

communication protocols so that the MTs can perform the same functions and provide

the same services while minimizing their overall power consumption.

Understanding the power characteristics of the wireless network interface (WNI)

used in MTs is important for designing power efficient communication protocols. A

typical WNI may exist in active or sleep state. In the active state, the WNI may be

in the transmit, receive and idle modes. Many studies [13, 39, 61, 69] show that the

power consumed in the active state is similar, which is significantly higher than the

power consumed in the sleep state. As a result, most of the work on power management

concentrates on putting the WNI into sleep when it is idle. Most of previous works

[61, 34, 36, 51, 60, 74] focus on reducing the power consumption. These solutions can

be applied to most data applications which do not have QoS requirements, but may

not be enough for streaming applications (e.g. audio/video-on-demand) due to lack of
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QoS provisions. As a result, how to achieve power saving without violating QoS is a big

challenge for supporting streaming applications on wireless networks.

2.2 Motivations

In order to provide guaranteed service over a shared link, several rate-based service

disciplines have been proposed [71]. The principle of these service models is to provide

each flow with a guaranteed data rate without being affected by other mis-behaving flows

sharing the link. A scheduling algorithm can be classified as work-conserving or non-

work-conserving. In the work-conserving scheduling, a server is never idle when there is

a packet to send. In the non-work-conserving scheduling, a packet is not served until it

is eligible [71], even though the server is idle at that time.

When applying the existing scheduling algorithms to wireless networks, power

issues should be considered. As explained in Section 2.1, putting the WNI into sleep is

the most widely used method to save power. When work-conserving service discipline

is used, it is difficult to put the WNI into sleep. The reason is as follows. When an

MT shares the link with other MTs, if a work-conserving guaranteed service model is

applied, the service sequence of the link depends on the scheduling pattern of all flows.

The scheduling pattern is related to the number of backlogged flows and the deadlines

of the head-of-line packets of these flows. Unfortunately, the MT does not know the

following service sequence due to lack of global information regarding the scheduling

pattern of all flows in the system. Thus, the WNI has to stay in active since it does not

know when the next packet will arrive. This may cause the WNI to waste a lot of power.

For example, as shown in Figure 2.1, suppose three flows share a link of capacity C, and
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Fig. 2.1. An example of work-conserving link sharing

each flow has an MT as its receiver. Suppose all flows want to send B bits and their data

rates are: 0.2C, 0.3C and 0.5C respectively. Under the work-conserving service model, if

B is quite large, MT1’s active time is approximately 5B/C, but MT1’s effective receive

time is B/C. It is easy to see that almost 80% of the power has been wasted.

Non-work-conserving Virtual Clock (NVC): Non-work-conserving scheduling can

be used to save power. The basic idea is to let the WNI enter sleep when it is not used.

One simple approach is to let the BS and the MT mutually agree on a scheduling pattern.

When the BS sends a packet to the MT, the scheduler piggybacks the information about

the eligible time for the next packet to be transmitted. Note that the eligible time can be

calculated based on the flow’s data rate. The scheduler works in a non-work-conserving

[71] manner since it will not serve the flow before the eligible time even though the

channel is idle. Thus, the MT can enter sleep for a while until the eligible time of the

next packet. This simple approach is referred to as the Non-work-conserving Virtual

Clock (NVC) scheduling. Although NVC can save a large amount of power in theory, it

may not be possible in practice. This is due to the state transition delay of each WNI. As

reported in [59], the transition time from active to sleep and back to active is on the order
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of tens of milliseconds. Suppose Toff→on = 10ms, if the packet interval time, denoted

by Tintvl, of the flow is less than 10ms, we have Ton→off +Toff→on > Tintvl. Thus, the

NVC scheme cannot put the WNI into sleep without violating the QoS requirement of the

flow1. Even when Ton→off +Toff→on < Tintvl, not too much power can be saved unless

Ton→off + Toff→on � Tintvl. From Figure 2.2, we can see that
Ton→off+Toff→on

Tintvl
of

Packet N on−off off−on Packet N+1

intvlT

Fig. 2.2. The relationship between state transition and the packet interval time

the total packet interval time will be used for state transition. Since this transition also

costs a lot of power [65], the NVC scheduling algorithm cannot save too much power

unless Ton→off + Toff→on � Tintvl.

Bulk Scheduling (BKS): Based on the above reasoning, another approach, called Bulk

Scheduling (BKS), can be used to further reduce power. With this service policy, the

channel is divided into bulk slots. A flow which needs to be served wakes up at the

beginning of a bulk slot. The scheduler randomly selects a flow to serve at that time,

and the selected flow will be served until the end of the bulk slot. Meanwhile, other

losing flows enter sleep and wake up again to wait for the service at the beginning of the

1In this case, in order to provide QoS, the WNI has to stay in active and the scheduler serves
the flow in a work-conserving manner.
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next bulk slot. Figure 2.3 shows one example of bulk scheduling. In this example, three

t1 t2 t3
B/C B/C B/C

t4 t5
B/C

Bulk Slot 1 Bulk Slot 3 Bulk Slot 4

MT1 is served MT3 is served MT2 is served

Bulk Slot 2

MT2 is served

Fig. 2.3. An example of bulk scheduling

flows share the link and the receivers are MT1,MT2, and MT3 respectively. Each bulk

slot is equal to B/C, where B is the number of bits and C is the capacity of the link. For

MT3, it wakes up at t1 and enters sleep since it found that the scheduler has selected

MT1 to serve. The same procedure happens at t2. At t3, it wakes up again and starts

to receive data. Suppose MT3 wants to transmit k ∗ B bits. If B is large enough so

that the power used for state transitions between idle and active is negligible, the active

time for MT3 is only k ∗ B/C, which allows MT3 to stay in sleep for the maximum

amount of time. Thus, if the bulk slot is significantly larger than Ton→off + Toff→on,

the power consumption of state transition can be neglected, and bulk scheduling is an

optimal service model in terms of power efficiency. However, bulk scheduling cannot

provide QoS when multiple flows request data at the same time. For example, at t1,

suppose MT3 and MT1 will miss their deadline if waiting for another B/C time slot,

scheduling MT1 to serve will force MT3 to miss its deadline.
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In order to address the drawbacks of the NVC approach and the BKS approach,

we propose new service models considering QoS provision and power efficiency. The

basic idea of PBS is to let the MT buffer as much data as possible without affecting the

QoS requirement of other flows. Relying on the buffered data, the MT can put its WNI

into sleep and wake up only when the prefetched data is not enough to satisfy its QoS

requirement. In this way, the WNI can power off for many time slots. Furthermore,

as the MT enters sleep, other MTs can share the channel with fewer MTs (ideally no

other MTs). Thus, MTs only spend a very small amount of time in the active mode to

prefetch enough data, and then saves power.

2.3 The Priority-based Bulk Scheduling Service Model

In this section, we introduce a new scheduling scheme, called priority-based bulk

scheduling (PBS) to utilize the client buffer to save power and provide QoS. Under PBS,

the scheduler keeps track of the amount of prefetched (buffered) data for each flow.

The flow with sufficient buffered data will be suspended until the buffered data runs

out, whereas the flow with insufficient buffered data will be served based on its priority,

which is determined by its delay requirement. With buffered data, the WNI can sleep

long enough to offset the impact of the state transition delay. By suspending some

flows, other active flows sharing the channel can obtain more bandwidth and take less

time to fill the buffer. We also extend the service model to consider channel errors and

applications that do not have strict delay requirements.
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2.3.1 System Model

The geographical area is divided into cells in a wireless network. Inside each cell,

the base station (BS) communicates with the mobile terminals (MTs) through uplink and

downlink channels. Both uplink and downlink channels are divided into time slots. For

uplink, we assume a channel can be either randomly accessed by MTs or granted through

downlink (e.g., by reservation). Location-dependent errors may happen due to channel

fading, interference, etc [42, 45, 47, 64]. Similar to many existing works [42, 43, 45, 47], we

assume that the BS has a mechanism to predict the channel condition. For simplicity, we

assume the modulation techniques and coding techniques are fixed, and power adaptive

techniques [63] are used to deal with channel errors. Since a WNI spends significantly

higher amount of power (from 10 to 100 times [13, 39, 61, 69]) during active compared

to sleep, we use the accumulated WNI sleep time to measure the power efficiency of

different schemes. In order to accurately measure the power consumption, we use the

following notations.

• Toff→on: time spent to transit from sleep to active.

• Ton→off : time spent to transit from active to sleep.

As reported in [65], the power consumed during the state transition from active to sleep,

or from sleep to active is similar to that in the active mode, which is much larger than

the power consumed in the sleep mode.
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2.3.2 The PBS in Detail

The PBS service model has two parts: a scheduler at the BS side and a proxy

at the MT side. The scheduler is used to control the channel access among multiple

MTs. The proxy is used to coordinate with the scheduler at the MT side. We describe

the algorithm used by the scheduler, and show how the proxy works. Then, we present

solutions to deal with channel errors, calculate the computation complexity and prove

some properties of the service model.

2.3.2.1 The PBS Scheduler

In PBS, each packet of a flow is assigned a deadline. The scheduler orders the

transmission of packets according to their deadlines. If a flow’s aggregated service goes

beyond the minimum service required to maintain the QoS2, it will be removed from the

scheduling region until it needs more data to maintain the QoS. As a result, the flow

is suspended periodically and the data are transmitted in the form of several runs of

packets.

Service accounting: Without loss of generality, for each flow, we assume that the

first served packet after entering the scheduling region is indexed by 1. Each packet is

assigned a deadline according to the packet length and the flow’s data rate. Formally,

2At this time, the MT of the flow has enough prefetched data. For simplicity, we say the flow
has got enough ahead-service.
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the deadlines (in seconds) are computed as follows:

d1
i

= ei

dj
i

= dj−1
i

+
l
j−1
i
ri

(2.1)

where p
j
i is the jth packet of flow fi, ei is the eligible time of fi, d

j
i is the deadline of

packet p
j
i , l

j
i is the length of p

j
i and ri is the data rate of fi (in bps). Suppose, pn

i
is

the head-of-line packet of fi at time t, the ahead-service (in seconds) of fi, denoted by

aheadi, is computed as follows:

aheadi(t) = max(dn
i
− t, 0) + I(i) ∗ ln

i
ri

(2.2)

where I(i) returns 1 if fi is being served, otherwise, it returns 0. Since aheadi is used

to trace the amount of prefetched data at the MT side, it cannot be negative at any time.

Flow state management: At the BS side, each flow has two scheduling states: idle

and active. The transitions between scheduling states of fi (denoted by statei) are con-

trolled by the scheduler. For the purpose of flow control, there is an upper limit of

ahead-service for each flow fi, denoted by Maxservi. When aheadi > Maxservi, the

scheduler stops serving it and changes statei to idle. Suppose the scheduler provides

enough ahead-service to fi; i.e., aheadi ≥ φ, φ is a system parameter to represent the

lower bound for ahead-service. If there exists another flow, say fj , which have not got

enough ahead-service (i.e.,aheadj < φ), the scheduler lets fi yield the channel to other
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flows by changing statei to be idle. Whenever statei is changed to idle, the eligible time

of fi is set to be the current time plus aheadi. At the same time, the scheduler updates

the value of the eligible time to indicate when fi will be moved back in scheduling region

again. Whenever fi is changed to idle, the scheduler will not serve it until the eligible

time expires. After the eligible time expires, its state will be changed to active again

(not shown in Figure 2.4).

When statei is set to idle, the scheduler should notify MTi which can shutdown

its WNI. We assume that the BS can mark the packet transmitted to the MT that will

power off its WNI after receiving the marked packet. Since the MT’s address is equal to

the destination address of the packet, the BS can simply use one bit in the packet header

to represent whether the packet is marked or not. When the MT receives the marked

packet, it replies an ACK and puts its WNI into sleep. When the BS receives the ACK,

it knows that the WNI has been powered off, and suspends the related flow.

The scheduler: The PBS scheduler works as follows. When n (n ≥ 1) flows are active,

the scheduler selects one flow as the primary flow, and the other n−1 flows are secondary

flows. At any time, the scheduler exclusively serves the primary flow provided that the

deadlines of the secondary flows will not be violated. If the deadline of the secondary

will be violated, the scheduler has to serve the secondary flow in order to meet the QoS

requirement of the flow. In other words, the scheduler serves the primary flow in a work-

conserving manner, whereas each secondary flow is served in a non-work-conserving way.

As (φ−aheadi)ri
C−∑

j∈A rj
(See Property 2 in Section 2.3.3) is an approximation of how fast a flow

fi can have enough ahead-service as the primary flow, the scheduler always selects the
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Notations:
A: the set of flows in active state
Di: the deadline of the head-of-line packet of fi
t: the current time

schedule()
1 begin:
2 if (A == NULL)
3 { idle in the time slot; goto begin; }
4 if (no primary flow)
5 select the primary flow fi according to Eq. (2.3)
6 if ( t ≥ arg min

j∈A
{Dj} ∧ j 6= i )

7 i = j; /* the deadline of the secondary flow fj
will be violated, so serve fj */

8 p=fi.deque(); /* get the packet to be transmitted */
9 if (aheadi > Maxservi ∨ (aheadi ≥ φ∧

∃j(fj ∈ A ∧ aheadj < φ))
10 mark(p);
11 send(p);
12 if (the transmission is successful)
13 { Di = Di + p.length/ri;
14 if (p is marked)
15 {ei = t + aheadi; statei = idle; } }
16 goto begin

Fig. 2.4. The PBS Algorithm
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flow that can take the shortest time to get enough ahead-service as the primary flow.

Formally, at time t, the primary flow (fprim) is selected as follows:

fprim = arg min
i∈A

{(φ − aheadi(t))ri
C − ∑

j∈A rj
} (2.3)

where A is the set of flows in active state and C is the channel capacity. The principle

behind Eq (2.3) is similar to the shortest job first policy, which can minimize the average

waiting time. Thus, the average time for each flow to get enough ahead-service is also

minimized under PBS.

f2

f3

(head1(0.8)=5.2, e1=6.0)

(head2(1.5)=5.5, e2=7.0)

1 2 3 4 5 6

1 2 43 5 6 7

1 2 3 4 5 47

1.00.8 1.5 6.0

f1

time0.0

Fig. 2.5. An illustration of the PBS scheme

Figure 2.5 shows how the PBS scheme works. There are three backlogged flows

(f1, f2, f3) in the system. Each flow has 1Kbps data rate and unlimited Maxserv.

Suppose φ = 5.0 seconds, C = 10 Kbps, and all packets have the same packet length of

1 Kb. At time 0.0, the eligible time of all flows (f1...f3) expires, and the ahead-service
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of each flow is 0. Suppose f1 is selected as the primary flow at time 0.0. To meet

the deadlines of f2 and f3, the scheduler serves p1
2 and p1

3 first. From time 0.2 to 0.8,

without violating the deadlines of f2 and f3, which are equal to 1.0, p1
1...p6

1 are served

back-to-back. At time 0.8, according to Eq (2.2), ahead1 is d6
1 − 0.8 = 5.2, which is

greater than φ. Thus, f1 is suspended and its eligible time is set to 6.0. At time 0.8, f2

becomes the primary flow. Follow the same procedure, f2 is suspended from time 1.5 to

7.0. After time 1.5, f3 is the only active flow, and the scheduler serves f3 until time 6.0

when the eligible time of f1 expires.

3

3

2

2

1

1

1 65432
f3

f2
4

87

7.01.91.8

57

(head2(1.9)=5.1, e2=7.0)

(head1(1.8)=5.2, e1=7.0)

7

75 6

65

4
f1

time0.0

Fig. 2.6. An illustration of the WFQ scheme

To demonstrate the power efficiency of PBS, we compare the time period of each

flow to get enough ahead-service under WFQ [49] and PBS. As shown in Figure 2.6, un-

der WFQ, f1 needs 1.8 seconds to get enough ahead-service, and f2 needs 1.9 seconds.

Comparing to the correspondent time periods in Figure 2.5 (e.g., f1 needs 0.8 second),
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we can see that, on average, the time period of each flow to get enough ahead-service

under PBS is much smaller than that under WFQ.

Application-aware extensions: Compared with streaming applications, other ap-

plications (e.g. FTP, WWW) may not have stringent delay requirements. Suppose a

non-streaming flow, say fk, requires data and the channel utilization is high. If fk is

admitted into the scheduling region, from Eq (2.3), we can see that the time spent by

the primary flow to get enough ahead-service will be increased, and the secondary flows

have to wait longer before being the primary flow. Thus, all active flows spend more

time in the active state, and the power consumption is also increased. Since fk does

not have strict delay requirement, it is better to postpone the serving time of fk for a

specified time period, denoted by yieldk . We assign an integer relax factor (σi) to each

flow fi, which is bounded by σmax
i

. For the flow with strict delay requirement, the upper

bound is simply set to 0. For fi with σi > 0, when its deadline expires, the scheduler

decides whether to serve it or not according to the current system utilization, which can

be measured by the number of active flows. If the current system utilization is greater

than a threshold, denoted by µthresh, the scheduler lets fi yield the channel for a period

of yieldi. Otherwise, fi is served. To avoid starvation, an adaptive scheme is used to

manage σj as follows.

• When the scheduler decides to let fj yield the channel, σj is decreased by one;

• When fj leaves the channel with the ahead-service greater than φ + yieldj , σj is

increased by one. The service loss due to yielding is compensated by decreasing

the ahead-service by yieldi.
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By using the adaptive scheme, the maximum delay for fi to be admitted into the schedul-

ing region is σi ∗ yieldi.

2.3.2.2 The PBS Proxy

A proxy is associated with the receiver of each flow. The proxy downloads data

from the BS, monitors the amount of prefetched data, and manages the operation modes

of the WNI. The proxy coordinates with the server and decides whether the WNI should

enter sleep. Similar to the scheduler, the proxy can calculate the ahead-service of each

flow according to the flow’s data rate, packet length and the arrival time of each packet.

If the proxy finds that the packet is marked, the WNI will be shutdown for a time period

equal to the calculated ahead-service. In this way, the control overhead can be reduced

since the scheduler does not need to tell the length of the sleep period. If multiple

applications are supported, the WNI is shut down only when all proxies running on the

MT have requested to do so. However, the WNI wakes up if any proxy needs it at any

time. Since the MT knows all proxies running on it, this can be easily implemented.

2.3.2.3 Dealing with Channel Errors

The wireless communication channel is error prone, and the error is location-

dependent and bursty. If channel errors exist, the probability of a successful trans-

mission becomes very low, and hence, bandwidth and power may be wasted during

re-transmissions. Similar to [8, 45, 47], we deal with channel errors by swapping time

slots from flows suffering channel errors to flows which have good channel conditions.

However, we focus on minimizing the influence of channel errors on QoS and power
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consumption of each flow under the PBS service model. When a flow, say fi, has bad

channel condition, if aheadi ≥ φ, the BS stops serving fi and notices fi with a marked

null packet. After receiving the null packet, the proxy of fi realizes the bad channel

condition and shuts down the WNI. If aheadi < φ, it may not worth to power off the

WNI since the actual sleep time could be too short. Thus, the scheduler stops serving

fi for a pre-specified short period, which is called backoff period, and the proxy of fi lets

the WNI stay in active. After the backoff period, the scheduler will resume serving fi.

If fi still suffers from channel errors, the same backoff procedure will be applied to fi

again.

Since most channel errors are bursty, after leaving the channel for some time, the

flow may get good channel state when being served. After a flow leaves the channel, the

total number of flows sharing the channel decreases and the allocated data rate of each

remaining flow increases. As a result, these active MTs spend less time in active, and

then reduce the power consumption.

2.3.2.4 Computation complexity of PBS

It only takes one division and one addition to get the ahead-service (in seconds) at

the MT side. At the BS side, the operation consists of the selection of the primary flow

at the cost of O(log(n)), and the updates for ahead-service per-flow at the cost of O(n).

Thus, PBS is computationally feasible in many wireless networks that have a moderate

number of flows per BS. MTs can easily get the data rate of the flow, φ, Maxservi, the

backoff period and yieldi (for non-streaming applications) during session initialization.

Since the performance (in terms of QoS and power efficiency) of PBS is not sensitive to
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the selection of φ even when the system is heavily loaded (see Section 2.3.4.4), it does

not require precise information about the length of the state transition delay. The only

requirement is that φ is much larger than the delay.

2.3.3 Analysis of PBS

In this section, we present some important properties of the PBS scheme. We

prove that PBS can achieve power efficiency and QoS provision for all flows in the system.

For simplicity, we assume that the channel, with a channel capacity of C, is error-free,

and each flow has the same data rate r. The proofs are shown in the Appendix.

Property 1. (Delay Guarantee) If Q is the set of backlogged flows in the system, and

|Q|r < C, the PBS scheduler will serve each packet p
j
i according to:

s
j
i
− d

j
i
≤ (|Q| − 1)

Lmax

C
(2.4)

where s
j
i is the time when the server starts serving p

j
i and Lmax is the maximum packet

length.

Proof: The set Q can be partitioned into two subsets: the set of active flows, denoted

by A, and the set of idle flows denoted by I. At any time t, flow fi has two cases:

• case 1: fi ∈ I. Suppose p
j
i is the last packet served before fi was suspended.

Since d
j
i > t (otherwise fi ∈ A) and s

j
i ≤ t (since fi was suspended before t), the

property holds.

• case 2: fi ∈ A. Suppose the head-of-line packet of fi is p
j
i at time t and d

j
i = t.

Since the definition of the deadline of each packet is the same as the start-time



29

first fair queuing (SFQ), and fi has the highest priority under PBS provided that

d
j
i ≤ t, with similar arguments to Theorem 4 of [25] and A ⊆ Q, we get:

sj
i
− dj

i
≤

∑
k∈A∧k 6=i

Lmax

C

≤ (|Q| − 1)Lmax

C

Property 2. (Power Efficiency) Suppose Q is the set of backlogged flows in the system

and |Q|r < C. Consider the process that each flow prefetches the ahead-service greater

than or equal to φ and leaves the channel. If φr � Lmax, the average active time under

PBS and under weighted fair queuing (WFQ), denoted by T̄act,PBS and T̄act,WFQ re-

spectively, follows:

T̄act,WFQ

T̄act,PBS
>

φr−Lmax

C/|Q|−r∑|Q|
i=1

(|Q|−i+1)(φr+(|Q|−i+1)Lmax)
|Q|(C−(|Q|−i+1)r)

(2.5)

Proof: If each flow is served under generalized processor sharing (GPS) [49], the actual

data rate of each flow is equal to C
|Q| . Then, flow fi’s aggregated service (in bits) during a

time period of ∆t is equal to C
|Q|∆t. Now, let’s consider the situation that the scheduler

applies the WFQ scheme and each flow is served with the granularity of packet.

Since all the flows are continuously backlogged and have the same data rate, the

WFQ scheduler behaves similar to the worst-case fair weighted fair queuing (WF2Q) [7]
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scheduler. Following Theorem 1 of [7], the relationship between the amount of fi’s ag-

gregated service under GPS and WFQ during the interval ∆t, denoted by Wi,WFQ(∆t)

and Wi,GPS(∆t) respectively, follows Wi,WFQ(∆t)−Wi,GPS(∆t) < Lmax. Hence, we

have

Wi,WFQ(∆t) <
C

|Q|∆t + Lmax (2.6)

Without loss of generality, suppose flow f1 is the first flow that leaves the channel,

and f1 spends T1 to get the ahead-service equal or greater than φ. T1 needs to satisfy

Wi,WFQ(T1) − rT1 ≥ φr. With Ineq (2.6), we get

T1 >
φr − Lmax

C/|Q| − r
(2.7)

Since f1 is the first flow that gets enough ahead-service, according to Ineq (2.7), we have:

T̄act,WFQ >
φr − Lmax

C/|Q| − r
(2.8)

Under PBS, at any time, set Q can be partitioned into set A and I. The flows in

I have got enough ahead-service and left the channel, while flows in A are served. Since

the secondary flows in A are served in non-work-conserving manner, similar to the proof

of Lemma 1 in [25], the aggregated service of secondary flow fj during any time interval

∆t, denoted by Ws
j,PBS

(∆t), follows:

r∆t − Lmax ≤ Ws
j,WFQ

(∆t) ≤ r∆t + Lmax (2.9)
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Suppose the primary flow fi takes ∆Ti,PBS to get ahead-service greater than or equal

to φ. Similar to the proof of Theorem 2 in [25], the aggregated service of fi during

∆Ti,PBS , denoted by W
p
i,PBS(∆Ti,PBS), follows:

Wp
i,PBS

(∆Ti,PBS)

≥ ∆Ti,PBS(C − |A|r) − ∑
j∈A∧j 6=i Lmax

≥ ∆Ti,PBS(C − |A|r) − (|A| − 1)Lmax (2.10)

Since fi leaves the channel whenever it gets the ahead-service greater than or equal to φ,

∆Ti,PBS satisfies: W
p
i,PBS(∆Ti,PBS) − φr ≤ φr + Lmax. Combined with Ineq (2.10),

we get

∆Ti,PBS ≤ φr + |A|Lmax

C − |A|r (2.11)

Without loss of generality, suppose the order of primary flows during the whole

process is: f1, f2...f|Q|. Due to φr � Lmax and Ineq (2.9), each flow cannot have

enough ahead-service when it is a secondary flow. As a result, the time spent by fi to

leave the system, denoted by Ti,PBS , follows:

Ti,PBS =
i∑

k=1
∆Tk,PBS (2.12)
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During the time period when fi is the primary flow, |A| = |Q| − i + 1. Hence, with Ineq

(2.11) and Eq (2.12), we get:

T̄act,PBS ≤
|Q|∑
i=1

(|Q| − i + 1)(φr + (|Q| − i + 1)Lmax)
|Q|(C − (|Q| − i + 1)r)

(2.13)

With Ineq (2.8) and Ineq (2.13), it is easy to find out that the property holds.

Different fair queuing model may have different fairness property [71]. However, since

we assume that each flow is continuously backlogged and has the same date rate, with

the results of [68], Ineq (2.6) still holds for other rate-based fair queuing models. Thus,

Property 2 is also valid for other rate-based fair queuing models. With Property 2, we

can calculate the lower bound ratio of the average active time under WFQ to that under

PBS. We give an example to show some numerical results of the ratio as a function of

|Q|. Suppose C = 400Kbps, r = 50Kbps, φ = 500ms, and Lmax = 1000bits. As shown

in Figure 2.7, when |Q| increases from 2 to 6, the ratio lower bound increases from 1.26

to 2.14. This shows that PBS is more power efficient than WFQ.

2.3.4 Performance Evaluations

2.3.4.1 The Experimental Setup

We evaluate the performance of the PBS service model through case studies con-

sisting of Audio-on-Demand (AoD) and WWW services. The AoD streaming service is

evaluated through trace-driven simulation. We downloaded a demo MP3 audio streams

from [48] as the trace source. Since the MP3 streams are based on variable bit rate

(VBR), we extracted information of every frame, i.e. the frame size, the frame bit rate,
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and the frame sample rate, to get the bit rate of each packet. There is an interval be-

tween successive songs, which is distributed randomly between [0.0, 2.0]. The WWW

service is emulated by a simple ON/OFF traffic model that mimics the web user access

behavior. An ON period will start when a new Web page is requested. Once the run

of data has finished, there is an OFF period during which the user studies the informa-

tion just downloaded. We assume the total page size of an ON period is exponentially

distributed with the mean of 12 KB, and the length of an OFF period is exponentially

distributed with the mean of 2.0 seconds.

The capacity of the wireless channel is assumed to be 384 Kbps, and is based

on TDMA. Each time slot is 2.5ms, which can be used to transmit 112 Bytes of data

(not including the header). Each MT represents a user having an AoD or WWW flow.

Each flow is allocated a data rate of 56 Kbps. The simulation time is 100 seconds. For

the WNI, we assume Ton→off = 5ms and Toff→on = 10ms. The PBS server sets
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φ = 80ms and µthresh = 50%. In addition, yieldi and backoff period of flow fi are set

to be 100 ms and 15 ms respectively. The relax factor is set to be 2 for WWW flows,

and the Maxserv is set to be 2000ms for AoD flows.

Channel errors are modeled by a two state Markov chain, which has two states:

good and bad. The probability from a good state to a bad state is 0.05, and from a bad

state to a good state is 0.08. When the channel is in good state, packets are transmitted

correctly. When the channel is in bad state, packet transmissions will fail.

We evaluate the performance of the proposed service model based on the following

factors: the amount of prefetched data, the QoS and the time spent in active, sleep and

state transition. We use the total noticeable interrupt time (NIT) to measure the quality

of the playback audio. Since tiny interrupts are not noticeable by human being, only

continuous interrupts which are greater than 20ms are counted as NITs. This is less than

the normal delay requirement for telephone voice service since we are dealing with music

here. In the simulations, the total NIT is equal to the aggregated noticeable interrupt

time intervals. Since WWW service does not have strict delay requirement, its QoS

is measured by the throughput, which is equal to the total amount of data (in bytes)

transmitted. To evaluate the time spent in each operation mode, ton, toff , tswitch are

used to denote the total time spent in active, sleep and state transition respectively.

We compare the performance of the PBS scheduling with the bulk scheduling

(BKS) and the Non-work-conserving Virtual Clock (NVC) scheduling scheme. We choose

the bulk slot time to be 1.0 second for BKS. There is a buffer on the MT side in the BKS

approach and the NVC approach. In BKS, the MT stays in sleep after being served until

the prefetched data run out. In NVC, the MT with an AoD flow goes to sleep when the
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buffer is full and wakes up when the buffer is near empty. The evaluation considers two

scenarios. In Scenario 1, the channel is error free. In Scenario 2, an error-prone channel

is considered. Finally, we evaluate the impacts of φ.

2.3.4.2 Scenario 1: Error-free Channel

In this scenario, we show the fundamental difference among PBS, BKS, and NVC.

The evaluation includes four AoD flows and two WWW flows. From Figure 2.8 (a), we

can see that the playback quality of the PBS approach and the NVC approach are perfect

since their total NITs are 0. Compared with PBS and NVC, the BKS approach provides

poor QoS since the total NIT of each AoD flow is greater than 15 seconds, and the

throughput of each WWW flow is much less than that under PBS and NVC. Since there

are six flows sharing the channel, it is highly possible that more than one flow request

data at the beginning of a bulk slot. The BKS scheduler only randomly selects one

winning flow to serve. As a result, other losing flows cannot be served during the bulk

slot, and their delay requirements are violated.

As shown in Figure 2.8 (a), flows WWW1 and WWW2 have higher throughput

in NVC than PBS, since PBS lets WWW1 and WWW2 yield the channel when the

system’s utilization is greater than 50%. On the other hand, as shown in Figure 2.8 (b),

the power consumption of each WNI under NVC is significantly higher than that under

PBS and BKS. Since the data rate is quite high (i.e., 56 Kbps on average), many of the

inter-packet arrival periods are less than Ton→off + Toff→on. As a result, the WNI

cannot always go into sleep in the NVC approach. Even though the WNI can enter sleep,

the actual sleep period is reduced by Ton→off + Toff→on.
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Fig. 2.8. Performance comparisons among BKS, PBS, and NVC without channel errors
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Figure 2.8 (c) shows how these three approaches work through the buffer trace

of flow AoD3. When the buffer size goes up, the WNI receives data in the active mode.

During the time period when the buffer size goes down until the buffer size is near zero,

the WNI stays in sleep. The slope of the buffer increment indicates how fast the flow fills

the buffer. For BKS, since the flow is always served alone during a bulk slot, its actual

data rate is equal to the channel capacity, which is the ideal power efficiency. From

Figure 2.8 (c), we can see that the slope of the buffer increment under PBS is almost

equal to that under BKS, which shows that the power efficiency under PBS is good.

Under PBS, at any time, the scheduler serves the primary flow alone provided that the

deadlines of the secondary flows will not be violated. As a result, the actual data rate of

the primary flow may be quite high when there are few secondary flows. On the other

hand, by suspending the primary flow that gets enough ahead-service, the new selected

primary flow competes the channel with less flows and gets higher data rate.

Compared with PBS and BKS, the slope under NVC is much less than that under

BKS during some time period; e.g., during the time period of (53.0, 57.0). Since the data

rate of each flow is quite high, the receiver’s WNI has very few chances to go to sleep

under NVC. At this time, the scheduler serves the flows in a work-conserving manner.

Since a large number of flows share the channel, the actual data rate of each flow is

small, which reduces the power efficiency.

2.3.4.3 Scenario 2: Error-Prone Channel

In this subsection, we evaluate the impact of channel errors on three scheduling

approaches. We introduce channel errors in this scenario and assume that the channel
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errors are bursty and location-dependent. We assume only AoD3 and WWW1 experience

channel errors, while other users still have error-free channels.

As shown in Figure 2.9 (a), when channel errors exist, the playback quality of

the BKS approach and the NVC approach is much worse than the PBS approach. The

poor playback quality of the BKS approach has been explained in Scenario 1, and the

reason is still valid for this example. Since the NVC approach does not consider how to

deal with bursty and location-dependent channel errors, flows that have good channel

conditions are affected by the two flows with channel errors. As a result, the playback

quality of each flow is severely degraded. In contrast, during each time slot, the PBS

scheduler lets the flow suffering from channel errors yield the channel to other flows with

clean channel, so that flows with clean channel can still have good QoS.

As for AoD3, which suffers from channel errors, its playback quality is not as

good as AoD1 and AoD2 which don’t have channel errors, but it is still much better

than that under BKS and NVC. In the PBS approach, when AoD3 has good channel,

it prefetches data. With the prefetched data, when the channel condition is bad, AoD3

can leave the channel for a while. Since channel errors are bursty, this mechanism can

offset the impact of channel errors. However, if channel errors last for a long time, the

QoS may be violated; e.g., total NIT of AoD3 becomes 3.6 seconds.

As shown in Figure 2.9 (b), ton and tswitch of each flow under PBS is greater

than that in scenario 1, since the flows with channel errors are more likely to stay

in the scheduling region due to lack of enough ahead-service. According to the state

management scheme of PBS, other flows are suspended when their ahead-service is equal

to or a little bit more than φ. Since φ is 80ms, the receiver’s WNI of the flows cannot
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sleep for a long time, and the number of state transitions increases. This also explains

why tswitch increases for flows with channel errors, and can be verified by the buffer

trace of AoD3 in Figure 2.16 (c). As we can see, under PBS, the average amount of data

in the buffer is less than that in Figure 2.15 (c).

2.3.4.4 The Impacts of φ

As φ increases, the number of transitions between sleep and active drops. How-

ever, if φ is too large, the time spent in getting enough ahead-service will be long. When

the workload of the system is not heavy, in most cases, the number of flows with insuf-

ficient ahead-service is small. As a result, the actual data rate of the flows is high and

then the time spent in getting enough ahead-service is very short. Thus, the PBS is not

sensitive to φ when the workload is small. Since the average rate of each AoD flow is

56Kbps, the maximum number of AoD flows can reach six if the average flow rate is used

for admission control. In this scenario, we increase the workload to six AoD flows, and

we assume that the channel is error free. We evaluate the performance when φ is 20ms,

80ms and 200ms respectively. All the NITs of the flows are 0, and we do not show them

due to the limited space.

The simulation results are shown in Figure 2.10. When φ increases, the time to

get enough ahead-service increases and ton becomes longer. As φ becomes smaller, the

number of state transitions increases, and tswitch becomes larger. However, the sum of

the active time and the state transition time under different values of φ does not have

too much difference. If the power consumed during state transition is similar to that in
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the active state, the performance of PBS is not sensitive to φ. However, if the power

consumption of the state transition is much higher, φ cannot be too small.

Since the total transition time is very close for different φ in Figure (2.10) (a),

we use Figure (2.10) (b) to show the number of transitions for different φ. As can be

seen, the number of transitions when φ = 200ms is about half of that when φ = 20ms.

When φ decreases, for a given number of flows, the time spent in getting ahead-service

increases as φ decreases. Thus, each flow takes a small amount of time to receive data.

However, a small φ prevents the WNI from staying sleep for a long time period, which

makes the WNI switch from on to off, and off to on more frequently. As a result, tswitch

increases. Due to similar reason, tswitch decreases as φ increases. From Figure 2.10 (c),

we can also see that the behavior of the WNI is different with different φ.

2.4 The Rate-based Bulk Scheduling Service Model

Since the PBS service model is designed for systems that do not use rate adap-

tation techniques to deal with channel errors, we design another service model, which

is based on the rate-based bulk scheduling (RBS) algorithm, to support power efficient

streaming service in wireless systems with rate adaptation capability. The RBS service

model applies algorithms focusing on how to deal with the impact of variable transmis-

sion rate and how to achieve good error resiliency in lossy wireless environments.

2.4.1 System Model

The network architecture is almost the same as we described in Section 2.3.1. The

difference is that we assume the system applies rate-adaptive technique which selects
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the most suitable modulation and coding schemes according to the channel condition.

Based on the channel condition, like some existing systems (e.g. EDGE [64] and HDR

[6]), the system selects the most suitable modulation and coding scheme to transmit

the impending packet. For each time slot, there is a set of possible transmission rates

{0, C1, C2, ..., CM }.

2.4.2 The RBS in Detail

The basic idea of RBS is to let the MT buffer as much data as possible without

affecting the QoS requirement of other flows. Relying on the buffered data, the MT can

put its WNI into sleep and wake up only when the prefetched data is not enough to satisfy

its QoS requirement. To provide QoS to each flow, with the ease in implementation,

the start-time first fair queuing (SFQ) [25] is used to give each flow a fair link sharing.

Meanwhile, the scheduler records the ahead service of each flow. When a flow has enough

ahead-service with regard to its QoS requirements, the scheduler suspends serving the

flow so that the related WNI can sleep and wake up only when the buffered ahead-service

is not enough to satisfy the QoS requirements.

The RBS service model has two parts: a scheduler at the BS side and a proxy at

the MT side. The scheduler is used to control the channel access among multiple flows.

The proxy is used to coordinate with the scheduler and manage the operating state of

the WNI based on the amount of buffered data. Next, we only describe the details of

the scheduler and the proxy of RBS.
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2.4.2.1 Balancing Power Efficiency and Fairness

For wireless channels with multi-rate capability, the amount of bits transmitted

per time slot depends on the respective modulation and coding scheme [64]. As a result,

there exists a tradeoff between system throughput and fairness among flows. Several

schemes have been proposed to opportunistically exploit the system throughput with the

constraint of long-term temporal or throughput fairness [43, 42]. Due to the stringent

delay requirement of streaming applications, long-term fairness is not enough for QoS

provision, since it is possible for a flow with channel errors to be starved for a long time

(say, a few seconds) [42]. However, simply providing short-term throughput fairness to

each flow may significantly degrade the system throughput [43, 42, 45, 47, 58], and reduce

the actual data rate of each flow. As a result, the WNI of the MT may stay longer in

active and consume much more power to receive a certain amount of data.

Based on the above reasoning, we need to balance the tradeoff between power

efficiency and short-term fairness among flows by modifying SFQ to provide temporal

fairness to each flow. In each time slot, the system exploits the highest possible trans-

mission rate for the serving flow according to the channel condition. Flows with high

transmission rate can get high power efficiency, while flows with low transmission rate

can avoid being starved for a long time. Similar to SFQ, each packet has two tags: the

start tag and the finish tag. The only difference between our scheme and SFQ is that

we use different rules to calculate the finish tag of each packet. Suppose the jth packet

of fi, denoted by p
j
i , is transmitted at the rate of Xi ∈ {C1, C2, ..., CM }, where CM
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is the highest available transmission rate. The start tag S
j
i and finish tag F

j
i of p

j
i are

defined by:

Sj
i

= max{V (t), F j−1
i

}, F j
i

= Sj
i

+
CMl

j
i

Xiri
(2.14)

where V (t) is the virtual time of the system and equal to the start time of the packet

in service3, l
j
i (in bits) is the length of p

j
i and ri (in bps) is the data rate of fi. The

packets are served in increasing order of the associated start tag. Compared to SFQ,

the normalized service of p
j
i is scaled by CM

Xi
, which means that the amount of data

transmitted per time slot is accounted as if each flow were served in error-free channel.

In this way, the time slots can be fairly allocated in proportion to the data rate of each

flow.

2.4.2.2 Service Accounting

With RBS, an active flow with enough ahead-service may be suspended by the

scheduler for a time period. In order to calculate the ahead-service, each flow fi is

associated with a service counter Wi (in seconds). Suppose fi is served during the time

period of [t1, t2]. The service counted for fi during [t1, t2], denoted by Wi(t1, t2), can

be calculated by:

Wi(t1, t2) =
l∑

j=k

l
j
i
ri

(2.15)

3If the server is idle at t, V (t) is set to the maximum finish tag of the packet that has been
served by t.
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Notations:
A: the set of flows in active
t: the current time
Si, Fi: the start tag and finish tag of the head-of-line packet of fi

1 begin:
2 if (A == NULL)
3 { idle in the time slot; goto begin; }
4 fi = arg minfj∈A{Sj};
5 p=fi.deque(); /* get the packet to be transmitted */
6 if (aheadi > Maxservi ∨ (aheadi ≥ φ∧ ∃j(fj ∈ A ∧ aheadj < φ))
7 mark(p);
8 send (p);
9 if (transmission is successful)
10 { if (p is marked)
11 { statei = idle; ei = t + aheadi; }
12 else
13 update Si and Fi according to Eq (2.14); }
14 goto begin;

Fig. 2.11. The RBS algorithm at the BS
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where pk
i

and pl
i

is the first and last packet of fi served or being served during [t1, t2].

In practice, t1 can be the time when the flow starts the session. Eq (2.15) alone cannot

precisely keep track the amount of buffered service (in seconds) at the client side. Since

the buffer size is no less than zero, we also need to take into account the time elapsed

when the client’s buffer is empty. As a result, the obtained ahead-service (in seconds) of

fi during [t1, t2], denoted by aheadi(t1, t2), is calculated by:

aheadi(t1, t2) = Wi(t1, t2) − (t2 − t1) +
∫ t2

t1

I(Wi(t1, s) + t1 < s)ds (2.16)

where I(x) is 1 if x is true; otherwise it is 0. The integration part is used to compute

the time elapsed when the buffer is empty during [t1, t2].

2.4.2.3 Dealing with Channel Errors

Sometimes, the channel condition may be too bad to be tolerated by using mod-

ulation and coding schemes. At this time, the probability of a successful transmission

becomes low, and bandwidth and power may be wasted during re-transmissions. To deal

with channel errors, time slots are swapped from flows suffering channel error to flows

with good channel conditions. In particular, when fi has channel errors:

• If aheadi ≥ φ, the scheduler suspends fi and sends a marked null packet to MTi.

When MTi receives the packet, the proxy shuts down the WNI.

• Else if aheadi < φ, it may not worth to power off the WNI since the actual sleep

time could be too short. Since the time period of some channel errors may be short

(especially in the case of fast fading), it is better to postpone serving fi a little
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bit. Thus, the RBS scheduler stops serving fi for a pre-specified period, called

the backoff period, during which the WNI of fi stays in active. After the backoff

period, the scheduler tries to resume serving fi. If fi still suffers from channel

errors, the same backoff procedure is applied to fi again.

For the idle flows in the system, simply turning on the WNI when the buffered

data runs out may not be enough to tolerate channel errors. For example, as shown in

t1 t2 t3
time

The channel

of MTi

bad

WNIi turns on
at t3WNIi is on WNIi is off

condition
goodgood bad

Fig. 2.12. An example of the impact of channel errors

Figure 2.12, suppose the WNI of MTi is active from t1 to t2, and is turned off at t2

after it has buffered enough data. At t3, when the buffer is near empty, the WNI wakes

up to receive more data to fill the buffer. At the same time, since the channel condition

is continuously bad, most data packets addressed to MTi will be corrupted, and the

QoS requirements cannot be met. To alleviate the impact of channel errors on QoS, it

should be better to let the WNI wake up earlier than t3 so that MTi could have got

data under good channel conditions. It is easy to see that this approach may increase

the power consumption since the sleep time is reduced. To balance the tradeoff between
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error-resilience and power conservation, we design a novel adaptive scheme to adjust the

sleeping time of the WNI according to the channel condition.

At any time t, a probabilistic function is used to evaluate the QoS provision of a

flow fi, which is defined as follows:

Pr(Wi(t1, t) − (t − t1) < δi) ≤ Pi (2.17)

where δi is the threshold of service deficiency of fi and it is less than zero (e.g. -20 ms4),

and Pi is the target probability. For a fixed Pi, a smaller |δi| provides more stringent

delay requirement. For each flow fi, it has a control parameter θi (in second) indicating

how early the WNI should be turned on before the buffered data is depleted. The value

of θi is adjusted as follows: At time t, the observation function of fi, denoted by Oi, is

defined as:

Oi =

∫ t
t1

I(Wi(t1, s) + t1 < s + δi)ds

t − t1
(2.18)

In time slot k, θi is updated as follows:

θi(k + 1) =




min{θi(k) + (Pi −Oi)δi, θmax}, Oi > Pi

θi(k), Oi = Pi

max{θi(k) + (Pi −Oi)δi, 0}, Oi < Pi

(2.19)

4The value of δi can be set based on the maximum delay requirement of the application.
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where θmax is a pre-specified system parameter and less than φ. From Eq (2.19), we

can see that θi is bounded by [0, θmax]. When fi is suspended with aheadi at time t,

the eligible time ei is adjusted to ei = t + aheadi − θi.

2.4.2.4 The RBS Proxy

The proxy of RBS is almost the same as that of PBS. The only difference is that:

if the adaptive scheme for error-resilience is applied, both the BS and the proxy need

to run the same algorithm. Otherwise, θi is always zero. When the proxy of fi finds

that the received packet is marked, the WNI will sleep for a time period of max{0,

bufferi − θi−transition delay }.

2.4.3 Analysis of RBS

In this section, we prove that RBS can provide the delay guarantee and achieve

power efficiency for all flows in the system. For simplicity, we assume the channel is

error-free, and the Maxserv of each flow is infinite. Since the channel is error-free, the

modified SFQ is the same as the original one. We first present the delay guarantee of

RBS. The expected arrival time of packet p
j
i served by a RBS server is defined as:

EAT (pj
i
) = EAT (pk

i
) +

j−1∑
m=k

lm
i
ri

, j > k ≥ 0 (2.20)

where pk
i

is the last packet served before flow fi is activated.

Theorem 1. If Q is the set of all backlogged flows in service by a RBS server, and

∑
n∈Q rn ≤ C, the RBS scheduler will serve each packet p

j
i conforming to:
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d
j
i
− EAT (pj

i
) ≤ |Q|Lmax

C
(2.21)

where d
j
i is the departure time of p

j
i and Lmax is the maximum packet length.

Proof: The set Q can be partitioned into two subsets: the set of the active flows, denoted

by A, and the set of idle flows denoted by I. At any time t, flow fi has two cases:

• case 1: fi ∈ I. Suppose p
j
i is the last packet served before fi was suspended.

Since EAT (pj
i ) > t (otherwise fi ∈ A) and d

j
i ≤ t, the theorem holds.

• case 2: fi ∈ A. Suppose the last time fi was activated is ta. Since fi is served

with SFQ during the interval [ta, t], with the same arguments of Theorem 4 in [25]

and A ⊆ Q, we get:

dj
i
− EAT (pj

i
) ≤

∑
k∈A∧k 6=i

Lmax

C
+

Lmax

C

≤ |Q|Lmax

C

Lemma 1. Suppose Q is the set of backlogged flows being served by a SFQ server during

[t1, t2], ∀(n ∈ Q)aheadn(t1) = 0 and
∑

n∈Q rn < C, the following property holds for fi:

(
C − ∑

n∈Q rn∑
n∈Q rn

)(t2 − t1) − |Q|Lmax∑
n∈Q rn

≤ aheadi(t1, t2) <

(
C − ∑

n∈Q rn∑
n∈Q rn

)(t2 − t1) + (
1
ri

+
|Q| − 1

C
)Lmax (2.22)



52

Proof: By adopting the concept of the rate controller in [7], the actual data rate of fi,

denoted by r̂i, is equal to r̂i = ri∑
n∈Q rn

C. With the concept of the latency-rate server

[62] and Theorem 1, under SFQ, the aggregated service (in bits) of fi during [t1, t2],

denoted by Si(t1, t2), follows:

Si(t1, t2) ≥ r̂i(t2 − t1) − r̂i|Q|Lmax

C
(2.23)

Meanwhile, since the SFQ scheduler serves the packet with the minimum start tag, which

must be eligible to be served in the corresponding GPS system, with Theorem 1 of [7],

we get:

Si(t1, t2) ≤ r̂i(t2 − t1) + (1 − r̂i
C

)Lmax (2.24)

Since Si(t1, t2) = Wi(t1, t2)∗ri and r̂i = C∑
n∈Q rn

ri, combining Eq (2.23) and Eq (2.24),

we have:

C∑
n∈Q rn

(t2 − t1) − |Q|Lmax∑
n∈Q rn

≤ Wi(t1, t2) <

C∑
n∈Q rn

(t2 − t1) + (
1
ri

− 1
C

)Lmax (2.25)

With Eq (2.23), we get:

0 ≤
∫ t2

t1

I(Wi(t1, s) − t1 < s)ds ≤ |Q|Lmax

C
(2.26)

With Eq(2.16), Eq (2.25) and Eq (2.26), by simple conversions, the Lemma holds.
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Lemma 2. Suppose Q is the set of backlogged flows being served by a RBS server from

t1, ∀(i ∈ Q)aheadi(t1) = 0, and
∑

n∈Q rn < C. If φ satisfies ∀(i ∈ Q), φ >

∑
n∈Q rn( 1

ri
+ |Q|−1

C )Lmax

C−∑
n∈Q rn

, there are at most |Q| − 1 flows sharing the channel together

after t1 +
∑

n∈Q rnφ

C−∑
n∈Q rn

.

proof: Since Maxserv is infinite for each flow, according to the RBS scheme, the RBS

server is always busy. Thus, during any time interval [t1, t], C(t − t1) =
∑

i∈Q Si(t1, t)

holds. Since

∀(i ∈ Q), Si(t1, t) ≤ Wi(t1, t)ri +
∫ t

t1

I(Wi(t1, s) − t1 < s)ds = (aheadi(t1, t) + (t − t1))ri

we get:

∑
n∈Q

aheadn(t1, t)rn ≥ (C −
∑
n∈Q

rn)(t − t1) (2.27)

Suppose at t∗(t∗ > t1), fi is the first flow that gets the ahead-service of at least φ, with

Lemma 1 and Eq (2.27), we get

t∗ > t1 +
φ − ( 1

ri
+ |Q|−1

C )Lmax

C−∑
n∈Q rn∑

n∈Q rn

(2.28)

Now, we prove the Lemma by contradiction. Suppose at time t̃ (t̃ > t∗), all flows

are served together again. With RBS, the ahead-service of each flow must be less than
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φ, we have:

t̃ < t1 +
φ

C∑
n∈Q rn

− 1
(2.29)

Since φ >

∑
n∈Q rn( 1

ri
+ |Q|−1

C )Lmax

C−∑
n∈Q rn

and ei ≥ t∗ + φ, with Eq (2.28) and Eq (2.29), we

have t̃ − ei < 0, which contradicts the assumption that all flows are served at t̃.

Lemma 3. Suppose a backlogged flow fi is served by a RBS server. During each period

when fi is in active state, the total amount of transmitted data (in bits) is no less than

φriC
C−ri

.

Proof: Suppose flow fi receives Bi
k

bits during the active period of ∆ti. With RBS, fi

is suspended only after it has the ahead-service of at least φ. Then we have

Bi
k
≥ (∆ti + φ −

∫ tk
a,i

+∆ti

tk
a,i

I(Wi(t
k
a,i

, s) − tk
a,i

< s)ds)ri (2.30)

where tk
a,i

is the time when fi starts to transmit Bi
k
. As explained in Lemma 1,

∫ tk
a,i

+∆ti

tk
a,i

I(Wi(t
k
a,i

, s) − tk
a,i

< s)ds is bounded by |Q|Lmax

C , we can see that Bk de-

creases as ∆t1 decreases. Since ∆ti reaches the minimum value when fi is served alone

during ∆ti, we have ∆ti
min = φri

C−ri
. Since ∆ti

min is achieved when fi is served alone,

we have Bi
k
≥ ( φri

C−ri
+ φ)ri = φriC

C−ri
.

Theorem 2. Suppose Q is the set of backlogged flows being served by a RBS server from

t1, ∀(i ∈ Q)aheadi(t1) = 0, and
∑

n∈Q rn < C. Assume the following two conditions hold
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to transmit B bits (B � φC):

(1)∀(i ∈ Q), φ >

∑
n∈Q rn( 1

ri
+ |Q|−1

C )Lmax

C − ∑
n∈Q rn

(2.31)

(2)∀(i ∈ Q), (
φrmin
C − ri

− (|Q| − 1)Lmax

C
−

∑
n∈Q rn( 1

ri
− 1

C )Lmax

C
)Pa > Es (2.32)

where Pa (in Watt) is the power consumption in active, Es (in Joule) is the energy used

by a state transition and rmin = minn∈Q{rn}. Then, RBS is more power efficient than

SFQ.

Proof: As shown in Figure 2.13, for a flow, say fi, served by a RBS server, the total

B B B1 2

t1 time

sleep
N

Fig. 2.13. An illustration of data transmission under RBS

data of B is transmitted in the form of several runs of data (i.e.,
∑N

k=1 Bk = B,N > 2).

With condition 1 and Lemma 2, fi can be served with the actual data rate of at least

ri∑
n∈Q rn−rmin

C during the transmission of Bk(k = 2...N). With Lemma 3, we have

Bk ≥ φriC
C−ri

.5

Now, let’s compare the power consumption used by the WNI for receiving B data

between RBS and SFQ. With Eq (2.23), we have the time spent by fi to transmit B

5It is possible that BN does not have this property. In this case, without loss of correctness,
we discard BN by setting N = N − 1.
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data in SFQ, denoted by T
SFQ
i (B), follows:

TSFQ
i

≥ B − (1 − ri
C )Lmax

ri∑
n∈Q rn

C
(2.33)

Thus, the energy (in Joule) used by the WNI of fi for receiving B data in SFQ, denoted

by E
SFQ
i (B), follows: E

SFQ
i (B) ≥ B−(1− ri

C )Lmax

riP
n∈Q rn

C
Pa. With RBS, according to Eq

(2.23), condition 1 and Lemma 2, the maximum time to transmit Bk data is less than

or equal to
(
∑

n∈Q rn−rmin)Bk
riC

+ (|Q|−1)Lmax

C (k = 2...N). The power consumed by

the WNI for receiving B1 data in RBS is less than or equal to that in SFQ. Since

B =
∑N

i=1 Bi, the power consumption difference between SFQ and RBS follows:

ESFQ
i

(B) − ERBS
i

(B) ≥ ∑N
k=2(

∑
n∈Q rnBk

riC
Pa − ERBS

i
(Bk) − Es) −

∑
n∈Q rn( 1

ri
− 1

C )Lmax

C Pa

≥ ∑N
k=2((

∑
n∈Q rnφ

C−ri
− (

∑
n∈Q rn−rmin)φ

C−ri
− (|Q|−1)Lmax

C )Pa − Es)

−
(
∑

n∈Q rn)( 1
ri
− 1

C )Lmax

C Pa

≥ ∑N
k=2((φrmin

C−ri
− (|Q|−1)Lmax

C )Pa − Es) −
(
∑

n∈Q rn)( 1
ri
− 1

C )Lmax

C Pa

With condition 2, we have E
SFQ
i (B) > ERBS

i
(B).

Theorem 2 gives the sufficient conditions to guarantee that RBS is more power effi-

cient than SFQ. In terms of power consumption, referring to the calculation of T
SFQ
i (B),

we can see that the power consumptions of other rate-based service models [68, 71] are

similar to SFQ. Thus, the RBS model is also more power efficient than other rate-based

service models.
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2.4.4 Performance Evaluations

2.4.4.1 The Experimental Setup and Parameters

We evaluate the performance of RBS through a case study called Audio-on-

Demand (AoD). The simulation setup is almost the same as that of PBS. The main

difference is the channel error model. Based on the results of [66], when the channel

3 2 1 0

0.01

0.01

0.01

0.020.01 0.01 0.01

0.12
0.88

0.1

0.880.88

0.1

0.88
0.98

0.1
4

Fig. 2.14. The error-prone channel model

is error-prone, a five-state Markov chain is used to emulate the process of channel con-

ditions with fast fading. As shown in Figure 2.14, the marked line or curve shows the

transition probability from one state to another. The transmission rate in state 4 is equal

to the capacity of the AoD channel which is assumed to be 384Kbps, and is zero when

the channel condition is in state 0. The channel is accessed based on TDMA. Following

the standard of EDGE [64], each time slot is 2.5ms, which can be used to transmit

112, 74, 56, 44 bytes of data (not including the header) in state 4, 3, 2, 1 respectively.
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Similar to RBS, flows with channel errors in NVC also yield the channel, and backoff for

a backoff period, which is set to be 15ms for both RBS and NVC.

2.4.4.2 Scenario 1: Error-Free Channel

In this scenario, five identical AoD flows in an error-free channel are used to show

the fundamental differences among RBS, BKS, and NVC. From Figure 2.15 (a), we can

see that the playback quality of RBS and NVC are perfect since their total NITs are 0.

However, BKS violates the delay requirement a lot. For example, the total NITs of all

flows are greater than 3 seconds. This can be explained as follows. Since there are five

flows sharing the channel, it is highly possible that more than one flows request data

at the beginning of a bulk slot. Since BKS only randomly selects one winning flow to

serve, other losing flows cannot be served during the bulk slot. Because the bulk slot is

1.0 second, all the losing flows are starved for 1.0 second.

Although the playback quality under NVC is perfect, from Figure 2.15 (b), we

can see that the power consumption of the WNI under NVC is significantly larger than

that under RBS. This is due to the fact that the data rate of the flow is quite high and

many of the inter-packet arrival periods are less than Ton→off + Toff→on. As a result,

the WNI cannot frequently go to sleep in the NVC approach. Even though the WNI can

enter sleep, the actual sleep period is significantly reduced by Ton→off +Toff→on. For

example, if the data rate is 56Kbps and the maximum payload of a packet is 112 Bytes,

the inter-packet arrival time is 16ms. Then, the actual sleep period is only 1ms and

it is not worth to power off the WNI. Note that no data will be received during state

transition.
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Figure 2.15 (c) shows how these three approaches work through the buffer trace.

When the buffer size goes up, the WNI receives data in the active mode. The slope

of buffer increment indicates how fast the flow fills the buffer. For BKS, since the flow

is alway served alone during a bulk slot, its actual data rate is equal to the channel

capacity. During many time periods, the slope in NVC is much less than that in RBS,

which means that the flow takes more time to get a certain amount of data in NVC than

in RBS. This is because the RBS scheduler suspends flows with enough ahead-service so

that the remaining active flows can have much higher actual data rate. In NVC, since

the inter-packet arrival period is too short, the flow has to keep active and compete with

other flows for the channel. As a result, the actual data rate of the flow is not as high

as that in RBS.

2.4.4.3 Scenario 2: Error-Prone Channel

In this subsection, we evaluate the impacts of channel errors. To evaluate the

effect of temporal fairness, we compare RBS and the RBS-O scheme, which applies the

original SFQ [25] and provides short-term throughput fairness to each active flow. For

RBS, we also study the performance of the error-resilient enhancement (see the adaptive

scheme in Section 2.4.2.3), and denote it as RBS-E. We introduce channel errors in this

scenario. Specifically, we assume flow 1-3 have channel error and the channel of flows

4 and 5 is error-free. For each flow, Pi, δi and θmax set to be 0.01, −10ms and 40ms

respectively.

As shown in Figure 2.16 (a), the playback quality of each flow in BKS is much

worse than that in RBS. The poor playback quality of BKS has been explained in Scenario
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1, and the reason is still valid for this example. Comparing RBS and RBS-O in Figure

2.16 (a) and (b), we can see that, for each flow, RBS saves much more power than RBS-

O without loss of playback quality. This verifies that RBS can achieve a good balance

between power efficiency and fairness.

With the backoff mechanism for flows with channel error, the playback quality of

flow 4 and 5 in RBS and NVC are not affected by channel errors. However, NVC results

in much higher power consumption than RBS. Moreover, the playback qualities of flow

1-3 in NVC are much worse than those in RBS. For NVC, as explained in Scenario 1,

there are alway a large number of flows sharing the channel and each flow has low data

rate. Meanwhile, the system throughput is degraded due to channel errors. As a result,

the actual data rate of the flow could be too low to provide QoS sometimes. In RBS,

at a time, the number of flows sharing the channel could be much smaller than in NVC.

As a result, on the average, each flow can buffer data faster than in NVC. With more

buffered data, the playback quality of each flow in RBS is better than that in NVC.

From Figure 2.16 (b), we can see that the power consumptions in BKS, RBS and

NVC become larger than those in Scenario 1. This is mainly caused by the decreased

system throughput due to channel errors. Comparing BKS and RBS, we can see that

the difference of the power consumption is greater than that in the error-free channel.

For example, tswitch of each flow in RBS increases. Since the actual data rate of each

flow decreases, on average, the amount of buffered data is reduced. This can be easily

verified by comparing the amount of buffered data in Figure 2.15 (c) and Figure 2.16

(c).
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To deal with channel error, we use the error-resilient enhancement to control how

long the WNI should sleep based on the channel condition. From Figure 2.16 (a), we can

see that RBS-E provides better playback quality than RBS. On average, the total NIT

of each flow with channel errors can be reduced by 50%. By turning on the WNI earlier,

the flow could have more chance to buffer more data to tolerate long period of error. As

shown in Figure 2.16 (b), ton in RBS-E is almost the same as that in RBS, but tswitch

in RBS-E is more than that in RBS. When the WNI wakes up before the buffered data

runs out, its sleep time is reduced, which increases the number of state transitions. Since

we use the adaptive scheme to carefully adjust the time to power on the WNI according

to the channel condition, the power consumption of the WNI in RBS-E is slightly higher

than that in RBS.

2.5 Related Work

Power management in wireless networks has received considerable attention. IEEE

802.11 [30] supports power saving mode in which the WNI only needs to be active pe-

riodically. In a wireless LAN, the WNI in sleep mode only wakes up periodically to

check for possible incoming packets from the BS. The BS transmits a beacon frame after

a regular beacon interval. In each beacon frame, a traffic indication map (TIM) con-

tains information about which WNI has buffered incoming packets. If the WNI finds

that it has incoming packets, it should stay active to receive the packets. However, this

mechanism does not work well for streaming applications since the continuously arriving

packets forces TIMs to always report new data, keeping the WNI stay active.
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Yuan et al [70] proposed a sender-buffering approach for video sensors. With the

sender-buffering approach, each sensor buffers the encoded frames and transmits them

in bursts. As a result, it can prolong the WNI sleeping time but slow down the CPU

speed. Meanwhile, Chandra et al [12] proposed a proxy-buffering approach to support

power-efficient multimedia playback in wireless LANs. The local proxy shapes the traffic

from the access point to the client in bursts and informs the client of the next packet

arrival time using a special control packet. Compared to the RBS scheme, these two

schemes may incur a long delay to a flow because their scheduling algorithms cannot

provide guaranteed service to each flow. Similar to the BKS scheme, when multiple

MTs share the channel at the same time, they cannot support streaming applications in

wireless networks without significantly degrading playback quality.

Zhang et al [72] proposed a frame-based scheduling scheme, called the scheduled

contention free burst (S-CFB), to achieve energy efficient data transmission with de-

lay guarantees. With the predefined schedule, WNIs can be turned off when they are

not in use. However, if the message length varies during each transmission burst [72],

bandwidth may be wasted since the burst is non-preemptable. Moreover, when con-

sidering the impact of channel errors, it becomes more difficult to balance the tradeoff

between the length of the transmission burst and the bandwidth utilization. Different

from S-CFB, RBS serves each flow on the granularity of packet, which is more flexible in

terms of variable packet length and dynamic packet arrival pattern. Also, RBS provides

mechanisms to deal with channel errors.

An energy conserving medium access control (EC-MAC) scheme for wireless and

mobile ATM networks was proposed in [14]. EC-MAC was designed for supporting
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multimedia traffic and providing QoS for wireless ATM networks. The authors proposed

a priority frame-based round robin scheduling scheme considering dynamic reservation

update and error compensation. Power saving is achieved by allocating contiguous time

slots for each flow. Therefore, in each frame, the WNI only needs to be active during its

data phase. However, EC-MAC does not consider the state transition delay. If the frame

length is too short, the WNI may not be able to go to sleep due to the transition delay. To

achieve high power efficiency, the frame length should be significantly increased, which

may increase the queuing delay. Compared with EC-MAC, the RBS scheme considers

the issue of state transition delay, and allocates bandwidth on the granularity of per

packet rather than per frame, which is flexible to handle the problems of variable packet

lengths and dynamic packet arrival patterns.

Prabhakar et al [51] studied power conservation with regard to scheduling. They

show that the power consumption can be significantly reduced by lowing the transmission

power and transmitting the packet over a long period of time. Based on this motivation,

the Lazy Packet Scheduling (LPS) approach is proposed to reduce the transmission rate

for every packet without violating the deadline of each packet. The approach has been

proven to be power optimal. The main difference between LPS and RBS is that: LPS

focuses on reducing the power consumed by the WNI of the sender by changing the

transmission rate, whereas RBS focuses on reducing the power consumption of the WNI

of the receiver (i.e. the MTs) by powering off the WNI.

Fitzek and Reisslein [19] proposed a prefetching protocol to support high perfor-

mance streaming applications over wireless links. Parts of the ongoing media streams

are prefetched into buffers in clients according to a join-the-shortest-queue (JSQ) policy.
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The JSQ dynamically allocates more bandwidth to the clients with small buffered data

while allocating less bandwidth to the clients with large prefetched reserves. With the

buffered data, the clients can have smooth playback quality during the periods of adverse

transmission conditions on the wireless links. The basic idea of PBS is similar to JSQ.

However, PBS focuses on the aspect of power conservation of WNIs, while JSQ deals

with channel errors of wireless links. Furthermore, PBS also considers how to achieve

power efficient communication with regard to scheduling.
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Chapter 3

The Absence Compensation Fair Queuing

3.1 Background and Motivation

To carefully manage the limited bandwidth of wireless links, one widely used

bandwidth management approach is to apply the wireline fair queuing schemes (e.g.,

weighted fair queuing (WFQ) [17, 71]) to the wireless environment considering the char-

acteristics of wireless channels such as time-varying channel conditions. Fair queuing

serves flows in proportion to their pre-specified weights, and isolates the mis-behaving

flows. Most recent studies in fair queuing are motivated by fluid fair queuing (FFQ). FFQ

guarantees that for any time period [t1, t2], any two backlogged flows fi and fj have the

same amount of normalized service, i.e., Wi(t1, t2)/ri = Wj(t1, t2)/rj , where Wi(t1, t2)

is the service (in bits) received by fi and ri is the weight of fi. However, since network

schedulers serve flows at the granularity of packet, and the service is non-preemptive,

the service of each flow cannot be counted in bits. Therefore, all the existing packetized

fair queuing models [7, 17, 21, 25, 49] try to emulate FFQ in the unit of packet and have

a bounded |Wi(t1, t2)/ri − Wj(t1, t2)/rj |. In the long run, these service models behave

similarly in term of providing an equal amount of normalized service to each flow.

As studied in [32], under bursty data traffic, when the network utilization is not

very high, WFQ only provides little service differentiation to the flows. The reason is

as follows. When a flow is absent; i.e., the flow does not have any data in its queue,
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the WFQ scheduler distributes the service that belongs to the absent flow (if it were

backlogged) to all backlogged flows in the system. As a result, backlogged low-weight

flows could get many extra services from the absent high-weight flows and then their

actual data rate could be quite high. Since the WFQ model emulates (FFQ) [17] which

does not compensate the service loss of a flow due to absence, after the low-weight flows

take extra service from the absent high-weight flows, these high-weight flows cannot

reclaim the service loss when they become backlogged again. Thus, under bursty data

traffic, WFQ can only provide good service differentiation when the network utilization

is very high, in which case almost all flows are backlogged.

This phenomenon reflects the gap between network-level fairness and application-

level fairness under bursty data traffic. Since most of the current wireless fair queuing

schemes [7, 17, 21, 25, 49] follow the principle of FFQ, they also suffer from the same

problem. One simple solution to increase service differentiation under bursty data traffic

is to use the strict priority queuing (SPQ) model [18]. Under SPQ, high-weight flows are

granted the exclusive priority over flows with low weights. Therefore, low-weight flows

cannot be served whenever there are some backlogged high-weight flows in the system.

It is easy to see that SPQ can achieve the maximum service differentiation between high-

weight and low-weight flows. However, low-weight flows do not have any QoS guarantee

under SPQ since they may be starved if there are backlogged high-weight flows. As

a result, we need to design new service model to achieve better service differentiation

without loss of QoS provision.
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3.2 The System Model

We only consider the wireless part of the communication system, where mobile

users communicate with wireless base stations directly. The wireless link is accessed in

TDMA and is managed by the base station. The packet scheduling algorithms discussed

in this paper allocate time slots to packets of users within the coverage area of the

base station. We assume the majority of the traffic is from the base stations to the

mobile users, and the sole congestion point of the system is the downlink. Similar to

many existing works [44, 45], we assume that the base station has a way to obtain

the channel condition. Based on the information of channel conditions, the system

(e.g., EDGE [64]) selects the most suitable modulation and coding scheme to transmit

the impending packet. For each time slot, there is a set of possible transmission rates

{0, C1, C2, ..., CM }. We assume the service provider uses the scheduler to implement

the Olympic service model [18], which assigns different service weights to different service

classes (i.e., the ‘Gold’, ‘Silver’, and ‘Bronze’).

3.3 The Absence Compensation Fair Queuing (ACFQ) Service Model

3.3.1 Overview of ACFQ

In order to improve service differentiation and provide QoS, the ACFQ service

model is designed with the following objectives:

1. The model should be backward compatible to the existing fair service models in

terms of QoS provision. Therefore, we design the new service model based on the

wireline WFQ considering the characteristics of wireless networks.
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2. The model should consider service losses due to absence and channel errors. The

absence compensation model targets at improving service differentiation under

bursty data traffic, whereas the error compensation model is used to exploit channel

conditions to increase the system throughput with fairness constraints.

3. The model should be simple, elegant, and easy to implement. The extent of the

action of compensations should be flexibly controlled by the network administrator.

Based on these objectives, as shown in Figure 3.1, the ACFQ model consists of

three parts: the base model that is based on WFQ to provides QoS to each flow, the

accounting mechanism that tracks the service gain/loss due to absence or channel errors,

and the compensation model that improves the service differentiation and provides fair

service by letting the flows with service gain relinquish part of their services to the flows

with service loss. The channel condition of each flow is used by the compensation model

for error compensations and the workload meter is used for controlling the extent of

absence compensation according to system workload.



71

3.3.2 The Base Model

The base model is used for providing QoS for each flow and acting as the reference

system to account for the service loss or gain. By comparing the amount of received

service with that of the reference system, a flow can be in three status: losing, gaining,

normal. A flow is losing if it has received less service than it would have received in the

reference system, gaining if it has received more, and normal if it has received the same

amount. We choose the wireline WFQ model as the base model to assign a weight ri to

each flow fi. We assume that all weights are normalized based on the smallest weight

so that ri ≥ 1. The jth packet of fi, denoted by p
j
i , is assigned a start tag S(pj

i ), and a

finish tag F (pj
i ) according to:

S(pj
i
) =




V (aj
i ), fi is absent

F (pj−1
i ), fi is backlogged

(3.1)

F (pj
i
) = S(pj

i
) +

l
j
i
ri

(3.2)

where a
j
i is the arrival time of p

j
i and V (t) is the virtual time of the system. The

relationship between the virtual time and real time conforms to:

dV (t)
dt

=
C(t)∑

j∈B(t) rj
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where C(t) is the channel capacity at time t and B(t) is the set of flows that are back-

logged at time t. The scheduler picks up the packet for service in increasing order of the

associated finish tag.

3.3.3 The Accounting Mechanisms

In ACFQ, we need to establish the service account for each flow to keep track

of the service loss or gain due to absence or channel errors. To decouple the service

gain/loss due to absence and channel error, we establish the accounting mechanism for

them separately.

3.3.3.1 Error Accounting

When the channel condition of the serving flow is poor, continually serving the

flow will decrease the system throughput. In order to alleviate the impact of the poor

channel condition, it is better to swap the time slot from the flow suffering channel errors

to another flow with clean channel and compensate the former flow later. With ACFQ,

each flow fi is associated with an error credit (denoted by ECi), which is bounded by

[−ECmax,ECmax]. Since we assume that the channel has multi-rate capability, the

amount of data transmitted in different time slot may be different. Suppose a time slot

is swapped from fi to fj and fj transmits the packet of b bits, ECi is decreased by b

and ECj is increased by b.
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3.3.3.2 Absence Accounting

One simple way to accumulate the service loss because of absence is to calculate

the finish tag for each packet as:

F (pj
i
) =

L
j
i

ri
+ F (pj−1

i
)

with F (p0
i
) = 0. With this scheme, whenever a packet p

j
i is served, its finish tag is

updated to the total normalized service provided to fi. Therefore, fi’s service loss due

to absence can be expressed by the normalized service difference between fi and the flow

being served. As discussed in [21, 49, 71], if the scheduler always serves the packet with

the minimum finish tag, a backlogged flow with large finish tag can be starved for a long

time when some new flows join the system. One modification mentioned in [73] is to

replace the aforementioned F (pj
i ) by max{F (pj

i ), a
j
i }, where a

j
i is the arrival time of p

j
i .

However, as discussed in [21], since the real time a
j
i is not a true representation of the

work progress in the system upon arrival of p
j
i , this solution still cannot avoid blocking

backlogged flows with large normalized service.

Our approach: We present a new approach to calculate the service gain/loss due to

absence. In our approach, each flow in the system is assumed to be virtually backlogged,

and the scheduler needs to insert a virtual packet to a flow whenever it actually becomes

absent. To support this mechanism, each flow is required to join or leave the system

explicitly so that the scheduler can stop tracking service gain/loss due to absence of the
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flow. Like a real packet, the virtual packet is assigned a finish tag as follows:

F (pj
i
) =

Lvp

ri
+ F (pj−1

i
) (3.3)

where Lvp is the virtual packet length that is pre-specified by the system. Under ACFQ,

each flow has an absence credit ACi bounded by [−ACmax,ACmax]. We can keep track

of the service loss due to absence as follows. When the scheduler picks up a virtual

packet of fi, and swaps the time slot to serve the real packet of another flow fj , ACi is

decreased by 1 and ACj is increased by 1.

Three important things need to be mentioned here: First, at any time, there is

at most one virtual packet in the queue of each flow, and it must stay at the head of the

queue. Second, there is no need to actually allocate a space for the virtual packet in the

queue, and the queue only needs to keep the finish tag of the virtual packet. Third, the

use of virtual packets does not have any side effect on the service tags of real packets

since Eq (3.1) implies that the virtual packet staying in the queue will be discarded if a

real packet arrives at the queue.

3.3.4 Workload Meter

When the workload of bursty data traffic1 is very low, the number of backlogged

flows competing the channel is small at a time. Due to this light workload, even with

SPQ, the extent of service differentiation would be small since each flow has a high

bandwidth. As a result, besides the absence accounting, it is also important to have the

1For conciseness, we refer the workload to the workload of bursty data traffic in the follows
of the paper.
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information about the workload of the system. When the system is lightly loaded, we

can adjust the extent of absence compensation more aggressively to achieve a similar

service differentiation to that under SPQ (Note that SPQ achieves the maximum service

differentiation).

One simple way to use the number of the active flows as the workload of the

system. However, the number of active flows cannot reflect the workload accurately

because the bandwidth demand of each flow could be difficult to estimate due to bursty

traffic. As a result, it is difficult to determine the workload solely based on the number

of active flows, and then adjust the extent of absence compensation accordingly. To

have a better way to calculate the workload, we design a measurement-based module

called workload meter to obtain system workload. The basic idea is that we can make

use of virtual packet to derive the workload. When the workload is low, the virtual

packets of an absent flow would be scheduled more often than when the workload is

high. It means that the absent flow loses it service due to absence more quickly when

the workload is low, in which case the scheduler should compensate the flow’s service

loss due to absence more aggressively to achieve a good service differentiation. Based

VP VP
Cvp(i)=n

i i
1 VPi

2 3 n−1 n
iiVP

time
Tm

VP

Fig. 3.2. An illustration of the workload meter
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on this observation, the workload meter works as follows: as shown in Figure 3.2, fi

is associated with a counter, denoted by Cvp(i), to record how many times a virtual

packet has been picked by the scheduler over a predetermined measurement window Tm

(in seconds). When a measurement window expires, the sample of workload, denoted by

SampleRvp, is calculated by:

SampleRvp =

∑
i∈K Cvp(i)

|K|

where K is the set of active flows in the system. Meanwhile, the workload of the system,

denoted by Rvp, is calculated as follows:

Rvp = (1 − x) ∗ Rvp + x ∗ SampleRvp

where x is the smoothing factor and SampleRvp is the most recent measurement result.

For all the flows with bursty data traffic, when the workload of the system is low, the

virtual packet (if exists) of each flow would be served often and then SampleRvp is large.

Otherwise, when the workload is high, the number of each virtual packet served during

Tm decreases and then SampleRvp becomes small.

3.3.5 The Compensation Model

After knowing which flow has how many service loss or gain, the gaining flow

should decide whether to use the allocated time slot or relinquish it to other losing flows.

There are several options to relinquish service gains. One simple way is to relinquish

all service gains, which means that the gaining flow fi cannot transmit any data until



77

its credits become zero. However, if the credits are large, fi may be starved. While

bounding credits provides a partial solution, we present a more elegant solution. Our

compensation model is based on the parameter which is called relinquish probability.

When the scheduler selects a flow, it decides whether to let the flow relinquish the time

slot or not according to the relinquish probability. We decouple the absence compen-

sation and the error compensation by defining different ways to calculate the related

relinquish probability.

Error Compensation: The goal of the error compensation model is to exploit the

channel utilization to achieve high system throughput without loss of the long-term fair-

ness of each flow. In order to efficiently exploit the channel utilization, the speed of the

compensation should not be too fast. In other words, reducing the compensation speed

may give the scheduler more opportunities to exploit the system throughput by serving

each lagging flow at the time when it has good channel conditions. We use αi = Xi/C

to represent the channel condition of flow i , where Xi is the available transmission rate

of fi
2. Under ACFQ, the channel condition and the error credit of each flow are the

parameters of the error compensation model. The error relinquish probability of flow fi,

denoted by relerr(i) is defined as follows:

relerr(i) =




max{0, 0.5 ECi
ECmax

+ 0.625(1 − αi)}, αi > 0

1.0, αi = 0
(3.4)

2Without loss of generality, we assume that αi is no less than 0.2 when αi > 0 in this paper.
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When the channel is clean (e.g. α = 1.0), only the gaining flow has positive relerr. On
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Fig. 3.3. The error relinquish probability as a function of the error credit and α

the other hand, when the channel quality is poor (e.g., α = 0.2), the lagging flow may

still relinquish the time slot, since serving the flow will significantly degrade the system

throughput. However, the service delay is bounded since the error credit of the flow

will eventually be sufficiently small to reduce the relinquish probability. Figure 3.3 gives

the numerical results of relerr as a function of the error credit and α, where ECmax is

assumed to be 2 × 104 bits.

When a flow relinquishes the time slot, the time slot is used to serve another

flow. Again, we need to consider the channel quality and the error credit of each flow to

balance the tradeoff between system throughput and fairness. Under ACFQ, each flow
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fi is assigned an error compensation value vali, which is defined by:

vali =




−sign(ECi)(
ECi

ECmax
)2 + αi, αi > 0

−∞, αi = 0
(3.5)

where sign(x) = 1 for x ≥ 0, and = −1 for x < 0. Figure 3.4 shows an example of the
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Fig. 3.4. The error compensation value as a function of the error credit and α

value as a function of error credit and α. Suppose flow fi decides to relinquish a time

slot, the candidate flow fj to be compensated is selected as following:

fj = arg max
k∈B∧valk>vali

{valk}; (3.6)

where B is the set of backlogged flows. Note that if the candidate flow fj does not exist,

flow fi will be served.
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Absence Compensation: Suppose flow fi is allocated a time slot, the scheduler first

calculates the absence relinquish probability of fi, denoted by relabs(i), according to:

relabs(i) =




min{ACi+Rvp∗(rmax−ri),ACmax}
ACmax∗ri , ACi > 0

0, ACi ≤ 0
(3.7)

where rmax is the maximum weight. Unlike the calculation of error relinquish proba-
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Fig. 3.5. The absence relinquish probability as a function of the absence credit and the
flow weight

bility, we consider the absence credit, the weight of fi and the workload to determine

relabs(i), since the goal of absence compensation is to improve the service differentia-

tion. With the same amount of absence credit, high-weight gaining flows have smaller
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relinquish probability than low-weight gaining flows. The factor Rvp ∗ (rmax − ri) is

used to force low-weight gaining flows relinquish their service gain faster when the work-

load is low. In Figure 3.5, with different Rvp, we give numerical results of the absence

relinquish probability as a function of the absence credit and flow weight. As can be

seen, the difference of the absence relinquish probability between high-weight flows and

low-weight flows increases as Rvp increases. According to the obtained relabs(i), the

scheduler makes a decision as follows:

• Case 1: The head-of-line packet of fi is a real packet. Depending on relabs(i), it

decides to allocate the time slot to serve fi or let fi relinquish the time slot to the

other backlogged losing flows. If it decides to let fi relinquish the time slot but no

backlogged losing flow exists, the scheduler further examines whether to serve fi

or not according to relerr(i).

• Case 2: The head-of-line packet of fi is a virtual packet, i.e., the queue of fi is

empty. Depending on relabs(i), the time slot is allocated to a backlogged losing

flow or the backlogged flow whose head-of-line packet has the minimum finish tag

among all the real packets. If there is no backlogged flow, the time slot is wasted.

To select a backlogged flow for absence compensation, the scheduler picks up the

candidate losing fj with the minimum weighted absence credit as follows:

fj = arg min
k∈B∧ACk<0∧αk>0

{ACk ∗ rk} (3.8)
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With the same amount of credit, high-weight losing flows are compensated much faster

than the low-weight losing flows, which is helpful to improve the service differentiation.

3.3.6 The ACFQ Scheduler

In the ACFQ service model, the scheduler serves the packets in the increasing

order of their finish tags. After selecting flow fi, the scheduler first decides if fi should

relinquish the time slot for absence compensation according to the rules of the absence

compensation model. If fi does not relinquish the time slot, the scheduler further checks

the efficiency of serving fi according to relerr(i) to balance the tradeoff between fairness

and system throughput. There exists a tradeoff between the absence compensation and

the error compensation. Suppose the time slot is swapped from fi to fj for absence com-

pensation, and there is another backlogged flow fk which has better channel condition

than fj . At this time, serving fj favors the service differentiation, whereas the system

throughput can be increased by serving fk. Since we focuses on improving the service

differentiation, we choose to serve fj in this case. Thus, the scheduler does not further

evaluate the channel condition of fj (see line 7 in Figure 3.6).

When fi is absent and the scheduler selects flow fm that has the minimum finish

tag among all the backlogged flows, the scheduler treats fm as a new selected flow and

examine whether to serve fm or not according to the relinquish probabilities of fm (see

line 11 in Figure 3.6). Finally, it is possible that the time slot is swapped in the form

of a chain; i.e., fi → fm → fj . In this case, the service accounting should take place

between fi and fj since fj takes the service opportunity of fi. Although the time slot

is swapped from fm to fj because of the poor channel condition of fm, since the service
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Notations:
V : system virtual clock
Fi: the finish tag of the head-of-line packet of fiK: the set of all flows
B: the set of backlogged flows
j: the flow to be served
ac: the absence compensation indicator
ec: the error compensation indicator

schedule()
begin:
1. ac = false; ec = false; j = NULL; m = NULL;

i = argmin
k∈K

{Fk}; /* initializations */

select:
2. if (fi is backlogged)
3. if (random(0, 1) < relabs(i)) { select fj according to Eq (3.8);}
4. if (fj not exists ) j = i;
5. else ac= true;

/* check whether to relinquish the slot due to error */
6. if (ac == false∧ (random(0, 1) < relerr(i)) { select fj according to Eq
(3.6); }
7. if (fj not exists) j=i;
8. else ec=true;
9. else /* fi is absent */
10. if (random(0, 1) < relabs(i)) { select fj according to Eq (3.8); }
11. if (fj exists) ac=true;
12. else m = arg min

k∈B
{Fk};

13. if (m 6= NULL) { i=m; goto select; }
14. if (fj not exists) {idle in the time slot; goto begin;}
15. p = Qj.deque();
16. send(p);
17. if (m 6= NULL) { i=m; ac = true; }
18. if (ac == true)
19. if (fi is backlogged) Fi = Fi + p.length/ri;
20. else Fi = Fi + Lvp/ri;
21. ACi = ACi − 1; ACj = ACj + 1;
22. else if (ec == true)
23. { Fi = Fi + p.length/ri;; ECi = ECi − p.length;ECj = ECj + p.length;
24. } else if (Qj.legnth > 0)
25. update Fj according to Eq (3.2);
26. else Fj = Fj + Lvp/rj ;
27. goto begin;

Fig. 3.6. The ACFQ algorithm
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opportunity of fi is absence related, the service gain of fj should be counted as the gain

due to absence. This is why the absence indicator (ac) is forced to be true in line 20 in

Figure 3.6.

It is worth to study the situation when fi leaves the system with non-zero credit

Ci, which can be ACi or ECi. In order to make sure that
∑

k∈K Ck = 0 is always valid,

we need to distribute Ci proportionally to other flows. For example, if fi with Ci > 0

leaves the system, the credits of the losing flows should be increased proportionally.

However, since credits are integer, we cannot achieve exact proportional distribution.

Our solution is as follows. Suppose L denotes the set of the losing flows; i.e., L = {l|l ∈

K ∧ Cl < 0}. After a gaining flow fi with Ci > 0 leaves the system, the credit of each

flow in L, denoted by fj , is increased by b Cj∑
l∈L Cl

Cic. Then, we get

∆ = Ci −
∑
j∈L

b Cj∑
l∈L Cl

Cic (3.9)

If ∆ > 0, we randomly generate the subset of L, denoted by SC, with the cardi-

nality of ∆. The credit of each flow in SC is increased by 1. As a result, the credit of fj

is increased by b Cj∑
l∈L Cl

Cic or b Cj∑
k∈L Ck

Cic + 1. The correctness is based on the fact

that 0 ≤ Ci −
∑

j∈Lb
Cj∑
l∈L Cl

Cic < |L| when Ci > 0. Similar approach can be applied

when Ci < 0.

For the computational complexity of the ACFQ model, we observe that the selec-

tion of the candidate flow is at the cost of O(log(n)), which is feasible in many wireless

networks that have a moderate number of flows per base station. The main computa-

tional overhead of ACFQ is divisions to compute the relinquish probabilities. According
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to the scheduling scheme, to serve a packet, the scheduler needs to calculate the proba-

bility at most three times. For most current microprocessors (>1GHz), the cost is less

than 150ns since one floating devision needs less than 50 cycles [18]. Thus, this delay

would not be an issue for base stations.

3.4 Analysis of ACFQ

In this section, we analyze the properties of ACFQ. For simplicity, we assume all

real packets have the same fixed size Lp and the channel is error-free.

Lemma 4. If fi is continually absent over a time interval [t1, t2] and at least one flow is

backlogged over the time interval, its service credit decrement, denoted by ∆ACi, follows:

∆ACi = bri(v1 − v2)
Lvp

c (3.10)

where v1 = v(t1), v2 = v(t2).

Proof: If fi is continuously absent and at least one flow is backlogged during [v1, v2],

fi’s aggregated service loss (in bits) is equal to: ri(v2−v1). Since fi only contains virtual

packets during [v1, v2], the accounted service loss is equal to |∆ACiLvp|. Considering

∆ACi is a negative integer, and ri(v1−v2)−Lvp < ∆ACiLvp ≤ ri(v1−v2), the Lemma

holds.

Lemma 4 shows the absence service account of an absent flow during a time

interval [t1, t2].
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Lemma 5. Consider a gaining flow fi over a time interval [t1, t2]. Suppose ACi(t1) =

AC0,, where ACi(t1) is the current absence credit of fi at t1. Suppose Rvp(t1) = R0

where Rvp(t1) is the workload measurement at t1, and Rmin
vp

≤ Rvp(t) ≤ Rmax
vp

for any

t ∈ [t1, t2]. Assume there always exists another flow which can take the compensation slot

whenever fi relinquishes the slot during [t1, t2]. Then, for any t ∈ [t1, t2], the expected

value of credit ACi(t), denoted by E(ACi(t)), is bounded by:

(AC0 +
ACmaxriR0(rmax − ri)

C
)exp(− C

ACmaxri
(t − t1)) −

ACmaxRmax
vp

(rmax − ri)

C

< E(ACi(t)) ≤ max{0, (AC0 +
ACmaxriR0(rmax − ri)

φiC
)exp(− φiC

ACmaxri
(t − t1))

−
ACmaxriR

min
vp

(rmax − ri)

φiC
}

where φi = ri∑
j∈K rj

, K is the set of all flows, C is the link capacity.

Proof: At time t ∈ [t1, t2], suppose fi has the data rate r̂i(t) (in bps) under the

FFQ model. As described in the absence compensation model, the expected actual data

rate of fi, denoted by E(r̂i(t)), is adjusted as: E(r̂i(t)) = r̂i(t)(1 − min{E(ACi(t)) +

Rvp(t)(rmax − ri), ACmax}/(ACmaxri)). Without loss of correctness, we assume that

E(ACi(t)) + Rmax
vp

(rmax − ri) < ACmax. Thus, the expected rate of service compensa-

tion for fi follows:

dE(ACi(t))
dt

= −E(ACi(t) + Rvp(t)(rmax − ri))r̂i(t)

ACmaxri
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Since φiC ≤ r̂i(t) < C, where φi = ri∑
j∈K rj

, and Rmin
vp

≤ Rvp(t) ≤ Rmax
vp

, we have:

−
(E(ACi(t)) + Rmax

vp
(t)(rmax − ri)))C

ACmaxri
<

dE(ACi(t))
dt

≤ −
(E(ACi(t)) + Rmin

vp
(t)(rmax − ri))φiC

ACmaxri
(3.11)

By solving the differential inequation in form of dy
dx +ay > b where a,b are C

ACmaxri
and

Rmax
vp

(rmax−ri)C
ACmaxri

, and by integrating the resulting function over [t1, t], we arrive at:

E(ACi(t)) > (AC0 +
ACmaxriR0(rmax − ri)

C
)exp(− C

ACmaxri
(t − t1))

−
ACmaxRmax

vp
(rmax − ri)

C
(3.12)

Similarly, with the fact that E(ACi(t) ≥ 0), we have:

E(ACi(t)) ≤ max{0, (AC0 +
ACmaxriR0(rmax − ri)

φiC
)exp(− φiC

ACmaxri
(t − t1))

−
ACmaxriR

min
vp

(rmax − ri)

φiC
} (3.13)

Combining Eq (3.12) and Eq (3.13), we conclude the proof.

Lemma 5 shows the graceful absence compensation of a leading flow.

Theorem 3. Consider a gaining flow fi over a time interval [t1, t2]. Assume there

always exists another flow which can take the compensation slot whenever fi relinquishes

the slot during [t1, t2]. Then, the expected finish time when fi relinquishes all its service
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gains, denoted by E(ti
fin

), is bounded by:

t1 +
ACmaxri

C
ln

AC0 + ACmaxriR0(rmax−ri)
C

1 +
ACmaxRmax

vp
(rmax−ri)

C

< E(ti
fin

) ≤

t1 +
ACmaxri

φiC
ln

AC0 + ACmaxriR0(rmax−ri)
φiC

1 +
ACmaxriR

min
vp

(rmax−ri)
φiC

Proof: According to the calculation of the absence relinquish probability, relabs(i)

becomes zero when ACi ≤ 0. Since ACi is a discrete variable, fi does not have service

gain when ACi < 1. Therefore, by applying E(ACi) = 1 to Lemma 5, we get:

(AC0 +
ACmaxriR0(rmax − ri)

C
)exp(− C

ACmaxri
(ti

fin
− t1)) −

ACmaxRmax
vp

(rmax − ri)

C
< 1

≤ (AC0 +
ACmaxriR0(rmax − ri)

φiC
)exp(− φiC

ACmaxri
(t − t1)) −

ACmaxriR
min
vp

(rmax − ri)

φiC

By solving the above inequations, we conclude the proof.

Theorem 3 shows the expected relinquish speed for a backlogged gaining flow during

a time interval [t1, t2]. As we can see, given AC0, R0, Rmax
vp

and Rmin
vp

, the relinquish

speed is reversely proportional to the flow weight, which mean low-weight flows would

relinquish their service gains faster than high-weight flows.

Theorem 4. Consider a gaining flow fi over a time interval [t1, t2]. Assume its queue

is continually backlogged, and there always exists another flow which can take the compen-

sation slot whenever fi relinquishes the slot during [t1, t2]. Then, its expected aggregated
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service, denoted by E(Wi(t1, t2)), is bounded by:

E(Wi(t1, t2)) > φiC(t2 − t1) − φi|K|Lp − Lp − (AC0 −

(AC0 +
ACmaxriR0(rmax − ri)

C
)exp(− C

ACmaxri
(t − t1)) +

ACmaxRmax
vp

(rmax − ri)

C
)Lp

Proof: For a continuously backlogged gaining flow, the number of slots relinquished is

equal to AC0 − ACi(t2). Hence, the expected relinquished service of fi during [t1, t2],

denoted by E(Wrel
i

(t1, t2)) is equal to (AC0−E(ACi(t2)))Lp. With Lemma 5, we have:

E(Wrel
i

(t1, t2)) > (AC0 − (AC0 + ACmaxriR0(rmax−ri)
C )exp(− C

ACmaxri
(t − t1))

−
ACmaxRmax

vp
(rmax−ri)

C )Lp

Similar to the proof of Theorem 4.2 in [45], if no compensation occurs during [t1, t2], the

aggregated service of fi during the period follows:

Wi(t1, t2) ≥ φiC(t2 − t1) − φi|K|Lp − Lp (3.14)

Actually, the expected aggregated service of fi during [t1, t2] is equal to Wi(t1, t2) −

E(Wrel
i

(t1,−t2)). With Ineq (3.14) and Ineq (3.14), we conclude the proof.

Theorem 4 shows the expected throughput guarantee for a backlogged gaining

flow during a time interval [t1, t2].

Theorem 5. Consider a losing flow fi over a time interval [t1, t2].Assume that all the

flows are continuously backlogged during [t1, t2] and ∀(k ∈ K)ACk(t1) = AC0
k
. Its
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expected aggregated service is bounded by:

E(Wi(t1, t2)) ≥ φiC(t2 − t1) − φi|K|Lp − Lp + SLp
(3.15)

where S is calculated by:

S = arg max
n=0,1,2...

{
n∑

m=0

∑
l∈L∧l 6=i

dACm
i

ri
rl

− ACm
l
e+ + n ≤

∑
j∈G

(AC0
j
− max{0, (AC0

j
+

ACmaxriR0(rmax − ri)
φiC

)exp(− φiC

ACmaxri
(t − t1))

−
ACmaxriR

min
vp

(rmax − ri)

φiC
})} (3.16)

where dxe+ is defined as: max(0,dxe), L = {l|l ∈ K ∧ACl < 0}, G = {j|j ∈ K ∧ACj >

0}. For each flow fl in L, ACm
l

is defined as:

ACm
l

=




ACm
l

= ACm−1
l

+ dACm
l

ri
rl

− ACm−1
l

e+,m > 0 ∧ l 6= i

ACm
l

= ACm−1
k

+ 1, m > 0 ∧ l = i

(3.17)

Proof: With Lemma 5, we can see that the expected total number of slots relinquished

by all the gaining flows is no less than:
∑

j∈G(AC0
j
−max{0, (AC0

j
+ACmaxriR0(rmax−ri)

φiC
)

exp(− φiC
ACmaxri

(t− t1))−
ACmaxriR

min
vp

(rmax−ri)
φiC

}). According to Eq (3.8), at time t1,

before the losing flow fi can be compensated with a time slot, the number of relinquished

time slots that have passed is:
∑

l∈L∧l 6=idACi,0
ri
rl

− ACl,0e+. Following the same rea-

soning, after fi gets its mth relinquished time slot, the absence credit of each losing flow
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fl can be computed as:

ACm
l

=




ACm−1
l

+ 1 l = i

ACm−1
l

+ dACm−1
i

ri
rj

− ACm−1
l

e+ l 6= i

Hence, the total number of relinquished slots that fi can get during [t1, t2] can be

computed by Eq (3.16). Since fi gets two sources of service: the allocated service

according to ri and the compensated service from the gaining flows, with Ineq (3.14)

and Eq (3.16), we conclude the proof.

Theorem 5 shows the expected throughput guarantee for a backlogged losing flow

during a time period [t1, t2].

3.5 Performance Evaluation

In this section, we evaluate the performance of the proposed ACFQ and demon-

strate its effectiveness by comparing to strict priority queuing (SPQ) [18] and weighted

fair queuing (WFQ) [17]. The simulation is based on ns-2 [27]. Following the results of

[66], when the channel is error-prone, a five-state Markov chain is used to emulate the

process of channel conditions with fast fading. As shown in Figure 3.7, the marked line
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0.1
0.9

0.05

0.90.9

0.05

0.9

0.05

0.99

4

Fig. 3.7. The error-prone channel model
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or curve shows the transition probability from one state to another. The wireless link is

based on TDMA. The transmission rate in state 4 is equal to the channel capacity which

is assumed to be 384Kbps, and is zero when the channel condition is in state 0. Following

the standard of EDGE [64], each time slot is 2.5ms, which can be used to transmit 112,

74, 56, 44 bytes of data (not including the header) in state 4, 3, 2, 1 respectively.

Component Model PDF Parameters

File Sizes - Body Lognomal p(x) = 1
xσ 2√2π

e−(ln(x)−µ)2/2σ2
µ = 7.881;σ = 1.339

File Sizes - Tail Pareto p(x) = αkαx−(α+1) k = 34102;α = 1.177;
max = 100Kbytes

Embedded Pareto p(x) = αkαx−(α+1) k = 2;α = 1.245;
References max = 30
OFF Times Pareto p(x) = αkαx−(α+1) k = 1;α = 1.4;

max = 300sec

Table 3.1. Distributions and parameters of the traffic model

Since we focus on improving service differentiation under bursty data traffic, Web

browsing is used as a case study. In order to reduce the overhead of TCP hand-shaking

and slow start, we assume that all connections are persistent [37]. By setting different

seeds, we generate different traffic trace for each flow. Similar to [32], the parameters

of the data traffic model are shown in table 3.1. In most scenarios, for simplicity, we

assume that there are two kinds of flows in the system: high-weight flows with weight

of 3.0 and low-weight flows with weight of 1.0, where the number of high-weight flows
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and low-weight flows are equal. We further study the the case in which more than

two service classes are provided. The total simulation time is 1000 seconds. We set the

default ACmax and ECmax to be 200 and 20 KB respectively. We set the default virtual

packet length (Lvp) to 1000 bytes, and further evaluate its impacts in Section 3.5.3. The

window size of the workload meter Tm is 100ms and the smoothing factor x is set to be

0.8.

We evaluate the system performance with the following three metrics: the average

data rate, the average throughput, and the rate ratio. The data rate of a file is calculated

by dividing its file size with the time used to deliver the entire file, which shows how fast

the file is delivered. The throughput is obtained by dividing the total amount of data

(in bits) delivered by the simulation time. Since there may be multiple flows with the

same weight and each flow may have different data rate, we use the average data rate

to measure the application-level QoS. Similarly we use the average throughput instead of

throughput for each flow. For simplicity, we will remove average from these terms in the

follows of the paper. The rate ratio is the ratio of the data rate of the high-weight flows

to that of the low-weight flows, and is used as the metrics of the service differentiation.

The evaluation considers five scenarios. In the first scenario, the channel is error-free.

In the second scenario, the performance is evaluated in the error-prone channel. In the

third scenario, we examine the impacts of virtual packet length on the performance of

ACFQ.
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3.5.1 Scenario 1: Error-free Channel

We evaluate the performance of these three service models under different work-

load, which is represented by the total number of flows, denoted by N(2 ≤ N ≤ 18).

As shown in Figure 3.8 (a), the rate ratio under SPQ is always higher than that under

WFQ and ACFQ. As N is larger than 12, the rate ratio of SPQ becomes much larger

than 3.0, which is the ideal rate ratio because the weight ratio between the high-weight

flows and the low-weight flows is 3.0. It indicates that the high-weight flows get too

much service that is not proportional to their weights. This is due to the fact that SPQ

gives high-weight flows exclusive priority over the low-weight flows, and cannot provide

QoS for the low-weight flows when the traffic of the high-weight flows is heavy.

From Figure 3.8 (a), we can see that the rate ratio of ACFQ is much higher

than that of WFQ, especially when N is larger than 6, because ACFQ performs service

compensation due to absence, but WFQ does not. In addition, the high-weight flows

under ACFQ get preferential treatment under the compensation model. Compared to

the low-weight flows, the high-weight gaining flows have slower relinquish rate and the

service loss of the high-weight flows can be quickly compensated. As a result, the high-

weight flows can transmit their packets at higher speed. Since the workload of the system

is also considered as a factor in the absence compensation model, when N is small (i.e.

N = 2, 4, 6), the data ratio of ACFQ is quite close to that of SPQ. Since SPQ achieves the

maximum service differentiation, ACFQ provides a nearly optimal service differentiation

when system is lightly loaded. As the workload increase, the low-weight gaining flows

relinquish the service gain due to absence less aggressively, which can be shown by Figure
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3.8(b). As can be seen, when N increases, the data rate of low-weight flows under ACFQ

becomes close to that under WFQ.

From Figure 3.8 (b) and Figure 3.8 (c), we can see that the data rate and the

throughput of the high-weight flows under ACFQ are higher than that under WFQ in

most cases. When the workload is very heavy (e.g. N = 18), the progress of the virtual

clock becomes slower (i.e., for the same interval [t1, t2], v(t2)−v(t1) is smaller). Accord-

ing to Lemma 1, the absence credit of an absent flow decreases slower. Correspondingly,

service compensations occur less often and the total number of time slots that has to be

relinquished reduces. This explains why the data rate difference of the high-weight flows

between ACFQ and WFQ when N = 18 is smaller than that when N = 10.
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Fig. 3.9. The CDF of the transmission rate (N = 12)
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In order to show the difference of these three models clearly, we draw the cumula-

tive distribution function (CDF) of the data rate when N = 12. As shown in Figure 3.9,

more than 70% of the packets in the high-weight flows are transmitted at a data rate

of less than 100 Kbps under WFQ. By compensating the service loss due to absence,

the percentage is reduced to be less than 52% under ACFQ, which means that more

than 28% of the packets are transmitted faster. Due to exclusive priority, only 30% of

the packets in high-weight flows are transmitted less than 100Kbps under SPQ. On the

other hand, the CDF of the data rate for low-weight flows under ACFQ is quite similar

to that under WFQ. Compared to the high-weight flows, the low-weight gaining flows

have higher relinquish rate and the low-weight losing flows have less opportunities to be

compensated. Even though the low-weight flows are also compensated for their service

loss, they cannot get as much benefit as the high-weight flows. As shown in Figure 3.8

(b), the data rate difference of low-weight flows between ACFQ and WFQ is very small.

This also shows that, in the long run, the action of absence compensations does not incur

much negative impact on the QoS to the low-weight flows. Since ACFQ uses WFQ as

the base model, each flow still has QoS provision. This explains why the rate ratio under

ACFQ is bounded by 3.0 even when the workload is very heavy as shown in Figure 3.8

(a).

In summary, SPQ can provide maximum service differentiation but cannot provide

QoS to the low-weight flows. In contrast, the rate ratio under ACFQ and WFQ is

bounded, which shows that ACFQ and WFQ can provide QoS for each flow. Compared

with WFQ, ACFQ can significantly improve the service differentiation under bursty data

traffic by compensating service loss due to absence.
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3.5.2 Scenario 2: Error-prone Channel

In this scenario, we compare the performance of these service models when the

channel is error-prone. We assume that each flow has time-varying channel condition.

As shown in Figure 3.10 (a), as N increases, the rate ratio of SPQ grows out of the

bound (=3.0) since the data rate of the low-weight flows drops much faster than that

of the high-weight flows. The reason has been explained in Scenario 1 and is still valid

here. From Figure 3.10 (c), we can see that the system throughput under SPQ is higher

than that under WFQ. Since SPQ serves the flows with the same weight in the round

robin way, each flow with the same weight can only be served once in each round. This

can alleviate the impact of channel errors since the scheduler will skip over the flow when

the flow cannot transmit data due to channel errors.

As shown in Figure 3.10 (b) and (c), the performance of WFQ is the worst when

channel is error-prone. This is due to the fact that WFQ only tries to achieve the short-

term throughput fairness so that the scheduler will continuously serve the flow until the

normalized throughput of the flow is no less than that of other flows. As a result, the

flow with poor channel condition will take much longer time to get a certain amount of

normalized service than the flow with good channel condition. Since we assume that all

flows have error-prone channels, the data rates of high-weight flows and low-weight flows

drop very fast as N increases. However, WFQ still provides fair service to each flow.

From Figure 3.10 (a), the data ratio of WFQ is always bounded by 3.0.

Compared to SPQ and WFQ, ACFQ can improve service differentiation without

losing too much system throughput. As shown in Figure 3.10 (a), ACFQ still has similar
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rate ratio as in Scenario 1. This shows that the absence compensation model works

well in the error-prone channel. From Figure 3.10 (c), we can see that, when N ≥ 4,

the sum of the throughput of each flow under ACFQ is much higher than that under

WFQ, which proves the effectiveness of the error compensation model of ACFQ. With

the fairness constraint, the ACFQ scheduler tries to serve the flow which has the best

channel condition so that the system throughput can be increased.

3.5.3 Scenario 3: Impact of the Virtual Packet Length

In this scenario, we investigate the impacts of the virtual packet length (Lvp) on

the performance of ACFQ. We consider two cases: N = 10 and N = 18, and assume the

channel is error-free. As shown in Figure 3.11 (a), in both cases, the rate ratio slightly

drops when Lvp increases. However, as shown in Figure 3.11 (b), the date rate of high-

weight flows and low-weight flows (lines N = 10(3.0) and N = 10(1.0)) increases when

Lvp drops. For example, when Lvp drops from 1000 to 200, the data rate of high-weight

flows increases from 135 Kbps to 143 Kbps and the rate of low-weight flows increases

from 67 Kbps to 73 Kbps. During the same virtual time interval, when Lvp decreases,

according to Lemma 1, the absence credit increases. As a result, both high-weight and

low-weight flows with service loss can get more chances for service compensations. In

particular, because the workload is not heavy (N = 10), there are not many high-weight

flows competing the service compensation with low-weight flows. Therefore, low-weight

flow can be compensated most of the time, and has relatively high data rate. This can

be verified from Figure 3.12 (b). As can be seen, when Lvp = 3000, less than 15% of

the packets in low-weight flows are transmitted at a rate of more than 100 Kbps under
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WFQ. When Lvp is reduced to 200, more than 22% of the packets are transmitted at

the rate of more than 100 Kbps.

Things are different when the workload is heavy (N = 18). As shown in Figure

3.11 (a), the rate ratio increases out of bound as Lvp decreases. For example, when Lvp

drops from 2000 to 200, the rate ratio increases from 2.9 to 3.3. This can be explained

by Figure 3.11 (b). As can be seen from lines (N = 18(3.0)) and (N = 18(1.0)), when

Lvp drops from 2000 to 200, the data rate of high-weight flows increases from 56 Kbps to

83 Kbps, but the data rate of low-weight flows is almost unchanged. This can be further

explained by Figure 3.12. In Figure 3.12 (b), when N = 18, changing the virtual packet

length almost does not affect the data rate of low-weight flows. However, as shown

in Figure 3.12 (a), when Lvp = 3000, more than 99% of the packets in high-weight

flows are transmitted at the rate of less than 100 Kbps; when Lvp drops to 200, this

percentage is reduced to be less than 82%. This can be explained as follows. When Lvp
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decreases, according to Lemma 1, the absence credit increases. As a result, the number

of relinquished time slots for absence compensation increases. However, in contrast to

the case when N = 10, the low-weight flow is competed with many high-weight flows

for service compensations, and cannot get compensations fast enough to increase its

transmission rate . On the other hand, most of the increased service compensations

(through reduced Lvp) are used to compensate high-weight flows. As a result, the data

rate of high-weight flows increases when Lvp decreases.

3.6 Related Work

In [32], Jiang et. al. studied the problem of providing multiple service classes for

bursty data traffic in cellular networks. Assuming the channel is error-free, they studied

the performance of WFQ in providing multiple service classes for typical Internet users in

a cellular data network. They found that WFQ can provide differentiated services only

to a limited extent due to the burstiness of the data traffic. They also investigated several

factors such as propagation delay, persistent TCP connections, and distribution of users,

and found that these factors only have little impact on the service differentiation under

WFQ. By increasing the weight assigned to high-weight flows, the service differentiation

can be improved. However, high-weight flows get too much service when the system is

heavily loaded. Our work was stimulated by their work, and we proposed the ACFQ

service model to improve service differentiation for bursty data traffic.

In order to provide fairness to the flows with service loss due to channel errors,

a channel-condition independent fair model [47] is proposed. Under this model, each

leading flow reserves a minimal fraction of service so that the degradation of service for
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leading flows is graceful. In [45], a different compensation model was proposed. The

leading flow achieves graceful service degradation by dynamically adjusting the amount

of compensation service based on the service credit. ACFQ uses some similar ideas to

[45, 47]. However, ACFQ focuses on improving the service differentiation under bursty

traffic with QoS provision. It is different from [45, 47] in the following aspects. First,

[45, 47] are based on a two-state channel model, whereas ACFQ considers the channel

with the multi-rate capability. Second, ACFQ considers not only the error compensation,

but also the the absence compensation. The absence compensation model of ACFQ

provides preferential treatment to high-weight flows; that is, with the same amount of

credit, high-weight gaining flows have smaller relinquish probability, and high-weight

losing flows have higher priority to be compensated.

In [18], Dovrolis el al. proposed proportional differentiation service models which

guarantee the ratio of packet delay difference between classes within the Differentiated

Service architecture. They proposed three models to achieve relative QoS among classes:

the proportional average delay scheduling, the waiting time priority scheduling, and the

hybrid model, which combines the other two. The ACFQ acts somewhat similar to

their hybrid model, but our work is different from theirs from the following aspects:

First, ACFQ is based on WFQ and targets at improving the service differentiation with

absolute QoS provision (in terms of throughput, delay, and long-term fairness) for each

flow. Second, ACFQ also considers the time-varying channel condition, which is an

important issue in wireless networks.
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Chapter 4

The Relay-Enabled IEEE 802.11 MAC Protocols

4.1 Background

IEEE 802.11 has physical-layer multi-rate capability [30], which means data can

be transmitted at a number of rates according to the channel condition. For example,

when the signal-to-noise ratio (SNR) is high, i.e., error detection and recovery is not

that important [28], an aggressive and efficient modulation scheme can be applied to

increase the rate. When the SNR is low, a conservative and redundant modulation

scheme should be applied to reduce bit error rate. In practice, IEEE 802.11b supports

transmission rates of 1, 2, 5.5, and 11 Mbps, and IEEE 802.11a supports data rates of

6, 9, 12, 18, ..., 54 Mbps [28, 55].

With the physical layer multi-rate capability, new MAC layer mechanisms are

required to exploit this capability. Two different MAC mechanisms are supported by the

IEEE 802.11 standard [30]: one is called distributed coordination function (DCF), which

is based on carrier-sense multiple access with collision avoidance; the other is called

point coordination function (PCF), which is based on polling. DCF is the basic MAC

mechanism whereas PCF is built on top of DCF and provides contention-free media

access.
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4.1.1 The IEEE 802.11 PCF Protocol

In PCF, the access point (AP) acts in the role of the point coordinator, and it

controls the medium access in a poll-and-response manner. The period during which

PCF operates is called the contention-free period (CFP). Before the CFP begins, the

AP operates under DCF, but it makes use of the priority inter-frame space (PIFS) to

seize the medium, and then sends out a beacon packet containing the duration of the

CFP. Once the AP has announced the start of a CFP, it may start transmitting data

to the stations, or sending contention-free poll frames to the stations. During a CFP,

a station can only transmit the impending data after being polled by the AP. If the

polled station has data to send, it transmits one data packet. Otherwise, it will response

the AP with a NULL packet. When the AP sends a packet to a station, it expects to

hear a packet within a short inter-frame space (SIFS)[53]. If no packet is heard within a

SIFS, the AP will reclaim the medium and send its next poll packet after a PIFS period.

When the CFP ends, the AP sends a contention-free end packet. As operating under the

PCF, the AP maintains a polling list for selecting stations that are eligible to be polled.

Each station entering the coverage area of the WLAN needs to perform an association

procedure [30] so that it can be added to the polling list by the AP.

4.1.2 The IEEE 802.11 DCF Protocol

IEEE 802.11 DCF is based on the request-to-send (RTS) and clear-to-send (CTS)

mechanism. In particular, after a transmitting node senses an idle channel for a time

period of a distributed inter-frame space (DIFS), it backs off for a time period which is

chosen uniformly from the range of 0 to its contention window size. After each successful
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data transmission, the window size is set to CWmin, which denotes the pre-specified

minimum contention window. After the backoff timer expires, the node sends a RTS to

the receiver. If the receiver successfully receives the RTS, it replies a CTS after a time

period of short inter-frame space (SIFS). When the sender receives the CTS, it transmits

the impending packet. For the purpose of reliability, the receiver needs to reply an ACK

after it receives the packet correctly. Any other node overhearing either the RTS or the

CTS extracts the information contained in the packet and updates its network allocation

vector (NAV), which contains the time period reserved for data transmissions. Then, the

node defers its transmission until its NAV expires. For each transmission failure, which

may be caused by collisions or channel errors, a binary exponential backoff is applied to

double the backoff window, and the window size is bounded by the maximum contention

window (denoted by CWmax).

4.2 Motivations

N1 N2

Nr (Relay node)

11
M

bp
s 5.5 Mbps

2Mbps

Fig. 4.1. The advantage of using the relay node
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Since the channel condition varies with time and it is location dependent [54],

the multi-rate capability can be further exploited by enabling MAC layer multi-hop

transmission (mainly two-hop in our work). For example, as shown in Figure 4.1, suppose

N1 needs to send data to N2, and the channel of N1 → N2 only supports a transmission

rate of 2 Mbps. At the same time, the channel conditions of N1 → Nr and Nr → N2

are much better, and they can support data rates of 11 Mbps and 5.5 Mbps respectively.

With a packet length of L, if the data can be transmitted along N1 → Nr → N2

at the MAC layer, the transmission delay is approximately ( 1
11 + 1

5.5)L. Thus, the

actual transmission rate is approximately equal to 5.5×11
5.5+11 = 3.7Mbps, which is much

larger than 2 Mbps, when the packet is transmitted along N1 → N2. Considering the

implementation complexity, we focus on two-hop MAC layer relay, which is sufficient in

most cases.

To use relay, the sender and the receiver must be within the transmission range

of each other. Otherwise, network layer packet forwarding is required. Two impor-

tant things need to be mentioned: first, the MAC layer relay differs from network layer

packet forwarding in that packets relayed at the MAC layer do not have queuing de-

lays. Specifically, when Nr has many packets in the queue, the packet relayed by Nr

would experience a long queuing delay. second, the MAC layer relay does not affect the

bandwidth allocation of the relay node. During the time period of the data transmission

between the sender and the receiver, if the relay node does not relay the data packet,

it still cannot access the medium, since its NAV has been set so that it would defer

medium access until the transmission between the sender and the receiver finishes. This
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property is helpful to apply some rewarding schemes [11, 40, 56] to incentive each node

cooperatively relay packets for other nodes.

There may be doubts on whether the relay mechanism will work since the channel

conditions of N1 → N2 and N2 → Nr may be unstable, and then the actual transmission

rate that can be achieved with relay could be lower than that with direct transmission.

Fortunately, as stated in [55], when the node does not move very fast, i.e., less than 20

m/s, the coherence intervals [54, 55]1, are on the order of multiple packet transmission

times. In most cases, since mobile nodes move fairly slow (say less than 5 m/s) in ad hoc

networks, it is feasible to exploit relay opportunities for each packet transmission (if there

exists a suitable relay node) so that the performance of the system can be significantly

improved.

4.3 System Model

When a WLAN operates with PCF, the system is a typical basic service set (BSS)

where all mobile stations are in the coverage area of the access point (AP). Each node,

which refers to either a station or the AP, is equipped with a WLAN card that enables

the node to communicate with each other. The AP relies on the PCF protocol to control

the media access within the BSS and grants access to each station by polling. When

the system is under DCF, nodes may form an multi-hop ad hoc network without an

pre-installed infrastructure. We consider a wireless network based on IEEE 802.11b that

can support transmission rates of 1, 2, 5.5 and 11 Mbps. The wireless medium is shared

1The coherence interval is the average time interval during which the channel conditions are
correlated.
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among multiple contending mobile nodes, i.e., a single physical channel is available for

wireless transmission.

The physical layer uses direct-sequence spread spectrum (DSSS). Following the

specification of 802.11 [30], the direct peer-to-peer communication is enabled as long as

two nodes are within the transmission range of each other. According to the channel

condition, a packet could be transmitted at different transmission rates. We assume that

only data packets can be transmitted at different transmission rates, but control packets

(e.g. poll, beacon, NULL, request-to-send, clear-to-send, ACK) are transmitted with

the base rate which is 2 Mbps in this thesis. For simplicity, we assume that each node

transmits its packets using a constant transmission power level. The wireless channel

between the sender and the receiver is assumed to be almost symmetric. In this thesis, we

will not consider security issues and the motivation for relay. Many existing techniques

[11, 29, 46] can be used to address security issues and the motivation for relay. Although

most WLANs allow roaming or hand-off, for simplicity, we do not consider this in the

work.

Based on the distance, the sensing power and the modulation scheme, a node can

be in different range of the sender: the transmission range and the carrier sensing range.

• transmission range: within this range, the node can receive and correctly decode

the packet.

• carrier sensing range: within this range, the node can sense the signal but cannot

decode the packet.
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4.4 The Relay-enabled PCF Protocol

4.4.1 Collecting the Channel Condition

The AP is designed to perform the rate adaption for the mobile stations. As a

result, the AP must be able to estimate the channel condition from the packet sender to

the packet receiver. To achieve this goal, each station performs receiver-based channel

condition measurement, and the AP collects the channel condition measurements from

each station. In particular, each station is required to have a receive table, denoted by

recv table, to store the channel condition measurements of each flow. Each entry of the

recv table is a tuple: < sender id, rate > and the content of each entry is determined

as follows. When a station, say Si, overhears a packet (by listening promiscuously), it

measures the SNR when receiving the packet, and selects the proper transmission rate

based on the measured SNR. It also takes the MAC layer header of the packet and uses

the source address as the sender id. If the sender id does not exist in the recv table, a

new entry is added. If the selected rate is different from the old one, the station needs

to update the corresponding rate field. If there is any change in recv table, the station

should notify the AP by sending a rate notification (RN), which has a structure similar

to that of the the recv table. In practice, a station only sends the notification when it

sends out a data packet or an ACK. For example, when Si receives a data packet or is

polled but no data to send, it checks if any entry in the recv table has been changed

since the last time of sending the RN. If there is any change, Si sends a RN piggybacked

with the ACK or the NULL packet to the AP. Since the ACK or the NULL packet is
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transmitted at the rate of 2 Mbps, the AP can successfully extracts the RN from the

received packet.

The rate notification tunneling: When Si is polled and has data packet to send, the

situation becomes more complex due to different transmission rates. It is possible that

the data packets are transmitted at a high rate (e.g., 11 Mbps) from Si, whereas the

channel quality of Si → AP can only support a low rate (e.g., 2 Mbps). Hence, the AP

may not be able to overhear the data packet from Si, and cannot extract the piggybacked

RNi correctly. Without the up-to-date channel condition from Si, the AP may under-

estimate or over-estimates the channel capacity of the links related to Si, and the system

performance will be degraded. To deal with this problem, we use the following solution:

Suppose station Si sends a data packet to another station Sj , it piggybacks its RNi (if

exists) with the packet. When Sj receives the packet, it checks the transmission rate as

follows.

• If the transmission rate is equal to the lowest data rate (e.g., 2 Mbps in this paper)

or there is no piggybacked rate notification, it replies an ACK piggybacked with

RNj (if exists) if there is any change in its recv table.

• If the transmission rate is greater than the lowest rate, and RNi has been piggy-

backed with the data packet, Sj sends Si an ACK which piggybacks both RNi and

RNj (if exists).

This process has been illustrated in Figure 4.2. In Figure 4.2, the dotted line

pointing to the AP means that the AP can successfully overhear the packet. We can see

that if RNi is transmitted at a high data rate, it will be tunneled to the AP through
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Fig. 4.2. An example of the rate notification tunneling

the ACK from Sj . Since the ACK is transmitted at the rate of 2 Mbps, the AP can

overheard (by listening promiscuously,) and extract RNi from the ACK.

The sender-initiated NACK mechanism: Sj may not be able to receive the packet

from Si correctly under some situations. Since the AP may use out-of-date channel

condition to estimate the data transmission rate of Si → Sj , it is possible that the AP

asks Si to send the data packet to Sj with a high data rate, which is higher than what

the channel can support. As a result, Sj cannot extract the piggybacked RNi, and

cannot tunnel it to the AP. To address this problem, we propose a new acknowledgment

mechanism as follows:

• If Si sends the data packet to Sj and cannot hear the ACK within a SIFS, which

means the transmission failed (otherwise, Sj would reply the ACK), Si generates

a NACK and sends out the NACK after a SIFS. If it also has RNi to send, the

RNi is piggybacked with the NACK.
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• If the AP does not hear an ACK after the transmission of the data packet within

a SIFS, it will send another poll provided that it does not hear any packet within

a PIFS.

time

time

Data+RNi

AP time

SIFS PIFS

Si

Sj

NACK+RNi

Fig. 4.3. An illustration of the sender-initiated NACK mechanism

This process has been illustrated in Figure 4.3. With the rate notification and

the sender-initiated NACK mechanisms, RNi can always be delivered to the AP in time

if all transmissions are successful at the lowest rate. When the transmission failure is

detected, there are two options: First, Si can reduce the rate of Si → Sj to the next

lower rate and the AP polls it again for retransmission; Second, the AP just skips over

Si and polls the next station in the polling list. In this paper, we select the first one.
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4.4.2 The Rate Adaption and Relay Mechanism

In this section, we describe how the AP finds the proper data rate and how to

achieve the MAC layer relay mechanism.

The rate selections: Before the AP polls a station Si, it needs to determine the trans-

mission rate for Si according to the collected channel conditions from other stations.

With the estimated channel conditions related to Si, the AP finds the proper rate for all

possible receivers of Si because it does not know to which node Si will send. Suppose

the AP stores the collected information into a rate table. where an entry, denoted by

r̂ij , is the estimated transmission rate from node i to node j (A node refers to a station

or the AP). The AP can search the rate table and find out the set of potential receivers

of Si, denoted by Ri, according to:

Ri = {∀j ∈ BSS|r̂ij 6= NULL} (4.1)

where BSS represents all nodes in the basic service set. However, r̂ij 6= NULL only

implies that node j is within the transmission range of node i, which does not necessarily

mean that node j will be the receiver of node i. Since finding and sending all possible

transmission rates of the nodes in Ri may incur unnecessary computation and transmis-

sion overheads. In order to get a more accurate receiver set of each station, the AP relies

on a learning process as follows: The AP maintains a flow table, denoted by FT , which

contains the address pair of the sender and receiver of each flow that has been active in

the system. When the AP overhears a data packet, and the address of the sender and

receiver has not been registered in the FT , the AP adds the new address pair into the
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FT . With the FT , Ri can be represented by:

Ri = {∀j ∈ BSS|r̂ij 6= NULL∧ < i, j >∈ FT} (4.2)

With Ri, before the AP polls Si, it looks up the rate table and finds the proper trans-

mission rates for Si. t Since the way of transmission can be one-hop or two-hop, the

data rate set of Si, denoted by DRi, is computed according to:

DRi = {max(r̂ij ,max(
r̂ik×r̂kj
r̂ik+r̂kj

))|∀j ∈ Ri ∧ ∀k ∈ BSS ∧ r̂ik, r̂kj 6= NULL} (4.3)

Intuitively, for each flow whose sender is Si, the AP selects the highest transmission rate

among all possible options the transmission (one-hop or two-hop). The computational

cost of the selections is at O(n2) where n is the number of the nodes in the BSS. Since

n is a moderate number per BSS, the cost is affordable to APs.

The relay mechanism: After selecting the transmission rates for Si, the AP needs to

notify Si of what rate to use and the way of the transmission. This data transmission

notification can be piggybacked with the poll message. If the data rate is achieved by

one-hop transmission, the relay ID and the second hop rate will not be needed. If the

channel conditions do not change very frequently, the content of two consecutive DRis

does not have too much difference. In order to reduce the transmission overhead, the

AP only sends the difference between the current DRi and the previously computed

DRi. Meanwhile, each station also has a transmit table which caches the received data

transmission notifications. When Si extracts the data transmission notification from the
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poll message, it updates its transmit table. Before it sends a data packet, it checks if

there is an entry in the table whose destination ID matches the address of the packet

receiver. If an entry is found, Si can get the correspondent transmission mode (one hop

or two hop) and data rate. Otherwise, it transmits the data packet at the lowest data

transmission rate.

According to the standard of IEEE 802.11, each data packet only has two ad-

dresses: one for the sender and one for the receiver. In order to support two-hop MAC

layer transmission, the address of the relay node needs to be added into the MAC layer

header. With three different addresses, the relay mechanism is designed as follows. If a

station receives a poll packet and finds out that the packet to send needs a two-hop trans-

mission, it switches the addresses of the receiver and the relay node so that the packet

is transmitted to the relay node first. Meanwhile, it sets the subtype of the packet to

a pre-specified value, which indicates that the packet should be delivered in the MAC

layer relay manner. When the relay node receives the packet, it checks the subtype of the

packet and finds out that the packet needs to be transmitted with two-hop. Then, the

relay node sets its address as the source address saves the address of the original sender

in the header and sends the packet to the original receiver. If the packet is correctly

transmitted, the receiver replies an ACK directly to the original sender (Note that the

address of the original sender is stored in the packet header). If the packet is corrupted

in either hop, the sender of that hop is able to know the error by overhearing if there is

any packet transmitted within a SIFS, and reacts similarly to one-hop transmissions. To

achieve high data rate, no ACK is transmitted from the relay node (S2) to the sender,
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and no ACK is transmitted from the receiver to the relay node. The acknowledgment is

achieved explicitly by overhearing.

4.5 The Performance Evaluations

4.5.1 The Propagation Model

When the wireless channel is assumed to be stable, we use the propagation model

in ns-2 [27], which combines the Friis free space propagation model and the two-ray

ground propagation model [54]. Basically, when the sender and the receiver are close,

the Friis free space model is applied so that the path loss exponent is 2. Otherwise, the

two-ray ground propagation model and the path loss exponent becomes 4.

When there is multi-path fading or relative movement between the sender and

receiver, the channel condition between them may change frequently. The frequency

of this change depends on the relative speed of the mobile node with respect to its

surroundings. We use the Ricean fading model [54] to simulate the fading channel

conditions. The Ricean distribution is given by:

p(r) =
r

α2
e
−( r

2α2 +K)
I0(2Kr) (4.4)

where K is the distribution parameter representing the line-of-sight component of the

received signal, α2 is the variance of the background noise, r is the received power, and

I0(.) is the modified Bessel function of the first kind and zero order [54].

When a node receives or overhears a packet, it determines whether the packet is

corrupted according to the packet length, the SNR and the corresponding bit error rate

(BER). With the BER of BPSK given by [38] and the approximately BER performance



119

0 5 10 15 20 25 30 35 40
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

The SNR (dB)

T
he

 A
ve

ra
ge

 B
E

R

1 Mbps 

2 Mbps 

5.5 Mbps 

11 Mbps 

Fig. 4.4. The BERs under different transmission rates

using different modulation techniques in [3], we have the BERs at different transmission

rates shown in Figure 4.4. The probability that p can be successfully received, denoted

by Psucc, is calculated by:

Psucc = (1 − BER(γ))L (4.5)

where BER(γ) is the BER with the SNR of γ, and L is the packet length.

4.5.2 The Simulation Setup

Our simulation is based on ns-2 extension [52, 27]. The experiment setup is shown

in Figure 4.5(a). As shown in Figure 4.5(a), one AP and nine stations exist in a 250×

200 flat area. The coordinates of the nodes are listed in Figure 4.5(b), and the distance

between any two nodes can be calculated. We assume the stations are evenly distributed

in the area. We divide the area into 9 subareas indexed from 1 to 9, and the mobile

station with the same index resides in the correspondent subarea. Each station has a

flow, starting either from another station or from the AP. If the connection is from one
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Fig. 4.5. The experiment setup

station to another, the flow number is the same as the index of the sender (e.g., f1

represents the connection from S1 → S3.) If the connection is between the AP to a

station, the flow number is the same as the index of the receiver (e.g., f2 represents

the connection from AP → S2.) Similar to [55], the distance threshold for 11Mbps,

5.5Mbps, and 2Mbps are 100m, 200m, and 250m respectively. For simplicity, all flows

in the system are assumed to be always backlogged. The packet length is set to be 1000

bytes and the simulation time is assumed to be 100 seconds.

We compare rPCF with PCF-based ARF [35], which is a sender-based rate adap-

tion scheme. The protocol works as follows. If ACKs for two consecutive data packets

are lost, the sender reduces the transmission rate to the next lower data rate and starts

a timer. If ten consecutive ACKs are received, the transmission rate is raised to the next
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higher data rate and the timer is cancelled. If the timer expires, the transmission rate is

raised if an ACK is received for the next packet; otherwise, the rate is lowered again and

the timer is restarted. Since the simulation results of [28] show that the throughput of

ARF does not change much when the timeout is larger than 60 ms, we set the timeout

value to be 80 ms in our simulations.

4.5.3 Simulation Results

We evaluate the impacts of different factors on the system performance, which

is measured by the system throughput. We also evaluate the system overhead of the

proposed solution.

4.5.3.1 Performance under Stable Links
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Fig. 4.6. Performance comparisons between rPCF and ARF
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In this subsection, we assume the channel conditions are stable, and the received

power is calculated only by the Friis and 2-ray ground propagation models. Further,

all stations are assumed to be static. In this way, we can maximize the performance

of different schemes. The simulation results are shown in Figure 4.6. From Figure

4.6(a), we can see that rPCF improves the system throughput by more than 70%. The

performance gain is mainly due to the MAC layer relay. For example, the transmission

rate for f1 is limited to 2Mbps under ARF due to the long distance between S1 and

S3. Under rPCF, the packets of f1 can be relayed by the AP. Because the data rates of

S1 → AP and AP → S3 are 5.5Mbps and 11.0Mbps respectively, the actual data rate of

f1 is approximately 3.7Mbps. In addition, let us take f1 as the example, ARF raises the

transmission rate of f1 to 5.5Mbps after S1 receives the ACKs for ten consecutive packets.

Then, this data rate raising will cause f1’s next packet to fail since the distance between

S1 and S3 is too far to support 5.5Mbps. However, ARF reduces the transmission rate

of f1 back to 2.0Mbps only when S1 misses two ACKs for two consecutive data packets.

This leads to the waste of bandwidth due to retransmissions.

4.5.3.2 Impacts of Location Dependent Channel Degradation

The wireless channel condition can be affected by several factors. One of them is

the surrounding environment, and the channel quality can be significantly degraded when

the surrounding interference or noise is high. As a result, the location dependent channel

degradation (LDCD) commonly exists in wireless networks. To evaluate its impacts, we

assume that the channel condition of AP → S5 is poor, and it can only support a

data rate of 2Mbps. All stations are assumed to be static. The simulation results are
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shown in Figure 4.7. As shown in Figure 4.7, the system throughput of ARF is reduced.

However, the throughput is not affected under rPCF. Under rPCF, after S5 sensed the

poor channel condition between the AP and itself, it notifies the AP of such change.

When the AP needs to send a data packet to S5, it can find that the direct link between

them can only support 2Mbps, but a higher data rate can be achieved if the packet is

relayed by S2. Since the rates of AP → S2 and S2 → S5 are both 11.0Mbps, with the

relay of S2, the actual transmission is approximately 5.5Mbps, which is approximately

the same as the rate can be support if the channel condition of AP → S5 is good.

4.5.3.3 Impacts of the Line-of-sight parameter K

In the previous two subsections, we assume the channel condition is stable. Since

the channel condition is stable and the stations do not move, the AP and the mobile sta-

tions only send a very limited number of rate notifications (RNs) and data transmission



124

Type Size (bits)
RN 52
one-hop TN 52
two-hop TN 104
NACK 304

Table 4.1. The control overhead of rPCF

notifications (TNs), and the overhead of rPCF is negligible. Since the wireless channel

condition may change frequently, the overhead of rPCF, which includes transmitting

RNs, TNs, and NACKs, should be evaluated. To evaluate this overhead, we change the

line-of-sight parameter K. A large K means a better channel quality while a small K

means a poor channel quality. The sizes of RN, TN, and NACKs are listed in Table

4.1. We collect the generated RNs, TNs and NACKs, and add them together to get the

control overhead in terms of bits. Then, using these control overhead (in bits) divided

by the simulation time, we get the control overhead in terms of data rate (bps). Since

ARF does not have any control overhead, we introduce a new metric called cost gain

percentage (CGP) to evaluate the control overhead of rPCF fairly. The CGP (in percent)

is the ratio of the control overhead (bps) to the throughput gain of rPCF (compared to

ARF).

The simulation results are shown in Figure 4.8. From Figure 4.8(a), we can see

that the system throughput of both rPCF and ARF increase as K increases. As K

increases, the impact of fast fading becomes smaller, and the channel condition becomes

better. As a result, the system throughput improves. From the figure, we can also see

that the impact of K on the throughput of ARF is higher than that on rPCF. This is due
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Fig. 4.8. Impacts of the line-of-sight parameter K

to the fact that the number of mis-adaptations increases under ARF when the channel

condition becomes unstable. However, under rPCF, each station frequently reports the

channel conditions to the AP, so that the AP can perform rate adaption and notify

correspondent stations in time. As a result, stations can adjust the transmission rates

in time and reduce chance of using wrong data rates. From the results shown in Figure

4.8(b), we can see that the control overhead is very small. For example, the CGP is only

about 1.3% when K = 0, and drops to 0.6% when K = 6.

4.5.3.4 Impacts of Mobility

Mobility affects the channel condition in two ways. First, it changes the node’s

location which may affect the value of K and the strength of the received signal power.

Second, due to Doppler shift in frequency of the received signal, it may reduce the

channel coherence time period, which is the interval during which the channel condition
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keeps stable.In this subsection, we evaluate the impact of mobility on the performance

of rPCF. Each station is assumed to move randomly within the correspondent subarea

with the same speed, and the mean speed changes from 0 to 5 m/s. Similar to [55],

the value of K is fixed to be 5. The simulation results are shown in Figure 4.9. As

shown in Figure 4.9 (a), the system throughput of rPCF and ARF drops as the the

mean moving speed increases. As the moving speed increases, the channel condition

changes frequently. When the channel condition becomes unstable (e.g. when the mean

speed is 5 m/s), it is difficult for ARF to adjust the transmission rate to a high rate, and

hence most of the data are transmitted at a low rate of 2Mbps. For rPCF, the increased

control overhead such as NACKs, RNs and TNs also reduces the system throughput as

the moving speed increases. As shown in Figure 4.9 (b), the control overhead is still very

small. For example, when the mean speed is 5 m/s, the CGP is only about 7.7%.
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4.6 The Relay-enabled DCF Protocol

4.6.1 The Basic Protocol

4.6.1.1 The Service Advertisement

Similar to most existing work [28, 55], we apply receiver-initiated channel con-

dition measurement and let the receiver notify the sender of the transmission rate via

CTS. With rDCF, each node promiscuously listens to all ongoing RTS and CTS pack-

ets. By extracting the piggybacked transmission rate in the CTS, a node knows the

channel condition between the sender and the receiver of the impending data packet.

Meanwhile, it can measure the channel quality between the sender (or the receiver) and

itself by sensing the signal strength of RTS or CTS packets. Since CTS packets do not

have the MAC address of the packet sender, a node needs to infer the sender of the CTS

according to the semantic of CTS. In particular, suppose Nr overhears a RTS from Ni

to Nj . If it overhears a CTS addressed to Ni after a SIFS, Nr can infer that the sender

of the CTS is Nj .

For a given flow between a pair of sender and receiver, with the measured channel

quality, if a node finds that the packets can be transmitted faster with the MAC layer

relay, it adds the identity (e.g. MAC address) of the sender and the receiver into its

willing list. In order to reduce the control overhead, we can limit the length of the

willing list (i.e. 10 entries). Periodically, each node advertises its willing list to its one-

hop neighbors. Some schemes such as [5] can be used to improve the reliability of the

broadcast. Once a node, say Ni, receives a willing list from Nr, and finds that Ni → Nj

is in the list, it adds Nr into its relay table (Note that it is possible that there are
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more than one relay node available for Ni → Nj). As an optimization, the number

of redundant service advertisements for a given flow can be reduced as follows: Before

sending the advertisement, if Nr has overheard more than m advertisements containing

Ni → Nj from other nodes, it knows that there are at least m other nodes have claimed

to be the relay node for Ni → Nj , and then deletes Ni → Nj from the willing list. In

this thesis, we set the value of m to be 3.

4.6.1.2 The Triangular Handshake

RRTS1

RCTS

RRTS2
RRTS1

Nr

Ni Nj

Fig. 4.10. An illustration of the triangular handshake

In the standard DCF protocol, the RTS/CTS handshake is required for each

unicast packet transmission in order to prevent collisions. In [28, 55], this handshake is

further utilized to probe the channel condition on the per-packet basis. Following these

principles and considering backward compatible to standard DCF, we modify DCF and

refer this new protocol as the basic protocol of rDCF. As shown in Figure 4.10, where
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the dashed line pointed to N2 means N2 can overhear the packet, when a node Ni has

a packet for Nj , it first searches the relay table using Ni as index. If Ni cannot find

a relay node, the standard DCF is applied. Otherwise, Ni picks a relay node Nr and

starts to coordinate the communication with Nr and Nj . Specifically, Ni sends a new

packet, called relay RTS (RRTS1), to Nr. When Nr receives the RRTS1, it generates

another relay RTS (RRTS2) and sends it to Nj . By sensing the signal strength of

RRTS1 and RRTS2, Nr and Nj individually determines the achievable transmission

rate of Ni → Nr, Ni → Nj and Nr → Nj , denoted by R1, Rdir and R2 respectively,

where R1 is piggybacked in RRTS2. After receiving RRTS2, based on R1, Rdir and

R2, the receiver replies CTS which piggybacks Rdir if the packet cannot be transmitted

faster with relay. Otherwise, Nj replies a relay CTS (RCTS), which piggybacks R1 and

R2, to Ni.

NjNi

Nr

<Data
,R

1> <Data,R2>

ACK

Fig. 4.11. An illustration of the MAC layer relay
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If Ni receives a CTS, it sends the data packet directly to Nj with the transmission

rate of Ri→j . If Ni receives a RCTS, as shown in Figure 4.11, it sends the data packet

to Nr with the transmission rate of R1. After Nr receives the packet, it relays the packet

to Nj with the transmission rate of R2 after a SIFS. If the packet is correctly received

by Nj , Nj replies an ACK to Ni. If the transmission fails, the sender can detect the

failure with a time out mechanism similar to the standard DCF [30].

4.6.2 Enhancements of rDCF

The basic protocol of rDCF describes the basic mechanism to achieve relay-

enabled DCF. However, considering the bandwidth utilization, the dynamical nature

of wireless channels and the impact of multi-rate transmissions, we propose techniques

to further improve the performance of rDCF.
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Fig. 4.12. The comparison of two different carrier sensing schemes
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4.6.2.1 Dealing with Multi-rate Transmission

With IEEE 802.11 DCF, carrier sensing is performed using physical carrier sensing

as well as virtual carrier sensing. As shown in Figure 4.12 (a) (on the next page),

when the data is transmitted with a fixed rate, the sender can easily calculate the

duration of the packet transmission based on the packet length and the transmission

rate. However, when the transmission rate can be adaptively changed, the sender cannot

precisely calculate the length of the duration before sending the RTS, since it does not

know the transmission rate of the impending packet in advance. In the solution of [28],

the sender chooses a data rate based on some heuristic; i.e., the most recent rate that

was successfully used for transmission. This solution is not good enough for rDCF since

the sender needs to estimate the transmission rates for both hops of the relay, and it

may be difficult to get a precise estimate.

Our approach: We designed a new carrier sensing scheme for rDCF, which is shown

in Figure 4.12 (b). Instead of estimating the possible transmission rates and calculating

the duration of the data transmission, the sender first calculates the duration of the RTS

and CTS transmissions only2. The duration can be precisely calculated since all control

packets (e.g. RTS, CTS, ACK, ...) are transmitted at the base rate, say 2 Mbps. After

the sender receives CTS or RCTS, it calculates the durations of the packet and the ACK

based on the piggybacked transmission rate(s). In this way, our scheme can guarantee

that other nodes within the transmission range of the sender and the receiver would

defer medium access for exactly the duration of the packet transmission. Compared to

2In case of relay, it needs to calculate the duration of RRTS1, RRTS2 and RCTS transmissions
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the standard approach, our approach can achieve better bandwidth utilization in some

situations. For example, suppose a CTS is lost at the sender due to collision or channel

error, since the standard approach has longer duration piggybacked in the RTS than

our approach, the neighbor nodes of the sender would defer for a longer time period in

the standard DCF. Table 4.2 lists the duration for each packet used in rDCF. In the

Packet Type The Duration
RTS CTS + σ + 2SIFS
CTS Data(L,Rdir) + σ + 2SIFS
RRTS1 RRTS2 + RCTS + 2σ + 3SIFS
RRTS2 RCTS + DATA(L,R1) + 2σ + 3SIFS
RCTS DATA(L,R1) + DATA(L,R2) + 2σ + 3SIFS
Datadir ACK + σ + SIFS
Data1 DATA(L,R2) + ACK + 2σ + 2SIFS

Table 4.2. The calculations of the duration in rDCF

table, σ is the maximum propagation delay, DATA(L, r) means the packet with length

of L is transmitted at the rate of r. Note that the calculation of each duration takes

into account the transmission time of both PHY layer header and MAC layer header.

Datadir refers to the data packet with direct transmission, and Data1 is the data packet

sent from the sender to the relay node, Other unlisted packets have a duration of 0.

Besides the impact on virtual carrier sensing, different transmission rates also

result in different transmission ranges. For a given receiving power level, the packet

transmitted with higher rate may have higher bit error rate. As shown in Figure 4.13,

suppose Ni and Nj are far away from each other and the channel quality can only support

2 Mbps. Then Nj may not be able to decode a packet if Ni sends the packet at the
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Fig. 4.13. An illustration of the different transmission ranges

rate of 5.5 Mbps. In this case, Nj is out of the transmission range of Ni. Based on this

fact, when the sender sends data at high transmission rate, some one-hop neighbors may

stay within its carrier sensing range but cannot extract the information of the duration

piggybacked in the packet. To deal with such problems, we adopt the reservation-sub-

header (RSH) in [28]. Specifically, a RSH is inserted preceding the data frame and is sent

at the same or lower rate compared to RTS. Different from [28], as shown in Figure 4.14

and 4.15, our RSH does not need to include the MAC addresses of the sender and the

receiver because the revised carrier sensing scheme would not incur any incorrect medium

reservation of RTS. As a result, the overhead of our RSH is smaller than that in [28].

Since the RSH is transmitted at a low rate (1 Mbps in this paper), all one-hop neighbor

nodes can extract the value in the RSH and update their NAV values accordingly.

4.6.2.2 Dealing with Dynamic Channel Condition

The channel condition may change frequently in wireless networks [54], which may

have significant impacts on the performance of rDCF. In order to alleviate the impacts
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of dynamic channel conditions, it is desirable to adaptively decide when to perform relay

according to the channel conditions.

We design a simple randomized algorithm as follows: Each relay node in the relay

table of Ni is associated with a credit ranging in [0.0, 1.0]. To exploit successful relays,

each time when Ni finds a relay node for the receiver Nj , Ni chooses the one with the

largest credit. After selecting the relay node, Ni generates a random number in [0.0, 1.0]

and sends RRTS1 to the chosen relay node if the credit is greater than or equal to the

random number. Otherwise, Ni applies DCF and sends RTS to Nj . When a node Nr

successfully relays a packet for Ni, which is indicated by receiving the ACK, the credit

of Nr is increased by 0.1. When a relay via Nr fails, the credit is decreased by 0.1.

When Ni receives that willing list from Nr and finds itself in the list, the credit of Nr is

enhanced by 0.5.
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Some types of transmission failures can be detected and recovered quickly in rDCF

to reduce the cost of failures. As shown in Figure 4.10, suppose Ni has a packet for Nj

and finds the relay node Nr. We add two optimizations to the basic protocol as follows:

• If RRTS1 is lost, Ni can detect it if no packet is overheard after SIFS + σ when

the transmission of RRTS1 is finished. Then, it replies a CTS to Ni;

• If the data packet sent from Ni to Nr is lost, Ni can detect it if no packet is

overheard after SIFS + σ. Then, Ni backoffs based on the binary exponential

backoff protocol for re-transmission.

4.6.3 Impacts of Relay

In multi-hop ad hoc networks, the relay node may have some impacts on the

system performance. In this section, we discuss some issues caused by relaying packets,

and show that these impacts are very small in most cases through analysis.

4.6.3.1 The Impact on Spatial Reuse

f2

f1

N4

N3

Nr

N1 N2

f2

f1

N4

N3

Nr

N1 N2

(a) Exposed terminal (b) Hidden terminal

Fig. 4.16. An illustration of the impact of rDCF on spatial reuse
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As packets being relayed, rDCF may have impacts on the spatial reuse of the

network. As shown in Figure 4.16 (a) and (b), any pair of nodes connected by a solid

line can hear each other. With standard DCF, f1 and f2 can simultaneously transmit

data since they don’t contend with each other for the medium. When Nr relays packets

for flow f1, N3 has to defer its transmissions in order to avoid collisions, which may

cause an exposed or hidden terminal problem [9, 10]. At a first glance, if Nr always

relays packets for f1, the performance of f2 may be significantly affected. After looking

into the carrier sensing mechanism of IEEE 802.11, we can see that the impact is quite

small in most cases.

Suppose Nr relays a packet for f1 at time t. For exposed terminal problem, there

are two cases:

• Case 1: N3 is in the transmission range of Nr at t, which means that it can extract

the duration of the packet. N3 can defer medium access for the period of one data

transmission, and then start to contend for the medium again. As a result, in the

long term, N3 and N1 have similar opportunities to access the channel.

• Case 2: N3 is within the carrier sensing range of Nr so that it cannot extract the

duration of the packet. In this case, N3 resumes contending the medium only when

the medium is idle for an extended inter-frame space (EIFS), which is equal to 364

µs [30]. As a result, N3 may defer the medium access to sometime later than the

time N1 receives the ACK. Since the time of ACK+the post backoff3+DATA1→r

3After receiving the ACK, the sender is required to backoff for a random period between 0
and CWmin
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is greater than EIFS, we can see that N3 would not be starved and can eventually

obtain the medium access.

When N3 transmits a packet to N4, Nr sets its NAV to be either the period of

the data transmission from N3 to N4 or EIFS (when a collision happens). When N1

sends packets to Nr at this time, Nr will not send RRTS2 to N2 since its NAV has not

expired. In this case, the receiver applies the optimization technique in Section 4.6.2.2

and the impending packet of N1 is served with DCF.

For the hidden terminal problem, the impact of relay could be greater since the

sender of f2 will double its current contention window size and backoff again. However,

similar to the exposed terminal problem, since N3 does not always senses busy medium,

this impact would not significantly affect the performance of f2.

N1

Nr

N2d
d1 d2

r
r

r

S

Fig. 4.17. An illustration of the extended sensing area
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We also analyze the extended sensing area caused by Nr. As shown in Figure

4.17, the extended sensing area S is Nr’s sensing area which does not overlap with the

sensing areas of N1 and N2. It is not difficult to see that, for a given distance (d) between

N1 and N2, the size of S increases as d1 + d2 increases. To meet the criteria of relay,

d1 +d2 ≤ D5.5 +D11 should hold, where D5.5 and D11 are the transmission range of 5.5

Mbps and 11 Mbps respectively. By setting d1 and d2 to be D5.5 and D11 respectively,

we can calculate the upper bound of the size of S.

We give some numerical results of the upper bound of increased sensing area as a

function of d. Following ns-2 [27], we set r, D5.5 and D11 to be 550 m, 200 m and 100

respectively. d changes from 210 m to 250 m. The numerical results are shown in Table

4.3. As can be seen, compared to the total sensing area of the sender and the receiver,

the increased sensing area is small.

d (meters) 210 220 230 240 250
Upper bound of increased
sensing area (%) 11.5 10.5 9.2 8.2 7.2

Table 4.3. The impact of relay on the sensing area

4.6.3.2 The Impact of Hidden Relay

Based on the location of the relay node, some node may be able to hear from the

sender, but unable to hear from the relay node. For example, as shown in Figure 4.18,

N4 can hear from N1 but cannot hear from Nr. This may cause collisions at N1 since
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N3 N4 N2N1

Fig. 4.18. An illustration of the impact of hidden relay node

N4 may not defer medium access for the period of one data transmission when Nr relays

a packet for f1. In the following, we analyze this impact, and show that it is very small.

Suppose N1 sends a packet to Nr at time t, there are two cases:

• Case 1: N4 can extract the duration from the packet, and defer medium access

accordingly. Since the duration is equal to the time needed for relaying the data

packet, N4 would not contend for the medium before N1 gets the ACK.

• Case 2: N4 can extract the duration from the packet, and set its NAV to be

EIFS. With DCF, EIFS can be used to guarantee that the sender can receive the

ACK. However, it may not always hold in rDCF. Since EIFS could be smaller than

Datar→2 + ACK + DIFS, N4 may send a packet to N5 before N1 receives the

ACK, since it cannot sense the signal sent by Nr and N2. As a result, it is possible

that the packet sent by N4 collides with the ACK at N1.

When Case 2 happens, N1 needs to re-transmit the data packet. As stated in

Section 4.6.2.2, N1 also reduces the credit of Nr by 0.1 since the previous relay operation

failed. Then, even if the flow rate of f2 is high, the occurrence of Case 2 is bounded
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since the credit of Nr will eventually be small enough so that Nr would not be chosen

for relay.

4.7 Performance Evaluation

4.7.1 The Simulation Setup

The propagation model and the distance threshold are the same as those used in

rPCF. The mean period for service advertisements is 1.0 second. The packet length is

set to be 1000 bytes and the simulation time is set to be 100 seconds.

We compare rDCF with the state-of-the-art protocol called receiving based auto

rate (RBAR) protocol [28]. It has been shown that RBAR outperforms the standard

DCF and the sender-based rate adaption protocol called auto rate fallback (ARF). The

reason we do not compare rDCF with the opportunistic auto rate (OAR) protocol is

that OAR degrades to RBAR when the link quality between the sender and the receiver

is poor. The RBAR protocol works as follows. The receiver measures the channel

quality based on the signal-to-noise ratio of the arriving RTS packet. Then, it sets the

transmission rate for the data packet according to the highest feasible value allowed by

the channel condition, and piggybacks the rate with the CTS packet. After receiving the

CTS, the sender sends out the data packet with the piggybacked transmission rate.
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Fig. 4.19. The impact of rDCF on spatial reuse

4.7.2 Simulation Results

4.7.2.1 Impacts on Spatial Reuse

In this experiment, we evaluate the impacts of rDCF on the spatial reuse, and

assume the channel condition is stable. The topologies used are Figure 4.16 (a) and

(b), under which the performances are denoted as rDCF (Exposed) and rDCF (Hidden)

respectively. The channel quality between the sender and the receiver of each flow can

only support the rate of 2 Mbps. Nr and N3 are within the sensing range of each other.

The contending traffic load (CTL), which is the percentage of the maximum system

throughput, of flow 1 (flow 2) increases as the aggregated traffic of the flows that are

spatially close to flow 2 (flow 1) increases, and vice versa.

We first evaluate the impacts of CTL on the throughput of flow 1. We fix the

rate of flow 1 to be 1600 Kbps. As shown in Figure 4.19 (a), when the CTL of flow 1 is

not high (e.g. 50%), the throughput of flow 1 under rDCF is not affected and is much
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higher than that under RBAR. In case of rDCF (Expose), when the CTL of flow 1 is

high (i.e. over 75%), the throughput of flow 1 decreases. As discussed in Section 4.6.3.1,

since Nr frequently defers medium access for flow 2, many data packets are transmitted

with direct transmissions. In case of rDCF (Hidden), the impact of flow 1’s CTL is very

small since N3 only sends short packets (i.e. CTSs and ACKs).

We then evaluate the impacts of CTL on the delay of flow 2. The rate of flow 2

is fixed to be 160 Kbps (or 20 pkt/sec). As shown in Figure 4.19 (b), in case of both

rDCF (Expose) and rDCF (Hidden), when the CTL of flow 2 is not high (i.e. less than

50%), its impact on flow 2’s delay is quite small. When the CTL of flow 2 is very high

(i.e. near 100%), the delay of flow 2 increases. The reason of the prolonged delay has

been discussed in Section 4.6.3.1, and the result conforms our claim that flow 2 would

not be starved.

4.7.2.2 The Impact of Hidden Relay

We study the impact of hidden relay in this section. The topology has been shown

in Figure 4.18. We assume that the channel is stable. By default, in rDCF we assume

N4 can extract the duration of each data packet sent by N1. rDCF (Sensing) denotes

the situation that N4 cannot extract the duration field. As stated in Section 4.6.3.2,

the impact of hidden relay does not exist in the default rDCF, but it exists in rDCF

(Sensing).

We evaluate the impact of CTL on the delay of flow 1. The rate of flow 1 is fixed

to be 160 Kbps. As shown in Figure 4.20 (a), when the CTL of flow 1 is low, because of

relay, the delay of flow 1 in rDCF and rDCF (Sensing) is much smaller than that under
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Fig. 4.20. The impact of hidden relay on rDCF

RBAR. As the CTL of flow 1 increases, the delay of flow 1 under rDCF and rDCF

(Sensing) increases and becomes close to that under RBAR. Since N4 and N1 can hear

from each other, they compete the medium access together. As a result, as the CTL of

flow 1 increases, N1 takes more time to contend the medium. From the figure, we can

also see that the delay of flow 1 under rDCF (Sensing) is almost the same as that under

rDCF, which shows that the impact of hidden relay on the delay of flow 1 is almost

negligible.

We then examine the impact of CTL on the throughput of flow 1. The rate of

flow 1 is set be 1600 Kbps. As shown in Figure 4.20 (b), the throughput of flow 1 under

rDCF and rDCF (Sensing) is constantly greater than that under RBAR. Only when the

CTL of flow 1 is high (say more than 50%), we can see the difference between rDCF

and rDCF (Sensing). As expected in Section 4.6.3.2, due to collisions caused by N4, the

throughput of flow 1 under rDCF-S is less than that under rDCF. However, we can see
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that the throughput difference is small, which shows that the impact of hidden relay on

the throughput of flow 1 is not a big issue.

4.7.2.3 Fully Connected Topology

We study the performance of rDCF in the fully connected topology in which all

nodes can hear from each other. We put 20 nodes in the area (220m × 220m). Among

them, 10 nodes act as either the sender or the receiver of the five flow. The long-term

average channel condition between the sender and the receiver of each flow can only

support 2 Mbps. The remaining 10 nodes are randomly distributed in the area. We use

the Ricean propagation model to emulate the dynamic channel condition and evaluate

the impacts of the line-of-sight parameter K and the mobility.

Impact of K: The channel condition could be quite dynamic due to various factors.

One important factor is the line-of-sight parameter K. A large K means a good channel

quality while a small K means a poor channel quality. We first set the rate of each

flow to be 160 Kbps and evaluate the packet delay under rDCF and RBAR. As shown

in Figure 4.21 (a), the delay under rDCF is much smaller than that under RBAR and

the impact of K on rDCF is smaller than that on RBAR. We then evaluate the system

throughput under rDCF and RBAR by letting all the flows be always backlogged. As

shown in Figure 4.21 (b), under rDCF and RBAR, the system throughput increases as

K increases, since the system-wide channel condition becomes better when K is larger.

Compared to RBAR, rDCF can have much higher system throughput (at least 25%

more). The performance gain is mainly due to the high transmission rate achieved by

the MAC layer relay.
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Fig. 4.21. The performance comparison between RBAR and rDCF under different K

After looking at the throughput of each flow, we found that the impact of channel

errors on fairness can be significantly reduced by rDCF. Figure 4.22 shows the through-

put of each flow when K=0. As can be seen, under RBAR, the throughput of flow 3

and flow 5 is much less than that of flow 1, flow 2 and flow 4. The reason is that the

distances between the sender and the receiver of flow 3 and flow 5 are longer than those

of other flows. As a result, the accumulated time period when the channel condition is

poor becomes larger, which causes more packets of flow 3 and flow 5 being lost due to

channel errors. Consequently, due to the binary exponentially backoff, the accumulated

backoff time of flow 3 and flow 5 becomes more than other flows. However, as shown in

the figure, this unfairness does not exist under rDCF. The reason is that most of pack-

ets of flow 3 and flow 5 can be delivered via relay, where both the channel conditions

between the sender and the relay node and between the relay node and the receiver are
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Fig. 4.22. The fairness comparison between RBAR and rDCF

more stable than the direct link. As a result, the number of transmission failures due to

channel errors is significantly reduced by using relay.

Impact of Mobility: Mobility affects the channel condition in two ways. First, it

changes the node’s location which may affect the value of K and the strength of the

received signal strength. Second, due to Doppler shift in frequency of the received

signal, it may reduce the channel coherence time period. We evaluate the impact of

mobility on the performance of rDCF. Each receiver of a flow moves to the sender until

the distance is equal to 150m, and then moves back to its original position. Similar

to [55], the value of K is fixed to be 5. As shown in Figure 4.23 (a), the delay under

rDCF and RBAR decreases as the mean moving speed increases. This can be explained

as follows: as the moving speed increases, the receiver may have more chances to move

closer to the sender, which makes the average channel quality between the sender and

the receiver better. With relay, rDCF outperforms RBAR because it can have higher

transmission rate when the sender and the receiver are far away from each other. With
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Fig. 4.23. The performance comparison between RBAR and rDCF under different
velocities

the same reason, as shown in Figure 4.23 (b), rDCF obtains more benefit from mobility

than RBAR.

4.7.2.4 Multi-hop Topology

We evaluate the performance of rDCF under multi-hop topology in which 30

nodes are randomly distributed in a rectangular area of 1000m × 400m. All nodes are

assumed to move around the area randomly and the mean moving speed is 3 m/s. The

line-of-sight parameter K is set to be 5. We simulate a single flow in the system and

the routing protocol is the dynamic source routing (DSR) [33]. The throughput of the

flow is shown in Table 4.4. As can be seen, compared to RBAR, rDCF has significantly

shorter delay since the impact of channel error has been largely relieved via relay. With

the same reason, rDCF also achieves much better throughput than RBAR.
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Delay (msec) Throughput (Kbps)
RBAR 92.1 270.3
rDCF 17.5 387.5

Table 4.4. The performance comparison under the multi-hop topology

4.8 Implementation Issues

Octets:   2 2 6 6 6 2 6 0-2312 4

Frame
Control

Duration Address
     1

Address
    2

Address
    3

Sequence
Control

Address
     4

Frame   Body
FCS

MAC Header
(a) The general packet frame format

In this section, we describe how rPCF and rDCF can be incorporated into IEEE

802.11. The general IEEE 802.11 frame format is shown in Figure 4.8. As shown in

Figure 4.24, the frame control field is used to carry frame identification information

such as the type of the frame (e.g. control or data), the protocol version, and the

power/order management information. The duration field contains the time needed for

the packet transfer; the four address fields can be used to indicate the BSS identifier

(BSSID), source address (SA), destination address (DA), transmitting station address,

and receiving station address. These addresses may appear in different order in different

type of frames. The sequence control is a sequence number that is used to detect duplicate

frames. The FCS is the frame check sequence. The standard formats of Data and ACK

frames are shown
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(b) The frame control field format

Fig. 4.24. The general 802.11 MAC frame formats

In order to support rPCF and rDCF , some minor modifications to the standard

802.11 frames are required. Each data frame uses all four address fields in the order of SA,

DA, BSSID, and RA (relay address). The first and second hop relay can be differentiated

by the subtype value in the frame control field. For data type, which is indicated by

type value of 10 (binary), subtype value can be selected from the reserved ones from

1000 to 1111. In order to identify the piggybacked transmission rates, we append an

8-bit rate tag to the frame. The tag is divided into two 4-bit fields, which can be used to

represent two transmission rates. FOr rPCF, in order to collect and estimate the channel

condition of its neighbors, each station needs to know the address of the packet sender of

each packet transmitted. Thus, the ACK frame format has been changed to include the

source address. Since many functions of DCF (e.g. RTS/CTS, packet fragmentation,

beacon scanning) are implemented in firmware [31], these modifications can be easily

done.

4.9 Related Work

Kamerman and Monteban [35] designed the auto rate fallback (ARF) protocol to

utilize the multi-rate feature of IEEE 802.11. In ARF, the sender adapts the rate of each
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data transmission based on the history of previous successful transmissions. Since ARF

is a sender-initiated protocol, it does not work well when the channel condition becomes

quite unstable. Holland el al. [28] proposed a receiver-based auto rate (RBAR) protocol.

With the rate feedback by the receiver, RBAR can adapt the channel condition more

promptly than ARF. Later, the opportunistic auto rate (OAR) scheme was proposed in

[55]. OAR utilizes the fragment burst in IEEE 802.11 [30], which allows more than one

packets to be transmitted when the sender is granted medium access. OAR outperforms

RBAR only when the channel condition between the sender and the receiver can support

a high transmission rate (say 11 Mbps). ARF, RBAR and OAR only consider the channel

quality between the sender and the receiver. When the channel quality between the

sender and the receiver is poor, the performance of these schemes would be significantly

degraded.

The channel quality has been used as a metric for route selection in some routing

protocols [4, 16, 22, 57]. A path with overall best channel condition is selected to im-

prove the end-to-end throughput [4, 16, 57] or power efficiency [22]. However, compared

to MAC layer relay, network layer relay has higher control overhead and may incur a

long queuing delay. When the channel condition changes frequently, due to the slow

response of the routing protocols, network layer relay cannot react quickly to exploit the

opportunities to deliver data at a high transmission rate.

Recently, the concept of relay has been used in heterogeneous networks to improve

system performance. iCAR [67] makes use of cellular and ad hoc techniques reduce

call blocking probability. With the pre-deployed infrastructures, traffic can be diverted

from heavily-loaded cells to lightly-loaded cells. UCAN [46] is another heterogeneous
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network architecture which focuses on improve data throughput of a single cell without

incurring additional operation costs. When the node is far away from the base station,

its downlink data could be delivered much faster by multi-hop IEEE 802.11 relay. These

two schemes do the relay at network layer. However, the performance of network layer

relay forwarding may be significantly effected when the relay node is congested. Also, it

would increase the workload of each relay node.
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Chapter 5

Conclusions and Future Work

In this chapter, we summarize our contributions, and point out directions for

future research.

5.1 Conclusions

In this thesis, several novel algorithms and protocols are proposed for power-aware

and QoS-aware resource management in wireless networks. To reduce the power con-

sumption without losing QoS provision, we have designed two novel scheduling schemes:

the priority-based bulk scheduling (PBS) and the rate-based bulk scheduling (RBS),

where PBS is designed for power-adaptive systems and RBS is for rate-adaptive sys-

tems. The PBS scheduler decides to serve or suspend a flow based on the amount of the

prefetched data. Among the flows with insufficient prefetched data, one flow is selected

as the primary flow and the others are secondary flows. The primary flow is exclusively

served provided that the deadlines of the secondary flows will not be violated. The flow

with enough buffered data will be suspended until the buffered data runs out. As some

flows do not have strict delay requirement, the PBS scheduler may let these flows yield

the channel for a while if the workload of the system is high. With prefetched data, the

WNI can sleep long enough to offset the impact of the state transition delay. By sus-

pending some flows, other active flows sharing the channel can obtain more bandwidth
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and take less time to fill the buffer. RBS applies a different scheduling algorithm with

the emphases on balancing power efficiency and error resiliency. The RBS scheduler

provides temporal fairness to each active flow and the flow with insufficient buffered

data will be served with the start-time first queuing service discipline, whereas the flow

with enough buffered data will be suspended until the buffered data runs out. A novel

adaptive scheme has been proposed to enhance the error-resilience of RBS by adjusting

the sleep time of the WNI according to the channel condition of the flow. Analysis

has been given to prove that the proposed service models have delay guarantee and are

more power efficient than any other rate-based fair queuing service model. Extensive

experiments are carried out to evaluate the proposed methodology. Compared to the

non-work-conserving virtual clock (NVC) scheduling and the bulk slot (BKS) schedul-

ing, the PBS service model can significantly reduce the power consumption and provide

excellent QoS.

For the sake of providing fair service to flows with different service weights, the

absence compensation fair queuing (ACFQ) model has been proposed so that the service

differentiation under bursty data traffic can be significantly improved, while the fairness

among all flows is still well maintained. ACFQ achieves QoS provision on the basis of fair

queuing, and improves the service differentiation by using the virtual packet to quantify

the amount of service loss/gain due to absence. After the losing flow is backlogged again,

it can reclaim the service loss from other gaining flows. The extent of the compensation

is gracefully controlled according to the service credit and the service weight of the

flow. We also considered channel errors and extended the ACFQ model with a separate

error compensation model. By exploiting the channel condition of each flow, the ACFQ
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scheduler can opportunistically balance the tradeoff between the constraint of fairness

and the system throughput. We showed the analytical properties of the ACFQ model,

and used simulation to evaluate the performance of the model. Simulation results showed

that ACFQ can significantly improve service differentiation without loss of QoS provision.

Considering the multi-rate capability of IEEE 802.11 WLANs, we have designed

new protocols that support the MAC-layer relay mechanism for both point coordination

function and distributed coordination function in WLANs and ad hoc networks. With

these protocols, when the transmission rate of a direct link is low, the data can be

transmitted much faster through a relay node provided that both links from the sender

to the relay node and from the relay node to the receiver can support a high data rate.

The basic relay-enabled MAC protocols have been proposed to help the sender, the

relay node and the receiver coordinate to decide what data rate to use and whether to

use a relay node. Regarding the bandwidth utilization, the dynamic nature of wireless

channels and some variable transmission range, we also have proposed several techniques

to enhance the performance of the basic protocol. Simulation results showed that our

scheme outperforms the state-of-the-art protocols in terms of throughput and delay in

various scenarios.

5.2 Future Work

In the context of my thesis work, our future work includes, but is not limited to:

• Designing an adaptive scheme for the PBS service model so that the WNI can wake

up a little bit earlier when the channel condition is very dynamic. In this way, we

can achieve a good balance between power efficiency and error-resiliency in PBS.
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Furthermore, we can extend the PBS scheme and the RBS scheme to wireless ad

hoc networks.

• Studying the performance of the ACFQ model under mixed data traffic (i.e., both

bursty and continuous traffic) and analyze the impacts of the virtual packet length.

It could be interesting to see whether there is a good way to adaptively adjust the

virtual packet length according to different network conditions.

• Studying new approaches to further reduce the control overhead of the protocols

and improve the performance of rate adaption. Since it takes some power for the

relay node to process and forward the packet, power consumption should be an

important consideration to refine the rPCF and rDCF protocols.

Beyond my current research, I plan to focus on some important and challenging

issues in heterogeneous wireless network, because integrating a number of wireless tech-

niques is a promising way to build the next generation wireless networks. In contrast to

various proposed vertical handoff schemes, I plan to address issues on how to support

efficient data services in heterogeneous environments. The proposed techniques would

cover issues related to data prefetch, quality-of-service (QoS), fairness and medium access

control protocols. With the aid of these techniques, we can achieve high bandwidth uti-

lization and system throughput, seamless vertical handoff, good QoS provision, fairness,

and robustness.
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