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Abstract

Chemical reactions between sulfur dioxide and atomic oxygen are important in modeling the atmosphere of Io and since the atmosphere is sufficiently rarefied, the flow about the Jovian moon is usually modeled using DSMC. The chemical reaction rates between SO\textsubscript{2} and O obtained using the Molecular Dynamic/Quasi-Classical Trajectory (MD/QCT) method are compared with the Total Collisional Energy (TCE) model of Bird [1] and values in the literature. The implementation of both MD/QCT and TCE chemistry reaction models in DSMC is studied in a 0-D time dependent analysis and 2-D axisymmetric DSMC simulations. The MD/QCT simulations were found to result in lower reaction rate constants and reaction probabilities than the TCE model and the vibrational favoring feature of the SO\textsubscript{2} + O → SO + 2O reaction was revealed. A 2-D DSMC simulation of an approximate planetary flow consisting of a plume-counter flow between planetary outgassing sulfur dioxide and high energy free stream oxygen was performed. The flow conditions are such that the reference values used in obtaining the total VHS cross section are inadequate to describe the total collisional cross section. Therefore the total cross section using the more general viscosity cross section was obtained through the MD/QCT simulations and was found to have a significantly different energy dependence compared to the original VHS cross section. For the 2-D DSMC simulations it was found that the structure of the flow as well as the chemically formed sulfur oxide were different for the MD/QCT and the TCE reaction probabilities and total cross sections. In addition, the reaction region was found to be highly non-equilibrium, which suggests that MD/QCT is a more suitable chemistry model for the simulation of the Io’s atmosphere.
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Chapter 1

Introduction

The nature of Io’s atmosphere has attracted substantial scientific interest ever since the discovery of its ionosphere by the Pioneer spacecraft in 1973. [2] This active atmosphere, featuring distinctive volcanic plumes, has been studied for decades through observations by ground-based [3] and Earth-orbiting [4] telescopes and the targeted campaigns by the Galileo and Cassini missions as well as numerical modeling. [5, 6] Io’s plumes are generated when volatile vapors are violently expelled from volcanoes, and evolve through processes including acceleration and cooling due to expansion and thermal radiation, forming a canopy shaped shock when the vent plume intersects with the descending flow, and finally depositing a ring of condensed material around the source region. [7] The series of gas dynamics processes occurring in the plumes and their effects on Io’s surface and atmosphere are of great interest to the planetary atmosphere science community.

The direct simulation Monte Carlo (DSMC) method has been shown to be well suited to modeling the variety of plume dynamics and planetary phenomena occurring in the atmosphere of Io. These phenomena encompass a wide range of flow regimes where the continuum assumption breaks down and a kinetic rarefied gas model must be applied. An example of a planetary feature where this occurs is
the flow between the near vent flow and the much higher canopy shock. Extensive axisymmetric DSMC simulations were conducted by Austin and Goldstein [8, 9] and Zhang et al [7, 10, 11, 12], in which these and other physical phenomena were explored. Their work included hot band transition in the rotational radiation model, discrete line emission from the three SO$_2$ vibrational modes, coupled gas/dust flows, and multiple gas species. Although successfully explaining many aspects of the plume dynamics, they have not included chemical reactions in the simulations.

The relative composition of Io’s atmosphere is not yet well known, but SO, O$_2$, S and O are expected to be created from SO$_2$ primarily by photo-dissociation and gas phase chemistry. In order to study this moon of Jupiter and its atmosphere, reactions between sulfur dioxide and atomic oxygen were initially investigated by Moghe [13], through Molecular Dynamic/Quasi-Classical Trajectories calculations. In that work, the three product paths which can be obtained from the dissociation process of SO$_2$ by collisional impact with atomic oxygen were considered,

\[
\begin{align*}
\text{SO}_2 + \text{O} & \rightarrow \text{SO} + \text{O} + \text{O} & (1.1) \\
\text{SO}_2 + \text{O} & \rightarrow \text{S} + \text{O} + \text{O}_2 & (1.2) \\
\text{SO}_2 + \text{O} & \rightarrow \text{S} + \text{O} + \text{O} + \text{O} & (1.3)
\end{align*}
\]

The first reaction was found to be the dominant mechanism for the conditions explored, and thus is the focus of this work.

Molecular Dynamic/Quasi-Classical (MD/QCT) simulations of a chemical reaction require the solution of Hamiltonian equations of motion for a specified initial reactant state followed with analyses of the obtained trajectory results. To perform molecular dynamics calculations, one has to know how the molecular system’s electronic energy changes as a function of all inter-nuclear distances, quantified by
the potential energy surface (PES). The PES used in this work was a sum of Lennard-Jones 6-12 pairwise potentials. [13, 14] MD/QCT simulations of chemical reaction cross-sections pertinent to chemically reacting flows have been performed and used in both Navier-Stokes [15] and DSMC calculations of a hypersonic NO and water, [16, 17] respectively. In Sec. 2 we present the specific approach used in this work to obtain the total and reaction cross section for the chemical reaction given in Eq. 1.1.

The purpose of this paper is to offer a new, fundamental approach to examine the collisional dissociation of sulfur dioxide by beams of high velocity atomic oxygen, conditions relevant to Io’s atmosphere, and to determine the sensitivity of the DSMC simulations to the use of fundamentally obtained MD/QCT reaction probabilities and viscosity cross sections compared to the conventionally used TCE model and the VHS model based on Bird’s values. [1] In Sec. 3, the chemical rate constants obtained by the integration of the MD/QCT reaction cross sections are compared with those estimated from the work of Moses et al [5] and Grillo et al [18]. The latter chemical rates are used in the planetary atmospheric modeling of Io, but their use is problematic because they were derived from very different conditions. In the following section, we investigate different approaches for incorporating the MD/QCT reaction cross sections into DSMC simulations and compare the outcomes of two different approaches with the results obtained using the original TCE model based on the experiments of Grillo.[18] The sensitivity of the chemistry models is explored in 0-D DSMC simulations which are validated by comparison with simple, semi-analytic numerical integration of a chemical rate equation. The differences between the TCE model and the MD/QCT approach, in terms of vibrational favoring, is discussed. Next in Sec. 5, the limit of the reaction probabilities whether they are based on either the TCE or the MD/QCT reaction
cross sections is discussed and motivates the use of the MD/QCT viscosity cross section as a more realistic replacement to the VHS model that is based on the low temperature parameters given by Bird.\cite{1} In that section, the MD/QCT viscosity cross sections and new reaction probabilities are obtained and are shown to provide more physically meaningful reaction probabilities, particularly at the very high relative collision velocities that will be relevant to the modeling of Io’s atmosphere. Finally, in Sec. 6 we present 2-D axisymmetric DSMC simulations performed to evaluate the sensitivity of a plume-counterflow problem to the MD/QCT based collision model and chemistry models. The plume-counter flow problem represents a simplified, but important element of the planetary gas dynamics of Io.
Description of the MD/QCT Approach

The MD/QCT calculations are the solutions of Hamilton’s equations,

\[ \dot{p}_{i,j} = -\frac{\partial V}{\partial r_{i,j}} \quad \text{and} \quad \dot{r}_{i,j} = -\frac{p_{i,j}}{m_i} \quad (2.1) \]

where the dotted symbol denotes a time derivative, \( V \) represents the total potential for the system of \( n \) atoms, \( p_{i,j} \) and \( r_{i,j} \) are the Cartesian momenta and coordinates for the \( i \)-th atom in the \( j \)-th direction, and \( m_i \) is the mass of the \( i \)-th atom. These coupled equations can be solved for the coordinates and momenta of the \( n \)-atom system using a fourth order Runge-Kutta method. \[19\] The integration is performed for a fixed length of time or until a specified condition is met, \textit{e.g.}, the dissociation of the target molecule occurs, and the final states of each atom, \textit{i.e.}, the coordinates and momenta, are recorded for further analysis.

A PES has been developed for the modeling of \( \text{SO}_2+\text{O} \) collisions \[13, 14\] which assumes that \( \text{SO}_2 \) molecule has a potential of the central force field type. \[20\] For
the collision pair system, the total potential is separated into

\[ V(q_1, \ldots, q_{12}) = V_{mol} + V_{int} \quad (2.2) \]

where \( q_1, \ldots, q_{12} \) denote the coordinates of the atoms of \( \text{SO}_2 \) and O, \( V_{mol} \) is the \( \text{SO}_2 \) molecular potential, and \( V_{int} \) is the collisional interaction potential between \( \text{SO}_2 \) and O. In this work, \( V_{mol} \) were modeled by using three Morse bond potentials as follows.

\[ V_{mol} = \phi_{12}(r_{12}) + \phi_{13}(r_{13}) + \phi_{23}(r_{23}) \quad (2.3) \]

where \( \phi_{ij}(r_{ij}) \) is the pair potential between atoms i and j with a separation of \( r_{ij} \). The parameters for this representation are given in the Table 2.1. [21] The Morse parameters were chosen so that the dissociation energy, the equilibrium bond lengths, and the bond angle of the isolated molecules can be reproduced. The normal mode frequencies in Table 2.1 were obtained from power spectra of low energy trajectories of an isolated \( \text{SO}_2 \) molecule with harmonic pair potentials.

The collisional interaction was modeled by pair interactions of the form

\[ V_{int} = \phi_{14}(r_{14}) + \phi_{24}(r_{24}) + \phi_{34}(r_{34}) \quad (2.4) \]

as suggested by the work of Redmon et al. [22] The pair interactions are computed by using the standard Lennard-Jones 6-12 pair potentials as follows.

\[ \phi_{ij}(r_{ij}) = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right] \quad (2.5) \]

and as an approximation, all Lennard-Jones parameters for the atom-centered pair interactions were taken to be identical and were obtained by using the combining
rules,
\[ \sigma_{\text{SO}_2-\text{O}} = \frac{1}{2}(\sigma_{\text{SO}_2} + \sigma_{\text{O}}) = 3.668 \text{ Å}^2 \]  
\[ \epsilon_{\text{SO}_2-\text{O}} = \sqrt{(\epsilon_{\text{SO}_2}\epsilon_{\text{O}})} = 173.68 \text{ K} \]  

In order to perform MD/QCT calculations, the initial conditions of the collision pair, \textit{i.e.}, the collider O and each atom of the target SO$_2$, have to be specified. The specification of the initial conditions depends on the problem to be solved. For the use of the MD/QCT results in a DSMC simulation, this is usually done by sampling the initial conditions of the target molecule with the same internal energy at a fixed the relative collisional velocity for the collider. Microcanonical sampling [17] was employed in this work to generate the initial conditions for the target molecule, in which the coordinates and momenta are determined separately. Further details regarding the implementation of the microcanonical sampling and the preparation of the DSMC reaction data base may be found in Ref. [14].

| Table 2.1. Parameters for the SO$_2$ potential energy surface.\(^a\) |
|-------------------------------|-----------------|-----------------|
| SO equilibrium distance in SO$_2$ | $r_{12}^e$, $r_{13}^e$ | 1.4321 Å |
| O-O equilibrium distance in SO$_2$ | $r_{23}^e$ | 2.4742 Å |
| O-S-O equilibrium bond angle | $\theta_{\text{O-S-O}}^e$ | 119.5° |
| Morse range parameters | $\beta_{12}, \beta_{13}, \beta_{23}$ | 2.4 Å$^{-1}$ |
| Morse dissociation energies | $D_{12} = D_{13} = D_{\text{SO}}$ | 100 kcal/mole |
| Morse dissociation energy | $D_{23}$ | 30.5 kcal/mole |
| Dissociation energy | $D_{\text{SO-O}} = D_{\text{SO}} + D_{\text{OO}}$ | 130.5 kcal/mole |
| Vibration frequency | asymmetric stretch | 1213 cm$^{-1}$ |
| Vibration frequency | symmetric stretch | 1187 cm$^{-1}$ |
| Vibration frequency | bend | 394 cm$^{-1}$ |

\(^a\) The Morse potential is defined as $\phi_{ij}(r_{ij}) = D_{ij} \left[ 1 - \exp \left\{ -\beta_{ij}(r_{ij} - r_{ij}^e) \right\} \right]^2$, where $r_{ij}^e$ is the equilibrium internuclear distance.
Chapter 3

Rate Constants Derived from MD/QCT Results

Although, the MD/QCT reaction cross-section, $\sigma_R$, is the fundamental physical quantity in modeling collisions that result in chemical reactions, most often it cannot be directly compared with experimental data. Generally the chemical reaction rate, rather than the cross-section is available, and for this reason, we consider the latter by using the following kinetic relationship for the rate in terms of the reaction cross-section,

$$k_d(T) = \int_0^\infty \int_0^\infty v_r f(v_r) f(E_{int}) \sigma_R(E_{int}, v_r) dE_{int} dv_r$$

(3.1)

where

$$f(E_{int}) = \frac{E_{int}^{\zeta_{int}/2 - 1}}{\Gamma(\zeta_{int}/2)(kT)^{\zeta_{int}/2}} \exp \left( -\frac{E_{int}}{kT} \right)$$

(3.2)

and

$$f(v_r) = \frac{4m_r^{3/2}v_r^2}{\pi^{1/2}(2kT)^{3/2}} \exp \left( -\frac{m_r v_r^2}{2kT} \right)$$

(3.3)
In the above equations, $k_d(T)$ is the dissociation reaction rate, $f(E_{int})$ is the distribution function for internal energy, $f(v_r)$ is the distribution function for relative velocity, $\sigma_R$ is the reaction cross-section, $\zeta_{int}$ is the number of internal degrees of freedom, and $m_r$ is the reduced mass of SO$_2$ and O. Since the internal energy, $E_{int}$, can not be higher than the dissociation energy, the dissociation energy of SO$_2$, $E_{dis} = 9.07 \times 10^{-19}$ J was taken to be the upper limit of the internal energy in the MD/QCT calculations.

Figure 3.1 presents a comparison of the rate constants obtained from the MD/QCT calculations computed for several SO$_2$ internal energies over a range of $0.5\times10^{-19}$ to $9.0\times10^{-19}$ J with the work of Moses [5], Grillo [18], Astholz [23], and Olschewski [24]. In the work of Moses, the rate constant was given for the process SO+O$_2$ → SO$_2$+O, the reverse process of interest and only at temperatures of 230-420 K. The rate shown in Fig. 3.1, designated as “Derivation from Moses”, was obtained assuming detailed balance and the use of thermodynamic chemistry databases. [25, 26] Among the experimental results of Grillo, Astholz and Olschewski, Grillo’s is the most recent. The experiments of Grillo [18] provide the rate constant for SO$_2$+M→SO+O+M, however, only in the temperature range from 2500 to 5200 K, with M representing a third chemical species, such as, O, in our case. The Arrhenius parameters used in our paper are summarized in Table 3.1. In Fig. 3.1, the MD/QCT integrations were performed over the entire temperature range, whereas, the rate constants derived from the other two sources [5, 18, 23, 24] were only for low temperatures. The rate of Grillo [18] has been extended to higher temperatures (indicated by the enclosed square symbols) without justification. Note that a search of the literature did not reveal rates at temperatures higher than 7700 K. As shown in Fig. 3.1, the rate constant from the MD/QCT calculations falls between those of Grillo, Astholz and Olschewski,
and is closer to these three sources than the result of Moses. The MD/QCT results predict a rate constant lower in magnitude than that of Grillo throughout the temperature range, but both have similar temperature dependence. In terms of the Arrhenius parameters, the pre-exponential factor, $\Lambda$, from the MD/QCT calculations is approximately one order of magnitude lower than that of Grillo but the activation energy, $E_a$, is close.

### Table 3.1. Summary of Arrhenius Parameters.$^a$

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$\Lambda$ (m$^3$s$^{-1}$mol$^{-1}$)</th>
<th>$\eta$</th>
<th>$E_a$ (×10$^{20}$J)</th>
<th>Temperature (K)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO$_2$+O$_2$ → SO$_2$+O</td>
<td>2.6 × 10$^{-19}$</td>
<td>0</td>
<td>3.314</td>
<td>230-420</td>
<td>$^b$</td>
</tr>
<tr>
<td>SO$_2$+O → SO+O$_2$</td>
<td>2.985 × 10$^{-22}$</td>
<td>0.8484</td>
<td>5.619</td>
<td>3,000-10,000</td>
<td>$^c$</td>
</tr>
<tr>
<td>SO$_2$+O → SO+O$_2$</td>
<td>4.42 × 10$^{-27}$</td>
<td>3.02</td>
<td>124.3</td>
<td>10000-14000</td>
<td>$^d$</td>
</tr>
<tr>
<td>SO$_2$+O → SO+2O</td>
<td>2.491 × 10$^{-14}$</td>
<td>0</td>
<td>77.82</td>
<td>2,500-5,200</td>
<td>$^e$</td>
</tr>
<tr>
<td>SO$_2$+O → SO+2O</td>
<td>7.729 × 10$^{-15}$</td>
<td>0.25</td>
<td>90.00</td>
<td>3,000-14,000</td>
<td>$^f$</td>
</tr>
</tbody>
</table>

$^a$ $\Lambda$ is the pre-exponential factor, $\eta$ is the temperature dependence, and $E_a$ is the activation energy of the standard Arrhenius form, $k_d(T) = \Lambda T^\eta \exp(-E_a/kT)$.

$^b$ Moses [5]

$^c$ Derived [5, 25, 26]

$^d$ Derived [5, 25, 26]

$^e$ Grillo [18]

$^f$ Curve-fits of the MD/QCT reaction cross-section.
Figure 3.1. Comparison of reaction rate constants obtained from the literature and the new MD/QCT approach.
Chapter 4

Implementation of MD/QCT Reaction Cross Section in 0-D DSMC Simulations

4.1 Validation of 0-D DSMC Simulations

To validate our implementation of the MD/QCT derived chemistry model in DSMC we considered first a homogeneous gas or 0-D, time dependent DSMC simulation. To model chemical reactions in DSMC, reaction probabilities rather than rate constants are directly utilized and the traditional method for calculating the reaction probability is the TCE model of Bird. [1] In this model, the reaction probability has a special form that allows one to reproduce the experimental reaction rate $k_d(T)$ given in the standard Arrhenius form. Although the temperature, corresponding to the total collisional energy of interest, is high and exceeds the applicable range of the rate constants of both Moses [5] and Grillo [18], we use the Arrhenius parameters of Grillo in the TCE model, because their rates, as mentioned above, cover a higher temperature range than those of Moses [5] and are more recent than those
of Astholz [23] and Olschewski [24]. The DSMC simulations are then compared with semi-analytic results that are obtained through the numerical integration of the chemical rate kinetic equation

$$\frac{dn_{SO_2}}{dt} = -n_{SO_2}n_Ok_d$$

(4.1)

where $n_{SO_2}$ and $n_O$ are the time dependent chemical species number densities, and $k_d$ is the dissociation reaction rate constant. To evaluate the dissociation rate coefficient, $k_d(T)$, the instantaneous temperature must be known. It is evaluated at each time step in the simulation as,

$$T' = \left(\frac{s_{rot}^{SO_2}n_{SO_2} + s_{rot}^{SO}n_{SO} + s_{rot}^{O}n_{O} - (n_{SO_2} - n'_{SO_2})H_r/k}{s_{rot}^{SO_2}n_{SO_2} + s_{rot}^{SO}n_{SO} + s_{rot}^{O}n_{O} + s_{rot}^{O}n'O}\right)T$$

(4.2)

where $H_r$ is the reaction heat, and the variables with and without prime represent the number densities at the end and the beginning of a time step, respectively.

The 0-D, time dependent DSMC calculation of a chemical reaction is performed in the SMILE/DSMC tool [27] as follows. The Majorant Frequency Scheme of Ivanov [28] is used to select particles for collision using the variable hard sphere (VHS) total cross-section model. [1] The Larsen-Borgnakke model [29] is used to redistribute the translational and internal energies of the collision pair. The Millikan and White’s collision number [30] is used for the vibration-translation relaxation, and Parker’s collision number [31] is used for the rotation-translation relaxation. The reaction probability is then evaluated using the following expression of the TCE model:
\[ P(E_c) = \frac{\pi^{1/2} \epsilon \Lambda T_{\text{ref}}^{\eta}}{2 \sigma_{\text{ref}}(kT_{\text{ref}})^{\eta-1+\omega_{\text{AB}}}} \frac{\Gamma(\zeta_{\text{int}} + 5/2 - \omega_{\text{AB}})}{\Gamma(\zeta_{\text{int}} + \eta + 3/2)} \left( \frac{m_r}{2kT_{\text{ref}}} \right)^{1/2} \frac{(E_c - E_a)\eta+\zeta_{\text{int}}+1/2}{E_c^{\zeta_{\text{int}}+3/2-\omega_{\text{AB}}}} \] (4.3)

where \( E_c \) is the total collisional energy, \( \epsilon = 1 \) is the symmetry factor, \( \zeta_{\text{int}} \) is the mean number of internal degrees of freedom, \( \sigma_{\text{ref}} \) is the total cross-section at the reference temperature \( T_{\text{ref}} \), and \( \omega_{\text{AB}} \) is the mean viscosity index of the reactants \( \text{SO}_2 + \text{O} \).

Note that the viscosity index, \( \omega \), of the variable hard sphere model [1] was used and the rotational and vibrational degrees of freedom for \( \text{SO}_2 \) and \( \text{SO} \) were fixed to be the maximum possible value given by a simple harmonic oscillator model (\( \zeta_{\text{rot}}^{\text{SO}_2} = 3, \zeta_{\text{vib}}^{\text{SO}_2} = 6, \zeta_{\text{rot}}^{\text{SO}} = 2, \zeta_{\text{vib}}^{\text{SO}} = 2 \)). This simplification in the DSMC simulation is not required in practice, but provides a better correspondence to the ideal equilibrium condition implied by the analytical solution, Eq. 4.1. The Arrhenius parameters of Grillo were used in both the TCE model to calculate the reaction probability for DSMC and the direct numerical integration of Eq. 4.1. Based upon the derivation of TCE model [1], the results from the 0-D DSMC simulation with the TCE model and the analytical solution should be the same.

Figure 4.1 shows the number densities of atomic oxygen from the 0-D DSMC simulations for gas temperatures of 15,000 and 6,000 K as a function of reaction time. The computational domain consisted of two, 2 (cm) by 2 (cm) cells and the wall boundary conditions were specular. The numerical parameters used to perform time dependent simulation of the two chemical species number density evolution are summarized in Table 4.1. The time dependent chemical concentrations were sampled over approximately 8,000 and 7,500 collisions per time step. Note that species weighting factors were not employed. The simulations start with the reactants of \( \text{SO}_2 \) and \( \text{O} \) in the system at the same concentration,
3.0 \times 10^{22} \text{ molecule/m}^3. As the dissociation reaction develops, the number density of SO_2 decreases and the concentrations of the products O and SO increase. In addition, the gas temperature decreases by about 35% because the chemical reaction of SO_2 + O is endothermic.

Examination of Fig. 4.1 shows that the chemical species number density, as a function of time, predicted by the DSMC/TCE model is close to that of the analytic solution for the higher temperature case, however, small discrepancies between the two may be observed, particularly for the lower temperature case. The reason for this discrepancy lies in the equilibrium assumption of the TCE model and its use in DSMC. The derivation of the TCE reaction probability assumes that the reactants exist in an equilibrium Maxwell-Boltzmann (MB) distribution at the total collisional energy, \( E_c \), as shown in Fig. 4.2, at temperatures of 15,000 and 6,000 K. When determining if two particles will react, the total collisional energy must be greater than the activation energy, \( E_a = 7.782 \times 10^{-19} \text{ J} \) (shown as the cutoff line on the figure). Therefore, at a temperature of 15,000 K approximately one third of the area under the energy distribution curve (or one third of the numerical collisions) is eliminated. As the dissociation reaction proceeds, the chemical system keeps losing the SO_2 particles from the high energy portion of the distribution and there is insufficient time for the newly generated particles to relax with the rest of the system to a state of a MB equilibrium distribution. As shown in Fig. 4.1, for the lower temperature of 6,000 K the discrepancy between the TCE/DSMC and the analytic result is even larger, consistent with the fact that the majority of particles at the lower temperature have a total collisional energy less than the activation energy (see Fig. 4.2).
4.2 Further Investigation of the MD/QCT Model Implementation in DSMC Simulations

As mentioned above, the reaction probability is the parameter used directly in the DSMC modeling of chemical reactions. In this section, we will examine two approaches that can be used to derive reaction probabilities from the MD/QCT results and then examine the implementation of these different methods by testing them in 0-D DSMC simulations.

The first method, the more accurate approach, is to tabulate a number of reaction probabilities and then interpolate in the DSMC simulations as needed. In the MD/QCT calculation [13, 14], the reaction cross-section $\sigma_R$, is computed as a function of internal energy $E_{\text{int}}$ and relative translational energy $E_{\text{tr}}$. By fixing $E_{\text{int}}$ and varying $E_{\text{tr}}$, the MD/QCT reaction cross-sections as a function of the total collisional energy, defined by $E_c = E_{\text{int}} + E_{\text{tr}}$, are obtained. In addition, the total collisional cross-section $\sigma_{VHS}^{T}$ is calculated using [1]

$$
\sigma_{VHS}^{T} = \sigma_{\text{ref}} \left[ \frac{2kT_{\text{ref}}/(m_{\text{r}}v_{\text{r}}^2)}{\omega_{AB}} \right]^{1/2} / \Gamma(5/2 - \omega_{AB})
$$

(4.4)

Reaction cross-sections as a function of collisional energy are shown in Fig. 4.3 (LHS) for five series of internal energy values, i.e., $E_{\text{int}} = 0.5 \times 10^{-19}, 2.0 \times 10^{-19}, 4.0 \times 10^{-19}, 6.0 \times 10^{-19},$ and $9.0 \times 10^{-19}$ J. Using values such as these, the MD/QCT reaction probability $P$, the ratio of the reaction to the variable hard sphere cross-section, $\sigma_R/\sigma_{VHS}^{T}$, was calculated. Figure 4.3(RHS) shows the comparison of reaction probability between the MD/QCT calculations (enclosed symbols) and the TCE model using the Arrhenius parameters obtained by fitting to the data of Grillo [18] (open triangles). The location along the abscissa where the reaction probability starts to increase rapidly from zero is related to the acti-
vation energy for each case. We can see that the activation energy predicted by
the MD/QCT calculations is close to that obtained from the rate constant fit of
Grillo’s data. Curves of both methods show that reaction probability increases
with total collisional energy, and the reaction probabilities predicted by the TCE
model are bounded by those from the MD/QCT calculations. Figure 4.3(RHS)
also shows that, based upon the MD/QCT calculations, there is an indication of
vibrational (or internal) favoring for the SO₂ + O reaction [32, 16, 17]. For example,
consider the points A and B on the curve for \( E_{int} = 0.5 \times 10^{-19} \) J, and C on the
curve for \( E_{int} = 4.0 \times 10^{-19} \) J. The change of reaction probability is approximately
0.4, for point A compared to point B and corresponds to a change in the collisional
energy, \( \Delta E_c \), which in this case is the same as the change in translational energy
of approximately \( 3.5 \times 10^{-19} \) J. A second comparison in the change of reaction
probability for point A compared to point C is approximately 0.6. In that case,
the change in \( \Delta E_c \) between the A and C condition is the same as the change in
internal energy and is also equal to \( 3.5 \times 10^{-19} \) J. Therefore, for the same value
of \( \Delta E_c \), the increase in reaction probability resulting from an increase of internal
energy is greater than that from the increase of relative translational energy, an
indication of vibrational favoring.

In the TCE model, the reaction cross-section is obtained through the following
relationship

\[
\sigma_R = \sigma_T^{VHS} C_1 (E_c - E_a) C_2 \left( 1 - \frac{E_a}{E_c} \right) \left( \zeta_{int} + 3/2 - \omega_{AB} \right)
\]  

(4.5)

and the constants \( C_1 \) and \( C_2 \) are calculated as,

\[
C_1 = \frac{\pi^{1/2} \epsilon \Lambda T_{ref}^\eta}{2 \sigma_{ref}} \frac{\Gamma(\zeta_{int} + 5/2 - \omega_{AB})}{\Gamma(\zeta_{int} + \eta + 3/2)} \left( \frac{m_p}{2kT_{ref}} \right)^{1/2} T_{ref}^{1-\omega_{AB}}
\]  

(4.6)

\[
C_2 = \eta - 1 + \omega_{AB}
\]  

(4.7)
Therefore, we propose a second method to implement the MD/QCT results in DSMC, in which the MD/QCT-derived reaction cross-sections are fit directly to Eq. 4.5 to obtain the constants $C_1$ and $C_2$. The Arrhenius parameters are then derived from these two constants, thus leading back to the reaction probability through the TCE model. Since the reaction cross-section in Eq. 4.5 is a function of the total collisional energy and the total cross-section in Eq. 4.4 is a function of the relative collisional velocity $v_r$, the analysis was simplified by choosing a fixed internal energy of $E_{int} = 4.0 \times 10^{-19}$. The Arrhenius parameters obtained from the fit are given in the last row of Table 3.1. Figure 4.3(LHS) shows the cross-section obtained from fitting the MD/QCT results in this manner and is designated as “$\sigma_r$ fitting”. It can be seen that the curve-fitted result is close to the MD/QCT calculated reaction cross-section curves, indicated by the enclosed symbols and lies midway between the highest and lowest internal energy value, consistent with the fixed internal energy chosen. The resulting reaction probability shown in Fig. 4.3(RHS) is close to the corresponding MD/QCT look-up table case.

Having obtained the reaction probabilities for these two approaches, 0-D DSMC simulations were performed for both methods using the VHS collision parameters and temperature dependent internal degrees of freedom. The cases were set up in the same way as described in Sec. 4.1, except that, the translational and internal temperatures were both initialized according to the specified translational and internal energies. Figure 4.4 shows a comparison between the two methods that use the MD/QCT reaction cross sections in a 0-D DSMC calculation. The initial condition of this case corresponds to a total collisional energy $E_c = 1.8 \times 10^{-18}$ J and an internal energy for the sulfur dioxide of $E_{int} = 9.0 \times 10^{-19}$ J, a value just below the dissociation limit of the molecule. Consistent with the reaction probabilities shown in Fig. 4.3 (RHS), the reactant number densities are close to each
other for the direct MD/QCT tabular method and the $\sigma_R$ curve-fitting method. This suggests that use of the $\sigma_R$ curve-fitting method to implement the MD/QCT reaction cross section in a TCE-like format gives a good approximation to the direct tabulation of the MD/QCT reaction probabilities in a DSMC simulation.

Furthermore, in order to examine the sensitivity to the ratio of the internal energy to the total collisional energy, two more sets of 0-D DSMC simulations were performed using these two methods. The initial internal energy was reduced to $E_{int} = 1.6 \times 10^{-20}$ J while the total collisional energy was kept the same as in Fig. 4.4. As shown in Fig. 4.5(LHS), the first method leads to slower reactions as the internal energy is reduced, which demonstrates again the vibrational favoring feature from the tabulated MD/QCT reaction probabilities. A similar change may be observed in Fig. 4.5(RHS) for the second method. However, this is not directly due to vibrational favoring, but rather occurs because although the TCE model assumes an equilibrium condition, the reaction probability is not only determined by the total collisional energy, but also by the number of internal degrees of freedom, $\zeta_{int}$, which further depends on the gas temperature. Therefore, according to the TCE model, as the gas temperature decreases due to the lower initial $E_{int}$, the reaction also slows down.

A recent work by Ozawa et al. [32] demonstrated the importance of MD/QCT calculations to obtain both reaction and collision cross-sections for use in a DSMC simulation of hypervelocity collisional impact. In their work, good agreement between the TCE and MD/QCT model was observed for the O + HCl exchange reaction because the reaction does not show strong vibrational favoring. In this work, O + SO$_2$ reaction presents vibrational favoring effect, and thus, for applications under nonequilibrium conditions, the MD/QCT chemistry model is more preferable than the TCE model.
Figure 4.1. Time dependent number densities of atomic oxygen in the chemical reaction of \( \text{SO}_2 + \text{O} \to \text{SO} + 2\text{O} \) in 0-D DSMC simulations for initial temperature of 15000 K and 6000 K.

**Table 4.1. 0-D DSMC Simulation Numerical Parameters**

<table>
<thead>
<tr>
<th>Case</th>
<th>Temperature (K)</th>
<th>Time step (s)</th>
<th>Collisions sampled per step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6,000</td>
<td>( 10^{-6} )</td>
<td>7,500</td>
</tr>
<tr>
<td>2</td>
<td>15,000</td>
<td>( 10^{-10} )</td>
<td>8,000</td>
</tr>
</tbody>
</table>

Viscosity index \( \omega \) [1] for species O and SO\(_2\) used was 0.75 and 1.05, respectively.

Figure 4.2. Maxwell-Boltzmann distributions at temperature of 6,000 K and 1,5000 K. The dashed vertical line indicates a cutoff of the total collisional energy \( E_c \), which is equal to the activation energy, \( E_a = 7.782 \times 10^{-19} \) J.
Figure 4.3. Comparison of reaction cross-sections (LHS) and reaction probability (RHS) as a function of total collisional energy for different models. Note that points A and B correspond to the $E_{int} = 0.5 \times 10^{-19}$ J curve and point C is on the $E_{int} = 4.0 \times 10^{-19}$ J curve.

Figure 4.4. 0-D DSMC simulations: MD/QCT table, TCE using MD result integral curve-fitting, and TCE using $\sigma_R$ curve-fitting, with $E_c = 1.8 \times 10^{-18}$ J and $E_{int} = 9.0 \times 10^{-19}$ J as the initial conditions.
Figure 4.5. Sensitivity to $E_{\text{int}}$: (LHS) MD table vs. (RHS) TCE using $\sigma_R$ curve-fitting. In both cases, the high and low value of $E_{\text{int}}$ was set to be $9.0 \times 10^{-19}$ and $1.6 \times 10^{-20}$ J respectively, while $E_c$ was kept to be the same as $1.8 \times 10^{-18}$ J for the initial condition.
Chapter 5

MD/QCT Viscosity Cross Sections
Based VHS Model for DSMC

Regardless of how the reaction cross section is obtained, *i.e.*, using the TCE model or MD/QCT, the reaction probability must be less than unity. As indicated by Fig. 4.3 (RHS), that limit will be reached at different collision energy values for different models at high relative collisional energy impacts. For the conditions of Io, this poses a significant challenge in the DSMC simulation because there is the possibility of selecting particles with relative velocities that would result in an unphysical reaction probability being greater than one. Therefore in these simulations we need to check that this does not occur, and in particular, we need to check that there is no significant amount of collisions between O and SO$_2$ that exceed the collision energy limit.

Since our ultimate goal is to understand the sensitivity of the Io planetary gas dynamics to the hypervelocity chemistry model, we modeled a source of sulfur dioxide out gassing at a speed of 10 km/s from a sphere (*e.g.*, a planet) into a
constant opposing flow of atomic oxygen of 10 km/s. We will discuss the physics of these simulations in much more detail in Sec. 6. During the DSMC simulation we evaluated the locations in the flow where the reaction probability, based on the ratio of the TCE reaction cross section to the VHS total cross section, was found to be greater than unity. Figure 5.1 shows that there are areas very close to the sphere where this could occur and therefore suggests the need to obtain better total cross sections than the baseline-VHS model so that the applicability of the chemistry models can be extended to higher collision velocities. In the actual DSMC simulation, the reaction probability would be artificially cut off at unity and one would over count the actual number of reactions. An examination of the relative velocities at the points shown in Fig. 5.1 shows that they are consistent with the limit of the TCE reaction probability cut off for the curve labeled “TCE-Grillo” shown in Fig. 4.3.

Typically the DSMC method uses the conventional VHS model, but, it is not clear that our potential function will give a viscosity based total cross section that corresponds to that of a variable hard sphere using the usual low-temperature reference parameters. We could attempt to calculate the total cross section directly from our PES but the unboundedness of the classical total cross section will most likely make our result ambiguous as we would attempt to choose a maximum cut-off deflection angle. Therefore, as in our past work, we have found the approach of Tokumasu and Matsumoto[33] to be helpful in obtaining a viscosity-based cross section based on our specific PES. The equivalent VHS collision cross section, $\sigma_{VHS,MD}$, can be obtained based on the viscosity cross section, $\sigma_{\mu,MD}$, through the following procedures. [34, 32, 33] First, $\sigma_{\mu,MD}$ is calculated by the Monte Carlo evaluation of an integral based on trajectories that do not dissociate from the
MD/QCT calculations as follows,

\[
\sigma_{\mu,MD} = \int \left( \frac{\hat{v}_{rel}^4}{4} \sin^2 \chi + \frac{1}{3} (\Delta \hat{e}_{int})^2 - \frac{1}{2} (\Delta \hat{e}_{int})^2 \sin^2 \chi \right) d\tau \tag{5.1}
\]

where \(\hat{v}_{rel}\) is the dimensionless relative collision velocity that is defined as \(\sqrt{m_r/kT} v_{rel}\), \(\Delta \hat{e}_{int}\) is the change in the dimensionless internal energy that is normalized by \(kT\), and \(\chi\) is the deflection angle that is defined as the change in the direction of the relative collision velocity vector between the collision pair in the beginning and at the end of the MD/QCT simulation. The internal energies and relative velocity,

\[
v_{rel} = \sqrt{\frac{2E_c}{m_r}}, \tag{5.2}
\]

are defined as initial conditions in the MD simulation and \(\chi\) and \(\Delta \hat{e}_{int}\) are obtained from the MD simulation data. The temperature, \(T\), used in the normalization corresponds to the internal energy of the target sulfur dioxide molecule. The integration, \(d\tau\), is performed over a range of initial orientations of the sulfur dioxide molecule and deflection angles. After \(\sigma_{\mu,MD}\) is obtained, the equivalent variable hard sphere cross section, \(\sigma_{VHS,MD}\), can be obtained as,

\[
\sigma_{VHS,MD} = \frac{6\sigma_{\mu,MD}}{\hat{v}_{rel}^4} \tag{5.3}
\]

Figure 5.2 compares the so computed MD/QCT viscosity cross sections with the VHS total cross sections used up to this point, that are based on the reference values given in Ref. [1]. The MD/QCT viscosity cross sections were obtained for the same set of internal energy values as discussed before. As shown in Fig. 5.2, the MD/QCT viscosity cross sections are generally larger than the earlier obtained VHS cross sections and can be seen to exhibit little dependence on the internal
energy, as expected. Note that we obtained values for the $E_{int} = 9.0 \times 10^{-19}$ J internal energy case as well, however, because the internal energy of the target is so close to the dissociation limit, it is difficult to separate the non-reacting from the reacting trajectories. Since the MD/QCT viscosity cross section is relatively independent of the internal energy we derive new MD/QCT based VHS parameters by curve fitting the MD results for $E_{int} = 4.0 \times 10^{-19}$ J to a VHS form. The new reaction probability table is then obtained by dividing the MD/QCT reaction cross section by the viscosity cross section at each collision energy. Comparison of Figs. 4.3 (RHS) and 5.3 shows that the applicable range of the MD/QCT chemistry model is now extended to higher collision energies than before and sufficiently high to cover the conditions of the two-dimensional simulations to be discussed in the next section.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5.1.png}
\caption{Locations in the counter flow where the reaction probability was found any time in the simulation to be greater than unity using the TCE model.}
\end{figure}
Figure 5.2. Comparison of MD/QCT viscosity cross sections with the VHS total cross sections based on the reference parameters of Bird.

Figure 5.3. Reaction probabilities based on the MD/QCT reaction and viscosity cross sections.
Chapter 6

Evaluation of Two-dimensional DSMC Simulations Using MD/QCT Results

In this section, 2-D simulations relevant to planetary conditions were designed and performed to further evaluate the MD/QCT based collision and chemistry models implemented in DSMC. The 2-D axisymmetric test cases were set up to create a counter flow situation, in which the incoming O and the outgassing mixture of SO$_2$ and O from a sphere represents the flow coming from outer space and the volcanic plume from the surface of Io, respectively. Based on the work of Smyth et al [35], the initial number density ratio of the outgassing SO$_2$ to O was chosen to be 999 to 1, with a thermal temperature of 500 K. The speed of both the incoming and outgassing flows are set to be 10 km/s and the overall number density was $1.5 \times 10^{18}$ molecule/m$^3$. The purpose of this flow configuration is to test the gas dynamics and chemistry in an approximate simulation of the highly complex bombarding plasma effect on the low atmospheric temperature of Io. [36] The incident plasma flow energizes a small portion of the low temperature atomic
oxygen, which in turn, reacts with the major Io atmospheric gas, SO$_2$.

Four different cases, summarized in Table 6.1, were considered in order to explore the sensitivity of the simulations to both the total and chemical reaction cross sections. The first case, the baseline, uses the VHS model based on the low temperature reference data given in Bird[1] and the TCE model based on the data of Grillo.[18] In the next DSMC simulation, case 2, the MD/QCT based viscosity cross section values are substituted for the VHS collisional cross section and at the same time the chemistry model is changed to use the MD/QCT based reaction probability table. Although our primary interest is to understand the influence of the chemistry models on the DSMC simulations, the SO reaction product will depend not only on the reaction cross section, but, on the total cross section as well. In other words, the number of collisions between O and SO$_2$ clearly depends on the collision cross section, and then, the number of reactions between these species will be affected by the chemistry model. The end result of the distribution of SO in the flowfield will be a mixture of both changes. Therefore, because we wanted to understand these two effects separately we ran two additional cases, designated in Table 6.1, as 1’ and 2’. These cases correspond to the unprimed cases except that there are no chemical reactions. In doing so, we can separate the effect of change in the collision model from those in the chemistry model on the gas dynamics of this plume-counter flow flowfield.

The comparisons of the two DSMC simulations at identical flow conditions with no reactions, cases 1’ and 2’, is shown first in Figs. 6.1 to 6.3. Since the O+SO$_2$ reaction is not modeled in the simulations, there are only O and SO$_2$ species in the flow field, undergoing collisions. Figures 6.1 and 6.2 show the predicted O and SO$_2$ in mole fractions and number densities, respectively, with case 1’ on the top and case 2’ on the bottom. As shown in the previous section, the MD/QCT
based viscosity cross sections are notably larger than the VHS cross sections at each relative velocity. Consequently, with fewer collisions between O and SO\(_2\) in case 1\', the O flow penetrates closer to the sphere, as shown in Fig. 6.1 (LHS). At the same time, because there are more collisions in case 2\', the region where O is compressed, where the flow of O meets that of SO\(_2\), exhibits a higher O number density, as shown in Fig. 6.1 (RHS). Similarly, Fig. 6.2 (LHS) shows that with fewer collisions between O and SO\(_2\) in case 1', the outgassing SO\(_2\) travels further away from the sphere, whereas, Fig. 6.2 (RHS) shows that with more collisions in case 2', the compressed region for SO\(_2\) has higher number densities.

The flow structure can be further studied by examining the change in the streamlines of O and SO\(_2\). One can examine changes in direction of the flow by selecting streamlines in each figure that start at the same location and comparing the locations of where those streamlines exit the computation domain. Figure 6.3 (LHS) shows that with fewer collisions in case 1', the change in direction of the incoming O flow is less than that in case 2', whereas Fig. 6.3 (RHS) shows that with more collisions in case 2', the change in direction of the out-gassing SO\(_2\) flow is greater than that in case 1'. The contour plots of mole fractions, number densities, and streamlines show that the total collisional cross section has a noticeable impact on the gas dynamics.

Now we turn to the effect of the chemistry model on the DSMC simulation results by comparing cases 1 and 2. Figure 6.4 shows a comparison of O, SO, and SO\(_2\) number densities along the stagnation streamline and Fig. 6.5 shows the difference in the spatial distribution of the SO product mole fraction and number density for the two chemistry model cases. Note that comparison of DSMC simulations of cases 1 versus 1' and 2 versus 2' (not shown) revealed that there was no notable difference in the O and SO\(_2\) both mole fractions or number densities.
This is an expected result because the reaction product SO can be seen in Fig. 6.4 to be a minor flow species and does not alter the main flow characteristics of O and SO\textsubscript{2}. Figure 6.5 indicates that the DSMC simulation with the MD/QCT based VHS cross section (Eq. 5.3) and chemistry model (case 2, bottom) predicts a smaller region where SO is produced and a smaller amount of SO. The reaction region, the region where SO is produced, is similar to the compression region shown in case 2' discussed above. There are more collision between O and SO\textsubscript{2} in case 2, and consequently, less penetration of the outgassing SO\textsubscript{2} into the incoming O approaching the sphere (and visa versa) which results in a smaller reaction region. With regard to the amount of SO produced, Figs. 6.4 and 6.5 show that case 1 (TCE model) produces more products than case 2. This result is consistent with the fact that the reaction probabilities based on the TCE model using the data of Grillo\cite{18} are higher than those obtained from the MD/QCT results (see Fig. 4.3). Moreover, this difference is noticeable because for the conditions in the DSMC 2-D simulations the target SO\textsubscript{2} has low internal energy.

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VHS total cross section using low temperature reference data of Bird\cite{1} and TCE model.</td>
</tr>
<tr>
<td>2</td>
<td>MD/QCT viscosity and chemical reaction cross sections.</td>
</tr>
<tr>
<td>1'</td>
<td>Same as Case 1, but, no chemical reactions.</td>
</tr>
<tr>
<td>2'</td>
<td>Same as Case 2, but, no chemical reactions.</td>
</tr>
</tbody>
</table>
Figure 6.1. DSMC predictions, without reactions, of atomic oxygen spatial distributions, top - case 1’ - the VHS model with Bird’s values, bottom - case 2’ - the VHS model based on MD/QCT viscosity cross sections. (LHS) Mole fraction of O and (RHS) Number density of O [/m$^3$]

Figure 6.2. DSMC predictions, without reactions, of SO$_2$ spatial distributions, top - case 1’ - the VHS model with Bird’s values, bottom - case 2’ - the VHS model based on MD/QCT viscosity cross sections. (LHS) Mole fraction of SO$_2$ and (RHS) Number Density of SO$_2$ [/m$^3$]
Figure 6.3. Streamlines of O and SO$_2$ obtained from the DSMC simulations without reactions, top - case $1'$ - the VHS model with Bird’s values, bottom - case $2'$ - the VHS model based on MD/QCT viscosity cross sections. (LHS) O, (RHS) SO$_2$

Figure 6.4. (LHS) Mole fraction and (RHS) number density components of SO along the stagnation line ($Y = 0$m) from the DSMC simulations, dashed - case 1 - Bird VHS model and Grillo TCE model, solid - case 2 - MD/QCT based VHS model and chemistry model. (LHS) Mole fraction and (RHS) Number density [/m$^3$]
Figure 6.5. DSMC predictions of the SO spatial distributions, top - case 1 - Bird VHS model and Grillo TCE model, bottom - case 2 - MD/QCT based VHS model and chemistry model. (LHS) Mole fraction of SO and (RHS) Number density of SO [/m³]
Conclusions

Comparison of the MD/QCT rate constants and reaction probabilities with those derived from the TCE model shows that the former approach gives lower values. After validating the implementation of the chemistry models in DSMC through analyses of time dependent 0-D DSMC simulations, two approaches to utilize the MD/QCT results in the DSMC were examined. It was found that the curve-fitting of the reaction cross-sections method agrees fairly well with the tabulated reaction probability method, both of which are directly derived from the original MD/QCT results. Further investigations related to the sensitivity of the internal and total collisional energy ratio indicate that the use of tabulated reaction probabilities based on the MD/QCT results is capable of demonstrating the vibrational favoring feature of this dissociation reaction. The use of the TCE model resulted in similar changes in the DSMC simulation results, however, it was caused indirectly by the behavior of the temperature dependent internal degrees of freedom, $\zeta_{int}$, in the model, rather than by the physical mechanism of vibrational favoring.

The atmospheric conditions of Io are challenging for DSMC simulations due to the high relative collisional velocity. Reaction probabilities based on TCE or MD/QCT reaction cross sections and the VHS total cross sections using the original
low temperature reference values of Bird were not guaranteed to be less than unity for all collisional required collisional energies. It was demonstrated that the baseline VHS collision cross section has a very different energy dependence than the MD/QCT based viscosity cross section and that use of the latter can extend the applicability of both collision model and chemistry model for DSMC for Io’s conditions.

Finally, 2-D axisymmetric cases based on a simplified planetary condition of Io were performed. A two step analysis was used to fully evaluate the compound effects due to the change of collision and chemistry models by separating one from the other. In comparison with the DSMC simulation using conventional VHS and TCE models, the use of MD/QCT based VHS model leads to significant changes in the flow structure for the major species, O and SO$_2$, and the use of MD/QCT based reaction probabilities also lead to notable changes in terms of number density for the reaction product, SO.


