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Abstract

Resonance properties of the Earth-ionosphere cavity were predicted by W. O. Schu-
mann in 1952. Since then observations of electromagnetic signals in the frequency
range 1-500 Hz have become a powerful tool for variety of remote sensing appli-
cations, which in recent years included studies of thunderstorm related transient
luminous events in the middle atmosphere and related lightning discharges. In
this thesis, a three dimensional Finite Difference Time Domain (FDTD) model is
developed to study the propagation of the extremely low frequency (ELF) waves
in the Earth-ionosphere cavity and in similar cavities on other celestial bodies of
the Solar System.

A comparison of the results from this FDTD model with a set of classical eigen-
frequency (fn) and quality factor (Qn) solutions for laterally uniform spherically
symmetric Earth-ionosphere cavity and with recent observations of Schumann res-
onance (SR) during solar proton events (SPEs) and X-ray bursts is provided. The
FDTD fn and Qn solutions for the uniform cavity appear to be in excellent agree-
ment (within several %) with well-known experimental results documented in the
literature. The related analysis indicates that the frequency of the first SR mode
decreases during SPEs and increases during X-ray bursts by a fraction of a Hz,
in agreement with physical arguments presented in previously published literature
and with observations. The FDTD model is extended to include the effects of the
geomagnetic field on SR parameters. A higher penetration height of SR electric
and magnetic components is found with the presence of the geomagnetic field.

In a realistic cavity, the conductivity distribution is not laterally uniform and
spherically symmetric, but varies with local time and seasons reflecting related
variations in the effects of solar radiation on the conductivity of the lower iono-
sphere. The global lightning activity in the three main areas (Africa, South-East
Asia, and South America) also has diurnal and seasonal variation patterns, which
manifest themselves in the diurnal and seasonal variations of SR parameters. In
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this thesis, the FDTD model is used to account for the realistic cavity at different
local time and seasons using asymmetric conductivity profiles derived from Inter-
national Reference Ionosphere (IRI) model. The FDTD results are compared with
observational data in the available literature. The influence of the diurnal and
seasonal conductivity variation, the global lightning activity, and the positions of
the observation stations on the SR parameters are discussed. Another important
factor influencing the SR power is related to the shifts of the global thunderstorm
regions due to the El Niño and La Niña phenomena. Due to the different spatial
field distributions of SR electric and magnetic components in the Earth-ionosphere
cavity, the different power variation patterns are clearly observed in the electric and
magnetic components with the motion of the thunderstorm center in our FDTD
results. A new method is proposed to detect the shifts of the thunderstorm regions
related to the El Niño and La Niña phenomena using a combination of electric and
magnetic components of Schumann resonances at a single station.

In recent years, there has been an increasing interest in the exploration of the
other planets in the Solar System. On January 14, 2005, HUYGENS probe landed
on Titan, and started exploration of this largest moon of Saturn. One of mul-
tiple missions of HUYGENS probe is to find if there are lightning discharges in
the Titans atmosphere. It is believed that conducting properties of the Titans
atmosphere are favorable for the formation of the cavity for propagation of elec-
tromagnetic waves, so the existence of SR will give a support for the existence
of the electrical discharges in the lower atmosphere on Titan. SR parameters are
also useful in the study of the electromagnetic properties of Titans lower iono-
sphere. Several papers have recently been published in the refereed literature,
which discuss SR parameters on Titan. In this thesis, the 3D FDTD model is
used to predict the SR frequencies and Q-factors on Titan. The FDTD results are
also compared with those obtained by other analytical and numerical techniques
reported in the previously published papers. Besides Titan, we also discuss SR on
other planets, specifically Mars and Venus. The atmospheric conductivity profiles
for these studies are derived from the previously reported ionospheric models for
these planets.
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Chapter 1
Introduction

1.1 Earth-Ionosphere Cavity and Schumann Res-

onances

Earth is a solid sphere covered by oceans (71%) and terrestrial land (29%). The

conductivity of seawater is approximately 4 S/m, and the conductivity of the soil

ranges from 10−4 to 10−2 S/m [e.g., Balanis , 1989, pp. 62]. For electromag-

netic waves in Extremely Low Frequency band (ELF: 3-3000 Hz), this terrestrial

boundary has high enough conductivity to be a good conductor to reflect ELF

electromagnetic waves. Near the ground, the atmospheric conductivity is a scalar

quantity with a value of approximately 10−14 S/m, making the atmosphere in this

region a very good insulator. A substantial increase in the atmospheric conduc-

tivity is found starting from a few tens of kilometers to the higher altitude with

a characteristic scale 3 to 6 km due to the solar radiation. Above 90 km, the

ratio of the electron gyrofrequency to the electron-neutral collision frequency is

no longer negligible, and the conductivity becomes a tensor quantity. The atmo-

spheric conductivity parallel to the magnetic field in this region is in the range of
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Figure 1.1. The geometry of the Earth-ionosphere cavity (The figure is taken from
http://www.iihr.uiowa.edu/projects/schumann/Index.html).

10−4 to 10−2 S/m [Sentman, 1995, pp. 268], comparable to that of the terrestrial

land surface. The combination of the highly conducting terrestrial surface bound-

ary and the conducting ionospheric outer boundary separated by an insulating air

layer creates a spherically concentric cavity, Earth-ionosphere cavity, supporting

the propagation of the electromagnetic waves as shown schematically in Figure 1.1.

Lightning discharges radiate a broadband electromagnetic wave into the Earth-

ionosphere cavity. Due to the conducting loss in the atmosphere, only the lowest

frequency components can travel around the Earth several times without suffering

serious attenuation. The phase addition and cancellation of waves along multiple

paths produce a resonant line spectrum, which may be described in term of quasi-

transverse electromagnetic normal modes of the Earth-ionosphere cavity. The total

resonant spectrum is the incoherent superposition of the effects from the global

lightning activity [Sentman, 1995, pp. 268].

The first mention of electromagnetic oscillations in a cavity between concentric

spheres can be found in the book on electricity and magnetism by Joseph J. Thom-

son published in 1893 [Thomson, 1893]. Although Nikola Tesla was thought as the
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first person who tried to consider the Earth as a radio device and planned to excite

electrical oscillations over the whole planet, the existing literature, unfortunately,

gives no citation to a relevant Tesla publication on this subject [Besser , 2007].

Tracing a paper published by Chapman and Jones [1964], we learn that the Irish

physicist George F. FitzGerald presented a talk related to electromagnetic reso-

nances between the ground and conducting atmosphere in 1893 during the 63rd

Meeting of the British Association of the Advancement of Science in Nottingham,

United Kingdom [FitzGerald , 1893a, b], and it seems that FitzGerald was really

the first to consider the so-called Schumann resonance problem in the frame of the

then only vaguely suspected Earth-ionosphere concept [Besser , 2007]. Between

1952 and 1957, German Scientist Winfried Otto Schumann published about 20

scientific papers on physics of electrical oscillations in the Earth-ionosphere cav-

ity. Since he was the first to predict and discuss the resonance properties of the

Earth-ionosphere cavity, these resonances are also referred to as Schumann Reso-

nances (SR). The earliest experimental detection of SR was made by Schumann

and König [1954] and König [1959]. In those experiments, the measured frequency

is in the range of 8-9 Hz, and the intensity of the lowest mode is found exhibiting

diurnal variations. However, the spectral representations for the frequency range

under study was not derived because of the lack of a spectral analyzer [König ,

1959]. The first spectral representation showing the existence of SR was presented

by [Balser and Wagner , 1960] in the frequency range from 5 to 34 Hz with a clear

show of the first five SR modes. More detailed information about the historic

developments of Schumann resonances can be found in [Besser , 2007].

Only one year after Thomson and FitzGerald investigated the aforementioned

problems, Joseph Larmor calculated the resonance frequencies of a uniform spher-

ical condenser in 1894 [Larmor , 1893] assuming the separation distance between
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two spheres is much smaller than the radius of the inner sphere. These results

are exactly the same as what was derived by Schumann [1952] (shown in equation

(1.1)). In an ideal Earth-ionosphere cavity, in which the terrestrial surface and

ionosphere are all perfectly conducting, and the space between these two bound-

aries is insulating, the resonant frequencies are:

fn =
c

2πRe

√
n(n+ 1) (1.1)

where c is the speed of light, Re is the radius of the Earth (approximately equal

to 6370 km), and n is the order of the resonance modes. By equation (1.1), the

first five SR frequencies in this ideal cavity are 10.5, 18.2, 25.8, 33.3, and 40.8 Hz.

The equation (1.1) is only correct when the cavity height is much smaller than the

inner radius of the cavity. In the Earth-ionosphere cavity, the height of the cavity

(h) is around 100 km, and the radius of the Earth is 6370 km, which satisfied the

condition of h� Re. However, for the cavity whose height is comparable with the

planet’s radius, e.g., Titan, the effect of the height of the cavity cannot be ignored.

The equation (1.1) need to be revised to account for related correction [Schumann,

1952]:

fn =
c

2πRe

√
n(n+ 1)

(
1− h

Re

)
(1.2)

In the realistic cavity, the SR frequencies are found to be less than those in the ideal

cavity due to the energy dissipation associate with finite atmospheric conductivity

in the cavity. Figure 1.2 shows an example of the realistic measurement of SR

spectrum [Price and Melnikov , 2004]. The first four SR frequencies are clearly

observed at approximately 7.8, 14, 20, and 26 Hz, respectively.
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Figure 1.2. An example of the spectra of the magnetic field in north-south direction
showing the first four Schumann resonance modes (figure courtesy of [Price and Mel-
nikov , 2004]).

1.2 Variations in Schumann Resonance Parame-

ters

Long-term measurements demonstrate that SR parameters (power, frequency and

Q-factor) exhibit well established diurnal and seasonal variations. There have been

a number of studies investigating the diurnal and seasonal variability of the SR pa-

rameters [e.g., Balser and Wagner , 1962; Sentman and Fraser , 1991; Sátori et al.,

1996; Sátori , 1996; Price and Melnikov , 2004; Yang and Pasko, 2006; Ondrášková

et al., 2007].

The simultaneous measurements of the horizontal magnetic component of Schu-

mann resonance intensities in California and Australia during two separate inter-

vals of September 2-17, 1989 and April 14-21, 1990 were made by Sentman and

Fraser [1991]. The results show an obvious diurnal modulation in SR power related

to local ionospheric height. The SR intensity is clearly found becoming stronger at
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day time due to the descent of the ionosphere. The sharp amplitude increase al-

ways precedes the local surface sunrise and follows the local surface sunset by about

15-20 minutes in the sunrise/sunset intervals of about 45 minutes. The duration

of the sharp, frequency-dependent amplitude variations is less than 30 minutes.

The relative SR amplitude variations at ionospheric sunrise/sunset depend on the

frequency and increase with increasing mode number from approximately 12% to

25% for the first three SR modes (8 Hz, 14 Hz, 20 Hz) [Sátori et al., 2007].

Price and Melnikov [2004] reported the diurnal and seasonal variations of SR

power, frequency and Q-factor based on a four-year measurement (1999-2003).

Due to the location of the observation station with respect to the three main thun-

derstorm regions in the Earth-ionosphere cavity, SR fields (Er, HNS, and HEW )

undergo different power variation patterns. For Er and HEW components, a domi-

nant power maxima has been found in the diurnal cycle corresponding to lightning

activity in Africa around 1400 UT, two other power maxima have been observed

in the HNS component related to the lightning activity in South-East Asia and

South America at 0800 UT and 2200 UT, respectively. Furthermore, the diur-

nal SR power variation caused by the variability of lightning activity is over 40%,

which is much greater than that related to the ionospheric height. Therefore, it has

been concluded that SR power variations is governed primarily by the variations

in the global lightning activity and the source-receiver geometry, and the effect of

the day-night asymmetry in the ionosphere is secondary [Yang and Pasko, 2006;

Pechony and Price, 2007].

Besides the diurnal conductivity variations with the solar radiation, the SR

parameters are also sensitive to some external perturbations. During the Solar

Proton Events (SPE), high-energy particle precipitation is often accompanied by

X-ray bursts leading to significant perturbation of the conductivity in the cavity
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[Sentman, 1983]. Different shifts of the SR parameters were reported in many

realistic measurements. The frequency changes of the first SR mode were studied

by Schlegel and Fullekrug [1999] for 9 SPEs. They found that the long-term av-

eraged frequency was equal to 7.8 Hz and increases by 0.04-0.14 Hz during SPEs.

However, Roldugin et al. [2001] observed not an increase but a decrease of the first

SR frequency during SPEs (about -0.4 Hz). Roldugin et al. [2004] also reported

that the first SR frequency increases by 0.5 Hz during the X-ray bursts. Yang

and Pasko [2005] discussed that the variation patterns of the first SR frequency

associated with the ionospheric conductivity perturbation during these two events.

It was concluded that the SR frequency variation with these the external pertur-

bations depends on the altitude where the conductivity perturbation is situated.

The conductivity perturbation at high altitude (>70 km) leads to increase in the

first SR frequency; whereas, the first SR frequency decreases with conductivity

perturbation at low altitude (<70 km) [Sentman, 1983; Yang and Pasko, 2005].

1.3 Motivation for Studies of Schumann Reso-

nances

In recent years, there has been an increasing interest in studies of Schumann

resonances. Due to their sensitivity to electromagnetic properties of lower iono-

sphere, SR can be employed as an indicator of the electromagnetic properties of

the Earth-ionosphere cavity. Some inverse problems have been solved to extract

the electromagnetic properties of the lower ionosphere from SR spectra [Cummer ,

2000]. Moreover, the significant ionospheric perturbations associated with SPEs

and X-ray bursts can be detected using the variations in SR parameters [e.g., Sent-
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man, 1983; Schlegel and Fullekrug , 1999; Roldugin et al., 2001, 2003, 2004; Yang

and Pasko, 2005]. SR can also be utilized as a sensitive tool for the remote sensing

of the global lightning activity. A one-site technique has been developed by Shvets

[2001] to reveal the total worldwide lightning intensity and its distance distribu-

tion based on the decomposition of the average background SR spectra. In this

thesis, we also present a new method to detect the shifts of the main thunderstorm

regions related to El Niño and La Niña phenomena by measuring SR intensity vari-

ations at a single station. Also, in this thesis an inverse method based on genetic

algorithms (GA) is developed to extract global lightning activity in three regions

(Africa, South-East Asia, and South America) from the realistic SR measurements

presented in [Price and Melnikov , 2004].

Sprites are large scale electrical discharges occurring at mesospheric and lower

ionosphere attitudes above thunderstorms [Sentman et al., 1995]. Sprites are

most commonly associated with positive cloud-to-ground (+CG) lightning dis-

charges with large charge moment changes. The charge moment is defined as the

charge removed by cloud to ground lightning multiplied by altitude from which

it was removed. The +CG with large charge moment change can produce quasi-

electrostatic (QE) fields above thunderclouds, resulting in the electrical breakdown

known as sprite phenomenon. Simultaneously, the transient SR waves produced

by these large +CG lightning discharge are observed to be several times above

the background SR noise [Huang et al., 1999; Sato and Fukunishi , 2003]. Huang

et al. [1999] developed a method to estimate the vertical charge moment change

of the sprite-associated lightning using ELF data. The results from this method

show that the charge moment of 200-2000 Ckm is sufficient to trigger conventional

breakdown at the altitude of 70 - 90 km. Therefore, SR measurements represent a

good way to monitor the global occurrence locations and rates of the sprites and
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the associated lightning discharges [Sato and Fukunishi , 2003].

Due to the possible connections between Earth’s climate and global lightning

activity, SR observations can be applied to monitor the global environmental

changes. Williams [1992] employs SR as a global tropical thermometer based

on measurements of SR reflecting total world-wide lightning activity and its con-

nection with average tropical surface temperature. As lightning activity is a tem-

perature dependent phenomenon, SR parameters can be also employed to study

the shift of the global thunderstorm activity in the warm El Niño and cold La

Niña years [Sátori and Zieger , 1999]. In addition, the monitoring of SR might

provide a convenient method for tracking upper-tropospheric water-vapour vari-

ability and hence contribute to a better understanding of the processes affecting

climate change [Price, 2000]. Recently, there have been some reports related to

the anomalous SR variations associated with a severe earthquake. Hayakawa et al.

[2005] found anomalous Schumann resonance signals appeared from about one week

to a few days before a severe earthquake (Chi-chi earthquake) on 21 September

1999 in Taiwan. A pronounced increase in the intensity of the Schumann reso-

nance is obtained around the fourth SR mode, which is possibly related to the

localized decrease in the lower ionospheric height over the earthquake epicenter.

Similar increase in the intensity of the Schumann resonance is obtained around the

fourth mode frequency (up to 20%) by Nickolaenko et al. [2006] using a numerical

modeling.

In recent years, there has been also an increasing interest in exploration of other

planets in the Solar System, and there have been a number of related publications

[Nickolaenko and Rabinowicz , 1982; Pechony and Price, 2004; Sentman, 1990b]

discussing the electromagnetic resonances in planetary cavities. There are two

important factors to facilitate the existence of Schumann resonance on a planet.
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One is that the planet surface and the ionosphere have high enough conductivity

to reflect the electromagnetic waves and form a planetary resonant cavity for the

propagation of the electromagnetic waves. The other is the existence of electrical

discharges in this cavity, which can be considered as the source of the electromag-

netic waves. On January 14, 2005, Huygens probe landed on Titan, and started

the exploration of this largest moon of Saturn. One of multiple missions of Huy-

gens probe is to detect if there are electrical discharges in the Titan’s atmosphere

and to investigate the electromagnetic property of Titan’s lower ionosphere. It is

believed that the conducting properties of the Titans atmosphere are favorable for

the formation of cavity for propagation of electromagnetic waves, so the existence

of SR will give a support for the existence of the electrical discharges in the lower

atmosphere on Titan. Meanwhile, the SR parameters are also useful in the study

of the electromagnetic properties of Titans lower ionosphere. This thesis presents

a discussion and analysis of SR on Titan, Mars, and Venus.

1.4 Contributions to Knowledge

The purpose of this Ph.D dissertation research is to study the propagation of

ELF waves and Schumann resonances in the Earth-ionosphere cavity and other

planetary resonant cavities in the Solar System, and to better understand the con-

nections between SR parameters and the global lightning activity as well as the

atmospheric conductivity in these planetary resonant cavities.

The major scientific contributions resulting from this dissertation work are sum-

marized below:

• Development of a new three-dimensional Finite Difference Time Domain (FDTD)
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model with the inclusion of uniform and non-uniform atmospheric conductivity

profiles, which allows the studies of SR parameters on the Earth and other celes-

tial bodies in the Solar System and their associated changes with the diurnal and

seasonal variations of the atmospheric conductivity and global lightning activity.

• Direct comparison of SR parameters derived from the FDTD model with realistic

measurements, which indicates that the first SR frequency increases and decreases

during X-ray bursts and solar proton events, respectively, due to the associated

conductivity perturbations appearing at different altitudes in the Earth-ionosphere

cavity during these two types of events.

• Identification of the global lighting activity and the positions of the three light-

ning centers (i.e., South-East Asia, Africa, and South America) with respect to the

observation stations as the principal parameters determining the diurnal SR power

variation patterns of the vertical electric component, and magnetic components in

the North-South and East-West directions.

• Identification of the associated power variation of SR with the latitudinal migra-

tion of the thunderstorm centers due to El Niño and La Niña phenomena, which

provides a new technique to detect the shifts of the thunderstorm regions related

to the El Niño and La Niña phenomena using the combination of both electric and

magnetic components of Schumann resonances at a single station.

• Development of a new genetic algorithm method for SR research, which allows

the inverse extraction of the intensity of lighting activity in three lightning centers

from experimental SR measurements, and reveals the different seasonal variations
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of lightning activity in South-East Asia, Africa, and South America.

• Model investigation of the effects of the geomagnetic field on the propagation of

the ELF waves in the Earth-ionosphere cavity, which indicates that the vertical

electric component of SR can penetrate up to higher altitude with the presence of

the geomagnetic field, and that the penetration height depends on the latitude of

the observation points.

The results presented in this dissertation have been published in [Yang and Pasko,

2005; Yang et al., 2006; Yang and Pasko, 2006, 2007].



Chapter 2
Model Formulation

2.1 Introduction of the Finite Difference Time

Domain Method

The Finite-Difference Time-Domain (FDTD) method, as first proposed by Yee

[1966], is a simple and elegant way to discretize the differential form of Maxwell’s

equations. The descriptor ”Finite-Difference Time-Domain” and its corresponding

”FDTD” acronym were originated by Allen Taflove in 1980 [Taflove and Hagness ,

2000]. Since it is a time-domain method, solutions can cover a wide frequency

range with a single simulation run. Yee [1966] used an electric field ( ~E) grid,

which was offset both spatially and temporally from a magnetic field ( ~H) grid to

obtain update equations that yield the present fields throughout the computational

domain in terms of the past fields. The update equations are used in a leap-

frog scheme to incrementally march the ~E and ~H fields forward in time. Despite

the simplicity and elegance of Yee’s algorithm, it did not receive much interest

immediately after its publication. One could attribute the lack of attention to the

high computational cost at the time that the algorithm was proposed. However,



14

as the shortcomings of the original FDTD implementation were alleviated and

the cost of computing fell, FDTD techniques have emerged as a primary means

to computationally model many scientific and engineering problems dealing with

electromagnetic wave interactions with material structures.

Although several analytical mode theories about the ELF wave propagation

in Earth-ionosphere cavity have been reported [e.g., Galejs , 1972; Wait , 1972;

Budden, 1985], the FDTD technique [e.g., Taflove and Hagness , 2000] currently

represents one of the simplest and most flexible means for solution of related prob-

lems in a medium with arbitrary inhomogeneities. Berenger was the first to use

the FDTD method to model subionospheric wave propagation at frequencies be-

low 300 kHz. His conference abstracts in this area date back to 1994 [Berenger ,

1994]. His work had two initial goals: 1) to compare FDTD results with previous

frequency-domain mode theory calculations [Pappert and Ferguson, 1986] and 2)

to create an entirely new model having the capability of accommodating contin-

uously varying parameters over the propagation path (see [Simpson and Taflove,

2007, and reference therein]). Several 2D FDTD models in spherical or cylindrical

coordinate system have been developed for the solution of the ELF/VLF wave

propagation problems within a distance of several thousand kilometers around the

lightning source [e.g., Pasko et al., 1998; Thevenot et al., 1999; Cummer , 2000;

Berenger , 2002; Simpson and Taflove, 2002; Hu and Cummer , 2006]. The fully

global 3D FDTD model was first developed by Otsuyama et al. [2003]. In [Ot-

suyama et al., 2003], the calculated radiated waveforms and wave impedances are

compared at several distances (between 5 and 20 Mm) from the source to those pre-

dicted by previous analytical formulations [Nickolaenko et al., 1999]. Simpson and

Taflove [2004] have developed a global 3D FDTD model of the Earth-ionosphere

waveguide below 1 kHz. Their model includes a means to reduce the eccentric-
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ity of the cells in the polar regions by a novel adaptive cell-combining technique

applied to adjacent grid-cells in the east-west direction. This technique permits

maintenance of the time step at nearly the level allowed by the Courant stability

condition for the square equatorial cells, yielding a greatly improved computational

efficiency relative to conventional spherical-coordinate formulations [Simpson and

Taflove, 2007]. The 3D FDTD model applied in this thesis is originally developed

by Yang and Pasko [2005]. Theoretical and realistic atmospheric conductivity pro-

files are employed in this model to calculate SR parameters and their associated

variations with exterior factors (e.g., atmospheric conductivity perturbations and

global lightning activity) [Yang and Pasko, 2006, 2007]. The inclusion of the re-

alistic conductivity profile derived from International Reference Ionosphere (IRI)

in this model provides a more realistic description of the Earth-ionosphere cavity.

Yang et al. [2006] used the FDTD method to solve SR problems on other celestial

bodies in the solar system (e.g., Titan, Mars, and Venus).

2.2 Model Formulation of the Earth-Ionosphere

Cavity

2.2.1 Modeling of Earth-Ionosphere Cavity Without the

Presence of the Geomagnetic Field

The 3D FDTD model of the Earth-ionosphere cavity without the presence of the

geomagnetic field has been introduced in [Yang and Pasko, 2005]. In this model,

the atmosphere medium is isotropic, and the parameter used to account for the

electromagnetic properties of the lower ionosphere is the conductivity profile (σ).

A spherical simulation domain is assumed to be confined between two concentric
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perfectly conducting spheres, with the radius of the inner sphere, corresponding

to the Earth surface, set at a=6370 km, and with the surface of outer sphere

positioned at altitude h=100 km (for other planets, the choice of this parameter

is dependent on specific atmospheric conductivity distributions as will be sepa-

rately discussed later in this thesis). The 3-D Maxwell equations in the spherical

coordinates (r, θ, φ) are given by:

ε0
∂Er
∂t

=
1

r sin θ

[
∂(sin θHφ)

∂θ
− ∂Hθ

∂φ

]
− σEr

ε0
∂Eθ
∂t

=
1

r

[
1

sin θ

∂Hr

∂φ
− ∂(rHφ)

∂r

]
− σEθ

ε0
∂Eφ
∂t

=
1

r

[
∂(rHθ)

∂r
− ∂Hr

∂θ

]
− σEφ

µ0
∂Hr

∂t
= − 1

r sin θ

[
∂(sin θEφ)

∂θ
− ∂Eθ

∂φ

]

µ0
∂Hθ

∂t
= −1

r

[
1

sin θ
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∂φ
− ∂(rEφ)

∂r

]

µ0
∂Hφ

∂t
= −1

r

[
∂(rEθ)

∂r
− ∂Er

∂θ

]
(2.1)
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The 3-D FDTD equations are derived from the Maxwell’s equations (2.1) in a

classical manner [Taflove and Hagness , 2000]:

En+1
r (i+ 1/2, j, k) = e−

σ∆t
ε En

r (i+ 1/2, j, k) +
1− eσ∆t

ε

σ

1

ri+1/2 sin θj

[
sin θj+1/2H

n+1/2
φ (i+ 1/2, j + 1/2, k)− sin θj−1/2H

n+1/2
φ (i+ 1/2, j − 1/2, k)

∆θ

−H
n+1/2
θ (i, j + 1/2, k + 1/2)−Hn+1/2

θ (i, j + 1/2, k − 1/2)
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]
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(2.2)

where ∆t is the time step, ∆r, ∆θ, and ∆φ are spatial grid discretization steps

in r, θ, and φ directions, with corresponding grid positions marked by indexes i,

j, and k, respectively.

Figure 2.1 shows the geometry of the 3D spherical FDTD cells. The electric

field components are set at the edges of each cell, and the magnetic field component

are all located at the centers of the cell’s sides. Important discontinuities exist in

the spherical coordinate system along the north-south (N-S) axis at θ = 0 and

θ = π (i.e., at the North and South poles). To overcome this discontinuity, the
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Figure 2.1. The geometry of the 3D spherical FDTD cells. The indexes, i, j, and k
indicate the cell number in r, θ, and φ directions, respectively.

integral form of Maxwell’s equations is employed to solve Er component at two

poles instead of equations (2.1).

The time step of the FDTD model is determined by the Courant condition

[Taflove and Hagness , 2000]:

∆t ≤ ∆tc =
1

c

[
1

∆S2
r

+
1

∆S2
θ

+
1

∆S2
φ

]−1/2

(2.3)

where ∆Sr, ∆Sθ, and ∆Sφ are the smallest size of the FDTD cells in the r, θ, and

φ direction, respectively.
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2.2.2 Modeling of Earth-Ionosphere Cavity With the Pres-

ence of the Geomagnetic Field

The geomagnetic field plays a very important role in the Earth-ionosphere cav-

ity. The atmosphere becomes anisotropic due to the geomagnetic fields, especially

above 70 km. In present modeling, a magnetic dipole model is employed to account

for the geomagnetic field in the whole Earth-ionosphere cavity [Walt , 1994]. The

north and south geomagnetic poles are located at θ = 180o and 0o, respectively.

The distributions of the geomagnetic field in r, θ, and φ directions are given as:

Br = −2B0

(
RE

r

)3

cos θ (2.4)

Bθ = −B0

(
RE

r

)3

sin θ

where RE is the radius of the Earth, B0 indicates the mean value of the field on

the equator at Earth’s surface, which is approximately equal to 3.12 × 10−5 T, r

is the distance measured from the center of the dipole, and θ stands for the angle

from the observation point to the north pole. The dipole field is symmetric about

its axis, so that Bφ = 0 everywhere.

The continuous Maxwell’s equations including the geomagnetic field in the

realistic cavity are given as following [Thevenot et al., 1999]:

∇× ~E = −µ0
∂ ~H

∂t
(2.5)
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i
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where mi,e and qi,e indicate the mass and charge of the ion and electron, respec-

tively, ~BE indicates the geomagnetic field, ~Ji,e are ion and electron current den-

sities, and ~Jtot = ~Ji + ~Je. The current density components are all placed at the

same positions as the electric field components (see Figure 2.1). The definitions of

the density profiles (Ni,e), and the collision frequencies (νi,e) will be given in the

subsequent sections of this thesis and will depend on particular model situation

considered.

The electron and ion current density equations (2.5) can be separated into three

scalar equations corresponding to in r, θ, and φ directions, respectively. Here,

we will give the detailed derivation of the electron current density, and similar

procedure can be applied to the ion current density. For the electron current

density, three scalar equations derived from equation (2.5) are:

∂Jer
∂t

+ νeJer −
qe
me

BφJθ +
qe
me

BθJφ =
Neq

2
e

me

Er (2.6)

∂Jeθ
∂t

+ νeJeθ −
qe
me

BrJφ +
qe
me

BφJr =
Neq

2
e

me

Eθ

∂Jeφ
∂t

+ νeJeφ −
qe
me

BθJr +
qe
me

BrJθ =
Neq

2
e

me

Eφ

where Jer, Jeθ, and Jeφ are the electron current density components in r, θ, and

φ directions, respectively. To solve these differential equations, ~J is found at time

step n+ 1/2 as a function of its value at time step n− 1/2 as:

Jn+1/2
er = e−νe∆tJn−1/2

er +
1− e−νe∆t

ν
×

(
qe
me

Bφ
J
n−1/2
θ + J

n+1/2
θ

2
− qe
me

Bθ

J
n−1/2
φ + J

n+1/2
φ

2
+
Neq

2
e

me

Er

)
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J
n+1/2
eθ = e−νe∆tJ

n−1/2
eθ +

1− e−νe∆t

ν
×(

qe
me

Br

J
n−1/2
φ + J

n+1/2
φ

2
− qe
me

Bφ
J
n−1/2
r + J

n+1/2
r

2
+
Neq

2
e

me

Eθ

)

J
n+1/2
eφ = e−νe∆tJ

n−1/2
eφ +

1− e−νe∆t

ν
×(

qe
me

Bθ
J
n−1/2
r + J

n+1/2
r

2
− qe
me

Br
J
n−1/2
θ + J

n+1/2
θ

2
+
Neq

2
e

me

Eφ

)
(2.7)

Equations (2.7) can be rewriten as following:

A


J
n+1/2
er

J
n+1/2
eθ

J
n+1/2
eφ

 = B


J
n−1/2
er

J
n−1/2
eθ

J
n−1/2
eφ

+ Fν
Nq2

e

me


En
er

En
eθ

En
eφ

 (2.8)

where:

A =


1 Fν

−qeBφ
2me

Fν
qeBθ
2me

Fν
qeBφ
2me

1 Fν
−qeBr
2me

Fν
−qeBθ
2me

Fν
qeBr
2me

1


and

B =


e−ν∆t Fν

qeBφ
2me

Fν
−qeBθ
2me

Fν
−qeBφ

2me
e−ν∆t Fν

qeBr
2me

Fν
qeBθ
2me

Fν
−qeBr
2me

e−ν∆t


Fν =

1− e−ν∆t

ν

This yields the following set of equations for the advance of time on components
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Jer, Jeθ, and Jeφ:


J
n+1/2
er

J
n+1/2
eθ

J
n+1/2
eφ

 = (A−1B)


J
n−1/2
er

J
n−1/2
eθ

J
n−1/2
eφ

+ Fν
Nq2

e

m
(A−1)


En
er

En
eθ

En
eφ

 (2.9)

For instance, the equation for the advance of Jer at point (i+ 1/2,j,k) is

Jn+1/2
er (i+ 1/2, j, k) = (A−1B)11J

n−1/2
er (i+ 1/2, j, k) + (A−1B)12J

n−1/2
eθ (i+ 1/2, j, k)

+ (A−1B)13J
n−1/2
eφ (i+ 1/2, j, k) + Fν

Neq
2
e

me

(A11)En−1/2
er (i+ 1/2, j, k)+

Fν
Neq

2
e

me

(A12)E
n−1/2
eθ (i+ 1/2, j, k) + Fν

Neq
2
e

me

(A13)E
n−1/2
eφ (i+ 1/2, j, k) (2.10)

With the mesh shown in Figure 2.1, we find that these three current density and

electric field components are not available at the same points, so equation (2.8) can

not be employed directly. For example, Jer and Eer are defined at point (i + 1/2,

j, k). However, Jeθ and Erθ are defined at point (i, j + 1/2, k), and Jeφ and Erφ

are defined at point (i, j, k + 1/2). For derivation of Jr in equation (2.10), the

average values of the four closest Jeθ and Jeφ components are used as the values of

these two components at point (i+ 1/2, j, k), where the Jer component is placed

J
n−1/2
eθ (i+ 1/2, j, k) =

[
J
n−1/2
eθ (i, j − 1/2, k) + J

n−1/2
eθ (i, j − 1/2, k)+

J
n−1/2
eθ (i+ 1, j + 1/2, k) + J

n−1/2
eθ (i+ 1, j + 1/2, k)

]
/4 (2.11)

J
n−1/2
eφ (i+ 1/2, j, k) =

[
J
n−1/2
eφ (i, j, k − 1/2) + J

n−1/2
eφ (i, j, k + 1/2)+
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J
n−1/2
eφ (i+ 1, j, k − 1/2) + J

n−1/2
eφ (i+ 1, j, k + 1/2)

]
/4 (2.12)

Similar averaging procedures also are used for the Jeθ and Jeφ parts of equation

(2.8).

Due to the employment of the electron density and collision frequency profiles

in this model, the numerical stability criterion differs from that in the modeling

without the presence of the geomagnetic field. According to [Thevenot et al., 1999],

the time step is determined by

∆t ≤ ∆tc =
1

c

[
1

∆S2
r

+
1

∆S2
θ

+
1

∆S2
φ

+
µ0χ

4

]−1/2

(2.13)

where χ = Nmaxq2
e

me
, and Nmax is the largest value of the electron density used in the

simulation. Due to the large number density of the electrons at high altitude, χ is

the significant parameter determining the time step.

The typical number of FDTD cells in r, θ and φ directions are 20, 20 and 40,

respectively. The cavity is excited by a vertical lightning current with a 5 km

length, which has a linear rise time of 500 µs and exponential fall with time scale

5 ms. The reported results for frequencies <40 Hz are not sensitive to the specifics

of the chosen lightning current waveform.

The sources and receivers are located at different positions depending on the

specifics of the problem to be solved. In the simulations related to eigenfrequen-

cies of Earth-ionosphere cavity and SR on other planets (Chapters 3 and 6), the

lightning source is positioned near the planet surface at 0◦N , 0◦E and results are

presented for a vertical electric field component Er detected at the ground surface

by a set of receivers at 18◦N 0◦E, 36◦N 0◦E, 54◦N 0◦E, 72◦N 0◦E, and 90◦N

0◦E. In the studies related to the diurnal and seasonal variations of SR parame-
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ters (Chapter 4, 5 and 7), the sources are located at the locations corresponding

to three main lightning regions at Africa, South-East Asia and South America,

respectively [Sentman, 1995]. The simulated receivers are positioned near the lo-

cations of the SR field stations in Israel [Price and Melnikov , 2004] and Hungary

[Sátori et al., 1996] to collect the vertical electric field component Er and magnetic

field components in East-West (HEW ) and North-South (HNS) directions.

We report results on first several SR eigenfrequencies fn and associated Q-

factors Qn obtained from the modeled Er power spectrum (Qn=fn/∆fn, where

∆fn is the full width at half maximum power of the nth mode) in Chapters 3

and 6. In Chapters 4, 5 and 7, the eigenfrequencies fn are derived from three

components (Er, Hθ, and Eφ). The SR eigenfrequencies and Q factors of the

cavity are evaluated using Prony’s method by fitting the time domain data with

complex polynomials,
∑n

i=1 Ai exp(jωit) [Hildebrand , 1956; Füllekrug , 1995], where

Ai are the complex amplitudes of the resonances, and ωi indicates the complex

propagation parameters. The SR eigenfrequencies and Q factors of the cavity can

be defined as Re(ωi)
2π

and Re(ωi)
2Im(ωi)

, respectively.

2.3 Electromagnetic Properties of the Cavity

2.3.1 Spherically Symmetric Uniform Conductivity Pro-

files

The conductivity profile is the most important parameter employed in our FDTD

simulations, since SR frequencies and Q-factors are mainly determined by the

conductivity distribution in the cavity. In the discussion related to eigenfrquencies

in the cavity in Chapter 3, the cavity is assumed to be spherically symmetric
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and characterized by four different altitude profiles of conductivity σ(z). The

first profile corresponds to an ideal, free space cavity with σ(z)=0, which has an

analytical solution for the resonance frequencies given by equation (1.1). The

second profile used in Chapter 3 is a single-exponential profile with a perturbation

[Sentman, 1983]:

σ(z) = σ0 exp

[
z

ξ0

+ 2.303β exp−
(
z − z0

a

)2
]
S/m (2.14)

where σ0=10−16 S/m, ξ0=3.1 km, a and z0 indicate the center altitude and width

of the perturbation, respectively, and the parameter β describes the amplitude of

the perturbation in powers of ten about its unperturbed value. To account for

the perturbation produced by high energy particle precipitation and X-ray bursts,

we insert perturbation at 40 and 70 km, respectively, whose amplitudes are 1000

times that of the unperturbed value (see Chapter 3). The third profile is a two-

exponential profile [Greifinger and Greifinger , 1978; Sentman, 1990a, 1996a]. In

the development of SR theory, the two-exponential profile plays a very important

role. This profile is based on a division of atmosphere into lower (from ground

and up to ∼60-70 km) and upper (above ∼60-70 km) layers with conductivity

profiles:

σ(z) =

 σ(h1) exp [(z − h1)/ξ1]

σ(h2) exp [(z − h2)/ξ2]
(2.15)

where h1=50 km, ξ1=5 km, h2=93.5 km, ξ2=5 km, σ(h1)=2πf0ε0=4.44×10−10

S/m, and σ(h2)=1/8µ0πf0ξ
2
1=1.58×10−4 S/m assuming f0= 8 Hz. The fourth con-

ductivity profile corresponds to the so-call “knee” model [Mushtak and Williams ,
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2002]. It can be written as:

σ (z) =

 σkn exp[(z − hkn)/ξb] z < hkn

σkn exp[(z − hkn)/ξa] z > hkn

(2.16)

where hkn=55 km, ξa=2.9 km, ξb=8.3 km, and σkn=2πfknε0=5.56×10−10 S/m as-

suming fkn=10 Hz. The specific choice of parameters for profiles 2-4 is largely

motivated by the availability of solutions to related problems [Sentman, 1983;

Mushtak and Williams , 2002], against which the FDTD results presented in Chap-

ter 3 are compared.

Since the vertical conductivity profile on some planets, e.g., Venus, can not be

approximated by a “knee” model profile, in the discussion of Schumann resonances

on other planets (Chapter 6), a “double-knee” model developed by [Pechony and

Price, 2004] is employed. The “double-knee” profile is formulated as:

σ (z) =

 σ1 exp[(z − h1)/ξ1] z < h1

σ2 exp[(z − h2)/ξ2] z > h2

(2.17)

where σ1, σ2 are conductivities at two “knee” altitudes h1 and h2, and ξ1 and

ξ2 are the scale heights of the conductivity below first and above second knee,

respectively. The conductivity between h1 and h2 is given by:

σ (z) = exp

[
z[ln(σ1)− ln(σ2)] + (h1ln(σ2)− h2ln(σ1)

h1 − h2

]
h1 < z < h2. (2.18)

The choice of the specific parameters (σ1, σ2, ξ1, ξ2, h1, and h2) for the resonant

cavities on different planets is discussed in Chapter 6.
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2.3.2 Non-Uniform Conductivity Profiles

In Section 2.3.1, we have introduced four spherically symmetric uniform con-

ductivity profiles used in our simulations. Although, these conductivity profiles

can lead to SR frequencies which are very close to those measured experimentally,

more differences are found between these profiles and the realistic ones. In the real-

istic cavity, the conductivity profile in the cavity is strongly modulated depending

on the solar radiation. Therefore, an obvious day-night asymmetry appears in the

Earth-ionosphere cavity, which can not be described by a spherically symmetric

uniform conductivity profiles. In [Pechony and Price, 2004], a simplified method,

partial uniform knee model (PUK), is developed to treat the day-night asymmetry.

In PUK model, the Earth-ionosphere cavity is divided into two parts. One corre-

sponds to the day time, and the second one is related to night time. At each side

of the cavity, a “knee” model with different parameters is employed. Although,

PUK model introduces the day-night asymmetry into the cavity, the conductivity

profile is still uniform at the day or night sides. In Chapter 4 of this thesis, a more

precise model of the realistic profile is employed by using the International Refer-

ence Ionosphere (IRI) model [Bilitza, 2001]. At altitudes <60 km in the Earth’s

atmosphere, the total conductivity is dominated by the ion conductivity, σi. In this

thesis, the ion conductivity profile is taken from [Hale, 1984; Huang et al., 1999].

Above 60 km, the electron conductivity σe is dominant over the ion conductivity

σi, and can be determined by

σe = Neqeµe (2.19)

where qe is the charge of the electron, µe is the mobility of the electron given by

µe = 1.36N0/N (m2/V s), N0 = 2.688 × 1025 m−3, and N is altitude dependent

number density of air molecules [Pasko et al., 1997]. The electron density in the
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cavity, Ne, is derived from the IRI model at a specific time, corresponding to

different times during the diurnal cycle and to different seasons, as specific in

Chapter 4, 5 and 7. The total conductivity σ is given by σ = σi + σe.

2.3.3 Electron Density and Collision Frequency Profiles

When the ionosphere is treated as cold plasma, the parameters applied to describe

the electromagnetic properties of the ionosphere are the densities (Ne and Ni) and

collision frequencies (νe and νi) of the electrons and ions with the neutral gas.

Besides the electron density derived from IRI (discussed in Section 2.3.2), in this

thesis we also employ vertical electron density model defined by:

Ne(z) = 1.43× 1013 exp (−0.15h′) exp (β − 0.15)(z − h′)(m−3) (2.20)

where β and h′ are 0.5 and 87, respectively [Thevenot et al., 1999]. The model

density specified by (2.20) is assumed to maintain (at z >100 km) a constant value

corresponding to 100 km altitude. The electron collision frequency is determined

by νe = qe
meµe

, where µe is the mobility of the electrons, which is defined in Sec-

tion 2.3.2. The density (Ni) and collision frequency (νi) of ions are taken from

[Cummer , 2000]. The additional detailed information is presented in Chapter 8.



Chapter 3
The Variations of Schumann

Resonance Parameters Associated

With Solar Proton Events and

X-Ray Bursts

3.1 Introduction

The frequencies of Schumann resonances have been discussed since the first day

of the discovery of SR. For an ideal cavity, the SR frequency can be easily calculated

using equation (1.1) or (1.2). However, since the atmosphere becomes conduct-

ing due to the free electrons and ions produced by the solar radiation and cosmic

rays, the experimentally measured SR frequencies are actually lower than the ideal

ones. A number of different theoretical approaches have been used to describe the

electromagnetic properties of the ionosphere and the propagation of the Extremely

Low Frequency (ELF) signals in the Earth-ionosphere cavity [Wait , 1972; Galejs ,
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Figure 3.1. An example of the experimental measurements of the SR frequency vari-
ations during SPEs and X-ray bursts (figure courtesy of [Roldugin et al., 2003]). The
figure illustrates changes of the first SR frequency at Lovozero station (the thin line),
energetic proton flux (the bold line) and solar X-ray intensity (the dotted line) detected
by GOES 10 satellite during the solar proton event of 14 July 2000. The bold dashed
line is the smoothed diurnal variation of SR frequency for adjacent quiet days.

1972; Nickolaenko and Hayakawa, 2002]. The two-exponential conductivity profile

[Sentman, 1996a] and “knee” model [Mushtak and Williams , 2002] have played an

important role in the development of analytical theory of Schumann resonances.

The SR frequencies derived from these two profiles have good agreement with the

realistic measurement results. The resonant frequency of a cavity is mainly deter-

mined by the size of the cavity and the electromagnetic properties of the cavity.

For the Earth-ionosphere cavity with a fixed size, the ionospheric conductivity

profile is the most important factor to influence SR frequencies. Any perturbation

of the ionospheric conductivity leads to the corresponding SR frequency varia-

tions. Schlegel and Fullekrug [1999] found that the additional ionization of the

ionosphere associated with the high-energy particle precipitation during the nine

strongest solar proton events of the past solar cycle 22 led to an increase of the res-
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onance frequency and a decrease of the damping of the first Schumann resonance.

The authors related this increase with the proton precipitation and not with X-ray

bursts. Other measurements by Roldugin et al. [2001, 2003] at Russian observato-

ries Lovozero (the Kola Peninsula) and Lekhta (Karelija) show that SPEs lead to

the decrease of frequencies of the first and second SR modes of similar to 0.4 Hz

and the increase of the first-mode bandwidth from 0.8 to 1.5 Hz. Roldugin et al.

[2004] studied variations of the Schumann resonance frequency in the Kola and

Kamchatka Peninsulas during seven days of March-April, 2001, when the inten-

sive solar X-ray bursts occurred. All X-ray bursts were accompanied by ∼0.2 Hz

increase in the first mode frequency, at least in one of the magnetic components.

For the second mode the increase (in average by ∼0.3 Hz) was registered in most

events. Figure 3.1 illustrates the measurements from [Roldugin et al., 2001] which

were conducted on July 14, 2000. SR frequency is observed increasing by 0.1 Hz

between 1000 and 1100 UT with the X-ray burst, and the SPE following the X-ray

burst from 1100 to 2000 UT leads to a 0.4 Hz decrease of the first SR frequency.

In this Chapter, the number of FDTD cells in r, θ and φ directions are 20, 20

and 40, respectively. The two-exponential conductivity profile [Sentman, 1996a]

and “knee” model [Mushtak and Williams , 2002] are applied with our FDTD

model, and the FDTD results are compared with the results reported by previous

analytical studies. A single-exponential conductivity profile with perturbations is

employed to model the SR frequency variations with the conductivity perturba-

tions due to SPEs and X-ray bursts.
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Figure 3.2. The power spectrum of the first four Schumann resonance modes in an
ideal cavity derived from FDTD model.

3.2 Schumann Resonances in a Cavity With Spher-

ically Uniform Conductivity Profiles

The first conductivity profile we consider corresponds to zero conductivity σ = 0

anywhere in the cavity, which means that the cavity is a lossless resonant system.

Figure 3.2 illustrates the Er power spectra obtained with FDTD model for an

ideal cavity at 18◦N 0◦E, about 2000 km from the source. The first four modes

are clearly observed at 10.5, 18, 25, 32 Hz, respectively. The errors are within 3%

of the respective values 10.52, 18.2, 25.76 and 33.26 Hz obtained from equation

(1.1). Comparing with the realistic measurements shown in Figure 1.2, since there

is no energy dissipation in this model resonant system, the half-power bandwidth

of each mode is zero in Figure 3.2, and the corresponding Q-factors of each mode

are infinity. Figure 3.3 illustrates the single-exponential profile and “knee” profile,
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which are employed in our simulations. The specific choice of parameters for these

profiles has been discussed in Section 2.3.1. Figures 3.4 and 3.5 show the time

domain data and power spectrum of Er component detected at the point about

2000 km from the source in the model cavity (solid lines), which were obtained

with those two profiles, respectively. The dashed lines in Figures 3.4 and 3.5

indicate the approximation results using Prony’s method discussed in Section 2.2.

In the low Q-factor system like Earth-ionosphere cavity, the half power bandwidth

of each mode is big enough to lead to interference of the adjacent modes and to

deviation of the peak SR frequencies from the SR eigenfrequencies. The very close

approximation of SR data using Prony’s method shows that this method is a good

tool to extract the SR eigenfrequency from FDTD results. The fn and Qn values

shown in Figure 3.4 for single-exponential profile and in Figure 3.5 for the “knee”

profile, are also included in Table 3.1 along with the reference theoretical data for

the same profile from [Ishaq and Jones , 1977], which have been discussed recently

in the context of different analytical SR models by Mushtak and Williams [2002].

The FDTD and Ishaq and Jones [1977] results agree within 3% in terms of both

fn and Qn values for the first five modes considered. The quasi-DC component in

Figures 3.4 and 3.5 is due to the static charges deposited by the model lightning

current in the vicinity of the conducting Earth sphere. The discussion of the DC

component is beyond the scope of the present work and we only note here that

in addition to other factors (i.e., distance to the source, atmospheric conductivity,

etc) its representation in the frequency domain is generally a function of the total

sampling time.

Figure 3.6(a) shows the global averages of the Er and Eθ components between

ground and 100 km for the unperturbed single-exponential conductivity profile. For

the Er component, the field magnitude is constant from the ground to 50 km, and
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Figure 3.3. The single-exponential profile [Sentman, 1983] and “knee” profile [Mushtak
and Williams, 2002]. The horizontal dashed line indicates the conducting boundary for
the frequency, ω, defined by a condition σ = ωε0.

Reference model FDTD with Two-exponential FDTD with FDTD with
Mode [Ishaq and “Knee” profile model (Table 4 [Mushtak two-exponential single-exponential

number (n) Jones,1977] and Williams, 2002]) profile profile

fn Qn fn Qn fn Qn fn Qn fn Qn

1 7.7 4.1 7.7 4.1 7.7 4.2 7.6 4.2 7.54 6.1

2 14.0 4.9 13.9 4.9 13.9 4.3 13.6 4.1 13.4 6.2

3 20.2 5.4 20.0 5.5 20.2 4.3 19.7 4.2 19.2 6.3

4 26.5 5.9 25.9 6.0 26.6 4.4 25.8 4.4 24.8 6.4

5 32.8 6.3 32.1 6.4 33.1 4.4 32.0 4.6 30.4 6.3

Table 3.1. Comparison of FDTD results and previous modeling results obtained with
spherically symmetric uniform conductivity profile.

decreases exponentially above 50 km. The Eθ component increases from zero at the

ground and reached maximum at 50 km. Above 50 km, Eθ component decreases

with the altitude, but the decrease rate is much smaller than that of Er component.

Therefore, it is found that the electrical field concentrate in vertical direction

below about 70 km, but in parallel direction above 70 km. These results can be
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Figure 3.4. The FDTD time domain data (a) and power spectrum (b) of the Er
component derived from the cavity with single-exponential profile shown in figure 3.3.

interpreted following ideas presented by Sentman [1983] based on introduction of a

reference boundary defined by a condition ω = σ/ε0 (shown in Figure 3.3 assuming

ω=2π×8 Hz) dividing the atmosphere into two altitude regions dominated by

displacement (below it) and conduction (above it) currents. Below this boundary

the electric field is predominantly vertical and its behavior is similar to that in loss-

less free space resonator, while above it the vertical component of the field drops

exponentially due to large conductivity, with the field becoming virtually parallel

to the Earth’s surface above 80 km [Sentman, 1983]. The total power dissipation

in the cavity is calculated following P (r) = σ|Er(r)|2 + σ|Eθ(r)|2, where r is the

altitude. Two peaks of the power dissipation related to the Er and Eθ components

are found at 50 km and 85 km, respectively (shown in Figure 3.6(b)).

According to [Nickolaenko and Hayakawa, 2002], the spatial distributions of

the Er and Hφ components around the source follow the Legendre (Pn(cos θ)) and
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Figure 3.5. The FDTD time domain data (a) and power spectrum (b) of the Er
component derived from the cavity with “knee” profile shown in figure 3.3.

associated Legendre (P 1
n(cos θ)) polynomials and are given as:

Er(ω) =
iν(ν + 1)

ω

MC(ω)

4πεha2

∞∑
n=0

(2n+ 1)Pn(cos θ)

(n− ν)(n+ 1 + ν)

Hφ(ω) =
MC(ω)

4πεhac2

∞∑
n=0

(2n+ 1)P 1
n(cos θ)

(n− ν)(n+ 1 + ν)
(3.1)

where θ is the angular distance from the source to the receivers, ν is the dimen-

sionless complex propagation constant of the radio wave, and MC is the current

moment of the source. The spatial field distributions of the first three SR mode Er

and Hφ components, which are derived from FDTD model, are shown in Figure

3.7. In FDTD simulations, “knee” model conductivity profile is employed and the

modeling lightning discharge is located at the position where θ = 0. The value

of each mode shown in Figure 3.7 is the maximum appearing in the spectrum of
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100 km for the unperturbed single-exponential conductivity profile; (b) The total power
dissipation in the cavity.

FDTD results, which is also referred as the peak power of SR modes. The electric

and magnetic fields obviously exhibit the Legendre and associated Legendre poly-

nomial distributions consistent with analytical solutions given by equations (3.1).

Different penetration heights of Er and Hφ components are clearly observed in

Figure 3.7. The Er component extends with no significant variation up to 50 km,

in agreement with the results shown in Figure 3.6(a). However, Hφ component can

penetrate up to around 90 km.

Results of FDTD modeling using a two-exponential conductivity profile with

parameters introduced in Chapter 2 (providing a good agreement with experimen-

tal observations of fn values in a real cavity [Mushtak and Williams , 2002]) are

shown in Table 3.1 along with the corresponding fn and Qn values from Table 4

of [Mushtak and Williams , 2002] calculated using a two-exponential model. The

results of FDTD model agree with the two-exponential analytical model very well

(within 3%) in terms of both fn and Qn values. The two-exponential conductivity

model leads to a very flat frequency dependence of Q factor, and generally fails

to properly reproduce the Q values observed experimentally and obtained for the
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Figure 3.7. The spatial field distributions of Er and Hφ components in Earth-
ionosphere cavity with “knee” model derived from FDTD model. The source is located
just above the inner surface of the cavity. For illustration purposes, the height and inner
radius of the Earth-ionosphere cavity are not shown to scale.

“knee” model (see Table 3.1 and discussion in [Mushtak and Williams , 2002]).

Mushtak and Williams [2002] have recently discussed different laterally uniform

conductivity models of the Earth-ionosphere cavity and noted that the single-

exponential model and the two-exponential model (using the same scale height

for both conductivity segments) discussed earlier are not capable of reproducing

realistic variation of Qn values with frequency. This aspect was attributed by

Mushtak and Williams [2002] to the existence of two distinct altitude layers of

energy dissipation within the lower ionosphere and a physical change between

the ion-dominated and electron-dominated conductivity as a function of altitude,

which has a “knee”-like shape when conductivity is plotted as a function of altitude

on a logarithmic scale. Mushtak and Williams [2002] argued that the observed

increase in Qn values with frequency can be traced in the case of “knee”-like

conductivity to an upward migration of the lower dissipation layer through the
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“knee” region leading to decrease in scale height of conductivity and increase in

Qn values. The FDTD results presented in Table 3.1 support ideas of Mushtak and

Williams [2002] indicating that the “knee” model is indeed capable of simultaneous

reproduction of the realistic fn values and Qn factors as a function of frequency,

and that these parameters can not be reproduced with single scale height models

(i.e., single- or two-exponential profiles discussed above). The fn and Qn values

calculated with FDTD model for the unperturbed single-exponential profile are

included in Table 3.1. These values are in good agreement with results of [Sentman,

1983]. As expected, the Q-factors remained flat with the frequency. We have

performed series of additional numerical experiments in which we varied the scale

height of the single-exponential profile. The Q factors increased with the reduction

of the scale height, but remained flat as a function of frequency, reaching very high

values as system approached the ideal cavity regime.

3.3 Schumann Resonance Frequency Variations

During the Solar Proton Events and X-Ray

Bursts

In Section 3.2, we discussed the SR problems in a cavity with the uniform con-

ductivity profiles. A good agreement between our FDTD results and the previous

studies (shown in Table 3.1) illustrates that our FDTD model provides accurate

solutions for SR problems in the Earth-ionosphere cavity.

The SR frequencies are known to undergo daily and seasonal variations of

approximately ±0.5 Hz [Sátori , 1996; Price and Melnikov , 2004]. Besides these

periodic and repeatable variations the SR frequencies can also vary due to rela-



41

tively transient ionization events in the lower ionosphere. The most pronounced

examples of these include Solar Proton Events (SPEs), which can produce ioniza-

tion in polar cap regions down to 30-40 km altitudes [e.g., Roldugin et al., 2003,

and reference therein], and solar X-ray bursts, typically producing an additional

ionization at altitudes above 60-70 km, which lasts less than 1 hour, but covers an

entire Earth’s hemisphere [e.g., Roldugin et al., 2004, and reference therein]. To

account for an external conductivity perturbation (e.g., associated with SPEs and

X-ray bursts), a single-exponential profile with perturbations at different altitudes

(equation (2.17)) are employed in the whole cavity, where β = 3, a = 6 (shown in

Figure 3.8 by a solid line). The centers of the perturbation region (z0) are posi-

tioned between 30 km and 80 km altitude with an interval of 5 km (representative

profiles are shown in Figure 3.8 by dashed lines). In one specific FDTD simulation,

the conductivity perturbation is positioned at a specific altitude (z0) to calculate

the corresponding SR frequency and Q-factor. Open circles in Figure 3.9(a) and

3.9(b) report results on variation of the first mode (n=1) eigenfrequency f1 and

corresponding Q-factor Q1 as a function of altitude z0 of the perturbation of the

single-exponential conductivity profile. Results obtained by Sentman [1983] us-

ing mode theory for the same profiles are also shown in Figure 3.9(a) and 3.9(b)

by solid lines. The FDTD results corresponding to unperturbed single-exponential

profile are shown in both figures by vertical dashed lines (these can be compared to

values f1=7.61 Hz and Q1=6.11 reported in [Sentman, 1983]). The FDTD results

appear to be in good agreement with results of Sentman [1983]. Figure 3.9(a),

in particular, indicates that z0 values below ∼60 km lead to a depressed eigen-

frequency, while those above ∼60 km lead to increase in the frequency. Sentman

[1983] states: “At low altitudes, the atmosphere is a poor conductor, so increasing

the conductivity there increases the dissipation with the consequence of lowering
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the eigenfrequency of the mode. At high altitudes the atmosphere is already a very

good, but not perfect, conductor, so increasing the conductivity there decreases

the dissipation by making the ionosphere a more perfect reflecting surface, thereby

raising the eigenfrequency”. These frequency variation aspects will be further dis-

cussed below in this section with relation to recent experiments. In Figure 3.9,

the FDTD results are derived from a cavity with the conductivity perturbation

in the whole cavity. However, the situations are different during SPEs and X-ray

bursts. The ionization in polar cap regions produced by SPEs typically has a spa-

tial extent around polar regions with a 1000 km radius. The additional ionization

associated with X-ray bursts usually covers half Earth. As shown in Figure 3.10,

to account for the perturbation related to SPEs, the conductivity perturbation is

centered at the altitude of z0 = 40 km in the region with a approximate 1000
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km radius around both poles in FDTD simulations. For X-ray bursts, half cavity

is covered by the conductivity perturbation at z0 = 70 km. Figure 3.10 gives a

clear picture to show how these perturbations are added in the simulation. The

shadow areas stand for the disturbed areas. S is the total area of the Earth’s

surface, and Sp is the area of the disturbed region. For a regular SPE and X-ray

burst, Sp/S is equal to 0.13 and 0.5 [Yang and Pasko, 2005], respectively. The

corresponding FDTD results are shown by open circles connected by a solid line

in Figure 3.11, and the disturbed regions extend from two poles to the equator

in this case. The Sp/S=0 (f1=7.54 Hz) and Sp/S=1 (f1=6.47 Hz) points can be

traced back to Figure 3.9 and correspond to results obtained for uniform cavities

with unperturbed and perturbed (z0=40 km) profiles, respectively. The area Sp of

the perturbation corresponding to z0=70 km is assumed to have similar geometry

to the z0=40 km case, but to grow from the north pole only, with the Sp/S=1,

in this case, corresponding to the perturbed area reaching the south pole, and

Sp/S=0.5 to a perturbation extending from the north pole to the equatorial plane
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Figure 3.10. The relative disturbed areas during SPEs and X-ray bursts.

and effectively covering half of the Earth surface. The corresponding results are

shown by stars connected by a solid line in Figure 3.11. A dash-dot line in Figure

3.11 illustrates a linear approximation, which is commonly employed in the ex-

isting literature in order to estimate changes in observed SR frequency fobs using

uniform models [e.g., Schlegel and Fullekrug , 1999; Roldugin et al., 2001, 2003]:

fobs = fu(S − Sp)/S + fpSp/S, where fu and fp correspond to uniform spherically

symmetric cavity solutions with unperturbed and perturbed conductivity profiles,

respectively. Results in Figure 3.11 indicate that a factor of 2-3 errors in ∆f

values are possible due to this approximation for small Sp/S around 0.1 (typi-

cally Sp/S=0.13 is used to approximate an area affected by SPEs [Roldugin et al.,

2001, 2003]). Schlegel and Fullekrug [1999] studied daily averaged values of the

first mode SR frequency during nine SPEs and found the frequency increases by

0.04-0.14 Hz, in good correlation with observed integral solar proton fluxes with en-

ergies >1 MeV. Roldugin et al. [2001, 2003] considered most energetic components
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of SPEs (protons with energies >100 MeV) lasting only several hours and reported

the time resolved (the resonance frequency was determined for each of 5 min inter-

vals) decreases of the first mode frequency by ∼0.15-0.4 Hz. Given the fact that

solar X-ray bursts typically precede proton precipitation events on the same day

and that these two types of phenomena are expected to produce opposite effects

on eigenfrequencies (see below), the contradiction between the above two results is

likely related to differences in time scales chosen for the analysis [Roldugin et al.,

2001, 2003]. In accordance with the arguments of [Sentman, 1983] the high energy

protons producing conductivity enhancement at altitudes 30-40 km (qualitatively

corresponding to profile z0=40 km in Figure 3.8) are expected to lead to the SR

frequency decreases due to the increased dissipation at lower altitudes. Figure 3.11

includes the ∆f=-0.4 Hz experimental result at Sp/S=0.13 reported by [Roldugin
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et al., 2003]. The close agreement between the model and observations for this

case is more or less coincidental, given the model nature of the conductivity pro-

files used, however, the modeling correctly reflects the general trend of reduction

of the eigenfrequency due to the ionization at lower altitudes in accordance with

the physical arguments discussed above.

Roldugin et al. [2004] reported the first resonance frequency increases by 0.2 Hz

(shown in Figure 3.11 at Sp/S=0.5) during some very intense solar X-ray bursts.

In accordance with arguments of [Sentman, 1983], a conductivity enhancement

at altitudes above 60-70 km in association with solar X-ray bursts is expected to

lead to an increased eigenfrequency by making the upper boundary in the cavity

a better conductor. Results presented in Figure 3.11 for z0=70 km qualitatively

support this argument in agreement with observations of [Roldugin et al., 2004].

3.4 Summary

In this Chapter, we have discussed the validity of our new 3D FDTD model of

the Earth-ionosphere cavity. Several classic conductivity models (e.g., two scale-

height profile and “knee” model) are applied with our FDTD model. The accurate

reproduction of the SR frequencies and Q-factors with these conductivity profiles

verifies that the 3D FDTD model provides accurate solutions for the ELF problems

in the Earth-ionosphere cavity. Another important problem we have investigated

in this Chapter is related to the SR frequency variations associated with different

conductivity perturbations in the cavity. The key results can be summarized as

follows:

• The conductivity perturbation appearing at the altitude of 30-40 km in the
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atmosphere associated with solar proton events (SPEs) increases the total energy

dissipation in the cavity and leads to the decrease of SR frequencies.

• The conductivity perturbation appearing at the altitude of 60-70 km in the

atmosphere associated with X-ray bursts decreases the total energy dissipation in

the cavity and leads to the increase of SR frequencies.

• The FDTD model results are in good agreement with the experimental data

reported in [Roldugin et al., 2001, 2003, 2004]. The area of the disturbed region

influences the magnitude of the first Schumann resonance frequency shift ∆f . The

magnitude of the frequency shift increases with the area of the disturbed region,

however, the variation is not linear, indicating that the related assumption used

in the existing SR literature [e.g., Roldugin et al., 2003, and references therein] is

not accurate and may lead to a factor of 2-3 errors in ∆f value.



Chapter 4
The Diurnal and Seasonal Variations

of Schumann Resonance Parameters

4.1 Introduction

Besides relative transient SR frequency variations associated with disturbed iono-

sphere during X-ray bursts and SPEs, SR parameters (power, frequency, and Q-

factor) have been found to undergo diurnal and seasonal variations. The peak

frequencies in both the electric and magnetic Schumann resonance spectra are ob-

served to undergo a diurnal variation of approximately ∼0.5 Hz about their average

values of 7.8, 14, 20, ... Hz. Balser and Wagner [1962] were the first to measure

the diurnal variation of the resonance frequencies. They used 12-minute digitized

samples of the vertical electric field taken every 2 hours on 12 days during February

1961 to obtain an estimate of the spectral intensity in the frequency range of the

first four modes.

In [Sentman and Fraser , 1991], observations are presented of the horizontal

magnetic component of Schumann resonance intensities as simultaneously mea-
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sured at locations in California and Western Australia during two separate inter-

vals of September 2-17, 1989 and April 14-21, 1990. For both intervals, diurnal

variations of the average magnetic power over the lowest three modes of the Schu-

mann resonances showed substantially different temporal profiles at the California

and Western Australia stations. It is believed that the SR power variations de-

pends not only on the global lightning activity, but also on the local ionosphere

height. When corrected for the local D region height, the detailed diurnal intensity

profiles over the analysis intervals display a greatly improved similarity, providing

a good method for monitoring the global totality of lightning activity in the Earth-

ionosphere cavity. In [Price and Melnikov , 2004], the long-term (4 years) diurnal

and seasonal variations of different electromagnetic components (Er, HNS, and

HEW ) are presented based on measurements at a field site in the Negev desert,

Israel. The power variations of the various modes and components show three

dominant maxima in the diurnal cycle related to lightning activity in South-East

Asia (0800 UT), Africa (1400 UT) and South America (2000 UT).

4.2 SR Parameter Variations Related to Global

Lightning Activity

Cloud-to-ground lightning discharges are the principal excitation source of Schu-

mann resonances. The global average lightning discharge rates of 100 s−1, with

peak currents on the order of 20,000 to 30,000 A for strokes of average lengths

of 3 to 5 km [Uman, 1987], are sufficient to excite the Earth-ionosphere cavity

to the observed Schumann resonance intensity. The global thunderstorm activ-

ity is spatially concentrated over three broad continental tropical regions, (1) the
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Figure 4.1. Map of the global lightning activity in the Earth-ionosphere cavity detected
by Optical Transient Detector (OTD) (figure courtesy of [Christian et al., 2003]).

Malaysian Archipelago and Maritime continent extending from Southeast Asia

across the Philippines, Indonesia, and Borneo into Northern Australia; (2) sub-

Saharan Africa; and (3) the Americas, principally the Amazon basin in South

America, but with substantial contributions from the Central America. Thun-

derstorm activity tends to maximize in the late afternoon in each of these three

regions, at approximately 0800, 1400, and 2200 UT, respectively. Also, the prin-

cipal peak in the diurnal modulation of Schumann resonances is at approximately

2200 UT, suggesting that the America is the globally dominant lightning region.

Lightning over the oceans and in the region outside these three main lightning re-

gions, while occasionally intense locally, is relatively insignificant on a global scale

compared to the three major continental thunderstorm centers, suggesting that

these related contributions to the excitation of Schumann resonances are relatively

minor [Sentman, 1995, pp. 268].

Figure 4.1 shows the map illustrating the distribution of the global lightning

activity detected by the Optical Transient Detector (OTD), and three main light-
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Figure 4.2. The diurnal power variations of the global lightning activity in Southeast
Asia, Africa, and America during Fall and Spring seasons reported by Sentman and
Fraser [1991].

ning centers are clearly shown in this map. The OTD is a space-based optical

sensor on an orbit inclined by 70o with respect to the equator specifically designed

to detect and locate lightning discharges as it orbits the Earth. The satellite orbits

the Earth once every 100 min and has a 100o field of view (equivalent to 1300×1300

km2 area on the ground) [Christian et al., 2003]. The OTD detects lightning flashes

during both daytime and nighttime conditions with a detection efficiency ranging

from 40% to 65%, depending upon external conditions. Further information can

be found at the official OTD Web site, http://thunder.nsstc.nasa.gov/otd/. OTD

data are available at no charge at http://ghrc.msfc.nasa.gov/. Pechony and Price

[2007] processed the 5-year OTD data using a diurnal monthly mean (DMM) tech-

nique with hourly time resolution. Since OTD data only provide the density of
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lightning flashes, and no information about the type (cloud-to-ground or intra-

cloud) and magnitude of lighting, it can not be directly applied to the sources

of SR calculations. Figure 4.2 shows the diurnal variation of the relative power

of the global lightning activity in the three major lightning regions [Sentman and

Fraser , 1991], which is used in our FDTD modeling. The total lightning activity in

South-East Asia, Africa, and South America reaches maximum at approximately

0800, 1400, and 2200 UT, respectively. Moreover, the maximum magnitude of the

lightning activity varies with seasons. In Fall, the lightning activity in the South

America is stronger than that in Africa. In Spring, the lightning activity increases

by 40% in Africa, and reduces by 20% in South America. The lightning activity

in South-East Asia remains approximately the same during these two seasons.

4.2.1 SR Power Variations With Global Lightning Activity

In our simulations, the typical number of FDTD cells in r, θ and φ directions

are 20, 20 and 40, respectively. The power and frequency of the first SR mode

are calculated every 1.2 hour from 0000 UT to 2400 UT. Three simulations are

performed at each specific time point. In each simulation, it is assumed that the

lightning discharges are uniformly distributed in a rectangular region centered at

27oE 9oN , 99oE 18oN , and 63oW 9oN in Spring months, and at 27oE 0oN , 99oE

0oN , and 63oW 0oN in Fall months, corresponding to the three main lightning

regions at Africa, South-East Asia and South America, respectively, and the size

of this source region is 3 cells × 3 cells (i.e., about 3000 km × 3000 km) [Yang

and Pasko, 2006]. The magnitude of each source at three major lightning regions

was modulated as a function of time to reflect the lightning activity variation

shown in Figure 4.1. Since the Earth-ionosphere cavity can be considered as a
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linear system, we can deal with these three sources separately. The total signal

used in the final analysis can be expressed by the sum of the waves from these

three sources. The modeling receivers are located at θ = 63o and φ = 36o just

above the ground corresponding to the location of the SR field station (35.45oE,

30.35oN) near the town of Mitzpe Ramon, in the Negev desert, Israel [Price and

Melnikov , 2004] and θ = 45o and φ = 18o just above the ground corresponding

to the realistic location of the SR field station (47.6oN , 16.7oE) at Nagycenk,

[Sátori and Zieger , 1999]. The vertical electric field component (Er) and magnetic

components in East-West (HEW ) and North-South (HNS) direction are calculated

and compared with measurements reported by Price and Melnikov [2004]. In each
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simulation, the corresponding conductivity profile is derived from International

Reference Ionosphere (IRI) model as discussed in Section 2.3.2 at each specific time.

Figure 4.3 illustrates two representative night and day time total conductivity

profiles collected at 0000 UT, on September 15, 2000, at 0oE 0oN and 180oE 0oN ,

respectively.

Figures 4.4 and 4.5 report FDTD results on the power variations of Er, HEW ,

and HNS components of the first three SR mode as a function of universal time, as

well as the frequency-time spectrogram of these three components corresponding

to Fall and Spring seasons, respectively. The variation patterns of the Er and

HEW components have similar shape. The power increases around 0500 UT, and

a stronger power peak is found at 1400 UT in both cases. In addition, the peak

in Spring at 1400 UT is stronger than that in Fall. For the HNS component, a

different variation pattern is observed. The power reaches its peaks around 0800

UT and 2200 UT. The power magnitude at 2200 UT in Spring is weaker than

that in Fall, and remains approximately same at 0800 UT. All of these features

are in good agreement with the experimental measurements reported by Price and

Melnikov [2004], as further discussed below.

Price and Melnikov [2004] have recently reported the diurnal and seasonal

variations of the frequency and power of the first SR mode. A good agreement is

found between our FDTD results and the realistic measurements of the first SR

power variation. As shown in Figures 4.4 and 4.5, the power variations of the

Er and HEW have same patterns, which have two peaks at 0500 UT and 1400

UT, respectively. The peak at 0500 UT can be explained by day-night terminator

effect. Because the receiver is located at 36.0oE, 27.0oN, the sunrise time at that

location is approximately at 0400 UT. During sunrise, the ionospheric boundary

moves downward due to the solar radiation. Therefore, a corresponding increase
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Figure 4.4. The diurnal power variations (left) and the frequency-time spectrogram
(right) of the first three SR mode Er, HEW , and HNS components corresponding to Fall
season derived from FDTD model.
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in the SR power starting from 0400 UT is observed in Figure 4.4 and reaches its

peak at 0500 UT. The second peak in the Er and HEW components at 1400 UT is

much stronger than that at 0500 UT, because the lightning activity in the Africa

reaches its maximum around 1400 UT. The power variation in the HNS component

undergoes different variation pattern in comparison with other two components

(Figures 4.4 and 4.5). Two peaks associated with the lightning activity from

South-East Asia and South America are found around 0900 and 2200 UT. The

seasonal power variation is also obviously observed in Figure 4.4 and 4.5. It is

believed that this seasonal variation is related to the seasonal variation of global

lighting activity. In Spring, the lightning activity in Africa is stronger than that

in September (see Figure 4.2). Therefore, the corresponding SR power increases in

the Er and HEW components around 1500 UT in Spring are observed. Since the

magnitude of the lightning activity in South-East Asia employed in this section

remains approximately the same in Spring and Fall, there is no obvious difference

in the SR power at 0900 UT in the HNS component for both seasons. The SR

power peak at 2200 UT is stronger in Fall due to the stronger lightning activity in

America during Fall. In [Price and Melnikov , 2004], the magnitude of SR power

at 1400 UT in Fall is a little stronger than that in Spring in the Er component,

and remains approximately same in Fall and Spring in HEW components. The two

peaks in the HNS component around 0800 and 2000 UT in Fall are stronger than

these in Spring.

The differences observed between experimental data and FDTD results may be

related to fine details of global lightning activity as a function of time employed in

FDTD model. The FDTD results are derived from two profiles of global lightning

activity (see Figure 4.2) based on 24-hour averages during April 14-21, 1990 and

September 2-17, 1989, respectively [Sentman and Fraser , 1991], while the realistic
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data [Price and Melnikov , 2004] is based on a 4-year measurement (1999-2003).

We can imply from the data presented in [Price and Melnikov , 2004] that the

average magnitude of the lightning activity in Africa from 1999 to 2003 remained

approximately the same in Spring and Fall, and in South-East Asia and South

America, the magnitude of global lightning in Fall was stronger than that in Spring.

In addition, the relative positions of the three main lightning regions with re-

spect to the receiver also have effects on the power variation in Er, HNS, and HEW

components. The source accounting for the lightning activity in Africa is located

at 27oE, and is very close to the receiver located at 36oE. Therefore, the H field

from Africa collected by the receiver is dominated by the east-west component.

Meanwhile, the H fields excited by the lightning at South-East Asia and South

America have preferentially the north-south component due to the relative posi-

tions of the source with respect to the receiver. Therefore, two peaks are observed

at 0800 and 2200 UT in the HNS component corresponding to the lightning activ-

ity peaks in these two regions and a peak associated with the lightning activity in

Africa is clearly found at 1500 UT in the HEW component. For the first SR mode,

a null of Er component appears at the distance of approximately 10000 km from

the source. The sources at South-East Asia and South America are approximately

9000 km and 11000 km away from the receiver. Due to the null proximity, these

two sources contribute much less to the Er component at the receiver than that at

Africa, which is only 3000 km from the receiver. Therefore, only the peak around

1500 UT in Er component is obviously observed.

Melnikov et al. [2004] reported a terminator effect on Schumann resonances.

Here, we employ our FDTD model to describe this effect. Twenty simulations

have been performed to calculate the variation of the distribution of the magnitude

of the Er component of the first SR mode in the cavity due to the day-night
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Figure 4.9. The same as Figure 4.6, only for time period 2036 UT to 2248 UT.

terminator position during a diurnal cycle. The conductivity profiles used in these

simulations are the same as we used to obtain the results in Fall reported in Figure

4.4. For illustrative purposes, only one source with the same magnitude is used,

which is located at 0oE 0oN, and 40 receivers are positioned on the Earth surface

at equal intervals along the Equator. Figures 4.6-4.9 show the variation of the Er

distribution of the first SR mode during the 0000 UT to 2400 UT time interval. The

dashed line depicts the position of the day-night terminator at different instants

of time. The letters “D” and “N” in the figures mark the day and night regions,

respectively. From these twenty plots, it can be seen that the magnitude of the first

SR mode is generally stronger during day-time in comparison with night-time at a

fixed position. For example, at longitude 30o, the magnitude of the Er component

increases during sunrise, and decreases during sunset, which agrees with what has

been previously reported by Melnikov et al. [2004]. This variation can be associated

with the variation of the ionospheric height. The magnitude of the Er component

during day-time is approximately 60% stronger than that during night-time. We

also find that the SR magnitude is stronger when the source is near the day-night

terminator (see plots corresponding to 0600 UT and 1800 UT) than at other times.
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However, in our FDTD model, we find that the power variations of the first SR

mode during the sunrise and sunset are much smaller than those associated with

the peaks of the global lightning activity (see Figure 4.4). This difference can be

explained by the different sources used in these two simulations. In Figure 4.6-

4.9, only one source with constant magnitude is employed. In Figure 4.4, many

sources with different magnitude are used to account for the diurnal variations

of the lightning activity at three lightning centers (as described in Section 4.2),

and the results are in good agreement with the realistic measurements [Price and

Melnikov , 2004]. Therefore, we believe that the global lightning activity plays a

more important role in the variations of the SR power.

The effect of the local time in the SR power is well known. According to

[Sentman and Fraser , 1991; Melnikov et al., 2004], it can be explained by the

variation of the altitude of the ionospheric boundary over an observation point

due to solar radiation. Meanwhile, the sources of SR, global lightning activity,

tending to maximize at specific universal time in three main lightning regions in

a diurnal cycle lead to a corresponding intensification of SR power. Therefore, it

is believed that the universal time also plays an important role in the variations

of SR power. In addition as discussed above, the SR power variations are also

influenced by the relative position of the observation point with respect to the

main lightning centers, due to the field distribution of SR around the source and

the wave orientation.
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4.2.2 SR Frequency Variations With Global Lightning Ac-

tivity

The frequency variations of the three components obtained from the FDTD model

during a diurnal cycle are shown in Figures 4.10. The first mode SR frequency

in the Er component has a maximum at 1000 UT and 2200 UT ranging from 7.6

to 7.8 Hz. In the HEW component, the frequency ranges from 7.6 to 7.8 Hz, and

two peaks appear around 0300 UT and 1600 UT, both in Fall and Spring. Three

peaks can be found in the HNS component around 0800, 1200, and 1600 UT. By

comparing with the realistic measurements [Price and Melnikov , 2004] shown in

Figure 4.11, some similar features are found. For the Er component, a frequency

peak appearing around 1000 UT is close to the FDTD result, which also appears

at this time. In addition, the peak around 0300 UT in the HNS also matches

the features appearing in the FDTD results. However, we emphasize that the

agreement is not as good as in the case of the power variation.

The variation of SR frequencies can be explained by mode splitting theory

presented by Sentman [1987] due to the asymmetry in the Earth-ionosphere cavity

at the day and night sides. The magnitude of the line splitting is in the range of

1.4-1.8 Hz for the cases studied in [Sentman, 1987]. Due to the strong damping

in the Earth-ionosphere cavity, the magnitude of the mode splitting is less than or

comparable to the inherent width of the lines themselves [Sentman, 1987], which

complicates the determination of the eigenfrequencies of the cavity.

Comparing our FDTD results and data reported by Price and Melnikov [2004],

some different features are observed in these two frequency variation patterns (see

Figures 4.10 and 4.11). One of the reasons for this difference may be related to

the fact that the frequency variations are averaged over 3 months in [Price and
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at Fall and Spring obtained using FDTD results.

Melnikov , 2004], while the FDTD results are derived from a model with conduc-

tivity profiles corresponding to September 15, 2000 and April 15, 2000. Therefore,

the difference between these two results can be expected. Another possible reason

for this difference is the different methods employed to find the eigenfrequencies.

In [Price and Melnikov , 2004], a Lorentzian function fitting method was used to

derive the eigenfrequencies of the cavity, assuming that there is only one frequency

component in each resonance mode. The Lorentzian fitting method is generally

suitable for the application in uniform cavity without mode splitting, and an ex-

ample is presented in our previous work [Yang and Pasko, 2005]. In [Sentman,

1987], the maximum magnitude of the first mode splitting is found to be in the

range 1.4-1.8 Hz in realistic measurements. If only one frequency component is
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used to fit all of the splitting modes, the result will be influenced by the magni-

tude of all of the splitting modes, and the maximum error can be half splitting

range (0.7-0.9 Hz), which can mask the real variation of the resonance frequency.

Therefore, the Lorentzian function fitting method is not applicable for accurate

finding method to find the eigenfrequencies of the realistic cavity with mode split-

ting. In this Chapter, the Prony’s method is employed to find the eigenfrequencies

of the cavity, by which the mode splitting can be clearly detected. Figure 4.12

shows the comparison of these two methods for analysis of the HEW component

derived from the FDTD model with conductivity profile at 0840 UT on September

15, 2000. The result derived from Prony’s method matches the original power



67

5 10 15 20 25
0

0.5

1

1.5

2

2.5

3

3.5

x 10
−6

Original power spectrum 

data and Prony's method 

fitting data

Lorentzian function

fitting data

R
e
la

ti
v
e
 P

o
w

e
r

Figure 4.12. Comparison of the fitting curves using the Prony’s method and the
Lorentzian function fitting method.

spectrum data (solid line in Figure 4.12) much better than that from Lorentzian

function fitting method (dashed line in Figure 4.12). By the Lorentzian function

fitting method, the first SR frequency is found at 7.45 Hz. By the Prony’s method,

the first SR mode can be found splitting into 7.7 Hz and 7.59 Hz. Because the

magnitude of 7.7 Hz mode is much stronger than that of 7.59 Hz mode, we used

7.7 Hz as the first SR frequency to show results presented in Figure 4.10. A 0.25

Hz difference can be found between these two methods and this difference is close

to the magnitude of frequency variations reported by Price and Melnikov [2004].

In [Roldugin et al., 2004], it is concluded that diurnal SR frequency variation

is mainly controlled by local time, and the different field components undergo dif-

ferent variation patterns due to the horizontal inhomogeneity of the ionosphere.
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Nickolaenko et al. [1998] found that the source area of the global lightning activity

also plays an important role affecting the SR frequency variation. We conducted

additional simulations (not shown), in which we changed the magnitude of the

lightning activity at the three lightning centers, as well as the area and positions

of these three lightning centers. We observed the obvious changes of the frequency

variation pattern. At a specific time, the mode splitting produced by all of the

lightning activity in the cavity is determined by the magnitude of each of the light-

ning discharges, and their positions with respect to the day-night terminator. With

changing the area and the positions of these lightning centers, which determine the

positions of the lightning discharges in these centers with respect to the day-night

terminator, and the magnitude of these lightning centers, the associated change of

the mode splitting leading to the SR frequency variation is expected. Therefore,

we conclude that the magnitude of the lightning activity in three lightning centers,

as well as the area and positions of these three lightning centers are the three main

factors controlling the SR frequency variation.

4.3 Summary

The main conclusions of this Chapter can be summarized as follows:

• The FDTD results show a good agreement of the diurnal and seasonal SR power

variations with the previous experimental studies [Price and Melnikov , 2004]. The

power of the first SR mode changes with the local time, the global lightning activ-

ity, and the source-receiver geometry.

• The general pattern of the observed SR power variations is controlled primarily



69

by the variations in the level of lightning activity and the source-receiver geometry,

and the height of the ionosphere as a function of the local time plays a secondary

role.

• The diurnal frequency variation of the first SR mode is more complicated than

the power variation. Some of the features seen in frequency variation derived from

our FDTD model agree with the results reported by Price and Melnikov [2004],

however, the agreement is not as good as in the case of power variation.



Chapter 5
SR Power Variations Related to El

Niño and La Niña Phenomena

5.1 Introduction

Recent interest in how global lightning activity might change in the future as a

result of global warming [Williams , 1992], and how the distribution and intensity

of lightning activity changes from year to year as a result of the El Niño and La

Niña phenomena [Goodman et al., 2000; Hamid et al., 2001], has led to a renewed

interest in the remote sensing application of SR to detect the shifts of the global

lightning regions related to the El Niño and La Niña phenomena [Sátori and Zieger ,

1999]. The power minima of Er component for the first two modes in 1994 and

another one for the first mode in 1997/1998 due to a more southward position

of the African thunderstorm region in the El Niño years have been reported in

[Sátori and Zieger , 1999]. The power maxima are found in the second half of 1996

and 1998 when African thunderstorm region shifts northward in the La Niña years

[Sátori and Zieger , 1999]. The preserved daily frequency patterns with changing
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frequency levels in the same months of the different years imply that the meridional

shifts of the lightning activity exist in worldwide sense, and the estimated shifts

are about 4-8 degrees in latitude.

In [Yang and Pasko, 2006], the diurnal and seasonal variations of SR parame-

ters have been discussed in the context of a 3D FDTD model with an asymmetric

conductivity profile. However, the positions of the simulated lightning sources are

fixed in these simulations. In this Chapter , the positions of the simulated sources

are shifted southward and northward to account for the El Niño and La Niña

phenomena, respectively. The associated SR power variations of the electric and

magnetic components derived from our FDTD model are compared with previous

experimental measurements by Sátori and Zieger [1999]. We also present a new

method to detect the spatial shifts of the thunderstorm regions using the combina-

tion of both electric and magnetic components of Schumann resonances measured

at a single station.

5.2 SR Power Variations Related to El Niño and

La Niña Phenomena

The FDTD model used in this section is the same as the one applied in section 4.2.

The typical number of FDTD cells in r and φ directions are 20 and 40, respectively.

To describe the slight drift of the lighting center (several degrees), the number of

FDTD cells in θ direction is increased to 60. The conductivity is derived from IRI

on September 15, 2000. The peak power of the first SR mode is calculated every 1.2

hour from 0000 UT to 2400 UT. In each simulation, we locate the source at 27oE

0oS, 99oE 0oS, and 63oW 0oS, corresponding to the three main lightning regions
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at Africa, South-East Asia and South America, respectively, in the case without

El Niño and La Niña phenomena. The size of each source region is assumed to

be 2000 km× 2000 km with the lightning discharges uniformly distributed in this

region [Yang and Pasko, 2007]. To account for the influence of the El Niño and La

Niña phenomena on the global lightning activity, the simulated lightning source

in Africa is moved 3o southward and northward in the simulations, respectively.

A drift of the African thunderstorm region is estimated to be 4o-8o in latitude

between El Niño and La Niña years [Sátori and Zieger , 1999]. [Nickolaenko and

Hayakawa, 2002] discussed related 10o shifts of African and American lightning

centers. Therefore, the total 6o shift assumed in our simulations is reasonable for

accounting for the movement of the lightning center in Africa related to El Niño

and La Niña phenomena.

The magnitude of the lighting activity in three major lightning centers used

in this Chapter is shown in Figure 4.2. The total signal used in the final analysis

can be expressed by the sum of the waves from these three sources. The modeling

receiver is located at θ = 45o and φ = 18o just above the ground corresponding

to the realistic location of the SR field station (47.6oN, 16.7oE) at Nagycenk,

[Sátori and Zieger , 1999]. The vertical electric field component (Er) and magnetic

components in East-West (Hφ) direction are calculated and compared with some

realistic measurements [Sátori and Zieger , 1999; Price and Melnikov , 2004].

Figures 5.1-5.3 report the FDTD results on the power variations in the Er and

Hφ components of the first three SR modes as a function of the universal time. The

three curves in each figure describe the different power variation patterns associated

with the different position of the lightning center in Africa during the El Niño, La

Niña, and normal years. The African lightning center is located on the equator

(L = 0o) in the years without El Niño and La Niña. To account for the El Niño
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and La Niña, the African lightning center is shifted 3o southward (L = 3oS) and

northward (L = 3oN), respectively. For the first mode, a significant power peak in

both Er and Hφ components related to the intensification of lightning activity in

Africa is clearly observed around 1400 UT. The peak of Er component decreases,

but the peak of Hφ component increases when the lighting center shifts southward

from 3oN to 3oS. For the second mode shown in Figures 5.2, the power peaks

of the Er component corresponding to the three centers of the lightning activity

are found at 1000 UT, 1400 UT, and 2200 UT, respectively. The peak power of

the Er decreases with southward shift of African thunderstorm region from 3oN

to 3oS. However, no obvious power variation of the Hφ component at 1400 UT

is observed in Figure 5.2. For the third SR mode shown in Figure 5.3, the power

of Er and Hφ at 1400 UT increases and decreases with the southward moving of

African lightning activity, respectively. Since we only change the position of the

lightning activity in Africa in our FDTD simulations, only the obvious variations
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Figure 5.2. The diurnal power variations in the Er and Hφ components of the second
SR mode with the shifts of African thunderstorm center associated with El Niño and La
Niña phenomena (L indicates the latitude of the lightning center in Africa).

of the SR power near 1400 UT are clearly found, and the power peaks related to

the lightning activity at South-East Asia and South America remain constant in

these figures.

In Chapter 4, we concluded that the SR power variation not only changes

with the local and universal time, but also with the position of the receiver with

respect to the lightning centers. The power peak appearing at 0500 UT in Figure

5.1 is related to the descent of the ionosphere due to the sunrise, and the second

peak corresponds to the African lightning activity, which reaches the maximum

at 1400 UT. Due to the nodal distance of the lightning centers in South-east Asia

and South America with respect to the receiver, the lightning activity in these

two regions contributes much less than that in Africa in Figure 5.1. Although the

distance between the simulated receivers in Hungary (47.6oN , 16.7oE) and in Israel
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Figure 5.3. The diurnal power variations in the Er and Hφ components of the third
SR mode with the shifts of African thunderstorm center associated with El Niño and La
Niña phenomena (L indicates the latitude of the lightning center in Africa).

(35.45oE, 30.35oN) [Price and Melnikov , 2004] is approximately 2500 km, for SR

waves whose wavelength is comparable with the perimeter of the Earth (40000

km), similar power variations are expected to be detected at these two stations.

Comparing our FDTD results with the experimental measurements (Figure 3 in

[Price and Melnikov, 2004]), a similarity is found of the power variations of the Er

and Hφ components of the first three SR modes.

The distributions of the Er and Hφ components follow Legendre (Pn(cos θ))

and associated Legendre (P 1
n(cos θ)) polynomials as the function of the angular

distance from the source to the receivers (see equation (3.1)) [Nickolaenko and

Hayakawa, 2002, pp. 105]. Figure 5.4 shows these distribution functions for the

first three SR modes (Er: solid line, Hφ dashed line). The simulated lightning

source is located at θ = 0o. For the SR station at Nagycenk, the angular distance
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between the station and the lightning on the equator in Africa is about 45o. Due to

the northward and southward shifts of the lightning center, the angular distances

are approximately 42o and 48o, respectively, in the La Niña and El Niño years.

For the first SR mode, when the lightning center in Africa moves from 3oN to

3oS, the angular distance increases. In Figure 5.4(a), the magnitude of the Er

and Hφ components monotonously increases and decreases, respectively, with the

increase of the angular distance, providing straightforward explanation for why the

power of the Er and Hφ components undergoes opposite variation patterns shown

in Figures 5.1.

For the second SR mode, since the magnitude of the Er field monotonously

decreases with increasing the angular distance (Figure 5.4(b)) around θ = 45o, a

decrease of the Er field magnitude around 1400 UT is obviously observed during

the southward shift of the center of African lightning center (Figure 5.2). There is

a magnitude maximum of the Hφ component found at the position where θ = 45o

in Figure 5.2(b), so the magnitude of Hφ almost remains constant around θ = 45o.

Since the Hφ component is not sensitive to the shift of African lightning activity, we

conclude that the second SR mode is not suitable to detect the motion of African

lightning centers in this case.

For the third SR mode, the Er and Hφ power obviously increases and decreases

with the southward shifts of African thunderstorm regions (shown in Figure 5.3),

respectively. All these features are in a good agreement with the specific electric

and magnetic field distributions shown in Figure 5.4(c).

Several techniques utilizing the modal distribution of SR electric and magnetic

components have been applied in past studies to locate the lightning activity [Polk ,

1969; Jones and Kemp, 1970] and SR parameters (e.g., power and frequency) can

be effectively employed to study the shifts of the thunderstorm regions related



77

0 20 40 60 80 100 120 140 160 180
0

0.5

1

Source-receiver distance (degree)

0 20 40 60 80 100 120 140 160 180
0

0.5

1

0 20 40 60 80 100 120 140 160 180
0

0.5

1

M
a
g
n
it
u
d
e

L=3  N (La Nina)
L=0

L=3  S (El Nino)oo

o

Mode 1

Mode 2

Mode 3

(a)

(b)

(c)

Figure 5.4. The distribution functions of the first three SR modes in the Earth
ionosphere cavity (solid lines: Er component, dashed lines: Hφ component). The 0o

corresponds to the position of the source. Three vertical lines indicate the source-receiver
distances between African lightning center and Nagycenk station in normal, El Niño and
La Niña years.

to El Niño and La Niña phenomena [Sátori and Zieger , 1999; Nickolaenko and

Hayakawa, 2002, pp. 264]. A power minima of Er component for the first two

modes in 1994 and other minima for the first mode in 1997/1998 due to a more

southward position of the African thunderstorm region were reported by Sátori

and Zieger [1999]. A power maxima of the first SR mode was detected in the

second half of 1996 and 1998 when African thunderstorm region shifts northward

[Sátori and Zieger , 1999]. All these features can be identified in our FDTD results

shown in Figures 4.14 and 4.15.

The intensity of the global lightning activity and the angular distance between
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the sources and receivers are two important factors to determine the magnitude

of SR. The Er and Hφ components both become stronger with the increase of the

global lightning activity. However, the effects of the shift of the lightning centers

on electric and magnetic fields are different due to the different spatial field dis-

tributions of these components. For the first SR mode, the magnitude of the Er

component decreases with θ for θ < 90o, but increases for θ > 90o, and the Hφ

component has an opposite variation tendency (shown in Figure 4.17(a)). There-

fore, in practice it is difficult to determine which factor (i.e., lightning intensity

or angular distance) is the dominant reason to affect the SR power by considering

only one field component (Er or Hφ). For example, an increase of the magnitude

of first SR Er component may be equally well produced by the increasing lightning

activity or by the shift of the lightning center closer to the receivers as θ < 90o. By

using both electric and magnetic components, the problem can be easily solved.

The same power variation tendency of the Er and Hφ components of the first SR

mode would indicate that the variation of the intensity of lightning activity is the

dominant factor to effect the SR power. The different power variations of the

first SR mode electric and magnetic components would show that the shift of the

lightning center contributes more to the SR power variations, and the direction of

the shift depends on the variation of both electric and magnetic components and

the angular distance between the lightning center and the receivers. For the SR

stations which are located in Europe [Sátori and Zieger , 1999; Price and Melnikov ,

2004; Ondrášková et al., 2007], the angular distance to African thunderstorm cen-

ter is within the range of 0o < θ < 90o. For the first SR mode, we predict that

the intensity increase of the Er component and the intensity decrease of the Hφ

component would indicate that African thunderstorm center moves northward and

therefore closer to these stations under La Niña conditions. The exactly opposite
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trend should be observed when the African thunderstorm center shifts southward

under El Niño conditions. Using the same methodology, the SR data measured

at the station located at Rhode Island (USA) [Williams and Sátori , 2004] can be

employed to remotely sense the thunderstorm activity in South America under El

Niño and La Niña conditions.

For the higher order modes shown in Figures 5.2 and 5.3, the field distributions

are complicated, with the appearance of more maximum and null points. The field

intensity does not change significantly with several degree variation of the source

distance around these maximum or null points (e.g., Figure 5.2(b)). Therefore,

the first SR mode is a better candidate for detecting the El Niño and La Niña

effects than other modes. In the realistic SR measurements, the experimental

data is combined with all kind of external factors, such as diurnal and seasonal

power variations, and the power variation associated with El Niño and La Niña

phenomena. Since the time period of the El Niño and La Niña phenomena is much

longer than the diurnal and seasonal cycles, the SR power variation associated with

El Niño and La Niña phenomena can be clearly observed by averaging a long-term

measurement data.

5.3 Summary

The main conclusions of this Chapter can be summarized as follows:

• The latitudinal shift of the global lightning activity center associated with El

Niño and La Niña phenomena is an important effect leading to the SR power vari-

ations. The effects of this shift on the SR power variations of the electric and

magnetic components are different from those produced by the intensity variation
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of the global lightning activity.

• Due to the simplicity of the field distribution in the Earth-ionosphere cavity

for the first SR mode, the combination of the electric and magnetic components

of the first SR mode is a good tool to detect the power variations of the lightning

activity and its spatial shift associated with the El Niño and La Niña phenomena.

• The same variation tendency of the first SR electric and magnetic components

indicates that the lightning activity dominates the SR power variation. The dif-

ferent variation tendency of the first SR electric and magnetic components shows

that the dominant effect leading to these power variations is the spatial shift of

the thunderstorm regions. The direction of the shift depends on the spatial model

structure of the electric and magnetic components and the angular distance be-

tween the thunderstorm region and the observation positions.



Chapter 6
Schumann Resonance Parameters

on Other Celestial Bodies in the

Solar System

6.1 Introduction

In recent years, there has been an increasing interest in exploration of other

planets of the Solar System. Lightning discharges play an important role in the

chemistry, energetics and dynamics of planetary atmospheres. Apart from the

Earth, they have been detected on other planets either by direct imaging of the op-

tical emissions from flashes emanating through the atmosphere or else by picking-

up electromagnetic signals such as sferics or whistlers guided by the planet’s mag-

netosphere (see extensive review by Desch et al. [2002]). There are two important

factors to facilitate the existence of Schumann resonance on a planet. One is

that the planet surface and the ionosphere should have high enough conductiv-

ity to reflect the electromagnetic waves and form a planetary resonant cavity for



82

the propagation of the electromagnetic waves. The other important factor is the

existence of electrical discharges in the planetary resonant cavity, which can be

considered as the sources of the electromagnetic waves to excite the planetary cav-

ity. If SR were detected, they would provide a good support for the existence

of the electrical discharges in the lower atmosphere on these celestial bodies, and

the SR parameters are also useful in the study of the electromagnetic properties

of their lower ionosphere. Recently, a number of papers have been published to

discuss the SR problems on other celestial bodies in the Solar System [Nickolaenko

and Rabinowicz , 1982; Sentman, 1990b; Morente et al., 2003; Pechony and Price,

2004; Molina-Cuberos et al., 2004; Yang and Pasko, 2006; Navarro et al., 2007].

6.1.1 Mars

The radius of Mars is a=3393 km. According to equation (1.1), the first SR

resonant frequency for the ideal Mars-ionosphere cavity is therefore approximately

20 Hz. The resonance frequencies are generally reduced if conduction losses in the

cavity are accounted for [e.g., Yang and Pasko, 2005]. Calculated using our FDTD

model [Yang and Pasko, 2005], the conductivity in Martian ionosphere needed

to reflect ELF electromagnetic waves and to form the upper boundary for the

planetary resonant cavity is about 10−3 to 10−1 S/m. Cummer and Farrell [1999]

presented the profiles of the electron collision frequency and the electron density

corresponding to the daytime and nighttime conditions on Mars. The conductivity

derived from these profiles using well established techniques described in [Yang

et al., 2006] fully satisfy the condition of existence of the upper boundary of the

Mars-ionosphere cavity at altitude ∼120 km under both day and night conditions.

In contrast to Earth, Mars has a very weak global magnetic field. The obser-
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vations from Mars Global Surveyor (MGS) indicate existence of large scale weak

magnetic field (≤ 5 nT) below Martian ionosphere (∼170-200 km), with localized

regions of strong crustal magnetic field [Acuña et al., 2001]. One of the signifi-

cant observations of MGS electron reflectometer [Mitchell et al., 2001, 2007; Lillis

et al., 2004] is the discovery of the unexpectedly strong crustal magnetic field. More

frequent and intense magnetic sources were detected at the south hemisphere, par-

ticularly in the range of 120oW -210oW and 30oS-85oS, where fields were detected

as large as ∼1600 nT [Acuña et al., 1998, 1999; Connerney et al., 1999, 2001, 2004].

The ionospheric variations associated with this strong crustal magnetic field has

been reported in several previously published papers [Krymskii et al., 2004; With-

ers and Mendillo, 2005; Duru et al., 2006]. Withers and Mendillo [2005] found

a significant change over vertical distances (1-2 km) of the electron density pro-

files preferentially located above crustal magnetic anomalies. High energy particles

in solar wind are captured by the open vertical crustal magnetic field lines, and

lead to heating of the bottom of the ionosphere in localized regions, especially in

the southern hemisphere [Duru et al., 2006]. An average displacement of Martian

ionosphere surrounding the strong crustal anomalies is detected to be as much as

19 km according to the data from the MARSIS instrument on the Mars Express

spacecraft [Duru et al., 2006]. Furthermore, the strong localized crustal magnetic

fields also affect the motion of electrons in Martian ionosphere, particularly at

high altitudes where the electron-neutral collision frequency is small, leading to an

anisotropic conductivity at these altitudes. Therefore, although the weak global

magnetic field can be ignored, the strong localized crustal magnetic field plays

a very important role in determining the electromagnetic properties in Martian

ionosphere.

The electromagnetic properties of the Martian ionosphere have been discussed
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in many previous publications [Zhang et al., 1990; Bougher et al., 2001, 2004; Gur-

nett et al., 2005]. Like on Earth, Martian ionosphere also changes under influence

of external factors. A sudden enhancement of the Martian ionosphere during solar

flares has been reported in [Mendillo et al., 2003, 2006]. The electron density in the

Martian ionosphere changes with the solar flux due to solar rotation [Withers and

Mendillo, 2005]. A north-south asymmetry in the Martian ionosphere is discussed

in [Zou et al., 2005], and is believed to be the result of the seasonal variation of

the neutral Martian atmosphere. Due to the sensitivity of SR parameters to the

conductivity distribution in the planetary resonant cavity, it is believed that SR

parameters in the Martian-ionosphere cavity change with the solar activity, and

with the diurnal and seasonal variations of the Martian ionosphere.

The position of another boundary of the planetary cavity, the ground boundary,

depends on the conductivity of the planet’s surface. On the Earth, the conduc-

tivity of the planet’s surface ranges from 10−4 to 4 S/m, which can be regarded

as a good conductor to terminate the cavity for ELF waves. However, Martian

crust does not hold a conductivity like Earth until the depth of 40-60 km [Grimm,

2001]. It means that the low-conductivity upper Martian crust will be much less

efficient as a reflecting boundary for ELF waves than the surface of the Earth,

and the ELF waves can penetrate deeper into Martian crust than Earth shield

and suffer more attenuation during their propagation. Cummer and Farrell [1999]

presented calculations of attenuation of VLF and ELF waves propagating between

ground and ionosphere on Mars. The results presented in [Cummer and Farrell ,

1999] demonstrate a clear dependence of the attenuation on the ground conduc-

tivity. This dependence makes us believe that the SR parameters are also strongly

determined by the conductivity distribution in the Martian crust. To derive SR

parameters accurately, the low-conductivity Martian crust should be included in
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our FDTD modeling.

Another important reason to study Martian crust using electromagnetic remote

sensing techniques is related to a long standing question about presence of water

on this planet. Although subsurface sounding radars mounted on Mars Express

probed Martian subsurface to ∼1 km depth [Picardi et al., 2005], ELF and VLF

electromagnetic waves are believed to be a better candidate to identify and char-

acterize groundwater on Mars [Grimm, 2001], since low frequency electromagnetic

waves penetrate more deeply and are less affected by small-scale heterogeneity

than sounding radar. Furthermore, the propagation of ELF and VLF waves mini-

mally depends on ionospheric perturbations compared to higher frequency waves.

The sounding studies of Earth’s crust using ELF and VLF radio installation have

been reported in [Velikhov et al., 1998; Bashkuev and Khaptanov , 1999] based on

the magnetotelluric method developed by Cagniard [1953], in which the ground

impedance was calculated by using the horizontal components of the electric and

magnetic fields. The methods of locating major oil deposits on the Earth by a novel

ELF radar have been recently discussed in [Simpson and Taflove, 2006a, b, 2007].

The other important factor, which facilitates Schumann resonances on a planet,

is the existence of electrical discharges in the planetary resonant cavity, which can

be considered as sources of the electromagnetic waves to excite the planetary cav-

ity. The Schumann resonances in the Earth-ionosphere cavity are produced by

the global lighting activity. Although there has been no report of orbiter or lan-

der optical images of lightning-like discharges, the charge separation and lightning

strokes are considered possible in the Martian dust storms [Farrell et al., 1999].

Terrestrial dust devils are known to be electrically active [Farrell et al., 2004].

Theoretical investigations [Farrell et al., 1999, 2006; Zhai et al., 2006] and exper-

imental studies [Eden and Vonnegut , 1973] of dust grain electrification show that



86

Mars Dust Devil Earth
Intense Modest Weak Thunderstorm Dust Devil

Density, e/cm3 200 20 2 103 106

Radius (km) 5 3 2 2.8 0.011
Height (km) 10 7 5 5 0.1
Qdc (C) 25 0.6 0.02 20 5e-3
M (kC m) 251 4.4 0.1 100 5e-4

Table 6.1. Some parameters of the electrical discharges on Mars and Earth [Farrell
et al., 1999].

electrical discharges can be generated in Martian dust storms. We note that the

scale of the discharges produced by the dust storms on the Earth is much smaller

than that produced by thunderstorms. Therefore dust storms make very little

contribution to the Schumann resonances and always neglected in studies of Schu-

mann resonances on the Earth. Table 6.1 lists some parameters of the electrical

discharges on Mars and Earth taken from [Farrell et al., 1999]. The size of the

storm is described by its radius and height (shown on second and third lines in

Table 6.1). Qdc indicates the total charges in the cloud or dust storm, and M is the

charge moment of the storm, which is defined as a product of the charge and the

height of the storm. The dust devil on the Earth has much smaller size and charge

moment than the thunderstorm. Most parameters are less than 1% of those of the

thunderstorm. Martian dust devils are much larger in cross-sectional area than

their 10-100 m terrestrial counterparts. Martian dust devils can reach heights of

nearly 6 km and have widths of the order of many tens of kilometers [Farrell et al.,

1999]. As Table 6.1 shows, the sizes of the modest and weak dust devils on Mars

are close to the terrestrial thunderstorms, but the total charges and charge mo-

ments are relatively small, when compared to a typical thunderstorm on the Earth.

For the intense Martian dust devils, all the parameters are larger than those of

Earth thunderstorms, which means it is very possible for these intense events to
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have enough energy to produce strong electrical discharges and excite the plane-

tary resonances in the Mars-ionosphere cavity, similarly to lightning discharges in

the Earth-ionosphere cavity.

The hydromagnetic waves are generated by interactions between solar wind and

ionosphere on the outer boundary of the magnetosphere on the Earth. Related

ELF and VLF waves propagate through the ionosphere and are detected on the

surface of the Earth [Hultqvist , 1966]. An analytical model has been developed

to investigate the propagation parameters of hydromagnetic waves through the

ionosphere [Abbas , 1968]. A day to day variability of the magnitude of the first

SR mode was reported by Füllekrug and Fraser-Smith [1996], revealing a possible

connection between SR power variation and magnetospheric sources originated

from the interaction between solar activity and magnetosphere. Although Martian

global magnetic field is weak, the “mini-magnetospheres” associated with crustal

magnetization on Mars [e.g., Withers and Mendillo, 2005; Withers et al., 2005;

Gurnett et al., 2005], discussed above in this section, may represent additional

effective means to excite the global resonances in Martian cavity.

Overall, the ELF signals due to sources outlined above are expected to be more

easily detectable on Mars than on the Earth, which has very high global lighting

discharge rate resulting in relatively high background electromagnetic noise levels.

6.1.2 Titan

Titan is Saturn’s largest moon. Its radius is approximately 2575 km, which ex-

ceeds the radius of the Mercury. Titan is also the largest moon in the Solar

System possessing a very substantial atmosphere, with a surface pressure of 1.6

bars (similar to Earth), and a temperature of 95 K [Desch et al., 2002]. On Jan-
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uary 14, 2005, Huygens probe landed on Titan, and started the exploration of this

largest moon of Saturn. One of multiple missions of Huygens probe was to detect

if there were electrical discharges in the Titan’s atmosphere [Grard et al., 1995;

Fulchignoni et al., 2005]. Although no obvious signatures of lightning have been

detected during a relatively short (∼2.5 hours) descent of Hugens probe, several

electromagnetic pulses which are similar to terrestrial sferics have been reported

[Fulchignoni et al., 2005]. Titan is considered to harbor lightning activity. The

possibility of lightning on Titan is supported by theoretical models and observa-

tions of Titan’s troposphere [Desch et al., 2002, and references cited therein]. The

methane droplets in Titan’s clouds may suddenly condense and undergo vertical

motions, which probably play a role similar to that of water in thunderstorms on

Earth. Tokano et al. [2005] have proposed that clouds on Titan can rapidly attach

free electrons and become negatively charged. A temporary maximum electric field

of −2.5×106 V/m can be produced by the negative cloud charges, which would be

sufficient to cause lightning in Titan’s lower troposphere. The negative cloud-to-

ground strokes of the lightning would likely be about 20 km long [Tokano et al.,

2005].

Several conductivity profiles for the Titan’s ionosphere have been discussed in

[Morente et al., 2003; Nickolaenko et al., 2003; Molina-Cuberos et al., 2004], in

which the conductivity reaches 10−2 S/m at the altitude of roughly 500 km. Since

the first SR frequency on Titan derived from equation (1.1) is 26.2 Hz, and the

realistic one is expected to be less than that due to the conduction loss in Titan’s

atmosphere, there are grounds to believe that the conductivity of Titan’s atmo-

sphere is high enough to create a planetary resonant cavity for the propagation of

electromagnetic waves. The SR problems on Titan have been discussed in [Morente

et al., 2003; Nickolaenko et al., 2003; Pechony and Price, 2004; Yang et al., 2006;
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Figure 6.1. A synopsis of the electromagnetic field data detected by Huygens Atmo-
spheric Structure Instrument (figure courtesy of [Fulchignoni et al., 2005]).

Navarro et al., 2007]. The first SR frequency calculated using models discussed in

these papers ranges from 11 Hz to 19 Hz due to the different conductivity profiles

these models employed. We note that the conductivity profiles used in the above

mentioned studies are simplified since they neglect presence of aerosols in the Ti-

tan’s atmosphere. The attachment of the ions and electrons to the aerosols in

the Titan’s atmosphere leads to reduction in conductivity below 400 km [Borucki

et al., 1987] to values substantially lower than those calculated without including

the aerosols [Morente et al., 2003; Molina-Cuberos et al., 2004]. The modification

on the conductivity due to the aerosols must lead to changes in SR parameters.

During the descent of Huygens prober in Titan’s atmosphere, Huygens Atmo-

spheric Structure Instrument (HASI) provided a unique opportunity to investigate
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in situ lightning and related phenomena (for example, corona discharges) on Ti-

tan that would produce electromagnetic waves, excite global and local resonance

phenomena in the planetary resonant cavity. Several impulsive events have been

observed during the descent. The narrow-band wave emission seen near 36 Hz

appearing between 100 and 60 km during the descent is reminiscent of a possi-

ble resonance generated by lightning activity in the spherical waveguide formed

by the surface of Titan and the inner boundary of its ionosphere, but should be

interpreted with caution (shown in Figure 6.1(c)) [Fulchignoni et al., 2005].

6.1.3 Venus

The speculations that lightning occurs on Venus can be traced back to about

30 years ago. The lightning activity on Venus has been deduced based on the

VLF emissions detected by the Soviet landers Venera 11 and 12 [Ksanfomaliti ,

1980]. However, the data from top-side observations by various spacecraft have

not shown un-equivocal optical or electromagnetic signatures of lightning [Russell ,

1993; Gurnett et al., 2001]. Since there is no constant magnetic field on Venus, the

electromagnetic power can not be guided through the bulk of ionosphere outside

the global electromagnetic cavity, which may be the reason why such signals could

not be detected outside the atmosphere of Venus. Probably, the same result could

be expected on Titan having no constant magnetic field A. Nickolaenko, private

communication, 2006].

The SR problems on Venus were first solved by [Nickolaenko and Rabinowicz ,

1982]. The lower ionospheric conductivity was approximated by a two-scale-height

profile, and the obtained first SR frequency and Q-factor were 9.0 Hz and 5.1, re-

spectively. Borucki et al. [1982] predicted Venusian lower ionospheric conductivity
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profile below 80 km. The maximum value of this profile is 10−10 S/m, which is not

high enough to create a planetary resonant cavity. To form the Venus-ionosphere

cavity for the propagation of the ELF waves, Pechony and Price [2004] extend this

profile to high altitude by a “double-knee” model. At the altitude of about 120

km, the conductivity reaches roughly 10−2 S/m. The first SR frequency derived

using this “double-knee” model is 9.0 Hz, which is close to the value calculated by

Nickolaenko and Rabinowicz [1982]. However, the Q-factor is 10.5, two times of

the previous result [Nickolaenko and Rabinowicz , 1982].

6.1.4 Potential Applications of Schumann Resonances on

the Celestial Bodies.

In the previous sections, we discussed the possibility of the existence of Schumann

resonances on several celestial bodies. In this section, we will discuss some potential

practical applications of SR on these celestial bodies.

The previous theoretical [Yang and Pasko, 2005] and experimental [Price and

Melnikov , 2004] studies of SR problems in the Earth-ionosphere cavity show a clear

connection between the SR power variation and the lighting activity at three major

regions (South-East Asia, Africa, and South America). SR power also undergoes

a seasonal change due to the seasonal variation of the global lightning activity in

the Earth-ionosphere cavity. This link between SR and global lightning represents

a powerful diagnostic tool for studies of global lightning activity in the Earth-

ionosphere cavity.

On Mars, the same approach can be used to remotely sense the electrical dis-

charges in the atmosphere. For example, the possible maker of the electrical dis-

charges on Mars, the dust storm, can cover a large fraction of the planet. The
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dust storms start as a series of small isolated cores with diameters less than 500

km, but over 10-20 days these cores can enlarge to encircle the entire planet, and

then persist for another 50-100 days. The favored locations for development of the

bright cores are the elevated plateaus in the mid-southern latitudes. These storms

also recur seasonally, appearing just prior to summer solstice [e.g., Farrell et al.,

1999], and references cited therein]. Such a strong variation in the magnitude and

size of the Martian dust storm during its development would certainly lead to the

variations in SR parameters.

Since SR parameters are also strongly determined by the electromagnetic prop-

erties of the planetary resonant cavity, which undergo diurnal and seasonal vari-

ations, and also affected by the short-term perturbations associated with solar

activity, the monitoring of these resonances can be used to extract information

about global state of the Martian lower ionosphere. The solutions of similar in-

verse problems with applications to the Earth-ionosphere cavity have been reported

in [Cummer , 2000; Price and Melnikov , 2004].

As was already emphasized in Section 5.11, the conductivity distribution of

Martian crust from ground surface to the depth of 40-60 km is also an important

factor determining the SR parameters on this planet. The ELF measurements

might provide a feasible method to remotely sense the Martian subsurface conduc-

tivity profile to depths of 40-60 km. Magnetotelluric method in ELF and VLF band

developed by Cagniard [1953] is a feasible tool for location of anomalous conduc-

tivity structures in the Martian crust, such as mineral deposits and underground

water or ice, using natural or artificial ELF sources.

The ELF waves generated by charged particles spiraling in vortex winds have

been discussed in Section 5.1.1. In conjunction with ELF waves generated by

electrical discharges in dust devils, these signals can provide a clear signature
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for remote sensing of dust devils and have potential to be used for hazard alert

purposes during manned or robotic missions to Mars to forecast the approaching

dust devil [Farrell et al., 2006].

6.2 Schumann Resonances on Titan

In this Chapter, the same FDTD model employed in the previous Chapters is

applied. The typical number of FDTD cells in θ and φ directions are 20 and 40,

respectively. The grid size in r direction is 5 km.

Three different conductivity profiles are employed to describe the Titan’s lower

ionosphere. The first one is the “knee” model (equation (2.19)). Figure 6.2 il-

lustrates the “knee” model profile which is determined by the four parameters:

σkn = 1.23 × 10−8 S/m, hkn = 75 km, ξa = 10.9 km and ξb = 29.0 km [Pechony

and Price, 2004]. Other two conductivity profiles on Titan used in this Chapter

are taken from [Borucki et al., 1987] and [Molina-Cuberos et al., 2004] (shown in

Figure 6.3). Due to the attachment of the ions and electrons to the cloud particles

in the Titan’s atmosphere, the conductivity profile including the clouds (dashed

line in Figure 6.3) is much smaller than that without including the clouds (solid

line in Figure 6.3) below 400 km. For the arbitrary conductivity profiles like what

are shown in Figure 6.3, the FDTD method allows robust and easy solution of SR

problems.

Figure 6.4 illustrates the time domain data of the Er and Hφ components de-

rived from our FDTD model for Titan conductivity profile shown in Figure 6.2.

The distance between the source and receivers is approximately 2400 km. Figure

6.5 indicates the vertical distributions of Er and Hφ components for the first SR

mode from the ground to the altitude of 500 km. The Er component remains con-
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Figure 6.2. “Knee” model conductivity profile on Titan [Pechony and Price, 2004].

stant below 40 km, which can be considered as the conducting boundary (defined

in [Sentman, 1983; 1990a]) for the first SR mode. The Hφ component can pene-

trate to the altitude of approximately 260 km. The eigenfrequencies and Q-factors

are derived as described in Section 2.2 by fitting the time domain data. The com-

parison of the FDTD Hφ results and its approximation by Prony’s method show in

Figure 6.6. In Figure 6.6(a), a good agreement is found by comparing our FDTD

results and the fitting data using Prony’s method on the Hφ component. The FFT

results of the time domain data is shown in Figure 6.6(b).

Table 6.2 shows the comparison of our FDTD results for Titan and previous

studies [Morente et al., 2003; Nickolaenko et al., 2003; Pechony and Price, 2004].

The frequencies and Q-factors of the first three SR modes are given. All of the

first SR frequency are in the range of 8-12 Hz, and Q-factor are approximately

from 1 to 2.6. Our FDTD results with the “knee” model are close to the data
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Figure 6.3. The modeled conductivity profiles on Titan [Borucki et al., 1987; Molina-
Cuberos et al., 2004].

reported by Pechony and Price [2004], and somewhat lower than values calculated

by Morente et al. [2003]. A large difference is found with the frequencies predicted

by Nickolaenko et al. [2003], which are approximately 2 times higher than our

FDTD results. However, the Q-factors obtained with FDTD model are within the

range estimated by Nickolaenko et al. [2003].

The conductivity profile (Figure 6.2) used in our FDTD model is taken from

[Pechony and Price, 2004], which is very close to the profile used in [Morente et al.,

2003]. However, a 2-7 Hz difference in the first three modes is found between the

results calculated by transmission line matrix method (TLM) [Morente et al., 2003]

and our FDTD model. It is believed that this difference comes from the different

way to terminate the upper boundary of the cavity in these two models. Morente

et al. [2003] locate the upper boundary of the Titan resonant cavity at about 180

km, where the conduction current is about one order of magnitude greater than
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Figure 6.4. The Er (a) and Hφ (b) components in time domain derived by FDTD
model for a case of Titan conductivity profile shown in Figure 6.2.

the displacement current. At this altitude, the conductivity is approximately 10−7

S/m. We note that the conductivity around 10−7 S/m is not high enough to reflect

most energy of the extremely low frequency wave. If the upper boundary is located

at this altitude, a significant part of the dissipating region for ELF wave at higher

altitudes is neglected, and the total energy dissipation in the cavity is reduced.

Therefore, the resonance frequencies and Q-factors derived from the TLM model

[Morente et al., 2003] appear to be higher than these obtained from FDTD model.

We conducted additional tests to find the altitude where the upper boundary can be

correctly placed without disturbing the electromagnetic properties of the resonant

cavity and the propagation of the ELF waves. In the test simulations, a perfectly

conducting surface was positioned at different altitude, h. For h = 180 km, the
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corresponding first SR frequency is 13.1 Hz, which is close to the value 12.8 Hz,

obtained by Morente et al. [2003]. The first SR frequency decreases with increasing

of the height h of the upper boundary above 180 km. When h is more than 500

km, the first SR frequency remains 10.6 Hz, and does not change any more with

increasing h. It means that all of electromagnetic waves are reflected around or

below the altitude of 500 km in Titan’s atmosphere. Therefore, the upper boundary

should be located at the altitude of 500 km or higher in the simulations, rather

than at 180 km employed in [Morente et al., 2003]. Two conductivity profiles for

Titan taken from [Molina-Cuberos et al., 2004] and [Borucki et al., 1987] (shown

in Figure 6.3) are different from the model profile shown in Figure 6.2. In order

to determine the correct altitude to place the upper boundary discussed above, we
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performed series of test runs in which a perfectly conducting surface was positioned

at different altitudes above 180 km. It was determined that the first three SR

frequencies derived from these two profiles (shown in Table 6.2) remain constant,

when the upper boundary positioned at 600 km or higher.

Nickolaenko et al. [2003] derived the SR frequencies using the modified Greifin-

ger’s formula [Nickolaenko and Rabinowicz , 1982], which is given by:

fn =
c

2πa

√
n(n+ 1)

√
h0

h1

(6.1)

where h0 is the altitude of the conducting boundary where the displacement current
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TLM PUK FDTD with FDTD with profile FDTD with profile
Mode [Morente et al., Nickolaenko et al., [Pechony and “knee” from [Molina-Cuberos from [Borucki

number 2003] [2003] Price, 2004] model et al., 2004] et al., 1987]

fn fn Qn fn Qn fn Qn fn Qn fn Qn

1 12.8 19.9 0.96-2.6 11.8 1.8 10.6 1.40 8.2 0.92 9.4 1.04

2 24.4 35.8 0.97-2.7 22.5 1.9 20.5 1.49 17.4 0 .99 14.3 0.82

3 38.1 51.8 1.01-2.8 34.1 2.0 30.8 1.54 27.3 1.06 31.4 1.23

Table 6.2. Schumann resonances on Titan calculated by different models.

is equal to the conducting current at a given frequency f , namely, the conductivity

at altitude h0 is equal to 2πfε0, and h1 is the altitude of the reflection boundary

defined in [Sentman, 1990a]. The h0 and h1 are related by equation (6) in [Nicko-

laenko et al., 2003] as follows:

h1 = h0 − 2ξ0ln(2kξ0) (6.2)

where k is the wavenumber, and ξ0 is the scale height of the conductivity profile at

altitude h0. This equation comes from the equation (31) in [Greifinger and Greifin-

ger , 1978], which is valid for a single exponential conductivity profile. Therefore,

the conductivity in the cavity is assumed to exponentially increase neglecting a

“knee point” around 60 km. To illustrate this point, two single exponential pro-

files are employed in our FDTD model. The single exponential profile is given

by:

σ(z) = σ0 exp

(
z −G
H

)
(6.3)

where G is the reference height and H is the scale height. The parameters are

chosen to be the same as those in the Optimistic and Pessimistic models mentioned

in [Nickolaenko et al., 2003]. The reference heights are 42 and 38 km, and the scale

heights are 2.7 and 4.7 km, respectively, and σ0 = 5.55× 10−10 S/m. We found a
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good agreement on the SR frequencies between our FDTD model results and the

data shown in Table 2 of [Nickolaenko et al., 2003]. As discussed above, the large

difference between [Nickolaenko et al., 2003] and other models (see Table 6.2) can

be explained mainly by the different conductivity profiles used in these models.

6.3 Schumann Resonances on Venus

Borucki et al. [1982] reported the conductivity profile on Venus below altitude

of 80 km. Because cloud and haze particles attach ions at around the altitude of 50

km, the conductivity is reduced in this region, and discontinuity in conductivity

appears around 50 km. Such a profile can not be approximated by a “knee”

model profile, so a “double-knee” model developed by Pechony and Price [2004]

is employed. The first line in Table 6.3 indicates the parameters determining the

conductivity on Venus. The conductivity profile on Venus is shown by a solid line

in Figure 6.7.

The Er time domain data and spectrum derived from FDTD model are shown

as solid lines in Figure 6.8. Dashed lines illustrate the approximation by Prony’s

method. Comparing with SR on Titan, the resonant modes are much sharper,

and high-order modes can be clearly observed in Figure 6.8(b). The first three

SR frequencies and Q factors on Venus derived from three different models are

shown in Table 6.4. A good agreement is found for the frequencies, with the

difference generally not exceeding 3%. The Q-factors derived from our FDTD

model and those given in [Pechony and Price, 2004] are close to each other. These

values, however, are approximately 2 times greater than the values calculated by

Nickolaenko and Rabinowicz [1982]. The equation which was used to derive the Q
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factors in [Nickolaenko and Rabinowicz , 1982] is:

Qn =
1

π

(
ξ1

h1

+
ξ2

h2

)−1

(6.4)

where h1 and h2 are the altitudes of the conducting and reflection boundary, re-

spectively, and ξ1 and ξ2 are the corresponding conductivity scale heights. In

other papers [Sentman, 1990b, 1996a], a similar equation used to derive Q-factors

is given by:

Qn =
2

π

(
ξ1

h1

+
ξ2

h2

)−1

(6.5)

A factor of two difference between equations (6.4) and (6.5) is a likely reason for

the observed difference in Q-factors between our FDTD model and the analytical

model presented in [Nickolaenko and Rabinowicz , 1982].
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σ1 (S/m) σ2 (S/m) h1 (km) h2 (km) ξ1 (km) ξ2 (km)
Venus 3.34×10−14 5.57×10−15 47.0 49.0 11.0 2.9
Mars(day) 8.35×10−9 5.57×10−8 28.0 53.0 3.5 4.6
Mars(night) 8.35×10−9 5.57×10−8 30.0 58.0 3.5 6.1

Table 6.3. The parameters of conductivity profiles on Mars and Venus.

The altitude where σ = 2πε0f can be considered as a conducting boundary (see

Figure 6.7) for a specific frequency, f . The atmosphere below this boundary can be

considered as insulating, whereas the atmosphere is conducting above this bound-

ary [Sentman, 1990a, 1996a]. For the first SR mode on Venus, the frequency, f , is

approximately 10 Hz. The boundary between the conducting and nonconducting

atmosphere therefore corresponds to the altitude where σ = 2πε0f = 5 × 10−10
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Nickolaenko PUK
Mode and Rabinowicz [Pechony and FDTD

number (n) [1982] Price, 2004]
fn Qn fn Qn fn Qn

1 9.0 5.1 9.3 10.5 9.05 10.07
2 15.8 5.1 16.3 11.3 15.9 10.23
3 22.7 5.2 23.3 11.7 22.64 10.31

Table 6.4. Comparison of FDTD results and previous studies of SR on Venus.

S/m. Borucki et al. [1982] reported only conductivity profile below 80 km on

Venus, and the maximum value of the conductivity is approximately 10−10 S/m at

80 km. Therefore, the region studied by Borucki et al. [1982] (below 80 km) can be

considered as an insulating space for ELF waves, and the conductivity distribution

in this region is not important for SR studies. Pechony and Price [2004] extended

the conductivity to a higher altitude by a “double-knee” model. Since the SR

parameters are only dependent on the conductivity distribution in the conducting

region (above 80 km) in Venus-ionosphere cavity, which is determined by the ref-

erence height (h2) and the scale height (ξ2) in this “double-knee” model (see Table

6.2), it is believed that the nearly identical results can be obtained using both the

“double-knee” model (solid line in Figure 6.7) and a single exponential conductiv-

ity profile (dashed line in Figure 6.7). We have performed additional simulations

with single exponential conductivity profile with the same reference height (G = 49

km) and the scale height (H = 2.9 km) as those in the upper part of the “double-

knee” model. As expected, the results appeared to be in a good agreement with

those derived from the “double-knee” model. The flat frequency dependence of

Q-factors (last column in Table 6.3) also support our conclusion, that the “double-

knee” model shown in Figure 6.7 has the same effect on SR parameters as a single

exponential profile. Readers are referred to additional discussion on related topics

in [Mushtak and Williams , 2002; Yang and Pasko, 2005].
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6.4 Schumann Resonances on Mars

Two conductivity profiles are employed in the present study to account for

distribution of conductivity in Martian atmosphere. The first one is a two scale

height profile [Sukhorukov , 1991] (see equation (2.18)) with six parameters as fol-

lows: h1=53 km, ξ1=6.0 km, h2=100 km, ξ2=4.8 km, σ(h1)=2πf0ε0=7.5×10−10

S/m, and σ(h2)=1/8µ0πf0ξ
2
1=1.02×10−4 S/m assuming f0= 13.5 Hz (see Figure

6.9). Another conductivity profile on Mars is taken from PUK model [Pechony

and Price, 2004] (see Figure 6.10 and discussion in section 2.3.2). The PUK model

is principally different from the conductivity profiles discussed above, because it

employs a nonuniform conductivity profile. The Martian conductivity on day and

night sides is assumed to have different distributions. For this purpose, in PUK

model, two “double-knee” conductivity profiles with different parameters (shown

in Table 6.2) are chosen. In the simulation, half planet is covered by day-time con-

ductivity profile, and the other half is covered by night-time conductivity profile.

The specific choice of parameters for the profiles presented above is motivated by

the availability of solutions of related SR problems [e.g., Pechony and Price, 2004],

against which the FDTD results presented in this Chapter are compared. The Er

time domain data and spectrum derived from FDTD model are shown as solid

lines in Figure 6.11. Dashed lines illustrate the approximation by Prony’s method.

Table 6.5 shows the simulation results on the first three SR frequencies and Q-

factors for the resonant cavity on Mars. The first three SR frequencies predicted

by Sukhorukov [1991] are approximately 13, 25, and 37 Hz, and the Q-factors are

between 3.3 and 4.0. These values appear to be substantially different from those

calculated by Pechony and Price [2004]. The first three SR frequencies reported by

Pechony and Price [2004] are 8.6, 16.3, and 24.4 Hz, and the Q-factors are around
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2.4. The observed differences can be explained by the different conductivity profiles

used in these models as illustrated in Figures 6.9 and 6.10. Pechony and Price

[2004] used a PUK model. FDTD simulations have been performed using these

two conductivity models. The results are shown in Table 6.5. A good agreement

is found between our FDTD results and results reported in [Sukhorukov , 1991;

Pechony and Price, 2004] for the corresponding conductivity profiles. The results

shown in the last column in Table 6.5 are the peak frequencies of the first three

SR modes calculated recently by [Molina-Cuberos et al., 2006] using TLM model

[Morente et al., 2003], in which the second and third modes have same frequencies.

The peak frequency is defined as the frequency where the maximum power occurs.

Due to the interference between the different modes in the resonant system, the

peak frequencies deviate from the eigenfrequencies, and the deviation depend on

the magnitude of each mode at the observation point. Therefore, we can find the

different peak frequencies at different locations in the cavity and on different wave

components. In [Molina-Cuberos et al., 2006], the second and third modes form a

single peak at 21.7 Hz due to the interference, and can not be clearly distinguished.

Therefore, we conclude that the peak frequency is not suitable for the study of SR

in a planetary resonant cavity with low Q-factor, such as Mars and Titan. We

note that numerical techniques have been reported to calculate the SR parameters

in the time domain and frequency domain, such as Lorentzian fitting [Sentman,

1987; Mushtak and Williams , 2002], the complex demodulation method [Sátori

et al., 1996], and Prony method [Füllekrug , 1995; Yang and Pasko, 2005], which

allow accurate derivation of eigenfrequencies for low Q-factor cavity. The Prony

method, in particular, is employed for all calculations reported in this section (see

Section 2.2).

To simplify the problem, the Martian crust is assumed to be perfectly conduct-
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PUK FDTD with FDTD with Molina-Cuberos
Mode Sukhorukov [Pechony and conductivity profile FDTD low conductivity et al.

number (n) [1991] Price, 2004] of [Sukhorukov, 1991] with PUK Martian crust [2006]

fn Qn fn Qn fn Qn fn Qn fn Qn fn (peak)

1 13-14 3.3-3.7 8.6 2.3 14.3 3.8 8.8 2.27 7.3 2.5 11.0

2 25-26 3.5-3.8 16.3 2.4 25.8 4.0 16.1 2.35 13.1 2.5 21.7

3 37-38 3.7-4.0 24.4 2.4 37.4 4.2 23.6 2.45 19.2 2.8 21.7

Table 6.5. Schumann resonances on Mars calculated by different models.

ing. Although a low-frequency resonant cavity is roughly established for Mars, the

low-conductivity upper Martian crust will be much less efficient as a boundary to

reflect ELF waves than the surface of the Earth. The Martian surface does not

hold a conductivity characteristic of the Earth shield (10−4 S/m) until depth of

approximately 40-60 km [Grimm, 2001]. It means that the ELF waves can pen-

etrate deeper into Martian crust than Earth shield, and ELF waves should suffer

more attenuation during the propagation. We have performed some additional

numerical experiments in which we inserted a low conductivity layer below Mar-

tian surface to account for the Martian crust. The depth of this layer is 40 km,

and the conductivity in this layer is 10−7 S/m. The first three SR frequencies

decrease from 8.8, 16.1, and 23.6 Hz to 7.3, 13.1, and 19.2 Hz, respectively. The

difference between the models with and without low conductivity Martian crust

is approximately 20% (see Table 6.5). Therefore, the conductivity distribution of

Martian crust from ground surface to the depth of 40-60 km is also an important

factor determining the SR parameters on this planet. The measurements of the

SR parameters can provide a good method to remotely sense the Martian subsur-

face conductivity profile to depths of 40-60 km, and locate anomalous conductivity

structures in the Martian crust, such as mineral deposits and underground water

or ice [Simpson and Taflove, 2006a].
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with two scale height conductivity profile [Sukhorukov , 1991].

6.5 Comparative Remarks

Following equation (1.1), the SR frequencies are inversely proportional to the radius

of the planet. Since the radius of Titan (2575 km) is approximately 40% of the

Earth’s radius (6370 km), the SR frequencies on Titan should be 2.5 times of those

on the Earth. However, the SR frequencies in these two cavities derived from our

modeling are close to each other (See Tables 3.1 and 5.2). It is important to

emphasize that the conductivity distribution in a planetary resonant cavity is also

an important factor which determines the SR frequencies, besides the radius of the

planet. In Figure 6.2, the conducting boundary in Titan’s atmosphere is around

40 km. The large region between this conducting boundary and the altitude of 500
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km with the conductivity ranging from 10−9 to 10−6 S/m critically damps the ELF

waves leading to the SR frequencies which are much lower than those predicted by

equation (1.1) and also to the very low Q-factor in the cavity. In Venus modeling

(see Section 5.3), the conducting boundary begins at 82 km. The small scale height

of the Venusian conductivity above 82 km leads to a relatively sharp increase in the

conductivity above this altitude allowing to terminate the cavity at 130 km. The

dissipating region for ELF waves on Venus has much smaller altitude extent than

that on Titan, and the planetary resonant cavity on Venus is a low loss system.

Therefore, the Q-factors are very high and the SR frequencies appear to be close

to those calculated using equation (1.1). Besides the atmospheric conductivity

distributions, the conductivity below the planetary surface is also important to

determine the SR parameters. As discussed in Section 5.4, the low conductivity

in the Martian crust causes a 20 % decrease of the first SR frequency. Since the

crust conductivity used in the simulations is artificial, the accurate calculation can

be determined by the realistic measurement of the planetary crust.

6.6 Summary

The main conclusions in this Chapter can be summarized as follows:

• The first SR frequency on Titan is approximately 8-10 Hz, and the Q-factor

is around 0.9-1.4. The height of Titan-ionosphere cavity depends on the conduc-

tivity profile. To accurately calculate SR parameters on Titan, the cavity should

be terminated at the altitude where the conductivity is approximately equal to

10−3 S/m. The distribution of the clouds is also an important factor to influence

SR parameters on Titan.
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• The first SR frequency on Venus is approximately 9 Hz, and the Q-factor is

around 10. The conductivity on Venus below 80 km is not important for the SR

parameters. The results demonstrate that an accurate conductivity profile above

80 km is needed to provide accurate solutions for SR parameters on Venus.

• The first SR frequency on Mars is approximately 8-9 Hz, and the Q-factor is

around 2.4. However, these SR parameters are also influenced by the conductivity

distribution of Martian crust from the ground surface to the depth of 40-60 km.



Chapter 7
The Seasonal Variations of Global

Lightning Activity Extracted From

Schumann Resonances Using a

Genetic Algorithm Method

7.1 Introduction

The genetic algorithm (GA) is an optimization and search technique based on the

principles of genetics and natural selection. Due to its powerful ability to optimize

a large number of variables with extremely complex cost surfaces, GA becomes a

popular method to solve the optimization problems [e.g., Haupt and Haupt , 2004].

In previous Chapters, the diurnal and seasonal variations of SR parameters

have been calculated using FDTD model. The global lightning activity employed

in those simulations are taken from previously published sources [Sentman and

Fraser , 1991]. In this Chapter, the global lightning activities in Africa, South-
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East Asia, and South America in different seasons are inversely calculated from

experimental Schumann resonance power measurements reported by Price and

Melnikov [2004] using a new optimization method based on GA [e.g., Haupt and

Haupt , 2004]. The associated connection between SR frequency variations and the

global lightning activity during different seasons are discussed.

7.2 Global Lightning Activity Inversely Derived

From Schumann Resonances

7.2.1 Global Lightning Activity Inversely Derived From

Schumann Resonances Using GA Method

The same 3D FDTD modeling as applied in Chapter 4 is employed in this Chap-

ter. The typical number of FDTD cells in r, θ and φ directions are 20, 20 and

40, respectively. The conductivity profile in the cavity is derived from the IRI

model for a representative day of January 15, 2000, May 15, 2000 and October 15,

2000 from 0000 UT to 2400 UT, respectively, to account for the diurnal conduc-

tivity variations during Winter, Spring ,and Fall seasons. Two modeling receivers

are located at the locations corresponding to the SR field stations at Nagycenk,

Hungary [Sátori and Zieger , 1999] and Negev desert, Israel [Price and Melnikov ,

2004]. The vertical electrical field component (Er) and magnetic component in

North-South (HNS) direction are calculated and compared with measurements re-

ported in [Sátori et al., 1996; Price and Melnikov , 2004].

Unit magnitude of each source at three major lightning regions is employed in

FDTD simulations. The total signal received at the station can be expressed by

the sum of the waves from these three unit sources multiplied by the magnitude
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of the lightning activity in these three thunderstorm regions. Assuming that the

power of lightning activity in South-East Asia, Africa, and South America follows

Gaussian distribution with universal time t, lightning power variations in these

three regions can be represented as Pi = Aie

“
t−Ti
wi

”2

+ ci (i = 1, 2, 3), respectively,

where Ai, Ti, and wi indicate the magnitude, central time, and time width of the

lightning activity, and ci is the background level of the lightning activity in each

region.

The global lightning activity is inversely derived by a continuous GA optimiza-

tion method [Haupt and Haupt , 2004, pp. 51]. The time integration of the square

of the difference between our FDTD results and the experimental measurements

reported by Price and Melnikov [2004] is chosen as the cost function in the opti-

mization. Thirteen parameters (three sets of Ai, Ti, wi, and ci, as well as a DC

component corresponding to the global lightning background noise) are adjusted

to minimize the cost function by GA method. A population of 80 chromosomes is

generated to begin the GA procedure. In every iteration, 20 most-fit chromosomes

forming the mating pool are chosen to reproduce offspring in the next genera-

tion. Heuristic crossover [e.g., Haupt and Haupt , 2004, pp. 58] is employed in

the chromosome mating process. We choose a mutation of 20% indicating that

0.2×13×80 ' 208 variables are randomly mutated in each generation [Haupt and

Haupt , 2004, pp. 60].

Figure 7.1 shows North-South migrations of lightning activity in America,

Africa, and Asia [Sátori et al., 1999]. It is clearly observed that lightning ac-

tivity occurs mainly in the Summer hemisphere, moving from one hemisphere to

the other during the annual cycle. From April to October, the lightning centers

in these three regions are all located in northern hemisphere, and reach the north-

ernmost positions during July. From October to next April, these centers move
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Figure 7.1. Seasonal North-South migrations of the lightning activity centers in South-
East Asia, Africa, and America [Sátori et al., 1999].

to southern hemisphere, and go to the southernmost locations around January. In

FDTD calculations, three seasons (May, October, and January) have been simu-

lated, and the latitudes of three lightning centers associated with each season are

taken from Figure 7.1. The dashed line shown in Figure 7.2(a) is experimental HNS

measurement of the first SR mode as a function of universal time reported in [Price

and Melnikov , 2004], which is applied as the aim function in GA optimization. The

fitting curve (solid line in Figure 7.2(a)) is calculated by our FDTD model with

the optimized lightning activity in May. The magnitude (Ai), width (wi), central

time (Ti), and background level (ci) in three centers are adjusted by GA, and a

good fitting is completed in Figure 7.2(a). The associated optimized distributions

of the lightning activity in Asia, Africa, and America are given in Figure 7.2(b).

Three peaks appear at 0800, 1200, and 1900 UT in Asia, Africa, and America,

respectively. Africa has the strongest lightning activity magnitude, about 50%



115

greater than Asia. American lightning is much weaker than in other two regions.

Diurnal frequency variation of the first SR mode (Figure 7.2(c)) is derived from

Er component received at the simulated SR station in Hungary. Same method has

been applied to calculate the lightning distributions in October and January shown

in Figure 7.3. Different with Figure 7.3(b), lightning activities in Asia and Africa

both approximately decrease by a factor of 40% in October. American lightning

becomes two times as strong as that in May, and exhibits almost the same level

as African one. In January, Asian lightning activity reaches its maximum in the

annual cycle, about two times greater than that in May and October, and becomes

the dominant one in the cavity, but African lightning activity goes to its minima.

The SR frequency variations derived in October and January are shown in Figures

7.3(c) and 7.3(f), respectively.

Due to the position of the SR stations with respect to the three lightning cen-

ters, African lightning center shows less contribution to HNS power spectrum than

other two centers [Yang and Pasko, 2006]. However, comparing with other com-

ponents (Er and HEW ), which are dominated by African lighting, HNS component

is the most optimal candidate bringing the best information about the lightning

activity in all three lightning centers. This is the reason why we choose HNS power

spectrum as the aim function in GA optimization. Since GA optimization method

randomly selects the results to minimize the cost function during iterations, its

results are not exactly the same in every simulation. However, these results have

the same features which are illustrated in Figures 7.2 and 7.3.

Obvious seasonal power variations of the lightning activity in Asia, Africa, and

America are observed in Figures 7.2 and 7.3. In May, African lightning has the

strongest power level in three centers, and American lightning goes to the weakest

level at the same time. In October, lighting activity in Asia and Africa are both
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Figure 7.2. (a) Comparison of diurnal HNS power variations of the first SR mode in
May derived from experimental measurements (dashed line) [Price and Melnikov , 2004]
and FDTD results (solid line). (b) The distributions of the lightning activity in Asia,
Africa, and America derived by GA optimization in May. (c) Diurnal frequency variation
of the first SR mode with the lightning distributions shown in (b).

reduced to 60% of their level in May. American lighting activity increases by a

factor of 3, and almost has the same magnitude as African lightning activity. Due

to the longer duration time of American lightning activity, we believe that America

makes more significant contribution to global lightning activity in October. Since

May is close to Summer time in Africa, it is easy to understand that African light-

ning activity in May is greater than that in other two lightning centers, and its

own level in October and January. Similarly, American lighting reaches its peak

when South America goes to Summer in October. In January, African lighting is

reduced to its minimum in the annual cycle, since it is Winter in Africa. Amer-
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Figure 7.3. Comparisons of diurnal HNS power variations of the first SR mode in
October (a) and January (d) derived from experimental measurements (dashed line)
[Price and Melnikov , 2004] and FDTD results (solid line). The distributions of the
lightning activity in Asia, Africa, and America derived by GA optimization in October
(b) and January (e). Diurnal frequency variation of the first SR mode with the lightning
distributions in October (c) and January (f).

ican lightning keeps the same level as that in October. The maximum of Asian

lightning appears during this season, and is approximately two times as great as

other two regions. Since the simulated receiver is covered by the lightning source

region centered at the latitude shown in Figure 7.2 in July, the detected SR power

spectrum is strongly disturbed by the strong source currents. Therefore, we do not

report the simulation results in July. However, we believe that African lighting

should reach its annual maximum in July when it is Summer time in Africa.

Consistent with measurements given in Figure 4.2, reported by Sentman and

Fraser [1991], African lightning activity becomes the strongest among the three

regions in April and increases by 50% in compasion with its September level.

Inversely, in September, the magnitude of American lighting becomes greater than

other two regions, and approximately 25% greater than that in April. Although
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the data in [Sentman and Fraser , 1991] were collected in April and September, one

month earlier than the months we studied in our simulations, all of these features

can be still found in our simulation results. However, in contrast with our results,

Asian lightning activity in both April and September has the same magnitude in

[Sentman and Fraser , 1991], and always is the weakest one among the these three

lightning centers during both months.

Some related results detected by the Optical Transient Detector (OTD) have

been given in [Christian et al., 2003]. Africa is the most active lightning center

with the highest annualized flash rate, and Americas ranks second. Flash density

is generally greatest during the respective hemisphere Spring and Summer seasons

over land and year-round in coastal zones. In Figure 6(b) of [Christian et al., 2003],

lightning activity in Africa and Asia has almost comparable magnitude in May, and

America has much weaker lightning activity than other two regions, which agrees

with our result shown in Figure 7.2(b). Furthermore, OTD data reveals that Africa

has stronger lighting activity than America, and Asia is the region having weakest

lightning activity among the three lightning centers in October. The same features

can be also observed in Figure 7.3(b). The disagreement appears between our

FDTD results and OTD measurement in January. Asian lightning becomes much

stronger than other two regions in our FDTD simulations, while Africa still has the

highest lightning flash rate shown in Figure 6(a) of [Christian et al., 2003]. Since

OTD data includes both intra-cloud and cloud-to-ground lightning discharges, and

only cloud-to-ground lightning contributes to Schumann resonances, it might be

an explanation for this disagreement. A similar problem has been discussed in

[Greenberg and Price, 2007].
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7.2.2 Seasonal SR Frequency Variation Related to Global

Lightning Activity

The diurnal frequency variations of the first SR mode with GA optimized lightning

activity are shown in Figures 7.2 and 7.3. In May, the frequency goes to the peak

around 1000 UT, and the magnitude of the variation is approximately 0.1 Hz, which

agrees with the experimental Summer measurements [Sátori et al., 1996; Sátori ,

1996; Ondrášková et al., 2007] very well. In October, the frequency peak appears

at 0800 UT, and still has similar variation tendency with that in May. In January,

the situation is significantly different. SR frequency decreases during the initial

several hours, and reaches the minimum (7.3 Hz) at approximately 1000 UT, then

increases to 7.8 Hz at 1200 UT. Similar features have been reported in experimental

Winter measurements [Sátori et al., 1996; Sátori , 1996; Ondrášková et al., 2007].

We believe that the different frequency variations during different seasons can be

explained by the seasonal variations of lighting activity. In Spring and Summer

(May to September), African lightning center is located in north hemisphere with

the latitude more than 10o. Its distance to Nagycenk station is less than 4000 km.

The other two centers are approximately at the distances of 10000 km from the

station close to nulls of spatial field distribution of the first SR Er component.

Furthermore, African lightning activity reaches its peak, and is much stronger

than at other two centers during Summer time. An additional FDTD simulation,

in which only one source is located at Africa, has been performed. The result shown

in Figure 7.4 is in a good agreement with that shown in Figure 7.2(c) with a peak

at around 1000 UT. Therefore, we believe that the magnitude of Er component and

its frequency variation detected at Nagycenk station are mainly determined by the

waves from Africa in Spring and Summer, when African lightning center is close
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Figure 7.4. Diurnal frequency variation of the first SR mode accounting for only
African lightning center obtained using FDTD model.

to the station and its magnitude reaches maximum. In October, African lightning

moves southwards to equator, and its influence on Nagycenk station decreases due

to the spatial distribution of Er component [Yang and Pasko, 2007]. Although

the lightning activity in Asia and America shows more influence on the frequency

variation, African lightning activity is still the most significant one to control the

frequency variation. Therefore, the results shown in Figure 7.3(c) are similar with

Figure 7.2(c). In January, African lighting center moves to its southmost position

in the annual cycle (7000 km to Nagycenk station), and its magnitude is reduced to

the level less than half value of that in Summer. At the same time, Asian lightning

activity increases to its maximum in the annual cycle, and is approximately two

times as great as those in Africa and America. Therefore, Asian lightning becomes

the dominant one to control SR frequency in Winter.

To provide additional insight on SR frequency variations, a set of additional
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Figure 7.5. The cavity with artificially asymmetric conductivity. The height of half
cavity is 100 km. For another half, the height is 50 km.

FDTD simulations have been performed. In these simulations, an artificially asym-

metric cavity as shown in Figure 7.5 is employed. Half cavity has a height of 100

km, and another half has height of 50 km. The half cavity with a height of 50 km

effectively accounts for the Earth at daytime, and the other half accounts for the

Earth at night. A single source (3000 km by 3000 km) moves around the Earth

on the equator synchronized with the motion of the day-night terminator, and

is always activated in regions at local afternoon in the cavity. Figure 7.6 shows

FDTD results derived from the cavity (shown in Figure 7.5) without the inclusion

of the conductivity between the perfectly conducting cavity boundary. Due to the

asymmetry of the cavity, the first SR mode is split into two frequencies. One is

10.1 Hz (f1), and another is 10.45 Hz (f2). Here, we define the modes with the

frequencies f1 and f2 as modes M1 and M2, respectively. At 0824 and 0936 UT,

the magnitude of M1 is much stronger than that of M2. At 1048 UT, the receiver

is close to the nodal line of the first SR mode. The magnitude of M1 and M2 de-
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creases and increases, respectively. At 1200 UT, the receiver passed the nodal line.

The M2 magnitude becomes much stronger than that of M1. Since the receiver is

close to the nodal line of the first SR mode at 1048 and 1200 UT, the magnitude

of first SR mode is much weaker at these time than at other times. After 1200

UT, the magnitude of M1 increases, and the M2 magnitude decreases to the level

at 0824 UT. For test purposes, several different conductivity profiles are employed

in Figures 7.7-7.9 to observe the variation of the mode splitting spectrum within

a cavity conductivity variation from zero to the realistic values. Figure 7.7 shows

the spectrum derived with a conductivity = 8× 10−12 S/m. The spectrum of the

resonance modes becomes wide and flat due to the conducting loss in the cavity.

The modes with weak magnitudes (e.g., peaks at 10.45 Hz at 0824 and 0936 UT)

are merged in the adjacent strong modes. However, two splitting frequencies can

be still observed in the plots corresponding to 1312 and 1424 UT. With the con-

ductivity increasing to 3 × 10−11 S/m (shown in Figure 7.8), all splitting modes

of the first SR mode are merged together and form one single peak. A jump of

the first peak frequency is clearly observed between 1048 and 1200 UT. Figure 7.9

shows FDTD results derived from a cavity with a realistic conductivity calculat-

ing from IRI model. A jump of the first peak frequency is also clearly observed

between 1048 and 1200 UT. We believe that this frequency jump comes from the

mode splitting, which is clearly observed in Figure 7.6 (1048 UT and 1200 UT).

As shown in Figure 7.6, when the receiver is close to the nodal line, M1 is much

stronger than M2 at 1048 UT. When the receiver passes the nodal line, the magni-

tude of M1 quickly decreases, and M2 becomes much stronger than M1. Since one

of the splitting modes is much weaker than another one, Pronys method, which we

used to find the eigenfrequency of the cavity, can only detect the stronger split-

ting mode. Therefore, a singularity-like frequency jump appears when the receiver
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passes the nodal line. Therefore, we believe that the frequency jump at 1000 UT

in Figure 7.3(f) could be produced by Asia lightning, which is located close to the

nodal line and active from 0500 to 1000 UT. All of the features of frequency varia-

tions during different seasons, which are shown in Figures 7.2 and 7.3 can be also

found in the experimental measurements reported by Ondrášková et al. [2007]. In

particular, in Figure 3 of [Ondrášková et al., 2007], from June to September when

African lightning reach maximum, a frequency peak appears at 1000 UT consis-

tent with the data shown in Figure 7.4. From November to March when Asian

lightning becomes the strongest one, the frequency decreases from 0000 to 1000

UT, and a singularity-like frequency jump appears around 1000 UT, then reaches

the maximum value around 1500 UT.

7.3 Summary

The main conclusions in this Chapter can be summarized as follows:

• A genetic algorithm (GA) optimization method has been employed to inversely

calculate the intensity of lightning activity in Asia, Africa, and America using the

experimental HNS component of the first SR mode. The simulated lightning dis-

tributions in three regions are in a good agreement with OTD measurements in

May and October. In contrast to OTD data, Asian lightning activity is found to

be the most intensive one in January.

• The SR frequency variation depends on the distributions of the lightning activity

in the three lightning centers. Due to the positions with respect to the observing

station and their seasonal variations, the three lightning centers make different

contributions to the frequency variations. The difference between the frequency
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variation detected during Summer and Winter comes from the fact that the light-

ning activity in Africa and Asia becomes the dominant one in Earth-ionosphere

cavity during Summer and Winter, respectively.
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Figure 7.6. FDTD results derived from an artificially asymmetric cavity shown in
Figure 7.5 without conductivity inside the cavity. A single source (3000 km by 3000 km)
moves around the Earth on the equator synchronized with the motion of the day-night
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Figure 7.7. The same as Figure 7.6. Only for conductivity = 8 × 10−12 S/m in the
cavity.
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Figure 7.8. The same as Figure 7.6. Only for conductivity = 3 × 10−11 S/m in the
cavity.
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Figure 7.9. The same as Figure 7.6. Only for conductivity derived from International
Reference Ionosphere model.



Chapter 8
FDTD Modeling of

Earth-Ionosphere Cavity With the

Presence of the Geomagnetic Field

8.1 The dynamics of Electrons in the Magnetic

Field and Collision Processes

In the FDTD models applied in the previous Chapters, an isotropic conductivity

profiles are employed. In the realistic case, the electrons and ions in the ionosphere

drift and rotate with the addition of the geomagnetic fields leading to an anisotropic

conductivity in the ionosphere. The fluid equation describing the plasma’s response

to the given electric ( ~E) and magnetic ( ~B) field is given by [e.g., Chen, 1984, pp.

63]:

nm

[
∂~v

∂t
+ (~v · ~∇)~v

]
+ nmν~v = nq ~E + nq~v × ~B − ~∇p (8.1)
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where n is the density of fluid particles and ~v is the velocity of the particles. The

mass and charge of the particle in the plasma are given by m and q, respectively.

The collision frequency is given by ν, and p indicates the pressure. Assuming that

there are no thermal motions, and all particles in the fluid element move together

with the same average velocity, the equation (8.1) can be rewritten in the single

particle form:

m
∂~v

∂t
+mν~v = q ~E + q~v × ~B (8.2)

Assuming the particles in plasma are electrons with mass (me) and charge (qe),

the current density ( ~J) corresponding to the motion of electrons is expressed by

~J = Neqe~v, where Ne is the number density of electrons. The current density

equation is derived by multiplying both sides of equation (8.2) by Neqe:

d ~J

dt
− qe
me

~J × ~B + νe ~J =
Neq

2
e

me

~E (8.3)

where νe is the electronic collision frequency. The problem is solved in a 2D domain.

In tests presented below, we assume that only Ex and Bz components exist in our

FDTD simulations, so the rotation and drift of the electrons driven by these two

field components can be clearly observed in xy plane. The equation (8.3) can be

simplified in a 2D domain as following:

dJx
dt

= −νeJx +
qeBz

me

Jy +
Neq

2
e

me

Ex (8.4)

dJy
dt

= −νeJy −
qeBz

me

Jx
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The Jx and Jy are both equal to zero when t = 0. The equation (8.3) can be solved

analytically. The solution for Jx and Jy are represented as following:

Jx =

[
νe

ν2
e + ω2

c

e−νet cos(ωct)−
ωc

ν2
e + ω2

c

e−νet sin(ωct)−
νe

ν2
e + ω2

c

]
Ex
Bz

Neqeωc (8.5)

Jy =

[
νe

ν2
e + ω2

c

e−νet sin(ωct) +
ωc

ν2
e + ω2

c

e−νet cos(ωct)−
ωc

ν2
e + ω2

c

]
Ex
Bz

Neqeωc

where ωc is the cyclotron frequency of electrons, which is equal to |qe|Bz
me

. The

Ex and Bz components are set as 10−4 V/m and 3 × 10−5 T, respectively. Two

different kinds of components can be found in equations (8.5). The first two terms

of Jx and Jy in equations (8.5) are time varying components with the frequency of

ωc and a damping factor e−νet. Both these two terms correspond to the rotation

of electrons under the influence of the magnetic field. The last term of Jx and

Jy can be considered as a DC component, which corresponds to the ~E × ~B drift

of electrons. When the collision frequency is not equal to zero, the electronic

rotation is attenuated with time due to the energy loss by the collisions between

electrons and neutral particles, and Jx and Jy converge to their DC values due

to the ~E × ~B drift of electrons. From equations (8.5), we can observe that the

collision frequency plays a very important role in the solution, since it determines

not only the attenuation rate of the rotations, but also drift and rotation velocities

in x and y directions. In the following discussion, the influence of this parameter

(νe) will be discussed in detail.

In the case of νe � ωc, which corresponds to a low-collision model, the equations

(8.5) can be reduced to

Jx = − sin(ωct)
Ex
Bz

Neqee
−νet (8.6)
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Jy =

[
cos(ωct)

Ex
Bz

e−νet − Ex
Bz

]
Neqe

The electrons rotate in the xy plane with the cyclotron frequency of ωc. The

magnitude of the rotation velocity is Ex
Bz

at t � 1
νe

. Due to the existence of the

electric field ~E, the electrons also undergo the ~E × ~B drift in −y direction with a

velocity of Ex
Bz

. When t � 1
νe

, the rotation disappears and electrons only move in

~E × ~B direction.

In the case of the high collision frequency between electrons and neutral gas

particles (νe � ωc), the motion of electrons can be described by equations (8.7)

shown here. When t � 1
νe

, electrons rotate under influence of Bz field, and the

magnitude of their rotation velocity is less than that in the low collision case by a

factor of ωc
νe

.

Jx =

[
1

νe
e−νet cos(ωct)−

1

νe

]
Ex
Bz

Neqeωc (8.7)

Jy =

[
1

νe
e−νet sin(ωct)

]
Ex
Bz

Neqeωc

When t � 1
νe

, the electronic rotation is reduced to a negligible level, and only

drift velocities can be clearly observed. Therefore, Jx and Jy components can be

derived from equations (8.7) as following when νe � ωc and t� 1
νe

:

Jx = −ωc
νe

Ex
Bz

Neqe (8.8)

Jy = 0

From equations (8.8), Jx and Jy can be further simplified by replacing ωc with
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|qe|Bz
me

:

Jx = −ωc
νe

Ex
Bz

Neqe = −|qe|Bz

meνe

Ex
Bz

Neqe (8.9)

=
q2
eNe

meνe
Ex = σeEx

Jy = 0

where σe = q2
eNe
meνe

is the electronic conductivity of the plasma. In the high collision

case, the influence of collisions between electrons and neutral gas particle becomes

more significant than the magnetic field. The plasma behaves as an isotropic con-

ducting material with electronic conductivity σe. Same conclusion can be derived

from equation (8.3). When νe is high enough, the terms d ~J
dt

and qe
me
~J × ~B are much

smaller than νe ~J and can be neglected. Therefore equation (8.3) can be rewritten

giving the same result as specified by equations (8.9):

νe ~J =
Neq

2
e

me

~E (8.10)

In the case when the collision frequency is comparable to the cyclotron fre-

quency of electrons (νe ' ωc), the equations (8.5) can not be simplified. The

rotation and drift of electrons can be simultaneously found in the motion of elec-

trons at t � 1
νe

. The rotation is attenuated with the growing time and the speed

of the attenuation is dependent on the value of collision frequency. The drift ve-

locities in x and y directions are comparable, and are determined by both νe and

ωc. In this case, Jx and Jy are directly provided by more general equations (8.5).

A two dimensional FDTD model is developed to solve the problem in equation

(8.3) numerically. The 2D FDTD equations in the rectangular coordinates (x and

y) are derived from equations (8.4). The cell size of this 2D FDTD model is chosen
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Figure 8.1. The current densities obtained using FDTD model with different collision
frequencies and time steps.

to be the same as employed in our 3D FDTD modeling for testing and comparison.

The numbers of FDTD cells in x and y directions are 100 and 100, respectively.

Each cell has shape of a rectangle with a size of 1000 km × 1000 km which is

comparable to the value we used in our 3D FDTD Earth-ionosphere cavity model.

The ~E and ~B components are set along x and z directions with the magnitude

of 10−4 V/m and 3 × 10−5 T, respectively. The cyclotron frequency, ωc, is equal

to |qe|Bz
me

= 5.26 × 106 rad/s. The number density of electrons is Ne = 1010 m−3

which is comparable with the ionospheric electron density at the altitude of 100
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km. The time step (∆t) is derived using Courant condition [Taflove and Hagness ,

2000]. According to Courant condition, in a vacuum, the stability condition of the

FDTD method is given by:

∆t < ∆tc =
1

c

[
1

(∆x)2
+

1

(∆y)2

]−1/2

(8.11)

where ∆tc is the maximum time step of FDTD stability, ∆x and ∆y are the space

steps applied in FDTD simulations and c is the speed of light. In a plasma with

free electrons, the stability criterion differs from that given in equation (8.11), and

is given by:

∆t < ∆tc =
1

c

[
1

(∆x)2
+

1

(∆y)2
+
µ0Neq

2
e

4me

]−1/2

(8.12)

If the value of Ne is big enough, the FDTD time step in plasma (∆t) is mainly

determined by Ne. Equation (8.12) can be rewritten as following:

∆t < ∆tc =

[
µ0Neq

2
e

4meε0

]−1/2

=
1

πfp
(8.13)

Where fp is the plasma frequency. The maximum time step of FDTD stability

(∆tc) can be derived from equation (8.13), and is equal to 3.55 × 10−7 s. The

purpose of this section is to find whether the FDTD model properly describes the

motion of electrons with the presence of the geomagnetic field. Three different

time steps (∆t = 0.1∆tc, 0.5∆tc, 0.99∆tc)and collision frequencies (νe = 0.1ωc, ωc,

10ωc) are employed to study there parametric influence on FDTD results.

The time step applied in Figures 8.1(a-c) is equal to 0.1∆tc. The comparison of

the analytical solution derived from equations (8.5) and FDTD results are shown

in Figures 8.1(a-c) with different collision frequencies (νe = 5.26× 105, 5.26× 106,
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and 5.26× 107 1/s) corresponding to the cases of νe � ωc, νe ' ωc, and νe � ωc,

respectively. The analytical solution and FDTD results are shown by solid and

dashed lines, respectively. When νe � ωc (νe = 5.26 × 105 1/s), the rotation of

electrons can be clearly observed in Figure 8.1(a). Jx and Jy are slowly attenuated

due to the small value of the collision frequency. Since the attenuation factor of

the rotation is e−νet, the amplitude of the rotation velocity is reduced to 1/e times

of its original value in 1/νe (1.9 × 10−6 second). At least 5 obvious circles of the

electronic rotation can be found in Figure 8.1(a). Calculated using equations (8.5),

Jx and Jy components converge to 5.28×10−10 and 5.28×10−9 A/m2, respectively.

In the case of νe = ωc (shown in Figure 8.1(b)), the electron collides neutral gas

particle once per period. Jx and Jy decay more rapidly in comparison with results

of Figure 8.1(a). The electron can only rotate one circle before Jx and Jy become

constant. The constant current densities in x and y directions are 2.67× 10−9 and

2.67× 10−9 A/m2, respectively. When νe � ωc (νe = 5.26× 107 1/s), the rotation

is strongly attenuated due to the high collision frequency. There is no obvious

rotation observed.

Comparing Figures 8.1(a-c), the different influences of the collision between

electrons and neutral gas and the magnetic field on the motion of electrons are

clearly found. In a non-collision case, electrons only drift along ~E × ~B (−y) di-

rection with the velocity of Ex/Bz simultaneously with the rotation in xy plane,

and there is no drift of electrons in x direction. The collision process has much

weaker influence on the electronic motion than the magnetic field when νe � ωc.

The velocity in ~E× ~B (−y) direction is almost as same as Ex/Bz. With increasing

of the collision frequency, the effect of collision processes becomes stronger. The

electronic rotation attenuates more rapidly. The ~E × ~B drift velocity becomes

smaller and the velocity in x direction increases. In Figure 8.1(b) (νe = ωc), the
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Jx and Jy already have similar magnitudes. If νe is further increased, the collision

process has amore significant influence at the motion than the magnetic field. In

Figure 8.1(c) (νe � ωc), electrons move almost along the direction of ~E (x), and Jx

component is one order of magnitude stronger than the Jy component. In this case,

the plasma becomes an isotropic conducting material with the conductivity (σe)

and current density ~J , which can be obtained using equations (8.9). Concluding

above discussions, the collision frequency determines the attenuation rate of the

electronic rotations. Moreover, the collision frequency can also control electronic

drift velocities in different directions. With the small collision frequency, electrons

drift in ~E × ~B direction more rapidly than in ~E direction. With increasing colli-

sion frequency, the velocity in ~E direction becomes stronger with respect to that in

~E× ~B direction. The total velocity is dominated in the ~E direction when νe � ωc.

Furthermore, we can also find that FDTD results match the analytical solutions

very well. FDTD modeling produces accurate rotation and drift current densities

in Figures 8.1(a-b). Although a difference is found at the beginning of the simula-

tions between FDTD and analytical solutions, accurate drift current densities are

rapidly achieved by FDTD model in Figure 8.1(c).

In Figures 8.1(d-f), ∆t is increased to 0.5∆tc. the results shown in figures

8.1(d,e,f) correspond to the cases of νe = 0.1ωc, ωc, 10ωc, respectively. Although, at

the beginning of the motion of electrons, the errors between FDTD and analytical

solutions increase during electronic rotations, both Jx and Jy components derived

from the FDTD model converge to the analytical solutions, after the rotations

disappear due to the collisions between electrons and neutral gas particles. With

increasing ∆t to 0.99∆tc (shown in Figures 8.1(g-i)), the errors between analytical

and FDTD results during electronic rotations become more obvious. However, the

analytical and FDTD results still correctly converge to same DC value.
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The purpose of this section is to investigate if our FDTD model can correctly

model Schumann resonance frequencies and Q-factors with the presence of the

geomagnetic field. The FDTD model parameters are chosen to be the same as

what we used in our 3D FDTD simulations. Since the cyclotron frequency in this

case is 8.4×105 Hz, which is much greater than Schumann resonance frequencies we

are interested in, the rotation of electrons with the presence of geomagnetic fields

does not make a direct distribution to the properties of Schumann resonances.

Although phase errors in FDTD simulations increase with the time step during

the electronic rotations, they do not influence the frequencies and Q-factors of

Schumann resonances.

The DC component of the current density due to the drift of electrons is a very

important factor to determine the total energy dissipation in the cavity in Schu-

mann resonance frequency band, especially above 70 km where the ionosphere

becomes anisotropic. Whether our FDTD model can accurately produce the DC

current component is very important for the correct calculation of the energy

dissipation in the whole cavity and Schumann resonance parameters. Figure 8.1

demonstrates that although the errors increase with time steps during the elec-

tronic rotations, there is a good agreement between the DC components of analyt-

ical solution and FDTD results indicating that the drifts of electrons with presence

of the magnetic field and collision processes are accurately described by the FDTD

model.
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8.2 FDTD Model With Zero Geomagnetic Field

Model

In this Chapter, the number of FDTD cells in r, θ and φ directions are 20, 20 and

40, respectively. Two kinds of geomagnetic field model are employed. The first

one is simply ~B = 0. The FDTD scheme discussed in section 2.2.2 is applied. The

electron and ion densities (Ne and Ni), and their collision frequencies (νe and νi)

with the neutral gas particles have been given in Section 2.3.3. Figure 8.2 shows

the vertical distributions of the Er, Eθ, and Hφ field components corresponding to

the first SR mode, which are excited by a vertical current source, in the Earth-

ionosphere cavity with zero geomagnetic field. The Er and Hφ components are

normalized to 1 at the ground level. The Er component remains constant below 50

km, and drops exponentially above 50 km. The horizontal electric field component,

Eθ, increases from zero at the ground, and reaches the maximum at 50 km. The

Hφ component remains constant until the altitude of 90 km, and starts to decay

exponentially above this altitude. In the region above 100 km, the magnitude of

these three components decreases exponentially with the same rate.

The results shown in Figure 8.2 can be interpreted following ideas presented

in [Sentman, 1983] based on introduction of a conducting boundary defined by a

condition, σ = ωε0, where ω is a specific frequency. The atmosphere is divided

by this conducting boundary into two altitude regions dominated by displacement

(below it) and conduction (above it) currents, respectively. For this case, the first

SR frequency is approximately 7.5 Hz, so the conducting boundary is at the al-

titude of 50 km, where σ = 4.2 × 10−10S/m. Below 50 km, the electric field is

predominantly vertical and its behavior is similar to that in a lossless free space

resonator, so the Er remains constant in this region. Above this boundary, the
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Figure 8.2. The vertical distributions of the Er, Eθ, and Hφ components in the Earth-
ionosphere cavity with zero geomagnetic field obtained using the FDTD model.

atmospheric conductivity is large enough to significantly reduce the Er component,

and the vertical component of the field drops exponentially. The Eθ component

increases from zero at ground and reaches a maximum at the conducting boundary

in agreement of the results derived in [Greifinger and Greifinger , 1978]. However,

the Eθ component is substantially smaller than the Er component at this altitude.

Since the Eθ component decays with altitude much less rapidly than the Er com-

ponent between 50 and 80 km, the electric field becomes predominantly horizontal

above 80 km [Sentman, 1983]. In [Greifinger and Greifinger , 1978], the altitude

where the magnetic field can penetrate was defined by a condition of 4µ0ωσξ
2 = 1,

where ξ is the scale height of the conductivity at this altitude. For the conductivity
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profile used, this altitude is approximately at 90 km. This related boundary can be

clearly observed in Figure 8.2. Below 90 km, the Hφ component remains constant,

but falls off exponentially above 90 km.

Because the geomagnetic field is zero in these above simulations, the conduc-

tivity profile in the cavity is still spherically uniform. For the ELF waves, the total

conductivity profile in the atmosphere (σ) can be derived from the electron and

ion densities, and the electron and ion collision frequencies with the neutral gas as

following:

σ =
Neq

2
e

meνe
+
Niq

2
i

miνi
(8.14)

Some additional simulations have been performed using the FDTD model discussed

in Section 2.2.2 with the conductivity profiles derived from Ne, Ni, νe, and νi using

equation (8.14). The obtained results are consistent with those shown in Figure

8.2. We conclude that same results can be derived from two different FDTD

models given in Chapter 2 without the presence of the geomagnetic field, if the

conductivity, particle densities and collision frequencies satisfy the relation shown

in equation (8.14).

8.3 FDTD Model With Dipole Geomagnetic Field

Model

The FDTD simulation results including a dipole geomagnetic field are presented

in Figures 8.3 and 8.4. In this case, the Eφ and Hθ components are also excited

by a vertical current source. All five components shown in Figures 8.3 and 8.4 are

collected at the location where the latitude is equal to 18oN . Figure 8.3 illustrates

the vertical distributions of three electric field components (Er, Eθ, and Eφ). Some
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Figure 8.3. The vertical distributions of the Er, Eθ, and Eφ components in the Earth-
ionosphere cavity with the presence of the dipole geomagnetic field.

features of the Er and Eθ components are similar to these shown for the same field

components in Figure 8.2 below 70 km. The magnitude of the Er component

remains constant below 50 km, and drops exponentially above the altitude of 70

km. The Eθ component increases from zero at ground level and reaches the peak

at 50 km. However, above 70 km, the attenuation rates of these two components

with altitude become much smaller than those shown in Figure 8.2. Therefore,

the Er and Eθ components can penetrate to higher altitudes with the presence of

the geomagnetic field. For the magnetic components, Hθ and Hφ (shown in Figure

8.4), the field magnitude of Hφ component remains constant and begins to fall off

above the altitude of 90 km. However, the attenuation rate above 90 km is smaller

than that in Figure 8.2.
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Figure 8.4. The vertical distributions of the Hθ, and Hφ components in the Earth-
ionosphere cavity with the presence of the dipole geomagnetic field.

The variation of the penetration heights of the five wave components as a func-

tion of latitude is presented in Figures 8.5, 8.6 and 8.7. The latitude of the obser-

vation point obviously affects the penetration height of all the components. For Er

component, the penetration height in the low latitude region is much higher than

that in the polar region. Figures 8.6 and 8.7 show the comparison of the vertical

field profiles of other four horizontal components at different latitudes. Unlike the

Er component, the magnitude of these four components decreases rapidly above

70 km in the equatorial region, but much more slowly in the high latitude regions.

In Figures 8.2, 8.3, and 8.4, some similar features can be observed in the mod-

eling results with and without the geomagnetic field in the region below 70 km.

For example, the Er component in Figure 8.3 begins to fall off at 50 km, and drops
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Figure 8.5. The vertical distributions of the Er component in the Earth ionosphere
cavity with the presence of the dipole geomagnetic field. L indicates the latitude of the
different observation points.

to 10−3 at about 70 km, which is in agreement of the results shown in Figure 8.2.

Moreover, the Eθ component (shown in Figure 8.3) also reaches the maximum at

50 km, and the Hφ component remains constant below 70 km. In the region above

70 km, the Er and Eθ components still decrease, but not as rapidly as in Figure

8.2. In Figure 8.2, the relative magnitude of the Er and Hφ components can be

found decreasing to 10−5 at 80 and 120 km, respectively. However, in Figures 8.3

and 8.4, the relative magnitude of the Er component becomes 10−5 at 200 km and

Hφ drops to 10−3 at 290 km. Therefore, we conclude that the geomagnetic field

plays a significant role above about 70 km in the atmosphere, but its effects are

not important below 70 km. The vertical distributions of the electric and mag-
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Figure 8.6. The vertical distributions of the Eθ, and Eφ components in the Earth
ionosphere cavity with the presence of the dipole geomagnetic field at different latitude.
(L indicates the latitude of the different observation points)

netic fields are significantly modified by the geomagnetic field in the region above

70 km, and the attenuation rates of these fields with altitude are much smaller

than these in the model cavity without the geomagnetic field. Therefore, the elec-

tric and magnetic fields can penetrate to higher altitudes in the presence of the

geomagnetic field. Another point we want to note here is that the three electric

components (shown in Figure 8.3) and two magnetic components (shown in Figure

8.4) have almost same attenuation rates with altitude. Moreover, the Er becomes

of the same order as the Eθ and Eφ above 100 km. All of these features can be

found to be good agreement with previously results reported in [Grimalsky et al.,

2005].

In [Grimalsky et al., 2005], a dependence of the penetration height of theHφ and

Hθ components of the first SR mode on the inclination angle of the geomagnetic

field, Θ, has been discussed, where Θ indicates the angle between the direction

of the geomagnetic field and the direction vertical to the ground. It has been

concluded that the penetration heights of these two magnetic components increase

with decreasing Θ [Grimalsky et al., 2005]. Additional simulations have been
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Figure 8.7. The vertical distributions of the Hθ, and Hφ components in the Earth-
ionosphere cavity with the presence of the dipole geomagnetic field. L indicates the
latitude of the different observation points.

performed here to provide additional insight on this point and the corresponding

results are shown in Figures 8.5-8.7. Since a magnetic dipole model is employed to

account for the geomagnetic field in the Earth-ionosphere cavity, the inclination

angle of the geomagnetic field is dependent on the latitude of the observation

positions. Near the equator, the geomagnetic field points preferentially in the

θ (north-south) direction, so that Θ is close to 90o, whereas Θ is close to 0o in

the polar regions. In the simulations, several receivers are located at different

latitudes to collect the Hφ and Hθ components. Results shown in Figure 8.6 clearly

indicate that these two magnetic components can penetrate to higher altitude in

high latitude regions in comparison with the equatorial region. The penetration

heights of the Eθ and Eφ components are also illustrated in Figure 8.6. Similarly

to the Hφ and Hθ components, they can penetrate to higher altitudes at higher

latitude locations.

For the Er component, the penetration height is different from other four com-

ponents discussed above. In Figure 8.5, the vertical field profiles of the Er com-

ponent are collected at four different locations. With increasing the latitude, the



147

Mode FDTD results with FDTD results without
number (n) the geomagnetic field the geomagnetic field

fn Qn fn Qn
1 7.3 4.8 6.8 3.8
2 13.1 5.4 12.4 4.4
3 18.8 6.0 18.1 5.2

Table 8.1. The first three SR frequencies and Q factors derived from the FDTD model
with and without the geomagnetic field.

penetration height of the Er component decreases, and at the pole (L = 90o) the

Er component undergoes the same vertical variation as that in the case without

the geomagnetic field (shown in Figure 8.2). The SR frequencies are much lower

than the electron cyclotron frequency in the geomagnetic field, so Er is essentially

static and only ~E× ~B drift of electrons is observed. Near the equator, the geomag-

netic field is mostly directed in θ direction. Obviously, the electrons do not move

in the r direction driven by a vertical electric field, but in the ~E × ~B direction,

which leads to the decrease of the conductivity in the r direction. Therefore, the

Er component can penetrate to a higher altitude than that in the case without

the geomagnetic field. In the polar regions, the geomagnetic field concentrates in r

direction, and the electrons can easily move along the geomagnetic field line driven

by a vertical electric field without any effects of the geomagnetic field. Therefore,

the atmospheric conductivity in the r direction is not affected by the geomagnetic

field, and the vertical field profile at the poles is similar to that in the case without

the geomagnetic field (shown in Figure 8.2).

Another important point we discuss here is the influence of the geomagnetic

field on the SR frequency and Q-factor. As discussed in [Yang and Pasko, 2005],

the ionospheric conductivity enhancement associated with X-ray bursts makes the

ionospheric medium above 70 km a better conductor, therefore providing a better

reflection of the electromagnetic energy back into the cavity. The decrease of the
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total energy dissipation leads to the increase of the SR frequency and Q-factor.

Here, the situation is opposite. The ionospheric conductivity decreases due to

the geomagnetic field, especially above 70 km, and the medium in this region

becomes effectively less conducting. The electromagnetic waves can penetrate to

higher altitude, and the whole resonant system will suffer more energy dissipation.

Therefore, the associated decrease of SR frequencies and Q factors are expected.

Table 8.1 gives the comparison of the first SR frequencies and Q -factors derived

from the FDTD models with and without the geomagnetic field. For the specific

electron density profile employed here, the SR frequencies are lower than the results

shown in [Yang and Pasko, 2005]. In the presence of the geomagnetic field, the

first SR frequency decreases from 7.3 Hz to 6.8 Hz. The corresponding Q factor

decreases from 4.8 to 3.8. The frequencies and Q-factors of the other two modes

show similar treads. Therefore, the presence of the geomagnetic field increases

the total energy dissipation in the cavity and decreases the SR frequencies and

Q-factors.

8.4 Summary

The main conclusions in this Chapter can be summarized as follows:

• The 3D FDTD model discussed in this Chapter provides a good technique to

solve SR problems in the Earth-ionosphere cavity with the presence of the geomag-

netic field. Results calculated using two different FDTD models given in Section

2.2 were shown to be same in the case of the zero geomagnetic field, if the con-

ductivity, particle densities, and collision frequencies satisfy the relation shown in

equation (8.14).
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• The penetration heights of the electric and magnetic fields of the first SR mode

are approximately 150 km and 250 km, respectively, and these heights are a func-

tion of the latitude of the observation positions due to the distribution of the

geomagnetic field in the Earth-ionosphere cavity.

• The higher penetration heights of the electromagnetic fields due to the geo-

magnetic field increase the total energy dissipation in the cavity, and lead to the

decrease of the SR frequencies and Q-factors of the Earth-ionosphere cavity.



Chapter 9
Future Research

The diurnal and seasonal variations of SR parameters in the Earth-ionosphere

cavity have been discussed in Chapter 4. Same techniques should be extended to

describe similar SR variations appearing on Mars, due to the diurnal change of

Martian ionosphere and seasonal variation of the dust storms acting as the sources

of SR. Information on diurnal and seasonal variations of ionospheric conductivity

on Mars is quite limited at present. The existing radar soundings and occultation

measurements of ionospheric electron density profiles under variety quiet and per-

turbed (i.e., dust storms) conditions published in previous papers can be employed

to formulate the most realistic spatial and temporal conductivity distributions in

Martian cavity as inputs in our 3D FDTD model.

One of the key goals in the exploration of Mars is detection of underground

water in the crust. Water with even a small amount of dissolved solids has an

electrical conductivity orders of magnitude higher than dry rock. There have

been some publications in refereed scientific literature related to the exploration of

underground water on Mars by low-frequency, diffusive electromagnetic methods

[Grimm, 2001]. Simpson and Taflove [2006a] recently proposed a method to locate
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anomalous conductivity structures (i.e., major oil deposits) in the Earth crust us-

ing ELF radars. The sounding studies of Earth’s crust using ELF and VLF radio

installation have been reported in [Velikhov et al., 1998; Bashkuev and Khaptanov ,

2001] based on the magnetotelluric method developed by Cagniard [1953], in which

the ground impedance was calculated by using the horizontal components of the

electric and magnetic fields. It is believed that similar technique can be used to

locate the mineral deposits and underground water or ice in Martian crust using ar-

tificial ELF/VLF sources or naturally generated lightning. In the future research,

a high conductivity region can be placed in Martian crust to account for the under-

ground water or other anomalous conductivity structures in our FDTD modeling.

The horizontal electric and magnetic field components are directly available from

FDTD simulations. The distribution of unknown materials below Martian sur-

face can be identified by different surface impedances. The perturbation of ELF

propagation due to the discontinuity formed by the high-conductivity underground

water and low-conductivity Martian crust is another interesting effect which need

further investigation.

Some interesting new ULF and ELF magnetic signatures from a terrestrial dust

devil have been reported in recent literature. [Houser and Farrell , 2003] detected

a magnetic emission between 1-50 Hz at a distance of many 100’s of meters from

a dust devil in Nevada desert. Similar ELF magnetic signatures below 40 Hz are

clearly detected when a dust devil approached the receiver in Martian Atmosphere

and Dust in the Optical and Radio (MATADOR) project in Arizona desert [Farrell

et al., 2004]. Unlike ELF waves produced by electrical discharges in the dust devils,

the cause of these waves can be explained by charged grains spiraling in a dust

devil driven by cyclonic winds and thus forming a magnetic dipole [Farrell et al.,

2006]. These ELF and ULF waves can be applied as a safety alert for detection
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of approaching dust devils in future manned and robotic missions [Farrell et al.,

2006]. The ELF waves derived from our FDTD model can be used to study the

connection between these waves and some parameters of the dust devils (e.g., spiral

wind speed and total charge mount).

In this thesis, we discussed the different shifts of the first SR frequency on Earth

due to ionospheric perturbations associated with solar proton events and x-ray

bursts. Similar SR frequency variations are expected on Mars, Venus, and Titan

with some additional factors (e.g., ionospheric heating due to crustal magnetic

fields on Mars [Duru et al., 2006], the clouds and aerosols on Venus and Titan

[Borucki et al., 1982, 1987]). The corresponding changes in the SR parameters are

determined by the spatial distribution of these ionospheric perturbations, therefore

providing a possible way to evaluate overall size and altitude of atmospheric regions

affected by these factors. The related study of SR parameters on these celestial

bodies represents a topic which can be investigated using our 3D FDTD model.
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