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Abstract

Raman spectroscopy is one of the fundamental techniques in chemical characterization. It measures
the amount of photons and their frequency shifts scattered by the molecule under a given laser
beam. The frequency shifts originate from the molecule’s vibrations, which are determined by its
microscopic structure. Thus, a Raman spectrum is often regarded as the molecule’s "fingerprint".
When the molecule is placed on a noble metal surface with some curvature, the Raman signals
are greatly enhanced by the plasmonic near field at the surface. This technique is called "surface-
enhanced Raman spectroscopy", or SERS. Because of the significantly improved sensitivity relative
to regular Raman scattering, SERS has grown into a widely popular tool for chemical research
and practical applications. Moreover, the molecule-metal interaction that lies in the center of the
mechanism of SERS has been a hot topic of fundamental research since its discovery and has led
to many variants in the development of spectroscopic techniques.

Tip-enhanced Raman spectroscopy (TERS) integrates the scanning probe microscopy and
SERS. Similar to SERS, the enhancement of Raman scattering in TERS benefits from the
inhomogeneous near field induced by the plasmonic resonance of the noble metal nanostructure.
However, the TERS spectrum of a molecule is often found different than SERS, and it changes with
the tip position. The combination of the chemical sensitivity and the spatial resolution makes TERS
a promising technique for microscopic characterization. A comprehensive demonstration of these
unique features is TERS imaging. A TERS image is a two-dimensional map of the Raman intensity
at a certain frequency varying with the scanning tip. It exhibits a sub-nanometer resolution and
is specific to the corresponding vibrational mode. TERS imaging is considered as a visualization
of molecular vibrations and sets stage for a new way of understanding molecules. Therefore,
it is necessary to develop theoretical interpretation of TERS images and their connections to
the underlying molecular vibration. However, interpreting TERS images is challenging as the
brightspot pattern does not always strictly align with the vibrating atoms and the signals are
very sensitive to experimental conditions.

In this dissertation, three major aspects of TERS theory are explored: the effect of the
plasmonic near field (electromagnetic mechanism), the plasmonic resonance inside a subnanometer
cavity (gap plasmonics), and the quantum mechanical interactions between the molecule and
the substrate (the chemical mechanism). In particular, the critical conditions of the near field
to achieve atomic resolution are found. It is also illustrated that the locally integrated Raman
polarizability density is the sub-molecular property probed by the confined near field in TERS. It
provides an intuitive description of the TERS imaging mechanism, which is usually hidden in
the self-consistent cycles of conventional calculations using the time-dependent density functional
theory. The distinct feature of TERS is largely ascribed to the unique plasmonic properties of
a sub-nanometer junction consisting of a flat metal substrate and an atomically sharp tip. At
this length scale, atomistic electrodynamics is adopted to describe the nanostructure because it
captures the microscopic structure and at the same time retains the efficiency of a classical model.
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To study the charge-transfer plasmon due to quantum tunneling, a Hirshfeld partitioning scheme
is developed to distinguish the plasmonic resonances within and across the coupled nanoparticles.
Furthermore, this dissertation presents the development of a new theoretical method to better
describe the substrate-molecule coupling, namely, exact frozen density embedding. The method to
obtain the response properties of a molecule is derived based on the exact frozen density embedding
within the framework of time-dependent density functional theory. Finally, a polarizable frozen
density embedding method is developed to include the polarization effect due to the presence of a
metal nanoparticle. The development of these theoretical tools is potentially applicable to the
studies of the electronic structures of a TERS system.
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Chapter 1 |
Introduction

Raman spectroscopy, first reported in 19281, is a popular analytical technique for chemical
characterizations. It measures shifts in the frequency of the light scattered by the molecule,
which is determined by the molecule’s vibrations. Specifically, the Raman process involves the
absorption of incident light of frequency ωin, excitation of molecular vibration at frequency ωvib,
and re-emission/scattering of the light of a different frequency ωin±ωvib, where the sum/difference
represents the anti-Stokes/Stokes shift in frequency due to the molecular vibration. A typical
Raman spectrum maps the intensity of the scattered light with respect to the corresponding
shift in frequency ωvib. Because the molecule’s vibrational modes are unique to its microscopic
structure, a Raman spectrum is usually regarded as the molecule’s "fingerprint". However, the
probability of regular Raman process is very low and hinders its practical applications in many
fields.

In early 1970’s, Fleishmann and co-workers first reported the strong Raman scattering of
pyridine on roughened silver electrodes.2 Later, the mechanism of electromagnetic enhancement
from the surface was proposed by Jeanmaire and Van Duyne.3 An overall enhancement factor of
about 105−106 in comparison with regular Raman was suggested3,4. Nowadays, the enhancement
in SERS is largely ascribed to the plasmon-induced near field, E(ω), on the surface of the metal
structure, and it scales with |E(ω)|4/|E0|4, which is known as the electromagnetic mechanism
(EMM). In addition, the presence of metal in the close vicinity of the molecule leads to re-
configuration of the molecule’s electronic structure for both ground and excited states, and
consequently gives rise to changes in the spectral features in various ways. This is known as
the chemical mechanism (CM). SERS exhibits much higher sensitivity than regular Raman
spectroscopy. It requires much less concentration for the sample molecule, sometime only a single
molecule, in the measurement thanks to the enhanced intensity. Moreover, SERS spectrum of
a species often has more number of peaks (different selection rules) and higher signal-to-noise
ratio (narrower peak). Besides the wide applications as a sensitive analytical tool, SERS is now a
fundamental phenomenon that involves studies of quantum mechanics, molecular dynamics, and
electromagnetic theory, and has led to many variants of plasmon-enhanced spectroscopies5.

Tip-enhanced Raman spectroscopy (TERS) is among the techniques recently developed based
on SERS, and has drawn enormous attention6. In short, TERS utilizes the state-of-the-art atomic
force microscopy (AFM) or scanning tunneling microscopy (STM) as a platform to perform
Raman scattering measurements. It harnesses the extremely enhanced and confined near field
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within the metal junction to significantly improves chemical sensitivity and spatial resolution.
In the presence of the confined near field, the selection rules of TERS is drastically changed
compared with SERS or conventional Raman spectroscopy.7,8 Moreover, the spectrum varies with
the position of the tip. By mapping the changes in intensity at a certain vibrational frequency as
the tip scans over the molecule, one obtains a two dimensional image that has a unique pattern
of brightspot. Such an image is known as the TERS image for this vibrational mode. Over the
years, size of the discrete brightspot in TERS images has become as small as a single atom due to
the precise control over the tip and the confined near field.9–13 A TERS image is usually uniquely
determined by the vibrational mode of the molecule. Therefore, the technique of TERS imaging
simultaneously provides chemical and structural information of the sample molecule. It sets stage
for a new way of "seeing" and understanding molecular vibrations, and thus is sometimes called
the "chemiscope"14.

Along with the exciting experimental observations comes with the challenges on interpretation
and prediction of TERS images. In other words, accurate theoretical modeling is required for us
to understand the underlying mechanism of TERS. As a sister technique to SERS5, the EMM has
been commonly recognized as the dominant mechanism for TERS, where the molecular properties
are obtained in quantum mechanical models, e.g., the time-dependent density functional theory
(TDDFT), under a near field with a narrow spatial distribution. Conventional TDDFT-based
calculations with a modified external field15–18, is limited by its computational cost, especially
for simulating TERS images where a complete calculation is required for each tip position on
the scanning grid. Also, to reproduce experimental results, one often needs to search in a large
space of proper tip positions due to the sensitivity of the spectrum. These conditions pose
substantial challenges to practical applications of existing theories to interpret experimental TERS
measurements. Furthermore, most of existing TDDFT methods provide a physical quantity that
is only on the molecular level such as the molecular polarizability. Molecular properties alone
are not informative enough for TERS. For example, different vibrational modes with similar
polarizability derivatives often give rise to distinct TERS images. In other words, only a part of
molecule is probed locally at the tip position. Hence, a property that can be locally attributed to
the vibrating atoms or chemical bonds is needed to explain the variation of TERS intensities.

In addition to the EMM, the CM is also of particular importance in TERS as suggested by
experimental results13. On one hand, a strong binding that anchors the molecule on the substrate
is key to the atomic resolution of TERS images; on the other hand, the STM setup actually
injects electrons into/through the molecule. Both processes may lead to significant changes in
the electronic structure of the molecule. Two areas that requires immediate investigation include
1) quantum mechanical treatment of the metal junction without sacrificing for the expensive
computational cost; 2) the charge-transfer process across the plasmonic junction.

This dissertation aims to address both the EMM and the CM through the development of
theoretical models and to interpret high-resolution TERS images recorded in experiments. We have
employed a hybrid electrodynamics/quantum mechanics model to study single-molecule TERS
imaging, and predicted the critical conditions to achieve atomic resolution. As an extension, we
have developed a simplified theoretical model to approximate TERS qualitatively and significantly
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improve the computational efficiency. This model provides an approximate mechanism of TERS
imaging process. It allows for intuitive interpretations of experimental results, where the
sample molecule is usually far beyond the computational capacity of conventional TDDFT
methods. Furthermore, the strong coupling of plasmonic between two metallic systems is studied
systematically, with an emphasis on the quantum size regime where the gap between the two
metallic systems is as small as a few Ångströms. Finally, early attempts to include part of the
metal system into the quantum mechanical treatment are presented. In particular, an exact frozen
density embedding (FDE) method is derived to describe the chemical interaction between the
molecule and the metal in addition to the classical polarization interaction.
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Chapter 2 |
Overview of Dissertation

This main body of the dissertation is presented in three parts. Part II focuses on the development
and application of theoretical methods to interpret TERS images, with an emphasis on the
effects of the plasmonic near field (EMM). In Part III, the unique properties of plasmons in a
subnanometer gap is discussed, which is the fundamental model of a tip-substrate setup in TERS.
Part IV presents recent efforts on a DFT-based method to include metal atoms into the quantum
mechanical description, namely, the frozen density embedding method. In the following, a brief
outline of each chapter is presented. Chapters 3 through 9, except for Chapter 8, are all adapted
from published work.

Chapter 3 Single-Molecule Imaging Using Atomistic Near-Field Tip-Enhanced
Raman Spectroscopy
A systematic study of TERS imaging using the hybrid electrodynamics/quantum
mechanics method, which provides a consistent framework to treat both the plasmon-
induced near field and the molecular properties. The conditions to achieve atomic
resolution are presented, and the effect of near-field focal plane on TERS images is
revealed.

Chapter 4 High-Resolution TERS Probes Sub-Molecular Density Changes
The theoretical model of locally integrated Raman polarizability density (LIRPD)
is developed to intuitively and efficiently predict TERS images. It is found that
the local sub-molecular changes of density induced by the confined near-field can
qualitatively describe the TERS images. This method is also used to explain previous
experimental results on a relatively large molecule.

Chapter 5 Resolving Molecular Structures with High-Resolution TERS Images
The application of LIRPD model to the interpretation of experimental results. Thanks
to the accuracy and efficiency of the LIRPD model, we discover the most likely
molecular conformation underlying a set of experimental TERS images. The effect
of the near-field localization is further elucidated in terms of multipole expansion.

Chapter 6 Atomistic Electrodynamics Simulations of Plasmonic Nanoparticles
A review of the atomistic electrodynamics approach applied to the simulations of
large plasmonic nanoparticles.
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Chapter 7 Atomistic Characterization of Plasmonic Dimers in the Quantum Size
Regime
A Hirshfeld partitioning scheme for atomic charges and polarizabilities to study the
plasmonic dimers, focusing on the charge-transfer plasmons. The charge-transfer
plasmon due to quantum tunneling is consistently separated from the local resonances
in the individual plasmonic nanoparticles. It is found that the strengths of the charge-
transfer plasmons can be limited by the widths of the charge-flow pathways.

Chapter 8 Exact Frozen Density Embedding for the Time-Dependent Density
Functional Theory
An exact subsystem TDDFT theory using frozen density embedding theory with
external orthogonality. The methods to calculate the molecular excitation energies,
transition dipole moments, oscillator strengths, and static polarizabilities are derived.

Chapter 9 Polarizable Frozen Density Embedding with External Orthogonality
A polarizable subsystem DFT theory is presented for the description of molecular
electronic properties. Specifically, the expensive freeze-and-thaw cycles are bypassed
by a polarization term in the molecular Hamiltonion. And the combination of the
polarization and EO embedding potential allows for calculations in the supermolecular
basis set.

Chapter 10 Summary and Chapter 11 Outlook
The findings of this dissertation are summarized, and several potential future projects
using the methods described within are proposed.

In addition to these chapters, there are five appendices.

Appendix A Supporting Information for Single-Molecule Imaging Using Atomistic
Near-Field Tip-Enhanced Raman Spectroscopy
Supporting information for Chapter 3 is given.

Appendix B Supporting Information for High-Resolution TERS Probes Sub-
Molecular Density Changes
Supporting information for Chapter 4 is given.

Appendix C Supporting Information for Resolving Molecular Structures with High-
Resolution TERS Images
Supporting information for Chapter 5 is given.

Appendix D Supplementary Information for Atomistic Characterization of Plas-
monic Dimers in the Quantum Size Regime
Supporting information for Chapter 7 is given.

Appendix E Supplementary Information for Polarizable Frozen Density Embedding
with External Orthogonality
Supporting information for Chapter 9 is given.
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Part II

Interpreting Tip-Enhanced
Raman Scattering Images
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Chapter 3 |
Single-Molecule Imaging Using Atomistic Near-
Field Tip-Enhanced Raman Spectroscopy

Liu, P.; Chulhai, D. V.; Jensen, L. Single-Molecule Imaging Using Atomistic Near-Field Tip-
Enhanced Raman Spectroscopy. ACS Nano 2017, 11, 5094–5102.∗

Abstract
Advances in tip-enhanced Raman spectroscopy (TERS) have demonstrated ultrahigh spatial
resolution so that the vibrational modes of individual molecules can be visualized. The spatial
resolution of TERS is determined by the confinement of the plasmon-induced field in the junction;
however, the conditions necessary for achieving the high spatial confinement required for imaging
individual molecules are not fully understood. Here, we present a systematic theoretical study of
TERS imaging of single molecules, using a hybrid atomistic electrodynamics-quantum mechanical
method. This approach provides a consistent treatment of the molecule and the plasmonic near
field under conditions where they cannot be treated separately. In our simulations, we demonstrate
that TERS is capable of uniquely resolving intricate molecule vibrations with atomic resolution,
although we find that TERS images are extremely sensitive to the near field in the junction.
Achieving the atomic resolution requires the near field to be confined within a few Ångstroms in
diameter and the near-field focal plane to be in the molecule plane. Furthermore, we demonstrate
that the traditional surface selection rule of Raman spectroscopy is altered due to the significant
field confinement that leads to significant field-gradient effects in the Raman scattering. This
work provides insights into single-molecule imaging based on TERS and Raman scattering of
molecules in nanojunctions with atomic dimensions.

∗Author contributions: L.J. conceived the basic idea; P.L. carried out the calculation; D.V.C. contributed to
early calculations as proof of concept. P.L. and L.J. wrote the manuscript.
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3.1 Introduction
Tip-enhanced Raman spectroscopy (TERS) integrates the surface-enhanced Raman spectroscopy
(SERS) with scanning probe microscopy (SPM)7,19,20. The nanostructure of a noble metal SPM tip
is optically excited to generate localized surface plasmon resonances (LSPR). The LSPR induces
a strong electromagnetic field that is confined within the tip-substrate junction, which drastically
enhances (∼ 108) the Raman scattering signals of the specimen located in the junction. Due to
the extremely high sensitivity and spatial resolution, TERS is very promising for applications in
numerous fields, including materials engineering,21–25 electrochemistry and catalysis26–32, and
biotechnology33–37.

Precise control of the field within the SPM junction at cryogenic temperatures has led to
higher and higher spatial resolution of TERS11,38–45. Recently, TERS imaging of a single
meso-tetrakis(3,5-di-tertiarybutylphenyl)-porphyrin molecule (H2TBPP) with a sub-nanometer
resolution was reported, where the structural profile of the molecule was visualized by mapping
the TERS signals while scanning across the molecule10. Later, it was demonstrated that TERS
is able to distinguish between different molecules with similar structures, adsorbed adjacent to
each other.12 Moreover, using a simultaneous TERS and STM imaging technique, it is possible to
resolve subtle differences of adsorbates, such as conformational differences46. In these studies,
lateral resolutions of only a few Ångstroms have been achieved.

Along with the great strides in experiments comes an urgent need for in-depth investigations
of the physical mechanism underlying the spatial resolution of TERS.12,46 Computer simulation
is a necessary approach to rationalizing experimental findings and to a complete understanding of
TERS imaging. Since the spatial resolution of TERS imaging is determined by the confinement
of the field that is induced by the sharp tip39,47,48, it is crucial for TERS theories to accurately
describe this confined field in the junction.

One of the earliest efforts to model the TERS used an arbitrary Gaussian-confined near field
and described its interaction with molecules using time-dependent density functional theory
(TDDFT).10,15 This model was later employed to visualize the vibrational modes of water
with sub-molecular features16. Although this model was successful in reproducing the TERS
images obtained in experiments, it provides no mechanism for generating the highly confined
fields necessary for the TERS resolution. Futhermore, in a typical TERS setup, the size of the
junction is within the quantum effects regime where the plasmonic responses are significantly
modified49–53. Microscopic details of the metallic junction are needed for an accurate description
of the plasmon-induced near field in the quantum size regime and thereby a complete and accurate
description of TERS53–55. Both quantum mechanical models55 and classical models56 have
demonstrated that atomic features in the junctions can lead to such high field confinement.
Quantum mechanical simulations have shown that such high resolution is possible based on a
chemical enhancement mechanism but did not consider the localized near field which typically
dominates the enhancement.57 Atomistic electrodynamics represents each atom of a metallic
nanoparticle by an atomic polarizability, and thus enables a precise control of the local environment
of the nanoparticle58,59. As a result, the plasmonic properties due to quantum mechanical effects
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in a sub-nanometer gap are accurately captured by the atomistic electrodynamics model54,60.
Therefore, atomistic electrodynamics combined with a TDDFT description of the molecules
provides a consistent treatment of the molecules and the nanojunction, and thus is well-suited for
describing high-resolution TERS.

Herein, we present a systematic study of single-molecule TERS imaging with atomic resolution
using a hybrid atomistic electrodynamics-quantum mechanical approach.54 We observe in
simulations that the atomic resolution of TERS imaging arises from the extreme confinement
of the near field, which is determined by the incident light energy. The field maximum height
relative to the molecule plane, which we define as the near-field focal plane, is found to have
significant effects on the TERS images, especially for non-planar molecules. We show that a field
confinement of a few Ångstroms and a near-field focal plane in the molecule plane are necessary
for generating high-resolution images in TERS. The highly confined field also results in strong
local field-gradient, which changes the selection rule of Raman spectroscopy61,62. We are able to
visualize these field-gradient enhanced vibrations in the simulated TERS images. For resonant
Raman scattering, we are able to resolve different vibrational modes of one porphyrin molecule
with atomic features, and to distinguish similar vibrations associated with two different porphyrins
based on the transition dipole moment between electronic states.

3.2 Results and Discussion

3.2.1 TERS images of planar water molecule

In our simulation model (Fig. 3.1 a), a water molecule is placed flat on a silver plane (XY) with a
vertical separation of 2.5 Å. Previous simulations16 demonstrated high-resolution TERS images
for water and thus this system provides a good benchmark system. We consider the molecule
plane to pass through the origin of Z axis (Z0 = 0.0 Å). The SPM tip is represented by the
vertex of a silver icosahedral nanoparticle (Ag561). In the specific case of Fig. 3.1, the tip of the
nanoparticle is ZTip = 2.5 Å above the molecule plane, and is excited by an incident light of
3.09 eV. The effects of the incident light energy and the tip-to-sample height will be addressed
later. The silver nanoparticle is moved by a small step size (0.2 Å) across an area covering the
molecule. TERS intensities, represented by the differential cross sections63, are calculated at each
step. Only the zz component of the polarizability tensor is used for the intensity calculations, as
it resembles experimental setups of perpendicular plane-polarized light and back scattering, and
sample molecules are assumed to exhibit no rotation. Mapping the intensities for each vibrational
mode (see Fig. A.2 for full spectra), we obtain the TERS images of the water molecule, as shown
in Fig. 3.1 (b∼d). Our results qualitatively agree with the images presented in Ref. 16, but have
a few non-trivial differences. For the bending mode, the hot-spots are roughly elliptical instead
of the dumb-bell shape reported in Ref. 16. Also, the hot-spots are located in between the two
hydrogen atoms, with no prominent feature around the oxygen atom. For the symmetric and
anti-symmetric stretching modes, we observe slight symmetry breaking in the TERS images. This
is likely due to the difference in the curvatures of tip along the X and Y axes. Along the Y axis,
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the edge of the icosahedron is in the +Y direction while the facet is in the -Y direction. Along the
X axis both directions see an edge, but the projection line of these two edges onto the imaging
plane is not parallel with the X axis. The variance in the tip curvature gives rise to asymmetry in
the near-field distribution on the imaging plane, and consequently, asymmetric interactions with
the molecule.

Figure 3.1. (a) Ag561 icosahedron with a diameter of 2.9 nm is used as the SPM tip, and a water
molecule sits flat on the silver XY plane. Simulated TERS images of the water molecule at different
vibrational modes: (b) bending mode at 1600 cm−1; (c) symmetric stretching mode at 3676 cm−1; (d)
anti-symmetric stretching mode at 3776 cm−1. The dimension of each TERS image is 6 Å × 6 Å. The plot
dimension and the color scale bar are shared by all TERS images of water in this work unless otherwise
stated.

3.2.2 Effects of near-field confinement

For the aforementioned junction structure, we examine the effect of field confinement on TERS
spatial resolution by varying the energy of the incident light. Three energies are selected for case
studies: 3.09 eV, 3.41 eV and 3.59 eV, which spans from the onset of the nanoparticle absorption
band to the peak (Fig. A.1). The near-field intensity (|E|2/|E0|2) is calculated from induced
atomic dipoles of the metal system on a numerical grid (step size 0.2 Å) with a probe radius of
1.50 Å.60 To quantify the field confinement, the full widths at half maxima (FWHMs) of the
field enhancement along X and Y axes are obtained directly from the field grid without any
curve fitting (see Fig. A.3 for the line shapes of the field). For conciseness, only the symmetric
stretching mode is shown in the following discussions on water, as the other modes exhibit the
same trend (Fig. A.4 & A.5). As is shown in Fig. 3.2, the TERS image of the best resolution
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is generated by the incident light of about 3.09 eV. The distribution of near-field intensity has
FWHMs slightly less than 5 Å, and the field maximum is located exactly on the molecule plane
(Zmax = 0.0 Å). With the 3.41 eV incident light, the near field is less confined, of which FWHMs
are about 6 Å. The TERS image is blurred, relatively speaking, compared to the 3.09 eV case,
despite the fact that the field intensity is slightly higher. In the 3.59 eV case (plasmonic peak),
the field is significantly less confined and the intensity decreases by an order of magnitude, which
leads to the loss of atomic features in the corresponding TERS image.

Figure 3.2. TERS images of the symmetric stretching mode and field enhancement (|E|2/|E0|2)
distributions with different incident light energies: (a ∼ c) 3.09 eV, (d ∼ f) 3.41 eV, (g ∼ i) 3.59 eV. For
the field enhancement map in the molecule plane (b, e, h), the FWHMs along the X and Y axes are
noted in Ångstroms. For the field enhancement map in the YZ plane (c, f, i), the water molecule plane,
Z0 = 0 Å, is represented by the white dash line on the left side; the maximum positions of the field on
the Z axis are represented by the dash line on the right side, noted as Zmax. The dimension of each field
distribution plot is 20 Å × 20 Å.

An atomically sharp tip, as modeled in this work, is found experimentally to be able to trap

12



optical fields in a sub-nanometer cavity at cryogenic temperatures17. Such extreme confinement
of the field is well reproduced in our model, represented by FWHMs in Fig. 3.2. For an isolated
plasmonic nanoparticle, the enhanced field localized on the sharp points of the structure is
caused by the plasmonic resonance64. However, for a plasmonic dimer with a small gap (in
this case, substrate and tip nanoparticle), the strongest field enhancement within the junction
occurs at a lower energy than the single-nanoparticle plasmonic resonance52, which arises from a
metallic screening in the junction ("lightning rod effect").55,65 When the dimer system is excited
at the single-nanoparticle plasmon energy, the intensity of the induced near field within the
tip-substrate junction decreases and the "effective localization area" enlarges (i.e., less confined)55.
Consequently, the obtained TERS images under the single-nanoparticle plasmonic resonance
do not retain the desired resolution (Fig. 3.2 g). In short, the resolution of TERS is extremely
sensitive to the confinement of the field. With a carefully controlled incident light energy, an
atomically sharp tip is able to confine the field in an area of about 5 Å in diameter (FWHM),
which suffices to unravel atomic features for TERS images. The confinement of the field cannot
reach any significantly smaller area according to the atomistic electrodynamics model.

3.2.3 Effects of near-field focal plane

Also shown in Fig. 3.2, the height of the near-field maximum (Zmax) in addition to the confinement
area changes with the incident light energy. For the TERS images of the best resolution, the
near-field maximum is exactly in the molecule plane (Zmax = 0 Å). To better understand this
effect, we slightly retract the tip without breaking the junction (Fig. 3.3 a ∼ f), and keep the
incident energy of 3.09 eV for the same field confinement. We find that the height of the near-field
maximum changes with the height of the nanoparticle tip (Fig. 3.3 c & f), and that the height
of the field maximum determines the resolution of the TERS images. With Zmax = 0.3 Å, the
desired pattern of the TERS image can still be roughly preserved (Fig. 3.3 a). But at Zmax = 0.7
Å the resolution drops significantly (Fig. 3.3 d).
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Figure 3.3. TERS images of the symmetric stretching mode and field distributions with a tip-to-sample
height of ZTip = 3.0 Å (a ∼ c) and ZTip = 3.5 Å (d ∼ f). The same setup as in Fig. 3.1(a) is used for the
first two rows. The bottom row (g ∼ i) corresponds to the large nanoparticle (Ag2057), with ZTip

large = 3.5
Å.

In order to rule out the effect of the reduced field intensity in the molecule plane while
retracting the tip, the size of the nanoparticle is increased to generate a stronger field. Using
the large nanoparticle (Ag2057, 4.6 nm in diameter) that is also excited at 3.09 eV, we are able
to increase the near-field intensity while keeping the tip curvature, field-confinement area, and
field maximum height, unaltered (Fig. 3.2 h & i). In this regard, we find that the increased field
intensity does not lead to better imaging resolution. Even for the stronger field, it still requires
the field maximum to be in the molecule plane to achieve the atomic resolution (Fig. A.7). In
the simulations presented above, the field maximum position is consistently in or higher than
the molecule plane, which adheres to the presumption of no chemical bonding between the tip
and the molecule. We also push the nanoparticle closer to the molecule to have the near-field
maximum underneath the molecule plane (Zmax = −0.2 Å). The obtained TERS images retain
the desired resolution (Fig. A.6). The field maximum height, Zmax, can be considered as the
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plane of focus for the near field in TERS imaging apparatus. The sharpest resolution of TERS
images is obtained in the focal plane, which is preferred to overlap with the molecule plane.

Figure 3.4. TERS images of the vertical water molecule. The oxygen atom is at the bottom, placed at
ZO = 0.0 Å, and the height of hydrogen atoms are both ZH = 0.60 Å. Tip-to-oxygen distance is 2.5 Å (a
∼ c, field maximum at Zmax = 0.0 Å), 3.0 Å (d ∼ f, Zmax = 0.3 Å), and 3.5 Å (g ∼ i, Zmax = 0.7 Å).
The first column (a, d, g) corresponds to the bending mode; the 2nd column (b, e, h) corresponds to the
symmetric stretching mode; the 3rd column (c, f, i) corresponds to the anti-symmetric stretching mode.

However, the molecule adsorbed on the metal substrate is very likely, in reality, to have a
more complex structure than a simple plane. The focal plane height is then expected to affect the
TERS images in other aspects than the resolution alone. We explore these aspects by simulating
a water molecule placed perpendicular to the substrate, where the oxygen atom is in the original
plane (ZO = 0.0 Å) and the hydrogen atoms are closer to the tip (ZH = 0.60 Å). Each of the
aforementioned focal planes (Zmax = 0.0, 0.3, 0.7 Å) are located on the oxygen atom, in between
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the oxygen and the hydrogen, or roughly on the hydrogen atoms. As is shown in Fig. 3.4, the
three focal planes all lead to atomistically resolved TERS images. However, each normal mode of
water behaves differently with respect to changes of focal plane height, and the identity of water
by its TERS images is not as clear as it was in the parallel case. For the bending mode (Fig. 3.4
a, d & g), the hot-spots evolve from two overlapping ovals into a single oval as the focal plane is
moved higher. The symmetric stretching mode has two separate lobes located in the vicinity of
the H atoms when the focal plane is on the oxygen atom (Fig. 3.4 b). While elevating the focal
plane, the two lobes expand towards the center and eventually merge into one ellipse on top of
the projection of the molecule (Fig. 3.4 e & h). The anti-symmetric stretching mode has almost
the same TERS image as the symmetric mode (Fig. 3.4 c) at first; however, rather than merging
into one ellipse, the two lobes consistently expands outwards as the focal plane moves higher. The
above analyses indicate that small changes in the focal plane height may exert dramatic effects on
the TERS image patterns. To ensure the best resolution, the focal plane is kept on the molecule
plane (Zmax = 0.0 Å) in the following discussions.

3.2.4 Field-gradient active modes

The highly confined field in the TERS junction brings about strong field-gradients (FG), which
may change the selection rules for plasmon-enhanced Raman spectroscopies66–70. To explore
the FG effects in TERS, we simulate the TERS images of benzene. Three FG active normal
modes of benzene are selected in this study, which are associated with the symmetry type a2u

(ν11, 664 cm−1), e1g (ν10, 835 cm−1), and a1g (ν1, 988 cm−1). In the first two modes, the
molecule vibrations are out-of-plane. As reported in detail in Ref. 70, the induced dipoles
of 664 cm−1 mode arise from FG contributions through the electric dipole-quadrupole term
(|E′|2 · |∇E|2 + |∇E′|2 · |E|2, correlated field and FG enhancement mechanism); the 835 cm−1

mode is enhanced by FG through the quadrupole-quadrupole term (|∇E′|2 · |∇E|2, pure FG
term); the 988 cm−1 mode exhibits contributions from both the dipole-dipole term and the
quadrupole-quadrupole term (|E′|2 · |E|2 + |∇E′|2 · |∇E|2, separate field and FG contributions).
These three modes are explicitly depicted in Fig. 3.5 (a∼c).
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Figure 3.5. Selected normal modes and their respective TERS images of the benzene molecule: (a & d)
664 cm−1, (b & e) 835 cm−1, (c & f) 988 cm−1. The carbon vibrations are not intense enough to be
seen in (a) & (b). The schematics of molecular vibrations (a∼c) are rotated slightly for a clearer view of
out-of-plane motions. The dimension of each TERS image is 8 Å × 8 Å.

In the 664 cm−1 mode (Fig. 3.5 a & d), the six hydrogen atoms are symmetrically vibrating
vertical to the carbon ring. The corresponding TERS image preserves the symmetry, where the
hot-spots are six lobes located outside the molecule in close vicinity to the H atoms. The less
prominent hot-spots in between two neighboring H atoms are ascribed to the relatively weak
carbon motions that are coupled with the hydrogen motions but in the opposite direction. In
the 835 cm−1 mode (Fig. 3.5 b & e), the H atoms are vibrating in two opposite directions, with
the 1- and 4-H motions being the strongest. Meanwhile, each C atom is vibrating in the same
direction as its attached H atom. As a result, the TERS image shows an overall dipolar pattern.
As for the 988 cm−1 mode, the simulated TERS image captures the "ring breathing" feature
of the vibration, leading to a continuous hexagonal pattern (Fig. 3.5 c & f). The hot-spots in
the TERS images of benzene (as well as water) appear to be next to the atom projections on
the XY plane rather than on top of them. Given that the maximum point of the near field in
the imaging plane is at the exact spot of the tip atom (Fig. A.3), when the tip scans through
the area surrounding a certain chemical bond, the bond itself sees a strong field gradient. We
also note that the asymmetries of these TERS images are related to the tip curvature difference.
The simulations of benzene clearly demonstrate that TERS is capable of detecting and uniquely
visualizing FG active vibrational modes.
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3.2.5 Resonant TERS images

To extend the study from non-resonant to resonant TERS, we carry out simulations of TERS
imaging of simple porphyrin molecules. The two model molecules are porphin and zinc-porphin
(ZnP). TDDFT calculations in vacuum show that the Qy(0,0) transition of the two molecules
are both at 2.29 eV. Additionally, the Qx(0,0) transition of ZnP is degenerate with its Qy(0,0)
transition. To match this excitation energy for resonant Raman while maintaining a highly
confined field in the junction, we use an Au2057 icosahedron as the tip. The incident light energy
of 2.29 eV corresponds to halfway on the low-energy edge of the absorption band of the gold
nanoparticle (see Fig. A.1 for absorption spectrum). The induced near field is confined within
about 5.6 Å in diameter (FWHM), while the maximum is at Zmax = 0.1 Å (Fig. A.8). The field-
confinement conditions resemble those for the non-resonant TERS images of the best resolution
(Fig. 3.2), and thereby suffices to resolve atomic features in the simulated TERS images.

Figure 3.6. Selected normal modes and their respective TERS images of porphyrin molecules: (a) 683
cm−1 for porphin, (b) 692 cm−1 for ZnP, (c) 1539 cm−1 for porphin, (d) 1538 cm−1 for ZnP, and (e) 678
cm−1 for porphin. (a) and (b), and (c) and (d) are pairs of similar vibrational modes in porphin and
ZnP. The scanned area of each TERS image is 16 Å × 16 Å. The schematics of molecular vibrations (left
side of each sub-figure) are rotated slightly for a clearer view of out-of-plane motions.
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The experimental TERS images of different porphyrin (H2TBPP) vibrational modes appeared
similar to each other, with four lobes of hot-spots located symmetrically at the four phenyl
groups10. However, our simulated TERS images of the porphin are clearly distinct from each
other (Fig. 3.6 a, c, e). Moreover, similar vibrational modes shared by porphin and ZnP lead to
very different patterns in the TERS images. Specifically, the 683 cm−1 mode of porphin and 692
cm−1 mode of ZnP correspond to the same symmetric out-of-plane motions of the outer hydrogen
atoms (Fig. 3.6 a & b). Similarly, the 1539 cm−1 mode of porphin and the 1538 cm−1 mode of ZnP
have the same pattern of in-plane atomic motions (Fig. 3.6 c & d). For each pair of vibrational
modes, we find that the outline shape of the patterns in the TERS images remains the same,
but the distribution of hot-spots differs. The TERS images of porphin exhibit an overall dipolar
pattern along the Y direction, while ZnP gives rise to a four-fold symmetric pattern. As stated
above, the transition dipole moment (TDM) of porphin under the specific resonance condition is
completely along Y axis [Qy(0,0)], while the TDM of zinc-porphin has almost equal contributions
from both X and Y directions [Qx(0,0)+Qy(0,0)]. Therefore, we ascribe the symmetry in resonant
TERS images to the direction of the TDM. If the two central hydrogens of porphin were aligned
on the X axis, one would expect the TERS image to be rotated accordingly. In fact, the hydrogen
tautomerization of porphyrin molecules has been reported to take place in low-temperature STM
experiments with a small bias (< 1.5 V), and the activation barrier depends on the specific
chemical species and the substrate71,72. Therefore, we believe that hydrogen tautomerization is
the root of the four-fold symmetry obtained in the experimental TERS imaging of H2TBPP in Ref.
10. As for the vibrational mode associated with strong central hydrogen motions (Fig. 3.6 e), the
TERS image has hot-spots inside the porphin ring and around the carbon atoms whose motions
are coupled to the hydrogen vibrations. The clear distinction between vibrational modes with
atomic details presented in this work has not been observed in previous experiments or theoretical
simulations10,15. These simulations demonstrate the ability of TERS imaging to atomistically
resolve different vibrational modes under resonant Raman conditions.

3.3 Conclusion
In this work we simulated single-molecule TERS imaging with atomic resolution using a hybrid
atomistic electrodynamics-quantum mechanical approach. We showed that an atomically sharp
tip in a quantum size junction confines the plasmon-induced near field within a few Ångstroms in
diameter (FWHM), and this confinement is closely related to the incident light energy. Using
water as a simple model system, we observed that the resolution of TERS images is extremely
sensitive to the field confinement. The field confinement of ∼ 5 Å in FWHMs is narrow enough to
resolve each vibrational mode of a single molecule with atomistic details. We also demonstrated
the importance of the near-field focal plane of TERS, which is defined as the field maximum
height.The focal plane is required, in principle, to overlap with the molecule plane to obtain the
best resolution. For non-planar molecular geometries, the effect of focal plane height becomes
intricate. A small change in the focal plane may lead to a significantly different TERS image,
and this dependence varies from mode to mode. Moreover, by visualizing the field-gradient
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active modes of benzene, we conclude that field-gradient effects are implicated in the TERS
images. Finally, it is illustrated in the porphyrin simulations that TERS imaging is also able
to atomistically resolve different vibrational modes under resonant Raman conditions, where
hot-spot distributions in the images are determined by the electronic transition dipole moments.
In addition to the theoretical insights, this work highlights the necessity of accurately describing
the near field in the quantum size junction for TERS simulations. The atomistic electrodynamics
approach adopted in this work provides a mechanism to generate the plasmon-induced field and
to describe plasmon-molecule interactions, which can be applied for more general TERS studies
in the future.

Methods
A locally modified version of the Amsterdam Density Functional (ADF) program package73–75

was used to carry out the calculations. The Becke-Perdew (BP86)76,77 exchange-correlation
functional and the triple-ζ polarized (TZP) Slater-type basis set from the ADF library were used.
The geometries of the sample molecules were optimized with a small frozen-core in the absence
of the plasmonic nanostructure. The vibrational frequencies and normal modes were calculated
analytically without scaling. Differential cross sections (dσ/dΩ) of Raman scattering represent
the TERS intensities in this work. To resemble experimental setup, only the zz component of the
polarizability tensor was used to calculate the differential cross section, which is given by63,78

dσ

dΩ = π2

ε20
(ν̃in − ν̃p)4 · h

8π2cν̃p
·

|α′zz,p|2

1− exp(−hcν̃p/kBT ) (3.1)

where ν̃in is the frequency of incident light, and ν̃p is the frequency of the pth vibrational mode.
α′zz,p is the zz component of molecular polarizability derivative with respect to the pth vibrational
mode. The molecular polarizabilities were calculated using the AOResponse module implemented
in ADF with a excited state lifetime of Γ = 0.1 eV78–82. The polarizability derivatives are
obtained by numerical three-point differentiation. This is done by calculating the polarizabilites
for molecular geometries in a plus and a minus directions of a certain normal mode. High
numerical qualities for TDDFT calculations are recommended to obtain smooth TERS images.
TERS cross sections are obtained assuming T = 298 K.

All metal atoms were treated with the discrete interaction model (DIM).58,59 The icosahedron
nanoparticles were constructed using FCC unit cells. The substrates were constructed as a
large block of silver (or gold) unit cells and molecules were placed on the (111) surface. The
frequent-dependent complex dielectric functions of silver and gold were obtained from Johnson
and Christy83. The nanoparticle was moved across an area large enough to cover the sample
molecule (6 Å × 6 Å for water, 8 Å × 8 Å for benzene, and 16 Å × 16 Å for porphyrins). The
step size for scanning was 0.2 Å. Smaller step sizes such as 0.1 Å were found to have no significant
effect on the TERS images other than smoothness. For the purpose of reducing computational
cost of the porphyrin simulations, only one quadrant of each simulated image was calculated
and then expanded to full size in accordance with the rotational symmetry of the molecule. The
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asymmetry in the TERS images due to the tip curvature variation as is for water and benzene
was consequently removed.

All molecular geometries and vibrations were rendered using the Visual Molecular Dynamics
(VDM) 1.9.3 software84. Molecular vibrations were visualized by atomic displacement vectors
obtained from normal mode coordinates.
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Chapter 4 |
High-Resolution TERS Probes Sub-Molecular Den-
sity Changes

Chen, X.†; Liu, P.†; Hu, Z.; Jensen, L. High-Resolution Tip-Enhanced Raman Scattering Probes
Sub-Molecular Density Changes. Nat. Commun. 2019, 10, 2567.∗

Abstract
Tip-enhanced Raman spectroscopy (TERS) exhibits new selection rule and sub-nanometer spatial
resolution, which is attributed to the plasmonic near-field confinement. Despite recent advances
in simulations of TERS spectra under highly confined fields, a simply physical mechanism has
remained elusive. In this work we show that single-molecule TERS images can be explained
by local sub-molecular density changes induced by the confined near-field during the Raman
process. The local sub-molecular density changes determine the spatial resolution in TERS and the
gradient-based selection rule. Using this approach we find that the four-fold symmetry of meso-
tetrakis(3,5-di-tert-butylphenyl)porphyrin (H2TBPP) TERS images observed in experiments
arises from the combination of degenerate normal modes localized in the functional side groups
rather than the porphyrin ring as previously considered. As an illustration of the potential
of the method, we demonstrate how this new theory can be applied to microscopic structure
characterization.

†Contributed equally.
∗L.J. conceived the basic idea. X.C., P.L., and Z.H. implemented the method. X.C. and P.L. carried out the

simulations. X.C., P.L., and L.J. analyzed the results and wrote the manuscript.
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4.1 Introduction
Many theoretical modeling works were carried out to simulate TERS images by calculating the
molecular responses to narrowly distributed near fields10,15,17,18. It was reported that atomic
resolution can be achieved when the near-field confinement reaches a few Ångstroms in diameter,
and each normal mode can be uniquely resolved16,85,86. TERS images in both simulations and
experiments suggested strong correlations between the hotspots distributions and the vibrating
atoms. However, the molecular response is a non-local property and thus not easily localized on
individual atoms. Therefore, despite the success in simulating TERS images, existing theories do
not provide clear and consistent explanations on how the vibrating atoms locally affect the TERS
intensities.

In this chapter, we address the question of what local property of a molecule is probed by
the TERS tip. We demonstrate that sub-molecular density changes are probed by the confined
near field in TERS and lead to the varying Raman intensities over normal modes and space. The
probed density changes, which we define as Raman polarizability density, is a truly local property
and is strongly correlated with the given vibrational mode. The density distribution is extracted
from a small volume defined by the highly confined near field, leading to the spatially variant
TERS intensities. This approach offers a clear explanation for the mode specificity and spatial
variation of TERS signals. We show that the proposed mechanism accurately reproduces atomistic
simulations and experimental results, and more importantly provides intuitive interpretations of
TERS images. In the end we demonstrate how TERS imaging combined with the new theory can
be applied to microscopic characterization and its potential to compete with scanning tunneling
microscopy (STM).

4.2 Results and Discussion

4.2.1 Locally Integrated Raman Polarizability Density

The method was adopted in this work, namely locally integrated Raman polarizability density
(LIRPD). All the molecular properties and the near field are dependent on the frequency of
the external field, and are in tensor format. The explicit notations of frequency and the tensor
subscripts are omitted for simplicity. A detailed justification of the method is provided in
Supplementary Methods.

The concept of distributed polarizability density was first introduced by Maaskant and
Oosterhoff in the theory of optical rotation87, and was later generalized by Hunt88,89. Briefly,
the molecular polarizability α can be expressed as a spatial integration of a polarizability density
ρ(α),

α = −
∫
ρ(α)(r) · dr = −

∫
µ̂eff · δρ(r) · dr , (4.1)

where δρ(r) is the linear change in the electron density of a molecule due to an external electric
field, µ̂eff is the effective dipole operator, and r is a vector in space. The polarizability density,
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ρ(α)(r), is a local property as it’s derived from the electron density distribution, which is different
from the definition in Ref. 88 and 89. However, the concept of "polarizability density" is similar
as its spatial integral gives rise to the molecular polarizability.

In the linear-response time-dependent density functional theory, the induced electron density
of the molecule due to an electric field perturbation is expressed as

δρ(r) =
∫
χ(r, r′)v̂pert(r′)dr′ , (4.2)

where χ(r, r′) is the density-density linear response function90 and v̂pert(r′) is the perturbation
operator. Because the confined near field dominates the field distribution in the TERS junction,
we can represent both the perturbation and effective dipole operators as the product of the near
field distribution F(r−R) centered at R and a free-molecule operator in the unit external field,

µ̂eff(r) = −F(r−R) · µ̂ ,

v̂pert(r′ −R) = −F(r′ −R) · µ̂(r′) .
(4.3)

Here µ̂ is the dipole operator, and the perturbation operator entails the plasmon-induced near
field.

Combining the first three equations, we obtain the molecular polarizability that is now
dependent on the tip position,

α(R) =
∫
µ̂eff(r)

[ ∫
χ(r, r′)v̂pert(r′)dr′

]
dr

=
∫

F(r−R)µ̂
[ ∫

χ(r, r′, ω)µ̂(r′)F(r′ −R)dr′
]
dr .

(4.4)

Because the near field is highly confined in high-resolution TERS, the induced density away from
the near-field center diminishes quickly. Thus, we make a local approximation to the induced
density perturbed by the near field, and take the near-field distribution out of the inner integral.
Then we obtain the molecular polarizability in the form of locally integrated polarizability density,

α(R) =
∫

F(r−R)µ̂
[ ∫

χ(r, r′, ω)µ̂(r′)F(r′ −R)dr′
]
dr

local
≈
∫

F(r−R)µ̂
[ ∫

χfree(r, r′, ω)µ̂(r′)dr′
]
F(r−R)dr

=
∫

F(r−R) · µ̂ δρfree(r) · F(r−R) · dr

=
∫

F(r−R) · ρ(α)(r) · F(r−R) · dr .

(4.5)

Here ρ(α)(r) is the free-molecule polarizability density as given in Equation 4.1. The validity of
this local approximation will be verify by explicit comparison with the fully non-local response as
shown below.

The Raman polarizability density, denoted as δρ(α) = ∂ρ(α)/∂Qk, is the change of molecular
polarizability density due to the vibrational mode k. It is calculated by the finite differentiation
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of polarizability densities with respect to small atomic displacements in a given vibrational
mode. In a TERS junction, the effective Raman polarizability density is then represented as the
free-molecule Raman polarizability density distributed over the near-field distribution (F(r−R)),

δρ
(α)
loc (r,R) = F(r−R) · δρ(α)(r) · F(r−R) . (4.6)

The TERS intensity of a certain vibrational mode is proportional to the square of integrated
effective Raman scattering polarizability density, formulated as

I(Qk) ∝
[ ∫

δρ
(α)
loc (r) · dr

]2
. (4.7)

Due to the confinement of the near field, the integration over all space can be effectively
approximated by local integration within a finite volume. This integration volume is determined
by the full width at half maximum (FWHM) of the near-field distribution.

Here we have briefly summarized the method of LIRPD without explicitly writing down
the element form of all matrices since only the zz component of the polarizability tensor is
considered in calculating the Raman intensities (the long axis of the TERS junction aligns with
the z direction). A detailed description of LIRPD in full tensor representation is provided in
Supplementary Methods. The local approximation made in Equation 4.3 can be improved by
including the densities of higher-order polarizability tensors, for example, the quadrupole-dipole
polarizability (A tensor)91 density. It is equivalent of applying multipole expansion to the
effective dipole operator92,93, which introduces a semi-local correction to the local approximation.
Including A-tensor densities slightly improves the accuracy when an atomically confined field is
applied to a small molecule (benzene). But we find for larger systems, since the required near
field is less confined, the contribution from A-tensor densities becomes trivial. Therefore, all
presented TERS images are calculated by considering only the dipole-dipole polarizability density.
The TERS images with additional A-tensor density contributions are provided for comparison in
Fig. B.1.

Here we take a benzene molecule as an example to demonstrate how the LIRPD approach
works for TERS imaging. The Raman polarizability density distribution is plotted on the right
panel of Fig. 4.1. The positive value of density is colored blue and the negative value is in yellow.
The near field is confined in a red sphere, which we call the effective integration volume. In this
work the near-field distribution is expressed as a 3D Lorentzian function. Compared with the
widely used Gaussian field model, Lorentzian distribution has slightly more pronounced tails,
which better captures the background near field on the substrate away from the tip as is obtained
from our atomistic electrodynamics calculations14. The diameter of the integration volume is the
full width at half maximum (FWHM) of the field distribution. The Raman polarizability densities
distributed within the red sphere are locally enhanced by the near field leading to the effective
scattering polarizability densities, which are then integrated over all space to obtain Raman
intensity that corresponds to the specific tip position recorded in the TERS image (Fig. 4.1 insert
in the right panel). The imaging pattern is not sensitive to the field shape, which is shown in
Fig. B.3. Without the confined near field, the integration of the Raman polarizability density
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Figure 4.1. Schematic representation of locally integrated Raman polarizability density. The Raman
polarizability density of the normal mode at 664 cm−1 of a benzene molecule is illustrated by isosurface
(right panel). The density distributions in blue and in yellow hold the positive and negative signs,
respectively. The red sphere denotes the confined near-field distribution at its FWHMs. The Raman
polarizability densities in the red sphere are drastically enhanced and spatially integrated giving rise to a
Raman intensity (symmetric bending) at 664 cm−1 (in insert). TERS image is generated from locally
integrating Raman polarizability density by tip scanning over a benzene molecule (left panel).

over all space leads to the far-field Raman signals of the molecule. The mechanism of LIRPD
explains the gradient-based selection rule in plasmon-enhanced Raman spectroscopy as well as
the spatial localization of the TERS intensity.

4.2.2 TERS Imaging and Selection Rule

TERS images are obtained by scanning the tip over a sample molecule and simultaneously
collecting the Raman signals. Atomically resolved TERS images were previously simulated,
and the confinement of near field down to 5 Å in diameter was found necessary to achieve the
ultrahigh resolution85. However, the local properties probed by the highly confined near field,
which is key to establish the dependence of high-resolution TERS images on molecular normal
modes, was still not clear. For example, the simulated TERS images are drastically different
between the symmetric and anti-symmetric bending modes of benzene, even though it is the same
atoms that are vibrating in these two normal modes. Using the LIRPD method, we illustrate
where such spatial variation originates and how it’s affected by the atomic vibrations. The
consistency of this model is evidenced by reproducing the TERS images calculated by the hybrid
atomistic electrodynamics/quantum mechanics method (DIM/QM) in ref. 85 which include the
fully non-local response. Here we use the same symmetric and anti-symmetric bending modes of
benzene as examples.

The normal modes of the symmetric (Fig. 4.2 a) and anti-symmetric bending vibrations (Fig. 4.2
e) and the related Raman polarizability density distributions (Fig. 4.2 b and f) were calculated
with the molecule-substrate mutual polarization taken into account. The spatial distributions
of the Raman polarizability densities and the molecular vibrations are highly correlated. In the
664 cm−1 mode, all the hydrogen atoms symmetrically bend out of the molecular plane. The
corresponding density distribution preserves the symmetry. The densities are largely localized
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Figure 4.2. Normal modes, Raman polarizability densities, and TERS images of benzene. Normal
modes (a-d) at 664 cm−1 and (e-h) at 835 cm−1. (a,e) Schematic representation of molecular vibrations.
(b,f) Raman polarizability density (left column) and locally enhanced Raman polarizability density (right
column) by a near field at the marked position (red asterisk) from the top view (top) and side view
(bottom). The density is normalized and the absolute isovalue is set to 0.2 with the positive sign in blue
and the negative sign in yellow. Simulated TERS images obtained by LIRPD in c and g, and the hybrid
atomistic DIM/QM in d and h, respectively.

on the hydrogen atoms and benzene ring (top of Fig. 4.2 b). The distribution is symmetric, but
the signs are opposite with respect to the molecular plane (bottom of Fig. 4.2 b). The large
atomic displacement leads to the prominent density distributions on the hydrogen atoms. The
densities distributed over the benzene ring come from the coupled motions of the carbon atoms.
The 835 cm−1 mode is featured by anti-symmetric out-of-plane vibrations (Fig. 4.2 e). The
corresponding density distribution inherits the same anti-symmetry by having opposite signs in
xy plane either above or below the molecular plane. The in-plane opposite signs stem from the
para-hydrogen atoms coupled with the attached carbon atoms vibrating in opposite directions.
Across the molecular plane, the densities also have opposite signs around the same atoms.

The near field is here represented by a 3D Lorentzian distribution with FWHMs of 1.3 Å
centered at 1.0 Å above the benzene plane in our simulations. By using Equation 4.6, the Raman
polarizability densities are enhanced within the Lorentzian peak, while the densities outside the
peak are smeared out. In such way the Raman density distribution is extracted from a small
volume defined by the confined near field. In other words, the Raman densities are locally selected
by the confined near field. The selected densities are then integrated over space to obtain a
Raman intensity. For the mode at 664 cm−1, the densities at the near-field position rather than
elsewhere are greatly boosted. The integrated density (local polarizability density) is largely due
to the densities with the same sign being accumulated, resulting in a strong TERS signal. In
contrast, the integrated density is close to zero in the integration volume above the center of
benzene, because the local densities are distributed with opposite signs and thus are integrated to
zero. We accordingly see a quite low intensity in the center of the TERS image at 835 cm−1.
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Using the LIRPD method to calculate Raman intensities while scanning the tip over a molecule,
we are able to reproduce the high-resolution TERS images predicted by the DIM/QM method
(Fig. 4.2 c, d, g, and h). In general, the TERS intensity is predominantly determined by two
factors: the Raman polarizability density distribution and the local integration volume (near-field
distribution) in terms of size and position. The Raman polarizability density distribution is
dominated by the large atomic displacements in a normal mode, and governs the pattern of its
TERS image. A narrow near-field distribution leads to the atomic resolution in TERS images. For
instance, the image resolution is sensitive to field FWHMs of the x and y components rather than
the z component. Moreover, the height from tip to molecular plane, which is similarly defined as
the near-field focal plane in Ref. 85, plays a vital role in TERS imaging. A small change of tip
height leads to a significantly different TERS image. These findings suggest that distributing the
near fields within atomic dimensions over an appropriate imaging plane is the key to the atomic
resolution in TERS images. (see Fig. B.4)

It is noted that the integration of the Raman polarizability density without the confined
near field leads to the typical far-field property of the molecule. For the selected two modes of
benzene, the Raman polarizability density distributions are symmetric with opposite signs so that
integration over all space is zero. This means the Raman signals are silent for the specific modes,
which is consistent with the traditional selection rules. However, the confined near field breaks
the symmetry, and thus leads to non-zero values after the integration. It provides the explanation
for the inactive Raman modes being evoked in plasmon-enhanced Raman spectra. This symmetry
breaking of Raman polarizability density distribution aligns with the field-gradient effects typically
invoked to explain the high spacial resolution14,70,85. In TERS images, the hotspots indicate the
tip positions locally break the symmetry.

4.2.3 Complex Raman Polarizability Density in Resonant TERS

The LIRPD model is naturally transferable to resonant TERS spectra. Contributions from both
the electronic and the vibrational transitions are coherently included in the Raman polarizability,
which now has a non-trivial imaginary part. We take free-base porphyrin as an example to
explore the correlation between Raman polarizability densities and resonant TERS images. Two
representative modes of porphyrin are selected: one out-of-plane vibrational mode at 678 cm−1

and one in-plane mode at 1539 cm−1. The 678 cm−1 mode is characterized by the opposite
out-of-plane bending of two hydrogen atoms attached to the para-nitrogens (Fig. 4.3 a). The
applied excitation energy is at 2.29 eV corresponding to the Qy(0,0) transition of porphyrin.

As shown in Fig. 4.3 b and c, the real part of the density distribution reflects the dominant
atomic displacement, and is symmetrically distributed with respect to the molecular plane with
opposite signs. In the 678 cm−1 mode, the atoms vibrate perpendicularly to the molecular
plane. Similar to the benzene out-of-plane modes, the real Raman polarizability density here
is distributed closely around the vibrating atoms, and has opposite signs above and below the
molecular plane. In contrast, the imaginary density distribution is asymmetric with respect
to the molecular plane, where most of the densities are distributed underneath the porphyrin
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Figure 4.3. Normal modes, Raman polarizability densities, and TERS images of porphyrin. (a-c) Normal
modes at 678 cm−1 and (d-f) at 1539 cm−1. (a,d) Schematic representation of molecular vibrations. (b,e)
The Raman polarizability densities in real (left) and imaginary (right) parts of porphyrin on a Au(111)
surface from the top view. (c, f) The Raman polarizability densities are distributed throughout the
scanning volume with the thickness of 2 Å above porphyrin plane from the side view. The densities are
normalized and the absolute isovalue is set to 0.2 with the positive sign in blue and the negative sign
in yellow. Simulated TERS images of modes at 678 cm−1 (g, h) and 1539 cm−1 (i and j) obtained by
LIRPD (g, i) and DIM/QM approaches (h and j), respectively.

molecule. However, the imaginary Raman density distribution preserves the same symmetry as in
the vibrational mode underneath the molecule. Similar trend is also observed in the 1539 cm−1

mode (Fig. 4.3 e and f). As 1539 cm−1 mode is an in-plane mode, the real Raman polarizability
densities are more broadly distributed in-plane. The direction from positive to negative values
follows the overall trend of the atomic displacement.

By locally integrating the complex Raman polarizability densities enhanced by the near field,
mode-specific resonant TERS images with atomic resolution are obtained (Fig. 4.3 g-j). The near
fields with FWHMs of 2 Å are placed 1.5 Å above the molecular plane. The effective densities
distributed in the scanning volume are illustrated in Fig. 4.3 c and f and the locally enhanced
Raman polarizability densities by the given tips are given in Fig. B.2. We again see the strong
resonant Raman intensities at the dominant atomic displacements, which is consistent with the
atomistic simulation results (Fig. 4.3 g-j). The patterns in TERS images are mostly similar to the
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real Raman polarizability density distributions, which is attributed to the facts that the imaginary
part of the density is overall much weaker than the real part and that the imaginary Raman
densities are largely distributed underneath the molecule. The weak imaginary zz polarizability
is expected, because the Qy(0,0) band has a very weak oscillator strength due to the transition
dipole moment on the xy plane. The mutual polarization dominates the interaction between
the molecule and the substrate, which explains the imaginary Raman polarizability densities
underneath the molecule. The overall patterns in these Raman polarizability density distributions
and the corresponding TERS images align with the electronic transition dipole moment, which
is along y axis in this specific example. We note that the TERS image of the 1539 cm−1 mode
is not intuitively correlated to the real density distribution shown in Fig. 4.3 e. Actually, the
maximal density corresponding to the brighter hotspots in the TERS image is 4-fold larger than
the densities around the nitrogen atoms. This density value difference explains the contrast in
the TERS image.

Self-consistent solutions15,16,85 of molecular property perturbed by a confined near field are
considered the most accurate at the TDDFT level of theory, as they calculate the fully non-local
response of the molecule to the near field (Equation 4.4). DIM/QM is regarded as benchmark in
this work because it provides a consistent treatment of both the near-field distribution and the
molecular properties. The local approximation made in Equation 4.5 qualitatively reproduces
the results from DIM/QM, which is an evidence of the validity of LIRPD approach. The
agreement between the LIRPD and DIM/QM results is qualitatively good. Because while the
overall symmetry patterns of the benzene TERS images are reserved in LIRPD, the two key
features for benzene are also captured: hotspots are slightly off the atoms, and Raman inactive
modes are activated by strong field gradient (Fig. B.5). Because of this local treatment of the
electronic density, the FWHM of the Lorentzian field has to be smaller than DIM/QM. The
agreement between the LIRPD and DIM/QM results can be improved by considering the multipole
expansion at the density level. In Fig. B.1, we have shown that for small molecules like benzene
and porphyrin, the A-tensor densities drives the hotspots slightly further away from the vibrating
atoms, and the effective integration volume becomes closer to that in the DIM/QM simulations.
However, the contribution from A-tensor decreases when the near field confinement is beyond
the atomic scale, which is the case for the following analysis regarding interpreting experimental
results. Moreover, because the Raman polarizability density in LIRPD is independent on the tip
position, the LIRPD calculation is order of magnitude (the total number of grids) faster than
DIM/QM, which is advantageous for analyzing large molecules seen in experiments.

4.2.4 Interpreting Experimental TERS Images

In the pioneering work of TERS imaging10, a single molecule of meso-tetrakis(3,5-di-tert-
butylphenyl)porphyrin (H2TBPP) was visualized with sub-nanometer resolution via precise
tuning of the plasmon resonance coupled with molecular vibrations. The four-fold symmetry in
both experimental and simulated TERS images are invariant across different normal modes, which
was attributed to electronic resonance and tautomerization10,15. Using the energetically favored
concave configuration of H2TBPP15,46, we find that the strong interaction between molecule and
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the silver substrate leads to more than 100 nm red shift of the Q and B bands in the absorption
spectra in Fig. B.4. Hence it is questionable to assume the free H2TBPP excitation in resonant
TERS simulations. In our simulations we took the polarization interactions between the molecule
and the metal substrate into account, and found that the Bx(0,0) and By(0,0) transitions of
H2TBPP is excited at around 560 nm, while Qy(0,0) band is excited at 760 nm (Table B.1). So
the 532 nm laser used in the experiment is more likely to excite the B-band transition of H2TBPP.
Therefore, we revisit the resonant TERS imaging of H2TBPP, and interpret the invariant patterns
across different normal modes based on the LIRPD mechanism.

Figure 4.4. The resonant TERS images of H2TBPP molecule absorbed on a Ag(111) surface. The
excitation energy corresponds to the By transition. (a, b) TERS images of individual degenerate modes
of the bands centered around 810 cm−1 and 1185 cm−1. The schematic representations of molecular
vibrations lay on the individual TERS images and the corresponding frequencies (in cm−1) are given in
the top left corners. (c, d) The experimental TERS images (left panel) and simulated TERS images by
integrating band width of 20 cm−1 (right panel).

In order to well describe the near-field distributions in plasmonic junction, the correlation
between gap size and near-field confinement was investigated. The details are provided in Table
B.2. A reasonable approximation to the plasmonic near field is that FWHMs are 12 Å for the
x and y components and 6.0 Å for the z component. The narrower distribution along z-axis
is due to the fact that the near field is squeezed by the short-range dipole-dipole interaction
in the nanocavity14,94. The center of this field distribution is placed 2.7 Å above the molecule.
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The TERS spectrum obtained by LIRPD with the field center on top of a lobe agrees well with
experimental spectrum (Fig. B.8). Based on the simulated TERS spectrum, the TERS mapping at
the critical spectral peaks were elaborately explored. We find that there exists multiple degenerate
modes within the integration window in Ref. 10, and each of these modes has a distinct TERS
image. The modes with the largest TERS intensities are featured by prominent butyl vibrations.
For example, the region around 810 cm−1 is associated with the modes at 807.8, 808.4, 810.0,
and 811.5 cm−1, which are characterized by the vibrations of different butyl groups (Fig. 4.4
a). The simulated TERS images with By(0,0) excitation are shown in Fig. 4.4. Combining
the TERS images of the dominant modes around 810 cm−1 within a 20 cm−1 band width, we
find the total TERS image matches the experimental mapping (Fig. 4.4 c), also exhibiting the
four-lobe symmetric pattern covering the butyl groups. Since the integration volume is above the
entire molecule, the pyrrole vibrations are not captured in the TERS image (see Fig. B.7). The
combined TERS image at around 1185 cm−1 is similar to 810 cm−1. The simulated four-lobe
pattern matches the experimental mapping (Fig. 4.4 d), and the multiple modes featured by
butyl vibrations dominantly contribute to the TERS image (Fig. 4.4 b). The TERS images
at frequencies at 900, 990, and 1520 cm−1 are simulated as well (Supplementary Information
Fig. B.9), and all are consistent with the experimental results. Particularly, the contrast and
central dark area becomes smaller towards the high wavenumbers in our simulations.

The four-fold symmetry in H2TBPP TERS images was previously attributed to hydrogen
tautomerization15,85. However, in this work we clearly see that the four-fold symmetry is obtained
by combining the TERS images of degenerate modes, without tautomer contributions. The
degenerate vibrations comes from the symmetry of the molecular structure. In the experiment
reported in Ref. 10, it is very likely that all the four degenerate modes are included in the
integration window, which leads to the same four-fold symmetry across different frequency regions.
By enforcing tautomerization, the TERS images remain the same except being slightly more
smooth and symmetric (Fig. B.10). Thus, we believe that TERS images of H2TBPP are not
sensitive to hydrogen tautomerization. We will further discuss the tautomerization effect on
TERS images using a porphycene molecule whose tautomers have been clearly identified in STM
experiments.

Moreover, we find the TERS images calculated at Qy(0,0) and By(0,0) transitions are almost
identical, as shown in Fig. B.11. This suggests that the Raman scattering properties of the
side groups, which dominates the TERS images, are insensitive to these excited states. This is
expected because both of these electronic excitations are localized in the base porphyrin ring.
The TERS tip won’t be able to probe the base ring unless is forced down to the bottom of the
molecule.

It is generally difficult to differentiate H2TBPP normal modes based on TERS images, as
was seen in experiment. Our simulation results suggest that the prevailing four-fold symmetry
in H2TBPP TERS images is largely due to the combination of multiple degenerate modes
with butyl vibrations, rather than tautomerization or electronic resonance effects. One would
expect the TERS images of H2TBPP to be more differentiable if higher spatial resolution is
achieved in experiments, and if more precise Raman measurements are performed so that the
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integration window becomes narrower to eliminate multiple mode contributions. Nevertheless,
the LIRPD method offers a consistent and flexible approach to the interpretation of experimental
measurements on large molecules.

4.2.5 TERS Imaging for Microscopic Structure Characterization

We further explore the effect of hydrogen tautomerization on TERS images, and at the same time
demonstrate how TERS imaging can be applied as a structural characterization tool. We take
porphycene as an example, of which the tautomers have been identified in experiment with the
help of low-temperature STM95. The optimized geometries of three porphycene tautomers, one
trans and two cis configurations (denoted as cis and cis′), are shown in Fig. B.12. The trans
and cis porphycene are planar, while the hydrogen atoms in the cavity of cis′ porphycene are
out of the macrocycle plane due to a strong steric repulsion. In the TERS simulation using the
LIRPD methods, we examine the normal mode around 1250 cm−1, as it was previously reported
to be a prominent peak in resonant SERS96. The near field is represented in 3D Lorentzian
distribution with the FWHM of 5 Å for all three Cartesian components and is centered at 2 Å
above the molecule.

The resonant TERS images generated by the LIRPD method at the excitation energy of 2.21
eV are shown in Fig. 4.5. The simulations suggest that two modes contribute to the total TERS
image at 1250 cm−1 with the band width of 20 cm−1. The dominant mode for each tautomer is
characterized by central hydrogen atoms vibrations coupled with pyrrole moieties (Figures 4.5
a and b). The Raman polarizability density distributions of the individual modes within the
scanning volumes are illustrated in Fig. B.13. We again see the resonant TERS image is largely
determined by the real densities. The para-hydrogen atoms vibrating oppositely in the cavity
lead to the large density distributions on the para-pyrrole moieties in the trans configuration.
In the cis configuration the prominent density distributions are related to the ortho-hydrogen
vibrations. The modes with the large displacement of the central hydrogen atoms provide the
major contributions to the total TERS images. Generally, the overall hotspot symmetry follows
the configuration of the two central hydrogens. There are four hotspots with one brighter pair
on para-pyrrole moieties for the trans configuration. For the cis configuration, there are two
connected hotspots on the adjacent pyrrole and separate lobes on the other two pyrrole moieties.
The TERS image of the cis′ configuration was simulated as well (Fig. B.14).

The simulations indicate that different tautomers can be identified and differentiated through
distinct TERS images, and the patterns are either trans or cis following the configuration of
the central hydrogens. TERS imaging carries both structural and chemical information of mode
vibrations, and TERS images can be even more distinguishable among tautomers. Thus, by
combining the LIRPD interpretation with high-resolution measurements, we envision TERS to be
complementary to STM for microscopic characterization.
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Figure 4.5. Normal modes and TERS images of porphycene tautomers. Normal modes (a) at 1256
cm−1 and (b) at 1252 cm−1 make the dominant contributions to the TERS images at ∼1250 cm−1 of (c)
trans and (d) cis tautomers adsorbed on a Cu(110) surface, respectively.

4.3 Conclusion
In this work we illustrated that high-resolution TERS probes the molecule’s local polarizability
density changes. The Raman polarizability densities are locally enhanced by the confined near
field and then integrated over space giving rise to the molecule’s near-field response. The density
distribution is unique for specific normal mode, and leads to the also unique TERS image. The
local symmetry breaking in the integrated density distribution is the root of the spatial variation of
TERS intensities, and explains the gradient-based selection rules in TERS. The locally integrated
Raman polarizability density provides theoretical insights into experimental TERS images and
origin of the hotspots from a point of view of the molecule’s locally probed property. The LIRPD
mechanism is a simple and intuitive approach to the interpretation of high-resolution TERS
images. With the help of LIRPD interpretation, we demonstrated that TERS imaging can be
applied to resolve subtle changes in molecular structure with atomic precision.

The key to achieve the atomistic resolution is to confine the near field down to a few Ångstroms
in experiment. Previous simulations indicate that such confinement requires the tip to be atomically
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sharp17,55,56,94,97. To maintain a stable sharp tip during the scanning, cryogenic and high-vacuum
environment is preferred in experiments14,98. Moreover, this work and previous simulations85

suggest that the TERS images are also very sensitive to the height of the focal plane relative to the
molecule and the field confinement in the vertical axis, and thus flat molecules are generally favored.
All these conditions to obtain high-resolution TERS images are difficult to fulfill. However, we
still expect TERS imaging has the potential to rival with state-of-the-art scanning tunneling
microscopy for microscopic characterization, and thus holds great promise for monitoring chemical
structure and transformation with sub-molecular resolution.

Methods
DIM/QM calculations. A locally modified version of the Amsterdam Density Functional
(ADF) program package73,74,99 was employed to perform all the simulations. The geometry
optimizations, frequency, and linear-response calculations were carried out using the Becke-Perdew
(BP86) exchange-correlation functional with the triple-ζ polarized (TZP) Slater-type basis, except
for the H2TBPP molecule, which was calculated at the BP86/DZP theoretical level in order
to reduce the computational cost. The geometries of benzene and porphyrin molecules were
optimized with small frozen core in the absence of metal substrate to be consistent with conditions
of the previous work85. The adsorbed structures of H2TBPP and the porphycene molecules are
strongly influenced by the molecule-substrate interactions. The metal substrate was included in
the geometry optimizations accordingly.

Polarizability density calculations. The excited state lifetime is set to 0.1 eV80 and the
metal substrates which are large enough to support a sample molecule were treated with the
discrete interaction model (DIM)60. The frequency-dependent complex dielectric functions of
metal surface were obtained from Johnson and Christy83. The cubic grids used for representing
the density are determined by the sample molecule structure and orientation on the surface. The
boundary of the box is 4 Å away from a H2TBPP molecule and 3 Å for the other molecules.
The step size is 0.4 Å for generating grids parallel to the metal surface and 0.2 Å for H2TBPP
and 0.1 Å for others in the vertical direction. The Raman polarizability densities are obtained
by the three-point numerical differentiation method. The Raman polarizability densities are
locally enhanced by near fields and are locally integrated. From the locally integrated Raman
polarizability density, differential cross section (dσ/dΩ) of Raman scattering is written as

dσ
dω = π2

ε20
(ν̃in − ν̃k)4 h

8π2cν̃k

|α′|2

1− exp(−hcν̃k/kBT ) , (4.8)

where ν̃in is the incident frequency and ν̃k is the frequency of kth normal mode. α′k is the locally
integrated Raman polarizability density related to polarizability density of kth normal mode.
Here we considered only zz component contributes to TERS cross sections, and the temperature
was set to 298 K.
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Chapter 5 |
Resolving
Molecular Structures with High-Resolution TERS
Images

Liu, P.†; Chen, X.†; Ye, H.; Jensen, L. Resolving Molecular Structures with High-Resolution
Tip-Enhanced Raman Scattering Images. ACS Nano 2019, 13, 9342–9351.∗

Abstract
Vibrational modes of a single molecule can be visualized uniquely by tip-enhanced Raman
spectroscopy with atomic resolution. However, the exact vibrations associated with these Raman
scattering images are still in debate due to the lack of theoretical interpretation. In this work,
we systematically study the Raman scattering images of a single Co(II)−tetraphenylporphyrin
molecule. The stable structure whose Raman scattering images consistently match experimental
results is discovered. Furthermore, we elucidate the effects of near-field localizations and field
gradient on the resolution in Raman scattering images. The approach of locally integrated Raman
polarizability density employed in this work provides an intuitive pictorial explanation of the
origin of the experimental Raman scattering images.

†Contributed equally.
∗L.J. conceived the basic idea. P.L.and X.C. carried out the simulations. P.L., X.C., and L.J. analyzed the

results. P.L. and L.J wrote the manuscript.
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5.1 Introduction
Mapping the Raman scattering intensity variations with the corresponding tip positions for
each individual mode, one can visualize the vibrational mode by its brightspot pattern in the
TERS image.10,43,45,100,101. Atomic-resolution TERS images of single molecules were predicted
by theoretical models16,85,102, where molecular polarizabilities in the presence of Å-scale near field
were calculated within the framework of time-dependent density functional theory (TDDFT). The
predicted TERS images of small molecules like benzene are mode-specific, and the brightspots
are often off the vibrating atoms.85,102 Recently, TERS images with these characteristics were
realized in experiments with a single Co(II)−tetraphenylporphyrin (CoTPP) molecule anchored
on a Cu(100) substrate.13. The atomic resolution in the CoTPP Raman scattering images sets
the stage for a different way of understanding molecular vibrations and unveils the potential of
TERS to be used for microscopic structural characterization.

Interpretation of the mode-specific TERS images relies on theoretical simulations to associate
molecular vibrations with the brightspot patterns, which requires the understanding of the origin
of the spatially varying brightspots.103 In Ref. 13, the vibrational modes of the CoTPP molecule
are calculated from its gas-phase structure, and the TERS brightspots are obtained using the
free-molecule atomic polarizabilities scaled by a narrow distribution of near-field intensities. The
phenyl rings are artificially flattened so that the simulated TERS images conform with the
planar geometry of the molecule indicated by the experimental images. Although the overall
symmetry patterns and the assigned vibrational modes of the simulated images seem plausible,
the interpretation of the TERS images requires further investigation, mainly because of two
reasons. Firstly, the artificially flattened structure is not stable due to the strong steric hindrance
between the adjacent phenyl- and pyrrole-hydrogens. Secondly, the use of atomic polarizabilities
localizes the TERS brightspots onto atoms, which contradicts the feature of off-atom brightspots
that are commonly seen in the experiment images.

This work aims to address the above two concerns in the simulations, and attempts to shed
light on the mechanisms underlying the spatial resolution of TERS. Specifically, a stable planar
structure of CoTPP that reproduces all experimental TERS images is identified. We will illustrate
that similar molecular structures can be differentiated by contrasting their TERS images and
the associated vibrational modes. The recently developed approach, termed "locally integrated
Raman polarizability density" (LIRPD)102, is employed in this work. It effectively reproduces
the spatial variation of TERS intensities and provides an intuitive explanation. Meanwhile, its
computational efficiency allows for a systematic search for TERS images of various structures of a
large molecule like CoTPP. Furthermore, we will elucidate the importance of near-field localization
and field-gradient effects to the resolution of TERS imaging.
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5.2 Results and Discussion

5.2.1 Conformers of CoTPP and their TERS images

Conformers of CoTPP on Cu(100) surface. The gas-phase CoTPP molecule has a
phenyl-pyrrole torsion angle φ = 80.2◦ (Fig. 5.1a). Geometries of CoTPP adsorbed on a
copper substrate are optimized using the hybrid discrete interaction model/quantum mechanics
(DIM/QM) approach104, where the Cu substrate is treated in atomistic electrodynamics and the
embedded molecule is described by time-dependent density functional theory (TDDFT). The
Cu(100) surface is in xy plane and the molecule is placed on top (+z direction). Two stable
conformers are found, namely, pyrrole-up (Fig. 5.1b) and phenyl-up (Fig. 5.1c). In the pyrrole-up
conformer, the phenyl groups are almost completely flat. The averaged phenyl-pyrrole torsion
angle is φ = 5.0◦. The four pyrrole groups in this structure are "pushed" upwards by the steric
force from the phenyl groups. The averaged dihedral angle is θ = 21.4◦, and hydrogens are at
about 1.5 Å above the central Co atom. For the phenyl-up conformer, the averaged torsion
angle of the phenyl groups is φ = 51.2◦ (the top hydrogens at 2.8 Å above Co), and the base
porphyrin ring is flat. The phenyl-up conformer is the most stable in terms of the total energy,
but the pyrrole-up conformer is a local minimal (see Fig. S1 for details). We also consider the
dehydrogenated CoTPP molecule (Fig. 5.1d), which is known for its flat geometry on metal
surfaces105,106. For all three structures, the central Co atom is ∼ 3.6 Å above the substrate
(center to center).

After the normal modes and frequencies of each stable structure are obtained, the Raman
polarizability densities are calculated using numerical differentiation of electronic polarizability
densities without the presence of the confined near field. The incident wavelength is set to 634 nm,
which is the same as in the experiment13. Neither the substrate or the molecule is on resonance
under this incident wavelength. The substrate remains same in the following simulations. The
TERS images are then simulated using the LIRPD method described in detail by Ref. 102. In
short, the Raman polarizability densities are locally scaled by a confined plasmonic near field,
so that the densities near the center of the field distribution are greatly enhanced, whereas the
contributions from the densities away from the field center are rapidly reduced by the decay
of the field magnitude. The TERS intensity is then obtained by a spatial integration of these
locally enhanced Raman polarizability densities. The near field is represented by a unimodal
3-dimensional distribution function (Lorentzian in this case) with given magnitudes, full-widths at
half maxima (FWHMs) in each Cartesian direction, and the position of center (field maximum).
The near field is considered to be polarized in the z direction (perpendicular to the substrate
surface). The xy plane cutting through the near-field maximum is considered as its focal plane85.
Only the zz component of the molecular polarizability tensor is considered in the calculation of
Raman scattering intensities. All normal modes of all the three structures are scrutinized. The
pyrrole-up structure’s TERS images are found to consistently match the experimental images.
We now closely examine some representative modes, each of which entails different chemical and
structural information.
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Figure 5.1. CoTPP geometries and TERS images. Optimized geometries: (a) free molecule with
φ = 80.2◦, (b) pyrroles pointing up with θ = 21.4◦ and flat phenyls, (c) phenyls pointing up with
φ = 51.2◦, and (d) dehydrogenated molecule. TERS images and the underlying modes: (e) experimental
image adapted from Ref. 13; (f) 1531 cm−1 mode of pyrrole-up structure; (g) 1556 cm−1 mode of
phenyl-up structure; and (h) 1539 cm−1 mode of dehydrogenated structure. Simulated TERS images (f-g)
are obtained with a field confinement of 10 Å and focal plane at +0.5 Å relative to the base porphyrin.

Competition between pyrrole and phenyl vibrations. Among the TERS images of all
three structures, we find that the most differentiating mode is in the 1500 cm −1 region. In
Fig. 5.1(e-h), we present a typical TERS image for each structure in this region and compare
them with the experimental image adapted from Ref. 13. The experimental image at 1555 cm−1

(Fig. 5.1e) features relatively delocalized brightspots in between the phenyl groups, each of which
has two vaguely separable lobes. The 1531 cm−1 mode of the pyrrole-up structure gives rise to the
best matching TERS image (Fig. 5.1f). In this mode, the pyrrole and the phenyl groups (para-
and ortho-hydrogens) both vibrate, with the hydrogens and the attached carbons vibrating in
opposite directions. The near-field distribution used to obtain this TERS image has (xy) FWHMs
of 10 Å (noted as w = 10 Å hereinafter) and the focal plane is at 0.5 Å above the center Co atom
(noted as h = +0.5 Å hereinafter). Generally, using a more confined field makes the brightspots
more discrete. Moving the focal plane higher or lower may lead to different TERS images. The
effects of field localization (confinement and focal-plane position) will be discussed in detail later.

Similar TERS images are not found for the phenyl-up and the dehydrogenated structures,
even though they share similar vibrational modes in the same frequency range as the pyrrole-
up structure. This appears to be a result of the competition between the pyrrole and phenyl
vibrations. For the pyrrole-up structure, the magnitudes of the atomic displacements of the
pyrrole and the phenyl hydrogens are about the same. Also, the displacement vectors of the
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pyrrole hydrogens have small out-of-plane (perpendicular to the molecular plane) components
that are more enhanced due to the z polarization of the near field. This balance leads to the
brightspot being delocalized in the areas outside the adjacent pyrroles and phenyls. For the
phenyl-up structure, the vibrations are largely on the pyrrole groups in the 1555 cm−1 mode,
and the brightspots in the corresponding TERS images are thus localized around the pyrrole
groups as well (Fig. 5.1g). Even though there exists strong phenyl modes in the 1500 cm−1 region
for the phenyl-up structure, the TERS images of those modes have brightspots mostly around
the phenyls (same positions as the weaker spots around the phenyl para-hydrogens in Fig. 5.1g).
This is due to the lack of competitive contributions from pyrrole vibrations, since the phenyl
vibrations are out-of-plane and are favored by the z-polarized near field. The importance of the
competitive pyrrole vibrations is also evident in the dehydrogenated structure. In its 1539 cm−1

mode, both phenyls and pyrroles are vibrating. But due to the removal of hydrogens on each
pyrrole and the adjacent phenyl ortho-hydrogen, the contributions from the pyrrole vibrations are
much weaker, and the associated TERS image has prominent brightspots only near the phenyl
groups (Fig. 5.1h). The dehydrogenation makes the TERS images generally lack the pyrrole
characteristics and have "spiral" patterns, so it is ruled out as a possible structure probed in the
experiment despite its flat geometry.

5.2.2 Matching experiment and simulation with flat phenyl groups

Flat phenyl groups. It was argued in Ref. 13 that the CoTPP molecule has a planar geometry
based on the scanning tunneling microscopy (STM) images. The TERS images in the 3000
cm−1 region (vibrations of the artificially flattened phenyls) seemed to also support the claim.
We find in our simulations that the flat phenyl groups are indeed necessary to reproduce the
experimental TERS images in the 3000 cm−1 region. In Fig. 5.2, we present the TERS images of
the two 3000 cm−1 modes obtained from the two different conformers in comparison with the
experimental images. In the first mode (2982 cm−1 in experiment), the TERS image features
discrete brightspots around the phenyl hydrogens. The TERS image of the pyrrole-up structure
reproduces such feature. As shown in Fig. 5.2b, the brightspots closely follow the vibrating
meta-hydrogens of the phenyl groups in the 3097 cm−1 mode. One notable discrepancy between
the experiment and the simulation is that there are three brightspots around each phenyl in the
experimental image, whereas in the simulated image there are only two brightspots next to the
meta-hydrogens. Actually, in a different vibrational mode at 3090 cm−1, the para-hydrogens
vibrates as strongly as the meta-hydrogens, and the resulting TERS image does have three
brightspots around each phenyl (Fig. S3). However, we believe the brightspots around the two
meta-hydrogens better represents the symmetry seen in the experimental TERS image. The
missing brightspots at the C−C bonds may be due to the repulsive forces experienced by the
molecule in the presence of the STM tip pressing down on the molecule. Nevertheless, the feature
of discrete brightspots cannot be reproduced without the flat phenyl groups, as is illustrated in
Fig. 5.2c. The standing-up phenyls lead to the brightspots being grouped into one lobe around
each phenyl group, regardless of the number of vibrating hydrogens. The loss of resolution for
a vertical geometry is in agreement with the benchmark results obtained from the DIM/QM
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approach85. In the second 3000 cm−1 mode, the brightspots are delocalized over each phenyl
group (Fig. 5.2d). Again, the pyrrole-up conformer has a mode (3185 cm−1) of which the TERS
image well reproduces the experimental image (Fig. 5.2e). The brightspots come from the strong
vibrations of the pyrrole hydrogens. Similar mode is also found for the phenyl-up conformer, but
the brightspots in the resulting TERS image are more localized than desired (Fig. 5.2f).

Figure 5.2. TERS images of modes in the 3000-3200 cm−1 region. Row (a-c): phenyl vibrations at
around 3000 cm−1; (d-f): pyrrole vibrations of higher frequencies. Column (a,d): adapted experimental
images; (b,e) simulated images of pyrrole-up CoTPP; (c,f) simulated images of phenyl-up CoTPP. The
field confinement used in this figure is 6 Å and focal plane at -0.5 Å relative to the base porphyrin. Each
image consists of the vibrations of the four phenyl vibrational modes, which are degenerate in energy
(within 1 cm−1 difference).

It is worth mentioning that the focal plane is placed below the molecular plane (h = −0.5 Å)
to reproduce the phenyl TERS images, especially for the 3185 cm−1 mode. The lowered focal
plane implies a narrower tip-substrate separation in reality. Thus the near field is expected to
be more confined94, and FWHM decreased to 6 Å in this simulation. The lowered focal plane
is plausible: in experiment the actual STM tip is pressed extremely close to the molecule, and
may move the focal plane below the molecule as a result. Also, the smaller-sized brightspots
around the phenyl hydrogens in the 2982 cm−1 mode suggest the near field probing the phenyl
groups is more confined than for other parts of the molecule. We will now discuss in detail the
effects of the near-field widths and focal-plane positions, which can be jointly called the near-field
"localization".

Effects of near-field localization. We take the 3097 cm−1 mode of the pyrrole-up conformer
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as an example to illustrate how the field width affects the TERS image, as it is the image of the
highest resolution. The width of the near field (w) refers to the FWHMs in the xy plane. The
field distribution is circularly symmetric by construction, resembling the near field induced by a
cone-like plasmonic tip. The near field is found to be more confined vertically than parallel102, so
the FWHM in the z direction is set to be half of that in the xy plane.

Figure 5.3. TERS images under various field distributions. (a-c) 3097 cm−1 mode images with field
confinements of 2.0 Å, 6.0 Å, and 15.0 Å, and the focal plane is -0.5 Å relative to the porphyrin ring.
(d-f) 3185 cm−1 mode images with field confinement of 10 Å, and the focal-plane heights are -0.2 Å, 0.0
Å, and 0.5 Å relative to the porphyrin ring.

As shown in Fig. 5.3 (a-c), when the near-field width is increased from 2 Å to 15 Å with
the focal-plane height fixed at -0.5 Å (same as in Fig. 5.2), the size of individual brightspots
becomes larger and they eventually blur out. By comparing the size of the brightspots with the
experimental image, we find the field width is roughly 6 Å (as in Fig. 5.2). It should be noted
that the "width" in this work is defined with respect to the field magnitude (|E|) rather than
the intensity (|E|2). For a width of w = 6.0 Å in terms of field magnitude, the width of the
intensity distribution is w′ = 6.0/

√
2 ≈ 4.24 Å. This value is in good agreement with previous

simulations using self-consistent polarizabilities under localized near fields:17,85 an atomically
sharp tip localizes the field to a sub-nanometer volume, of which the field distribution (in terms
of |E|2) in the xy plane have FWHMs of about 4-5 Å. This confinement is close to the size of the
apex atom itself, and, in our opinion, approaches limit of the field confinement of atomically sharp
tips. The atomic resolution in TERS images doesn’t necessarily require the field distribution to
be significantly narrower than the half-nanometer limit. Forcing the field to be confined to 2 Å in

42



magnitude leads to much smaller brightspots than what the experiment can measure (Fig. 5.3a).
The focal-plane height that reproduces the images of the 3000 cm−1 modes is below the

molecular plane (h = −0.5 Å). Given the ∼ 2.5 Å separation between the focal plane and the
tip atom85,94, the focal plane at h = −0.5 Å corresponds to a tip atom about 2 Å above the
phenyl groups, which is already a very small distance considering the size of the metallic tip atom.
Therefore, here we only present the simulated TERS images of the 3185 cm−1 mode as the focal
plane gradually moves higher. When the focal plane moves from h = −0.5 to −0.2 Å, we find
that the brightspots on the base porphyrin ring emerges (Fig. 5.3d). As the focal plane continues
to rise, these brightspots disappear and the brightspots around the vibrating pyrrole hydrogens
stand out. This observation can be explained by the 1.5 Å height difference between the pyrrole
and the phenyl hydrogens of this conformer. When the focal plane is underneath the phenyl rings,
the vibrations on the phenyl rings are favored due to the narrower confinement in the z axis,
even though the strongest vibrations are on the pyrrole hydrogens. The corresponding TERS
image shows smeared brightspots around both the phenyls and pyrroles. When the focal plane
is moved to higher positions, the pyrrole hydrogen vibrations start to dominate the intensities.
Even without a widened field distribution, the simulated TERS images with the raised focal plane
appear to have better resolution (smaller brightspot size).

The above analysis suggests that it is the convoluted effect of both near-field size and focal-
plane position that determines the resolution in TERS images. The effect varies from mode
to mode, especially for the modes where atoms with different heights vibrate simultaneously.
In general, vibrating atoms closer to the focal plane of a sub-nanometer near field are more
enhanced. For flat geometries, the width of the field confinement largely determines the size of the
brightspots, and a half-nanometer confinement suffices to achieve the atomic resolution in TERS
images. The best matches to the experimental images are found with two sets of field localizations:
w = 10.0 Å, h = +0.5 Å for brightspots around pyrrole groups; and w = 6.0 Å, h = −0.5 Å for
brightspots around phenyl groups. Using two sets of field localizations is an approximation to the
"constant-current" scanning scheme adopted in Ref. 13. To keep a constant current in the STM
junction, the tip moves slightly up and down while scanning over the molecule. The near field
becomes more confined in smaller junctions (shorter tip-substrate distance), and vice versa 94.
Considering the fact that the height profile of CoTPP is mostly determined by the arrangement
of the pyrroles and the phenyls, it is reasonable to represent the change in tip height by two focal
planes of the near field: lower (more confined) around the flat phenyls and slightly higher (less
confined) around the tilt-up pyrroles. A comprehensive comparison between the TERS images
generated from both field localizations are provided in Supporting Information (Fig. S4 and S5).

Field-gradient effects. One of the important features of high-resolution TERS images is
that the brightspots can be away from the vibrating atoms, which is ascribed to the field-gradient
effect.85 The field-gradient effect in TERS has two aspects. The first aspect comes from the
confinement of the near field. The molecule’s Raman polarizability densities tend to be distributed
symmetrically with opposite signs along the atomic displacement vectors. Integrating these
densities over all space recovers the molecule’s far-field property, and the densities with opposite
signs cancel each other in the integration. For a Raman-inactive mode, these densities sum up to
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zero. Such symmetry can be broken by the confined near field. When the field distribution is
close to but not at the symmetric center of the polarizability density distribution (the equilibrium
position of the vibrating atom), part of the densities around it are included into the effective
integration volume defined by the widths of the field distribution, and the rest rapidly smeared
out.102 These locally enhanced densities have excessive values that do not sum up to zero anymore
and results in a TERS brightspot, which is also why Raman-inactive modes can be activated by an
inhomogeneous near field.70 If this atom is at the edge of the molecular geometry, the tip position
detecting an enhanced Raman scattering signal will be outside the molecule. The gradient of the
confined field (rate of magnitude decay in space) is zero at the field center (maximum), but large
at positions away from the field center.14 Thus, the off-atom TERS brightspots can be partially
attributed to the large gradient of a highly confined near field.

The field-gradient effect also resides in the molecule’s oscillating quadrupoles.93 Using only
the density of dipole-dipole polarizability (α-tensor), the TERS images of small molecules like
benzene and porphine are well reproduced by the LIRPD approach102, and the quadrupole-dipole
polarizability (A-tensor)91 has merely no effect other than moving the brightspots slightly further
away from the molecule. However, in this work we find that it is critical to include the A-tensor
densities in the calculations for the reproduction of CoTPP TERS images. The magnitude of
its A-tensor densities are generally comparable to α-tensor densities, and are about an order
of magnitude larger for many modes. But their distributions are different for different types of
modes, and thus exert different effects on TERS images. In Supporting Information (Section 3),
the Raman polarizability density distributions of both tensors for all the discussed modes are
provided, and each tensor element’s effect on the TERS image is analyzed in detail. Here, we
present two exemplar modes of the pyrrole-up CoTPP conformer to highlight the different ways
in which the A-tensor densities can affect TERS images.

The effect of A-tensor densities on TERS images is the most prominent for in-plane scissoring
modes that have inner-molecule vibrations, for example, the 1176 cm−1 mode (top row of Fig. 5.4).
The experimental TERS image (measured at 1156 cm−1) features four strong brightspots outside
the phenyl groups and weak intensities in the base porphyrin ring. This image is well reproduced
in our simulation using both α-tensor and A-tensor densities of the 1176 cm−1 mode. However,
without the A-tensor densities, the simulated TERS image loses the resolution and has blurry
brightspots scattered over the phenyl rings. In this mode, the strongest vibrations are on the
ortho-hydrogens of the phenyls, and the adjacent meta-hydrogens vibrates weakly (scissoring).
On the other hand, we find that for a stretching mode like the 3097 cm−1 mode, A-tensor densities
only very slightly changes the positions of the brightspot. This is because for a mode with the
vibrations on the edge atoms, the distributions of the α-tensor and A-tensor densities are similar
in terms of the overall symmetry (see Fig. S6 for details).
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Figure 5.4. Contribution of A-tensor densities to TERS images. Top row (a-c): TERS images of the
1176 cm−1 mode; the near field used for simulating this mode has w = 6.0 Å and h = −0.5 Å. Bottom
row (d-f): TERS images of the 760 cm−1 mode; the near field used for simulating this mode has w = 10.0
Å h = +0.5 Å. Column: (a,d) Experimental images; (b, e) simulated image with both α-tensor and
A-tensor densities included; (c, f) simulated image with only α-tensor densities.

The visual effect of A-tensor densities on TERS images are less obvious for out-of-plane
vibrational modes. One typical example is the image of the mode at around 730 cm−1 (Fig. 5.4
d-f). The brightspots are mostly distributed outside the pyrrole hydrogens in this mode, forming
a cross pattern. From our simulations we find that the 760 cm−1 mode matches the experimental
images, where the eight pyrrole hydrogens vibrate asymmetrically out of plane. The same cross
pattern exists in the simulated TERS images either with or without the A-tensor contributions.
The only difference is that the brightspots with A-tensor included are slightly further away from
the molecule and have large sizes. The reason why the TERS image of an out-of-plane mode is
not sensitive to A-tensor contributions lies in the distribution of Raman polarizability densities.
Both α-tensor and A-tensor densities are symmetrically distributed around the vibrating atoms,
with opposite signs across the molecular plane (Fig. S7). Hence, the yielded excessive densities
by localized field are at similar positions for the two tensors. Furthermore, even though each
tensor element’s distribution follows the direction of atomic displacements, the phase difference
in the atomic vibrations is not distinguished in the TERS image. This is because the sum of
the excessive densities are squared in the calculation of Raman scattering intensities. Another
example is that the simulated TERS image of the 787 cm−1 mode (symmetric pyrrole wagging) is
very similar to the 760 cm−1 mode (Fig. S2).

In the case of small molecules as in previous work102, the TERS images of the out-of-plane
modes of benzene and porphine do not change significantly with A-tensor included. And the
in-plane mode of porphine at 1539 cm−1 is dominated by the edge atom vibrations, so it does
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not benefit from the A-tensor densities either. As for the H2TBPP, the effect of A tensor is not
obvious because the analyzed modes are dominated by out-of-plane vibrations on the standing-up
butyl groups, and the near field is very broad. Our simulations suggest that it is generally more
accurate for analyzing TERS images to include the A-tensor contributions, especially for large
planar molecules like CoTPP that have many intricate in-plane vibrations.

Figure 5.5. Overview of the comparisons between experimental and simulated TERS images. Row A:
experimental TERS images adapted from Ref. 13. Row B: the simulated TERS images with corresponding
vibrational modes. In (B1, B2, B4), the field confinement is w = 10.0 Å and focal plane is at h = +0.5 Å;
in (B3, B5, B6), w = 6.0 Å and h = −0.5 Å.

5.2.3 Molecule-substrate coupling and beyond.

We have discussed the effects of near-field confinement, focal-plane position, and field-gradient
effects on TERS images, and demonstrated how experimental images are reproduced under the
consideration of all these effects using the LIRPD method. In Fig. 5.5, an overview of simulated
and experimental images is provided, and an overall good agreement across all the modes is
found. Thus, we conclude that the pyrrole-up conformer is the most probable structure probed
in the experiment. However, it should be noted that the assignments of modes to experimental
TERS images are not deterministic. The experimental images in Ref. 13 were obtained using
some integration window of the spectra. For the six main experimental images, the size of the
integration window ranges from about 50 cm−1 to as narrow as a few wavenumbers. Thus,
some experimental TERS images can be a combination of several modes with closed frequencies.
However, we find that different modes have similar TERS images more often than not for the
TERS images obtained in wide integration windows (Fig. S2). On the other hand, the modes at
1555 cm−1 and 3000 cm−1 are more likely to be different despite their similar frequencies (Fig. S3).
However, the experimental TERS images associated with these frequencies were generated from
very narrow integration windows, i.e., single modes. Therefore, in this manuscript we stick to
analyzing the TERS images of single modes such that no additional arbitrariness is introduced by
linear combinations of multiple modes.

46



Since the extreme sensitivity of TERS requires delicate experimental techniques, current
theoretical treatments are not able to decisively capture all the complex TERS processes, and
many open questions still need to addressed. For example, the flattening of the CoTPP molecule
may have altered the dynamics of Raman scattering, which can lead to discrepancies between
the simulated normal modes and actual molecular vibrations. More importantly, the choice of
substrate that anchors the molecule during the tip scan is critical for the sub-molecular resolution;
however, the chemical interactions between the molecule and the substrate are only partially
accounted for through van der Waals interaction and mutual polarization.107 The importance of
the molecule-substrate coupling is twofold. In the experiment of Ref. 13, the background signals
produce a cross-pattern TERS image and extend relatively far away from the molecule. The
background TERS signals are considered as an electronic Raman scattering (ERS) process, which
arises from the inelastic light scattering by the substrate due to changes in the local dielectric
environment.108 In the ERS image, the outer fringe of brightspot is attributed to the substrate
polarization, which is also visible in other TERS images. In Fig. S9, we show that the current
method does not take the substrate scattering into account, and thus cannot capture the outer
fringe of brightspots. Therefore, our simulated TERS images are focused in a smaller area covering
the molecule. On the other hand, the vibrational modes that involve the substrate atoms are not
considered in our simulations, which may also make substantial contributions to the brightspot
patterns in TERS images, especially around the core part of the molecule.

To fully understand the mechanism of high-resolution TERS, further efforts have to be made
for a better description of the roles that the near field plays. Even though the spatial variation
of TERS signals seen in experiments can be qualitatively reproduced by the LIRPD approach,
the accurate reproduction of TERS spectra remains challenging. In the LIRPD model, the
Raman polarizability densities are obtained without being solved self-consistently in the presence
of a confined near field. The "tip-independent" polarizability densities significantly reduce the
computational cost, and thus allow for studies of large molecules. However, as a compromise,
out-of-plane modes are favored over in-plane modes in terms of relative intensities, as the near field
is assumed to be perpendicularly polarized. On the contrary, both experiments13,109 and the self-
consistent calculations85 in the literature have suggested that Raman scattering signals of in-plane
vibrational modes can also be enhanced to a similar order of magnitude as the out-of-plane modes.
In Fig. S10, we provide the simulated spectrum obtained from the polarizabilities self-consistently
solved by the DIM/QM method, in comparison with the LIRPD result. At the given tip position,
the DIM/QM spectrum qualitatively agrees with the experiment, whereas the LIRPD spectrum is
dominated by out-of-plane modes. The specific tip position used for the DIM/QM calculation is
an estimation, which is not expected to fully reproduce the experimental spectrum. But still, the
enhancement of in-plane modes is observed. Considering the complexity and sensitivity of TERS
spectra to the near-field localization, an exhaustive search for the correct junction geometry is
infeasible due to the high computational cost of DIM/QM. The LIRPD method used in this
manuscript is advantageous in its flexibility of adjusting the near field confinement and focal
plane. Additionally, we provide the localized Raman polarizability densities calculated by both
methods (Fig. S10, c-d). The similarity between the normalized distribution obtained from the
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two method further justifies the treatment of LIRPD on TERS images. It is important for future
work to unravel how the near field and the sub-molecular density influence each other in the
self-consistent cycles.

5.3 Conclusion
In this work, we systematically studied the TERS images of a single CoTPP molecule on a Cu(100)
substrate. A planar conformer whose TERS images consistently match the experimental results
was discovered. We found that the resolution in TERS images is determined by both the field
confinement and the focal-plane position. A half-nanometer near field placed close to an vibrating
atom suffices to reach the atomic resolution. The field-gradient effects were found to play a vital
role in calculating the spatially variant TERS intensities, especially for large planar molecules
with intricate vibrational modes. We demonstrated the significant contributions from the A-tensor
and its effects on TERS images of different modes. While having larger magnitudes than α-tensor
densities in general, the A-tensor densities are critical for the simulation of TERS images of
in-plane modes, especially for those with inner-molecule vibrations. The LIRPD model adopted in
this work proves to be an effective and flexible approach to the simulation of high-resolution TERS
images, and provides an intuitive pictorial explanation. However, the accurate description of
TERS spectra remains very challenging. Fully self-consistent TDDFT solutions to the molecular
polarizability in the presence of a confined near field are computationally expensive, and thus
hinders the systematic search of molecular geometries and near-field localizations to reproduce
experimental spectra. Moreover, the effect of the substrate on TERS measurement requires
further investigations.

Methods
A locally modified version of the Amsterdam Density Functional (ADF) program package73,74,99

was employed to perform all the DFT simulations. The geometry optimizations, frequency,
and linear-response calculations were carried out in the presence of the copper substrate using
the Becke-Perdew (BP86) exchange-correlation functional with the double-ζ polarized (DZP)
Slater-type basis. The molecule is charged with one electron to make it closed shell. The metal-
molecule interactions are accounted for in the discrete interaction model/quantum mechanics
method.104,107,110 All metal atoms were treated with the discrete interaction model (DIM). The
frequent-dependent complex dielectric functions of copper atoms were obtained from Johnson and
Christy83. The substrates were constructed as a large block of copper unit cells and molecules
were placed on the Cu(100) surface.

TERS intensities are represented by differential cross section (dσ/dΩ) of Raman scattering,
which is given by

dσ
dω = π2

ε20
(ν̃in − ν̃k)4 h

8π2cν̃k
|α′k|2

1− exp(−hcν̃k/kBT ) , (5.1)

where ν̃in is the incident frequency and ν̃k is the frequency of kth normal mode. α′k is the molecular
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polarizability derivative of the normal mode, obtained by locally integrated Raman polarizability
densities. The local integration of Raman polarizability densities (zz component) in the finite
space is written as:

α′zz(R) =
∫ [

1 + F loc,z
z (r−R)

]
· δρ(α)

zz (r) ·
[
1 + F loc,z

z (r−R)
]
dr

+
∫ 1

3F
loc,z
zε (r−R) · δρ(A)

zε,z(r) ·
[
1 + F loc,z

z (r−R)
]
dr .

(5.2)

with r being a position vector (dr being volume of a unit grid cell). The Raman polarizability
densities (δρ(α)) are the derivatives of polarizability densities with respect to the mass-weighted
normal modes, which were calculated using the three-point numerical differentiation approach,

δρ(α)(r) = ∂ρ(α)(r)
∂Qk

= ρ(α)(Qk + ∆Qk)− ρ(α)(Qk −∆Qk)
2sQ∆Qk

, (5.3)

where sQ is the mass-weighted step size. The polarizability densities were calculated at the
equilibrium geometry distorted in +∆Qk and −∆Qk directions. The same procedure was done
for ρ(A) as well. In the linear-response calculations of the perturbed densities, the incident
wavelength is set to 634 nm and the excited-state lifetime is set to 0.1 eV80. The cubic grids used
for representing the density are determined by the sample molecule structure and orientation on
the surface. The boundary of the box is 3 Å away from the molecule. The step size is 0.4 Å for
generating grids parallel to the metal surface and 0.2 Å in the vertical direction.

F loc,z
z (r−R) is the z-polarized plasmonic local field induced by an uniform external field also

polarized in z direction, of which the center is at R. F loc,z
zε is the ε component of its gradient,

obtained as ∂F loc,z
z (r−R)/∂ε. In this work, the induced local field is modeled as a 3D Lorentzian

distribution:

F loc,z
z = M

[(x− a
1
2τx

)2 +
(y − b

1
2τy

)2 +
(z − c

1
2τz

)2 + 1
]−1

+N
[(x− a

1
2τxi

)2 +
(y − b

1
2τyi

)2 +
(z − c

1
2τzi

)2 + 1
]−1
· i ,

(5.4)

Here, τ represents FWHM of Lorentzian distribution for the x, y, and z components, and a, b,
and c denote the Cartesian coordinates of the field center. The FWHMs for x and y components
are considered to be equal and twice as large as for the z component. The widths for both the real
and imaginary fields along the same axis are identical. M , N represents the maximal magnitudes
of the real and the imaginary parts of the near field, which are both set to 25 in this work. Since
the molecule is not on resonance, the contribution of the molecule’s imaginary polarizabilities is
orders of magnitudes smaller than the real part.
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Part III

Plasmonics in a Subnanometer
Gap
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Chapter 6 |
Atomistic Electrodynamics Simulations of Plas-
monic Nanoparticles

Chen, X.; Liu, P.; Jensen, L. Atomistic Electrodynamics Simulations of Plasmonic Nanoparticles.
J. Phys. D: Appl. Phys. 2019, 52, 363002. (Adapted)∗

Abstract
Plasmonic properties of metal nanoparticles can be precisely controlled by tuning their size, shape,
and surrounding environment. Nanoparticles in the quantum size regime with dimensions of a few
nanometers exhibit unique plasmonic properties that are different than their bulk counterparts.
In this regime, the plasmonic response becomes sensitive to microscopic details of the nanoparticle
due to prominent quantum effects such as electron tunneling. Classical electrodynamic model
fails to describe the plasmonic behavior in this region and fully quantum mechanical approaches
are often needed although limited by their high computational demand. Alternatively, atomistic
electrodynamics provides a promising approach as they benefit from both the efficiency of classical
electrodynamics and the accuracy of atomistic representations like in quantum mechanics. Taking
advantage of the atomistic description, the effects of subtle changes in nanoparticle structure
and its influence on the plasmonic response and the near-field distribution in a cavity created by
the strongly interacting nanoparticles can be captured. The atomistic electrodynamics model
naturally fills the gap between quantum mechanical models and classical electrodynamics and
holds great promise for studies of optoelectronics and near-field spectroscopies with dimensions
such that the atomic structure of nanoparticles plays a central role in determining the optical
response.

∗X.C., P.L. and L.J wrote manuscript. X.C. focused on single nanoparticles, and P.L. focused on coupled
plasmons.
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6.1 Introduction
Noble metal nanoparticles have unique plasmon resonance frequencies commonly in the visible/near
infrared range.111,112 Their optical properties of nanoparticles are determined by their size,
shape, and surrounding environment.113 Thanks to the advances in sophisticated fabrication
and synthesis techniques, these key attributes of nanoparticles can be precisely controlled and
thus the optical properties can be rationally adapted for many applications, including optical
sensing114 , optoelectronic devices115–117, medical thermotherapies118, light harvesting115,119–121,
and photocatalysis122,123. Moreover, the plasmon resonances give rise to significantly enhanced
electromagnetic fields near the surface of the nanoparticle, which is particularly important for
near-field spectroscopies10,12,46,124.

The plasmonic properties of large-size nanoparticles (diameter > 10 nm) are typically described
in classical electrodynamics by solving Maxwell’s equations. Mie theory125, as a simple and
computationally low-cost model, is widely used for spherical, ellipsoidal, and core-shell particles.126

More general classical electrodynamics methods, such as the discrete dipole approximation
(DDA)127 and electromagnetic finite difference time domain (FDTD)128, can be applied to
nanosystems with more complicated structures129–131. As the control of nanoparticle’ size reaches
sub-nanometer scales, the nanoparticles fall into the regime where quantum effects become
non-trivial or even dominant, termed as "quantum size regime" (diameter < 5 nm). In this
regime classical electrodynamics fails since these approaches use local dielectric functions without
considering the spatial nonlocality and quantum tunneling which are prominent in the quantum
size regime.132–136 The nonlocal effect can be taken into account by introducing correction terms
to the dielectric function. Improved models, such as the hydrodynamic models137 and spatially-
dependent dielectric function based models,138 can predict the characteristic that is size-dependent
absorption shift in the quantum size regime.139,140 However, the electron spill-out effect is missing
in these nonlocal corrected models, which may cause an incorrect description for the near field in
strongly interacting plasmonic systems especially for the subnanometer dimensions of relevance
to near-field spectroscopies.141

On the other hand, the electronic states of large-size nanoparticles are typically regarded
as a continuum which described by the band structure. When the size shrinks to a dimension
comparable to the Fermi wavelength of an electron (∼0.5 nm for Ag and Au), the electronic
states become discrete. The interband transitions coupled with the collective excitations in the
noble metal clusters play a key role in the optical response. The detailed information about the
relations between electronic transitions and optical properties are addressed elsewhere.142–144 The
microscopic structures of nanoparticles is essential to the electronic configuration of metal cluster.
Thus, additional complexities in the theoretical models are required to account for the atomistic
details of nanoparticles. Fully quantum mechanical approaches, such as time-dependent density
functional theory (TDDFT), naturally describe the nanoparticles in terms of electronic state
at the atomic level and capture the behavior of electron excitations.145 Moreover, the quantum
mechanical methods can accurately describe the strong coupling between adjacent nanoparticles,
especially the so-called charge transfer plasmon arising from electron tunneling.55 However, fully

52



quantum mechanical approaches are hindered by their high computational demand. Although
many acceleration strategies were recently developed, such as the Liouville-Lanczos approach,146

real-time propagation method,147–149 and the complex polarizability algorithm,150,151 the quantum
mechanical simulations are still typically limited to small metal clusters at sub-nanometer scales
(diameter < 2 nm) as the realistically sized systems remain computationally intractable.

Atomistic electrodynamics models have been developed to integrate the explicit representation
of the atomic structures and the efficiency of classical approaches.58,152 It thus naturally bridges
the quantum mechanical methods and the macroscopic electrodynamic description. Recent
advances in atomistic electrodynamics models include representing metal atoms by spherical
Gaussian charge distributions with the assigned atomic polarizabilities depending on the local
dielectric environment.59,60 The unified description at atomic level is able to deal with various
nanoparticle shapes and with or without ligands covering.

In this review, we will highlight the atomistic treatment in simulating plasmonic responses
with an emphasis on the improved atomistic electrodynamics approach. In particular, we will
discuss the recent systematic studies of the size, shape, and environment effects on the plasmonic
properties. We will also discuss the simulations of the near-field spectroscopies where the atomistic
features in the nanostructures are necessary to achieve the sub-molecular resolution.

6.2 Size effect on the plasmonic response of nanoparticles
In the quantum size regime, nanoparticles are featured by high surface-to-volume ratios.
Accordingly, the optical response shows behaviors differing from large nanoparticles. For small-
size metal clusters, typically less than 2 nm, the decreasing number of atoms leads to spatial
confinement of the electrons resulting in molecular-like electronic structure and discrete electronic
transitions due to the quantum effect. In this regime, the atomistic structure plays a key role in
determining the optical properties and quantum effects become crucial and need to be accounted
for in theoretical simulations.153

Significant efforts have been devoted to understanding the birth of plasmons in noble metal
cluster and in general understand the size-dependent optical properties113,154,154–160,160–164 A
TDDFT investigation of the absorption spectra of tetrahedral silver clusters consisting of 10 to
120 atoms found a correlation between size and plasmon energy that enabled them to extrapolated
the plasmon energy to larger size nanoparticles and found excellent agreement with continuum
electrodynamics results.155 To understand the size-dependence of the plasmonic response, the
absorption spectra of Ag13 to Ag140 was characterized using TDDFT.165 As shown in Fig. 6.1,
a main peak in the absorption spectrum of small cluster companied by secondary structures
appears instead of a well-defined prominent surface plasmon in the large clusters, particularly
for Ag13. The multiple absorptions beyond 3.5 eV arise from interband transitions involving
the d electrons. With the cluster size increasing up to Ag140, a broadened peak appears at 3.1
eV. The transition from molecule-like excitations to collective excitations occurring at the large
cluster was found in the spectra of tetrahedral Agn cluster (n=10, 20, 35, 56, 84, 120) as well.155

Furthermore, a blue shift of the plasmon resonance occurs as the cluster size decreases. For
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example, the main peak is blue-shifted by 0.3 eV from Ag38 to Ag140 in the TOh symmetry. It is
due to the fact that the increased surface-to-volume ratio reduces the d electron screening and
increases the plasmon frequency with the compensation of the spill-out of 4s electrons.166,167 The
broadening and damping of resonance mainly stem from the coupling of the interband transitions
whose threshold energy lies slightly below the plasmon resonances.168 Besides the size effect, it
is found that the shape, solvent environment, and binding ligand also play a key role in optical
response.160,169,170

fcc

fcc

fcc

fcc

Figure 6.1. Size dependence of the absorption spectra for the pure fcc Ag clusters. Ag13 and Ag55 in
cuboctahedral symmetry. Ag38 and Ag140 in TOh symmetry. The spectra are normalized by the number
of atoms for comparability. The spectra are averaged over the three Cartesian axes for the clusters which
do not have an isotropic response. Reprinted with permission from Ref. 165 Copyright 2011 American
Physical Society.

TDDFT based on a jellium model is widely used to treat large clusters consisting hundreds
of metal atoms. In the jellium model, ions are treated as a homogeneous background and
the conduction electrons are allowed to freely move in a confined field.133,171–174 The jellium
model performs well for free-electron metals such alkali-metallic nanoparticles. However, it is
questionable for noble metal nanoparticles due to the contribution from bound d-electrons, which
causes the charge centroid to be pushed towards to the nanoparticle center.141 Another problem
of the jellium model is the lack of microscopic structure details at the atomic level, which
affects the optical response in turn. The time-dependent self-consistent charge density functional
tight-binding (TD-SCC-DFTB) method was another efficient tool to simulate the surface plasmon
excitations of large-size metallic nanocluster. The electronic structure of ground state is treated
by the DFTB method175 and electronic dynamics is treated by the real-time propagation of the
single-particle reduced density matrix in an external time-dependent potential.176 The advantage
of the DFTB methods is the lower computational cost as compared to TDDFT while still retaining
the atomistic description of the nanoparticles.

TDDFT is often used as a benchmark for describing quantum effects on the plasmon excitations
in nanoclusters. Although TDDFT has been demonstrated to be accurate for many systems,
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it is well known that local and semi-local exchange-correlation (XC) functionals have certain
failures, such as describing charge-transfer excitations between weakly interacting systems and
in condensed-phase systems.177–180 Correct description of these charge-transfer excitations is
important for understanding strongly coupled noble nanoparticles due to the onset of charge
transfer plasmon141 and the chemical enhancement mechanism in surface-enhanced Raman
scattering (SERS).181 One approach to overcome some of these challenges is to use semiempirical
models. In particular, the recently developed INDO/CI approach allows for double excitations.182

This method has also been successfully used in identifying the quadrupolar plasmonic excited
states in Ag nanoparticles, describing the charge transfer between molecule and electrodes, and
evaluating the magnitudes of electromagnetic and chemical effects in SERS.182–184

Medium (2-10 nm in diameter) and large (>10 nm in diameter) nanoparticles have broader
absorption band arising from the high density of states and thus continuous excitation energies.
While fully quantum mechanical models are limited for these system sizes due to high computational
demand, atomistic electrodynamic models60 require significantly lower computational cost due
to the simplified representation of atoms as fluctuating atomic dipoles, and at the same time
retain the atomistic description of the nanoparticle structure and its plasmonic properties.
Therefore, atomistic electrodynamic models are attractive alternatives for simulating medium-
sized nanoparticles.
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Figure 6.2. Optical absorption cross-section of bare Ag nanoparticles. Comparison between theoretical
predictions and experimental EELS measurements, (a) the cd-DIM and (b) the DDA model. The
experimental data is taken from Ref. 185, where the horizontal error bars indicate 95% confidence
intervals.

Recently, an atomistic electrodynamics model named coordination-dependent discrete
interaction model (cd-DIM) was developed.60 In this model, the atoms are explicitly represented
with dielectric properties depending on their local environment and thus differentiates between
bulk-like atoms and surface-like atoms. It has been demonstrated that cd-DIM performs
well in predicting the optical properties of the medium-size nanoparticles. Specifically, the
characteristic blue-shifting of the plasmon resonances with decreasing sizes was reproduced using
cd-DIM (Fig. 6.2 a). The cd-DIM results were found to be consistent with the experimental
measurements using electronic energy-loss spectroscopy (EELS), which measures plasmons and
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interband transitions,186–188 especially for the nanoparticles of diameters less than 6 nm.185 The
observed blue shift was attributed to spill-out effects and quantum size effects incorporated into
the coordination-dependent atomic polarizabilities. Atoms at the surface are assigned a larger
radius than atoms in the bulk to account for spill-out effects at the surface and the screened
dipole-dipole interactions between the atoms at short distances. Treating the atoms as point-like
objects described by a local bulk dielectric constant (DDA) leads to the expected size-independent
plasmon excitation (Fig. 6.2 b).

6.3 Shape effect on the plasmonic response of nanoparticles
The spectral character of metal clusters is also determined by the cluster’s symmetry.189 Fig. 6.3
illustrates the shape effect on the optical properties of small-size Ag clusters. In Fig. 6.3 a,
the differences are related to the absorption intensity and the energy shift in the high energy
region. The intensity of main absorption peak increases 3 times and the peaks in the low energy
region are redshifted by 0.2 eV from the icosahedron to the cuboctahedron of Ag13. The big
difference between the icosahedron and the cuboctahedron of Ag55 is the main peak shift. The
small-size Ag clusters (up to 85 Ag atoms) in various shapes including octahedra, truncated
octahedra, and icosahedra show a blue shift of the maximal absorption as the shape becomes
more symmetric (from octahedra to icosahedra).162 For the monoatomically thick Ag nanocages
in various polyhedral shapes, the absorption peaks of icosahedral cluster is generally blue-shifted
by 0.2 eV compared to their counterpart of cuboctahedral cluster in Fig. 6.3 b and c. It indicates
an inverse correlation between size and excitation energy of maximal absorption.170 The origin of
the plasmon shift lies in the fact that the fcc(111) facet (icosahedron) has a large electronic gap
compared to fcc(100) facet (cuboctahedron).
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Figure 6.3. (a) Absorption spectra of Ag nanoculsters in the shape of icosahedron (Ih) and cuboctahedron
(cubo) at equal size; (b) Absorption spectra of Ag Ih nanocages; (c) Absorption spectra of Ag cubo
nanocages. Reprinted with permission from Ref. 165 Copyright 2011 American Physical Society and Ref.
170 Copyright 2014 American Chemical Society.

The shape effect on the plasmonic response of medium-size nanoparticles were explored
using the atomistic electrodynamics approaches.157 In Ref. 64, the shapes alter from the low
symmetry morphologies (cube and octahedron) with less vertices and facets to the high symmetry
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Figure 6.4. The optical absorption of bare Ag polyhedral nanoparticles. The absorption spectra are
simulated by (a) DDA, (b) DIM, and (c) cd-DIM. The surrounding medium described by a refractive
index of n=1.379.

morphologies (truncated-octahedron, cuboctahedron, and icosahedron) with a identical diameter
(5.8 nm). The absorption spectra were obtained by the different methods referring to DDA
(local dielectric constant and without screening), DIM (without coordination-dependent dielectric
function), and cd-DIM to show the importance of screening and nonlocal effects. The simulated
absorption spectra are shown in Fig. 6.4. DDA predicts a dipolar plasmon accompanied by
multipolar plasmons that blue-shifts with the increasing symmetry of nanoparticles. Particularly
for the cubic and the octahedral nanoparticles, the multipolar modes are well separated from the
main dipolar modes. This feature is attributed to the low symmetry of nanostructures, which
leads to rather complex charge distributions157. However, both DIM and cd-DIM suggest the
higher-order plasmon modes are less important due to the dipole-dipole interaction screening at
short distances between two atoms. In cd-DIM, single narrow absorption band is observed for each
polyhedral nanoparticle. The vanishing multipolar modes are due to the coordination-dependent
atomic polarizability. The atoms sitting on edges and vertexes are assigned relatively larger radii
(thus higher polarizability) than those on face and in bulk giving rise to the smooth edges. The
theoretical prediction regarding the behavior of multipolar modes is consistent with the recent
experimental work where the EELS of icosahedral Ag nanoparticles was measured.190 Naturally,
it is not expected that such shape independence holds for highly anisotropic nanoparticles such as
nanorods, of which optical response depends on the different axes of the particle.

6.4 Plasmonic Response of Strongly Coupled Nanoparticles
When individual plasmonic nanoparticles are placed close to each other, the original plasmons
interact strongly and create new plasmonic modes. The strongly interacting plasmonic systems
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have important applications in various fields, including high-sensitivity spectroscopies93,191–196,
molecular sensing and imaging10,197–201, and optoelectronics.202–207 Thus, great efforts have been
made to rationalize the novel plasmonic responses of such systems and unravel the underlying
mechanism208–216.

The conceptual picture of plasmon interactions can be described by considering two identical
metal nanoparticles approaching each other and forming a dimer53 (see Fig. 6.5 a). As the distance
of the two plasmonic monomers reaches the regime of a few nanometers, the two plasmons start
to interact strongly and the dimer absorption peak gradually shifts to a lower energy. This
red-shifted plasmonic mode is commonly referred to as the "bonding dipolar plasmon" (BDP).
This plasmonic mode can be described by the plasmonic hybridization model217, which is an
classical electrodynamics analogy to the chemical bonding model49. In this model the monomer
plasmons are considered as electric dipoles, and can be coupled either symmetrically (bonding) or
anti-symmetrically (anti-bonding). The symmetrically bonded plasmon is an overall dipolar mode
and has a lower energy than the anti-bonding mode. If the gap distance of the dimer system
becomes smaller than one nanometer, quantum tunneling becomes prominent and generates
a new charge-transfer plasmonic mode (CTP) at a much lower energy than the BDP (usually
around a half of the BDP energy). The BDP and CTP are the two dominant plasmon modes
in the the plasmonic dimer picture and have been experimentally observed50,51,218,219, although
there are also higher-order, e.g., quadrupolar, plasmonic modes for both bonding plasmons and
CTPs. The near fields induced within the gap of dimers also exhibit unique features. The
near-field distribution and enhancement are determined by the gap distance and the incident
frequency. For a strongly interacting plasmonic dimer, the strongest and most confined near
field can be obtained at the BDP frequency (Fig. 6.5 b), which has important applications in
plasmon-enhanced spectroscopies.55,85

To correctly model these strongly interacting plasmons, quantum mechanical effects need to be
accounted for. A quantum-corrected model (QCM)52 was pioneered to incorporate the quantum
tunneling effect into classical electrodynamics by describing the dimer gap with a fictitious
dielectric material. TDDFT was also used for a quantum mechanical description of the plasmonic
dimers220, where a jellium model for the metal atoms was employed to significantly simplify the
calculations and thus were able to simulate large nanoparticles221. Both QCM and the jellium
TDDFT approaches, though lacking the microscopic details for the metal nanostructure, can
roughly capture the overall plasmonic responses of dimer systems. Atomistic TDDFT simulations
have shown that representing metal nanostructures with atomistic details is necessary to accurately
model the localization and enhancement of the near field.55,148

The atomistic electrodynamics model (cd-DIM) has been employed to simulate the confinement
and enhancement of the plasmonic near field in sub-nanometer junctions, where the atomistic
features of the junction structure determine the local field distribution and the overall plasmonic
response. This model not only reproduces the near-field distributions of tip-to-tip, tip-to-face,
and face-to-face conformations14,85,94,196 when compared with the full quantum mechanics results
reported in Ref. 55, but also allows for modeling the near-field distributions perturbed by single
small molecules14. As illustrated in Fig. 6.6, atomically sharp tips of a tip-to-surface junction
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Figure 6.5. Typical plasmonic response of a strongly interacting dimer system calculated by an atomistic
quantum mechanical approach: (a) Absorption spectra as a function a dimer gap distance; (b) Local field
distribution induced by the BDT at gap distance 10 Å, corresponding to the green dot in (a). Reprinted
with permission from Ref. 55 Copyright 2015 American Chemical Society.

Figure 6.6. Cross-sectional views of the near field distributions of a plasmonic junction consisting of
a Au2057 icosahedron and a Au(111) surface, calculated by the atomistic electrodynamics model: (a)
facet-to-surface conformation; (b) single atom protrusion tip; (c) single CO molecule tip. Published in
Ref. 14.

can significantly enhance and localize the near field down to a sub-molecular length scale. The
near field confinement produced by the CO terminated tip is less pronounced than the Au atom
terminated tip, which is attributed to the polarizability of the chemical species, which is already
sufficient to activate TERS signals upon the introduction of CO into the vacuum STM chamber.14

Furthermore, the recent research shows that the highly confined field gives rise to large field-
gradient volume particularly in a tip-to-surface junction. The field-gradient ratio distributions
are sensitive to the local morphology of junctions and drastically modified by the tip curvature.
These findings are critical for understanding the origin of high-resolution near-field spectroscopy
and for manipulating optical cavities through atomic structures in the strongly coupled plasmonic
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systems. The atomistic electrodynamics model was recently extended to simulate periodic 2D
nanostructures of silver nanoparticles222.

6.5 Summary
In this review, we have presented an overview of recent theoretical approaches and results focusing
on describing the plasmonic response of metal nanoparticles that retain the atomistic description
of the nanoparticles. This growing field of atomistic plasmonics illustrates the importance of
accurately describing the nanoparticle structure and interacting molecules for understanding the
size, shape, and environment effects on the plasmonic properties. This becomes increasingly
important for understanding plasmonic response in the quantum-size regime, strongly coupled
plasmonic systems and near-field spectroscopy. Although fully quantum mechanical methods
such as TDDFT provide accurate descriptions, they are sometimes excessively computational
demanding. The atomistic electrodynamics approach is a promising alternative. By representing
each metal atom with a frequency-dependent dielectric function, atomistic electrodynamics models
bridge the efficiency of classical methods and the accuracy of quantum mechanical methods. At
the same time, the atomistic representation of the nanoparticles allows for capturing the changes
in the plasmonic properties due to subtle modifications of the nanoparticles in their microscopic
structure, size. The near-field distributions of the nanoparticles can also be accurately described
using these models, especially for the strongly interacting systems. Atomistic electrodynamics
approaches have important applications in studies of near-field spectroscopies, such as TERS
where recent experimental studies are reaching sub-molecular resolution and require atomistic
representations of the plasmonic junctions to generate the confined near field.

60



Chapter 7 |
Atomistic Characterization of Plasmonic Dimers in
the Quantum Size Regime

Liu, P.; Chulhai, D. V.; Jensen, L. Atomistic Characterization of Plasmonic Dimers in the
Quantum Size Regime. J. Phys. Chem. C 2019, 123, 13900–13907.∗

Abstract
Plasmonic dimer systems show great promise in a wide range of applications due to their unique
optical and electronic properties that arise from the coupling of monomer plasmons. To determine
the origin of each plasmonic mode and understand the plasmon coupling, atomistic quantum
mechanical simulations are required. Here we adopt a Hirshfeld partitioning scheme of atomic
charges and polarizabilities within the time-dependent density functional theory framework
to study the plasmonic properties of plasmonic dimers. We are able to separate the charge-
transfer plasmons due to electron tunneling from local-resonance plasmons by the partitioned
polarizabilities and induced charges. We find the strength of charge-transfer plasmons is limited
by the charge-flow pathways and dependent on the chemical species. New plasmonic modes for a
series of tetrahedral dimers are identified by mapping the induced charges. This approach allows
for intuitive and consistent characterizations of strongly coupled plasmonic systems.

∗L.J. conceived the basic idea. P.L. and D.V.C. implemented the method. P.L. carried out the simulations.
P.L. and L.J. analyzed the results and wrote the manuscript.
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7.1 Introduction
Strong plasmonic coupling is a key mechanism to many important applications, such as
plasmon-enhanced vibrational spectroscopies193,195,196, molecular imaging/sensing197–201, and
optoelectronics202–206,223, and the like. Particularly, recent developments of tip-enhanced Raman
spectroscopy and nanocavity chemistry10,17,18,85,224–226 pose new challenges in understanding
plasmonic couplings within a gap of sub-nanometer size.

As two plasmonic nanoparticles approach each other, a "dimer" is formed and the two plasmons
are coupled into new bonding modes. When the gap size reaches a sub-nanometer scale, the
monomer plasmonic mode red shifts slightly, and a new plasmonic mode emerges at a lower
energy. This region of transition is referred to as the quantum regime.50 The red shift of the
monomer plasmon is attributed to capacitive coupling between the two identical plasmons, which
is considered as bonding of the two dipolar plasmon (BDP)49. The low-lying dimer plasmon arises
from the conductive coupling between the two monomers, named as charge-transfer plasmon
(CTP).217,227 Theoretical simulations of BDPs and the induced near field can be handled well and
consistently using either classical eletrodynamics or quantum mechanical models52,55,94,97,209,228.

In experiments, the transition from BDP to CTP in the quantum region is initially observed
before the two nanoparticles makes physical contact50,218,229, and the CTP becomes stronger and
blue shifts when the two nanoparticles are conductively connected51,219. Classical methods are
able to reproduce the conductive CTPs with two overlapping nanoparticles.97,228,230,231 But the
CTPs with non-overlapping nanoparticles can only be created by introducing artificial conductive
medium to bridge the junction. The dimer absorption spectrum measured in experiment is then
fully reproduced under the assumption of electron tunneling. To better understand the physical
mechanism of the CTPs, quantum mechanical methods are needed. The jellium model provides
a valid description of CTPs in the quantum tunneling regime, but is limited to large spherical
nanoparticles. Due to the increased interests in nanocavities, where the plasmonic response is
sensitive to the microscopic structure, atomistic quantum mechanical calculations are needed.
Previous work in time-dependent density functional theory (TDDFT) was able to obtain the
emergence of CTPs before the nanoparticles overlap.232 The prominent CTP, as well as other
plasmonic modes in the quantum regime, was visualized by mapping the induced surface charge
distribution (imaginary part). In Ref. 232, the charge-transfer process for the low-lying CTP is
clearly shown to have an overall dipolar charge distribution, while the BDP mode entails two
dipolar charge distributions for both nanoparticles aligned along the long axis.

In this work, we use a Hirshfeld partitioning scheme to describe dimer plasmonics in the
quantum regime. The Hirshfeld partitioning scheme was originally proposed in 1977233, and has
become a popular method to study atoms-in-molecule response properties.234–236 Based on the
partitioning of induced charge densities, intrinsic and charge-fluctuation atomic polarizabilities
can be obtained.237,238 The charge-fluctuation polarizability describes the polarization of the
atom due to delocalized charges upon molecule formulation. It is conceptually intuitive to
describe the electron oscillations in plasmonic nanoparticles if extended to frequency-dependent
polarizabilities. However, a clear distinction has to be made between the electron oscillation
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within a nanoparticle and the charge transfer across the dimer, which we will discuss in detail.
The charge transfer across various fragment can be described also by a polarizability. For example,
Stone et al. proposed the distributed multipole analysis that separates the atoms and the bonds
in a molecule.239,240 The calculation of bond (interatomic) polarizability was further developed
into the computational efficient LoProp method.241 It is also noted that various Hirshfeld-based
partitioning schemes have been developed in recent years to improve the original Hirshfeld method
in terms of neutral pro-atom selection, open-shell systems, efficiency, etc.242–246 In principle, other
schemes of real-space partitioning of charge densities should work as well.247 In this paper we
will adapt the original Hirshfeld method for the sake of simplicity, since the metal nanoparticles
are charge-neutral closed-shell species.

In this paper, we demonstrate a clear separation between the CTPs and BDPs in the absorption
spectra by partitioning the charge-transfer and local polarizabilities. We also illustrate how the
partitioned induced charges are mapped to visualize different plasmonic modes and compare the
strengths of CTPs for different metal species.

7.2 Hirshfeld partitioning of molecular polarizability
In this section we briefly review the Hirshfeld partitioning scheme and the modified treatment to
a dimer system. Consider a pro-molecule with non-interacting atoms of charge density ρfree

i (r).
The Hirshfeld weight function is constructed as:

Wi(r) = ρfree
i (r)∑
j ρ

free
j (r)

, (7.1)

where the subscript i(j) is the index of each atom, and r is a spatial vector. Then the induced
atomic charges are given by partitioning the induced molecular charge density with the weight
function:

qi,β =
∫
Wi(r)δρβ(r)dr, (7.2)

where β denotes the Cartesian direction of the external perturbation, and δρβ(r) is the induced
molecular charge density obtained from linear-response TDDFT. Subsequently, elements of the
atomic polarizability tensor are given by:

αi,αβ = −
∫
rαWi(r)δρβ(r)dr . (7.3)

Here rα is the component of the vector r in the α direction. The atomic polarizability can be
partitioned into a sum of two contributions as:

αi,αβ = −
[ ∫

(rα − ri,α)Wi(r)δρβ(r)dr +
∫
ri,αWi(r)δρβ(r)dr

]
= −

∫
(rα − ri,α)Wi(r)δρβ(r) · dr− ri,αqi,β

= αintrinsic
i,αβ + αcf

i,αβ ,

(7.4)
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where ri,α denotes the coordinate of the i-th atom in a direction. Here the total polarizability is
partitioned into the sum of an intrinsic term(αintrinsic

i,αβ ) and a charge-fluctuation term (αcf
i,αβ).The

intrinsic term is translation-invariant due to the subtraction of the atomic coordinate, and thus
accounts for the induced dipoles localized on each individual atom. The charge-fluctuation
polarizability describes the polarization of the atom due to the delocalization of electrons. By
summing up all the atomic polarizabilities, we can also partition the total molecular polarizability
into intrinsic and charge-fluctuation terms:

ααβ = αintrinsic
αβ + αcf

αβ =
∑
i

αintrinsic
i,αβ +

∑
i

αcf
i,αβ , (7.5)

The molecular charge-fluctuation polarizability describes the polarization of the system due to
the collective electron oscillation of the whole system, which closely resembles the concept of
plasmonic resonance.

However, in a plasmonic dimer system, it is necessary to distinguish between the electron
oscillation within a nanoparticle and the charge transfer across the junction. Therefore, the
charge-fluctuation polarizability requires another step of partitioning. In analogy to the intrinsic
polarizability, we partition αcf into a translation-invariant term by subtracting the center of mass
of the monomers, and then add a charge-transfer term to recover the total polarizability:

αcf
αβ =

∑
i

ri,αqi,β =
∑

M,i∈M
{(ri,α −RM,α) · qi,β +RM,α · qi,β} =

∑
i

(αintra
i,αβ + αCT

i,αβ), (7.6)

with RMα being the a Cartesian component of the mass center of the monomer M . Similar
polarizability partitioning method was previously used to study water clusters.238 Here the term
αintra is defined as the intra-molecular polarizability, and is translation-invariant. It accounts
for the charge fluctuations within the monomer M . The second term, αCT, is called the charge-
transfer polarizability. It entails the inter-molecular charge transfer between the two monomers
in the system.238. The intrinsic and the intra-molecular polarizabilities are combined into one
term describing the "localized" plasmon of the monomer (αLocal), and subsequently the dimer
polarizability is partitioned into sum of two contributions:

αDimer
αβ =

(
αintrinsic
αβ +

cf︷ ︸︸ ︷
αintra
A,αβ + αintra

B,αβ

)
+ αCT

αβ

= αLocal
αβ + αCT

αβ

(7.7)

We will demonstrate in the following section that αCT
αβ accounts for CTPs, and the αLocal

αβ describes
the bonding plasmons.
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7.3 Results and Discussion

7.3.1 Absorption spectra of a Na20 dimer

We apply this partitioning scheme to a Na20 tetrahedron dimer. The two Na20 clusters are
symmetrically aligned along Z axis in a tip-to-tip configuration (Fig. 7.1a). As the gap distance
of the dimer is gradually decreased from ∼10 Å to 2.7 Å (1 Å shorter than the Na-Na bonding
length), we calculated the absorption spectrum of each distance with the linear-response TDDFT
framework. Only the zz component of the polarizability tensor (imaginary part) is considered here
as it is the dominant element of the polarizability tensors (see Appendix D). The total absorption
spectrum (Fig. 7.1b) features three plasmon peaks. The first peak is 2.0 eV at distances longer
than 7.5 Å. The second one is 1.63 eV ∼ 1.77 eV at shorter distances, which can also be regarded
as a transition region from the 2.0 eV peak as the distance decreases. The third one is at ∼ 0.9
eV, which appears at distances shorter than 6 Å. The total absorption spectrum agrees well with
the literature50,52,53,55,60,218, and the three plasmonic peaks can be assigned to a bonding mode
and two charge-transfer modes based on their positions in the spectrum.

Figure 7.1. (a) Na20 tetrahedron dimer in a tip-to-tip conformation; the distance in the long axis (Z) is
defined as the distance between the centers of the two tip atoms; (b) the total absorption spectra of the
Na20 dimer at various gap sizes; (c) the absorption spectra due to only the charge-transfer plasmons; (d)
the absorption spectra due to only the bonding plasmons. The white dash lines denote the length of a
Na-Na bond.
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We then plot the absorption spectra generated separately from the local and charge-transfer
terms partitioned out of the total polarizability (Eq. 7.7). As is shown in Fig. 7.1 c & d, the 0.9
eV peak appears only in the charge-transfer absorption spectrum. It emerges before the tip atoms
establish physical contact, which aligns with the concept of CTPs due to electron tunneling. The
2.0 eV mode only exists in the local absorption spectrum. The band of 1.63 eV ∼ 1.77 eV appears
in both of the spectra in the region between 5 Å and 7.5 Å, which suggests the transition from
BDP to CTP. The red-shift of the 2.0 eV mode with respect to the single-monomer peak (see
Appendix D) at short gap distances indicates it is a bonding plasmon.

7.3.2 Distribution of induced charges of Na20 dimer

In order to visualize the plasmonic modes and to further confirm the mechanism of each plasmonic
mode, we plot the induced atomic charge distribution of each mode (Fig. 7.2). Here we consider
only the induced charge (imaginary part) in the Z direction as it is where the charge transfer takes
place. The four exemplary cases are marked with blue dots in the absorption spectra (Fig. 7.1b).

Figure 7.2. Imaginary atomic induced charge (Z component) distribution of the Na20 dimer for different
plasmonic modes: (a) 0.95 eV at distance 3.7 Å; (b) 1.63 eV at distance 3.7 Å; (c) 1.77 eV at distance 5.2
Å; (d) 2.04 eV at distance 8.7 Å.The net charge for each cluster is noted above it (a.u.). The colorbars
contain the ranges of induced atomic charges. The partitioned absorption cross sections, σCT and σLocal,
are provided under each plot.

As is illustrated in Fig. 7.2 a ∼ c, the modes at around 0.9 eV and 1.7 eV give rise to large net
charges for the metal clusters (provided above each cluster in atomic unit) and have relatively
large charge-transfer absorption cross sections (σCT). The opposing signs of the net charges for
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the two clusters indicate that the electrons flow from one cluster to the other. This observation is
again in alignment with the intuition of CTPs. At the same distance of 3.7 Å, the two CTPs are
shown to have different charge distributions. The 0.95 eV mode (Fig. 7.2 a) exhibits an overall
dipolar pattern of induced charges, although the two tip atoms in the gap have charges opposite
to their respective cluster bodies. In the 1.63 eV mode (Fig. 7.2 b) the opposing charges in the
gap are delocalized, rather than localized only on the two tip atoms, which can be considered as a
high-order CTP (CTP’). For the plasmon of 2.0 eV at longer gap distances (Fig. 7.2 d), the charge
distribution is dipolar within each cluster, and the net charges are negligible compared with the
charge-transfer modes. This confirms the assignment of BDP. The induced charge distributions of
these two modes are in good agreement of the results in Ref. 232. Furthermore, local absorption
cross sections decrease with decreasing gap sizes, while the charge-transfer absorption becomes
stronger. In all four cases, the tip atoms in the junction have the largest induced charges (noted
as the maxima in the colorscale bars). The 1.63 eV, 1.77 eV (Fig. 2 c), and the 2.04 eV modes can
be regarded as one absorption band, and their charge distributions exhibit the transition from
CTPs to local resonances. From Fig. 7.2 b to Fig. 7.2 d, the net induced charges decrease, and
the maximal atomic charges becomes larger and more localized on the tip atoms. The bonding
plasmon eventually decouples and recovers the monomer modes (see Appendix D).

7.3.3 The facet-to-facet configuration of a tetrahedral dimer

Ideally, one would expect that in a CTP, especially the low-lying dipolar CTP, the charges
flow consistently from one cluster to the other. However, all four modes selected above have
induced charges in the gap with signs opposite to their respective cluster bodies. We believe this
observation results from the atomically narrow pathway limiting the charge flow in the tip-to-tip
conformation. To test this hypothesis, we re-arrange the sodium clusters into a facet-to-facet
configuration (Fig. 7.3), which effectively broadens the charge-flow pathway. In this case the onset
of the CTPs is at a even longer distance and they are much stronger. For the primary CTP that
spans 1.3 eV ∼ 1.7 eV (Fig. 7.3d), the charges of the gap atoms are of the same sign as their cluster
bodies, and the whole dimer is a consistent dipole. In the high-order charge-transfer mode of ∼ 2.0
eV at short distances, the local term also contributes strongly to the absorption. This is captured
in Fig. 7.3e, where we see high cross sections of the local term, and dipolar charge distribution
within a certain cluster. At long distances (Fig. 7.3f), the plasmonic resonance again converges
with the monomer mode with vanishing net charges of both monomers. Interestingly, the CTP in
the this facet-to-facet configuration blue-shifts, which agrees with experimental observations50,218.
However, for the tip-to-tip configurations, CTP red-shifts for decreased distances. We believe this
can be attributed to the finite size effect (large spherical nanoparticles are used in experiments)
and the limit charge-transfer pathway.
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Figure 7.3. Absorption spectra of the Na20 dimer in a facet-to-facet conformation: (a) total absorption;
(b) charge-transfer absorption; (c) local absorption. Imaginary atomic induced charge (Z component)
distribution: (d) 1.64 eV at distance 4.7 Å; (e) 2.0 eV at distance 4.7 Å; (f) 2.0 eV at distance 9.2 Å.

7.3.4 Ag20 dimer and Ag20 dimer

We expand the Hirshfeld partitioning analysis to silver and gold, the two most common plasmonic
materials. Adopting the similar but re-optimized tetrahedral structures, we calculate the
absorption spectra of Ag20 dimer (Fig. 7.4) and Au20 dimer (Fig. 7.5), and map the atomic
induced charges for the exact descriptions of plasmonic modes. The Ag20 dimer also has three
main plasmonic modes: ∼1.6 eV and ∼3.2 eV at short gap distances, and ∼3.6 eV for large
gaps. The presence of these three peaks agrees with previous reports218. The partitioned spectra
(Fig. 7.4 b & c) show that the 1.6 eV and 3.2 eV modes are CTPs and the 3.6 eV plasmon is
a bonding mode. Comparing the two CTPs (Fig. 7.4 d & e), one can find the 1.6 eV mode
(primary CTP) has more charge-transfer contribution than the 3.2 eV mode (high-order CTP), as
is indicated by the net charges and the partitioned absorption cross sections. The 3.2 eV mode
also benefits largely from the local resonance, and the induced charges are more localized in the
junction than the primary CTP (Fig. 7.4e). And the 3.6 eV mode is a pure local bonding plasmon
as the monomers have negligible net charges and nearly zero charge-transfer cross section.
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Figure 7.4. Partitioned absorption spectra of the Ag20 dimer in the tip-to-tip conformation: (a) ∼ (c).
Induced atomic charge distributions: (d) 1.90 eV at distance 3.8 Å; (e) 3.26 eV at distance 3.8 Å; (f) 3.67
eV at distance 8.3 Å.

The Au20 tetrahedron dimer has more complicated absorption spectra than the sodium and
silver dimers, especially for the charge-transfer term (Fig. 7.5 b). In the case of gap distance
∼3.7 Å (Fig. 7.5 d∼f), there are three charge-transfer peaks: 1.90 eV, 2.31 eV and 2.85 eV. The
1.90 eV mode is the primary CTP, similar to the lowest-lying peaks of the sodium and silver
systems. The 2.31 eV mode at gap distance 3.7 Å is a high-order CTP of the gold dimer, and it
has a similar charge distribution pattern to the high-order CTPs of sodium and silver. The slight
difference is that for the 2.31 eV mode of the gold dimer, the atomic charges are more evenly
distributed among the four tetrahedral vertices, instead of being strongly localized only in the
junction. Interestingly, the induced charges of the 2.85 eV mode are found to be localized on the
second layer of the junction atoms for each cluster (Fig. 7.5 f), instead of on the two tip atoms.
It can be considered as an even higher-order CTP. The long-distance bonding mode (3.13 eV in
Fig. 7.5 g) exhibit features similar to the sodium and silver dimers, which is evidenced by the
zero charge-transfer cross section and nearly zero net charges of the monomers.
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Figure 7.5. Partitioned absorption spectra of the Au20 dimer in the tip-to-tip conformation: (a) ∼ (c).
Imaginary atomic induced charge (Z component) distribution: (d) 1.90 eV at distance 3.7 Å; (e) 2.31 eV
at distance 3.7 Å; (f) 2.85 eV at distance 3.7 Å; (g) 3.13 eV at distance 8.2 Å.

Comparing the tip-to-tip tetrahedron dimers of Na20, Ag20, and Au20, we find some common
features of the charge-transfer plasmons. Generally there are two prominent CTPs found in
the three cases. The primary CTP is the lowest in energy, and gives rise to the largest cluster
net charges. The secondary CTP has a higher energy, which is usually slightly lower than the
bonding plasmon energy and can be regarded as a transition from the bonding mode. Due to
the tetrahedron shape, it is hard to define this mode as quadrupolar, but the difference in the
induced charge distributions reveals that it is a high-order CTP. However, in this high-order
CT mode, the local plasmon also contributes strongly to the absorption. This is also implied
by the smaller cluster net charges compared to the primary CTP. As a matter of fact, the local
term has consistently larger absorption cross sections than the CTP cross section throughout the
absorption spectrum, which suggests that the local resonance is pervasively the dominant factor
of a plasmonic dimer system. Additionally, more high-order CTPs are observed in the gold dimer
system. Strictly speaking, similar high-order CTPs also exist in the other two systems, but their
cross sections are approximately zero. Overall the sodium dimer has the strongest absorption
for both the charge-transfer and local terms, and the gold dimer has the weakest. This can be
explained by the availability of d-orbital electrons. Noble metal clusters like Ag and Au have
strong s-d hybridization, and thus it’s harder to excite the electrons to the conduction band to be
transferred across the the two monomers than simple metals like Na.167
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7.4 Conclusion
In summary, we have studied the plasmonic properties of a series of small tetrahedron dimers
using the Hirshfeld partitioned atomistic polarizabilities within the TDDFT framework. By
separately plotting the absorption spectra based on the two different terms of the polarizabilities,
we have clearly partitioned the dimer absorption into the charge-transfer absorption and the
local absorption. Generally there are two prominent CTPs in the dimer systems that emerge
at short gap distances. We have also mapped the induced charges distribution atomistically,
which presents an intuitive and consistent description of the plasmonic modes. Based on the
induced charge distributions and the net charges for each cluster in a specific mode, we are able
to identify the CTPs between each other and from the local-resonance modes, which complements
the characterization by absorption spectra. The Hirshfeld partitioning scheme we adopted in
this work distinguishes the intra- and inter-molecular charge fluctuations. The partitioning of
the total polarizability and induced atomic charges provides a well-defined analysis methods of
dimer plasmonics in the quantum tunneling regime. Such analysis can be generalized for studies
of two-fragment systems.

Methods
A locally modified version of the Amsterdam Density Functional (ADF) program package73–75

was used to carry out the calculations. The Becke-Perdew (BP86)76,77 exchange-correlation
functional and the triple-ζ polarized (TZP) Slater-type basis set from the ADF library were used
for the geometry optimizations of the monomer clusters.

A dimer was constructed by the optimized monomer and its mirror geometry with respect
to the Cartesian origin in the Z direction. Then the gap distance of the dimer was gradually
increased by translating the coordinates along the Z axis with a step size of 0.5 Å. For each
gap distance, the frequency-dependent polarizabilities of the system were calculated with the
incident light frequencies. The scanned frequencies, with a step size of 0.005 atomic unit (a.u.),
ranged from 0.020 a.u. to 0.105 a.u. for the Na20 dimer, 0.040 a.u. to 0.170 a.u. for the Ag20
dimer, and from 0.020 a.u. to 0.140 a.u. for the au20 dimer. All polarizabilities were calculated
using the AOResponse module implemented in ADF with a finite excited-state lifetime of Γ =
0.1 eV78–82, and the Adiabatic Local Density Approximation (ALDA). The statistical average of
orbital model exchange-correlation potentials248 was employed together with the triple-ζ polarized
(TZP) Slater-type basis set from the ADF library. The scalar relativistic effects were accounted
for by the zeroth-order regular approximation249. The partitioned atomic polarizabilities and
atomic charges were obtained in ADF with a local implementation of the Hirshfeld partitioning
scheme described in the main text. The absorption cross section at a frequency ω was calculated
as:

σabs(ω) = 4πωn
c
· Im{αzz(ω)}, (7.8)

where n is the refractive index of the environment (in this work, vacuum), and c is the speed
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of light. The zz element of the polarizability tensor , αzz, can be from either the total or the
partitioned polarizabilities as derived in the main text.

All molecular geometries and induced atomic charge distributions were rendered using the
Visual Molecular Dynamics (VDM) 1.9.3 software84.
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Part IV

Frozen Density Embedding
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Chapter 8 |
Exact Frozen Density Embedding for the Time-
Dependent Density Functional Theory

Abstract
This chapter describes an exact frozen density embedding (FDE) method within the framework of
time-dependent density functional theory (TDDFT). In the first section, a brief introduction to
the FDE method for the molecular ground states is provided to describe the general idea of FDE.
The chapter derives the exact FDE method for molecular response properties with an emphasis
on the polarizabilities. It approaches the polarizability from both the sum-over-states (SOS)
method, which involves calculating the excitation energies and transition dipole moments, and
the linear response theory that directly yields the polarizabilities. We will demonstrate that both
methods provides exact results when compared with those obtained by conventional TDDFT
("supermolecular") calculations.
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8.1 Introduction
For plasmon-enhanced spectroscopies including SERS and TERS, both EMM and CM contribute
to the signal enhancement142. EMM accounts for the molecular responses to the local field induced
by plasmons, while CM encodes the modifications of the geometry and electronic structure of the
molecule adsorbed on a metallic surface. EMM is usually considered as the dominating mechanism
to the signal enhancement of vibrational spectroscopies; however, CM can be just as important in
that it is responsible for changes of spectral shapes due to changes in the molecule’s electronic
structure.93

In the DIM/QM model, the metal-molecule interaction is treated by an additional DIM
operator incorporated into the molecular time-dependent Hamiltonian. Although previous work
suggests that DIM/QM captures most of the EMM enhancement in TERS, the description of CM
is limited to the mutual polarization and classical dispersion/repulsion. The dispersion/repulsion
potential at the metal-molecule interface is represented by a Lennard-Jones (LJ)-type force
field. The LJ potentials are chemical species specific, of which the parameters are obtained by
fitting against full QM calculations or experimental data. While the LJ force field approximately
reproduced the molecule-metal bonding energies, it is not able to include charge transfer effects.
Full QM calculations such as TDDFT can describe the metal-molecule interactions accurately, but
is limited by its expensive computational cost when treating high density-of-states systems such
as metal nanoparticles. Moreover, full QM treatment of a metal-molecule system can introduce
more complications when the properties of interests are mostly localized on the molecule. For
example, to simulate TERS, one would need to separate the molecular polarizabilities from the
metal fragment whereas conventional TDDFT procedures provide only the polarizability of the
total system.

One alternative to full QM calculations is subsystem DFT, or specifically, frozen density
embedding (FDE)179,250. In FDE, the electron density of one subsystem is kept "frozen", and the
energy of the whole system is minimized with respect to the other subsystem (noted as "active").
The FDE theory allows for the partitioning of the system into fragments of reasonable chemical
intuition251, which in the case of TERS can be the active molecule and the frozen metal junction.
FDE is exact in the limit of exact energy functionals252. The inter-fragment interactions are
described quantum mechanically, which eliminates the requirement of force field parameterization.
Thus, one would expect a more accurately described molecule-metal interface than the classical
force field in DIM/QM.

In the partitioning of the whole system into fragments, the total energy can be expressed as
the sum of subsystem energies. However, in the presence of inter-fragment molecular orbital (MO)
overlaps, there exists non-additive kinetic energy and XC energy that make the sum of energies
of the two fragments not exact. While the non-additive XC energy can be well approximated
by readily available density functionals, the non-additive kinetic energy requires more careful
treatment for FDE to be exact. One popular approach is to eliminate the non-additive energies
by making the MOs of the fragments orthogonal to each other (external orthogonality).253

The external orthogonality (EO) is achieved by the implementation of a level-shifted projection
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operator to the Fock matrix of the embedded system so that overlapping MOs are lifted to an
infinitely high energy and decoupled254. The FDE-EO approach has proven to be accurate for
both ground-state and excited-state calculations, even for strongly coupled systems.255–257 In this
chapter, I will derive the theory of exact FDE, and provide preliminary results to demonstrate its
exactness in calculating molecular polarizabilities from both the sum-over-state and linear-response
approaches.

8.2 Exact Frozen Density Embedding for TDDFT

8.2.1 Supermolecular Kohn-Sham DFT

The expression of the system’s total energy in Kohn-Sham(KS) DFT258 is written as a sum of
various functionals of electron density ρ259:

E[ρ] = Enn + Enuc[ρ] + ECoul[ρ] + Exc[ρ] + Ts[ρ] , (8.1)

where the different terms from left to right represent the nucleus-nucleus repulsion, electron-
nucleus interaction, electron-electron Coulomb interaction, exchange-correlation energy, and
non-interacting kinetic energy, respectively. These terms are written as

Enn =
N∑
I,J

ZIZJ
|RI −RJ |

; (8.2a)

Enuc[ρ] =
∫
ρ(r)vnuc(r)dr , with vnuc(r) =

∑
I

ZI
|RI − r| ; (8.2b)

ECoul[ρ] = 1
2

∫
ρ(r)ρ(r′)
|r− r′| drdr′ ; (8.2c)

Exc[ρ] = (Eee[ρ]− ECoul[ρ]) + (T [ρ]− Ts[ρ]) ; (8.2d)

where N is the total number of nuclei, ZI , ZJ represent the nucleus charges, RI ,RJ are the
coordinates of the nuclei, and vnuc is the electrostatic potential from the nuclei. The electron
density is obtained with Kohn-Sham orbitals φi(r)

ρ(r) =
N∑
i=1
|φi(r)|2 . (8.3)

Under the constraint of preserving total number of electrons and Kohn-Sham orbitals being
orthonormal, the total energy is minimized, which leads to the Kohn-Sham equations (effective
single-particle Schödinger Equations):(

− ∇
2

2 + veff [ρ(r)]
)
φi(r) = εiφi(r), i = 1, . . . , N , (8.4)

with the effective potential veff [ρ(r)] = vnuc(r) + vCoul[ρ(r)] + vxc[ρ(r)].
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8.2.2 Subsystem DFT

The main idea of a subsystem DFT method is to partition the total electron density ρtot(r) into
the electron densities of two (K in general) fragments, I and J:

ρtot(r) = ρI(r) + ρJ(r) (8.5)

The subsystem densities are expressed by the orbitals of the subsystem’s corresponding orbitals,
similar to (8.3). Besides that each subsystem density should integrate into an integer number of
electrons, they are not subject to any other conditions. In general, the subsystem densities are
allowed to overlap. In practice, the partitioning is usually intuitively done in line with chemical
concepts.

Given this partitioning of the electron density, the DFT total energy can be expressed as a
bi-functional of ρI and ρJ, similar to (8.1):

E[ρI, ρJ] = Enn +
∫ (

ρI(r) + ρJ(r)
)(
vnuc

I (r) + vnuc
J (r)

)
dr (8.6)

+1
2

∫ (
ρI(r) + ρJ(r)

)(
ρ′I(r) + ρ′J(r)

)
|r− r′| drdr′ (8.7)

+Exc[ρI, ρJ] + Ts[ρI] + Ts[ρJ] + T nad
s [ρI, ρJ], (8.8)

where the Enn is again the nuclei repulsion energy, vnuc
A and vnuc

B are electrostatic potentials from
the nuclei in the two subsystems, Exc is the exchange-correlation energy functional, Ts[ρ] is the
kinetic energy of the non-interacting system. T nad

s is the non-additive kinetic energy. It accounts
for the error in calculating the kinetic energy due to the splitting of total electron density.

T nad
s [ρI, ρJ] = Ts[ρI + ρJ]− Ts[ρI]− Ts[ρJ]. (8.9)

In practical implementations the non-additive kinetic energy is either approximated with a kinetic-
energy functional, or eliminated in projection-based method that ensures external orthogonality,
which will be discussed in detail later in this chapter. Strictly speaking, a similar non-additive
term also exist for the exchange-correlation energy; however, it can be obtained in the limit of
available exchange-correlation functionals.

For a given density ρJ in one of the subsystems, the electron density ρI in the other subsystem
can be determined by minimizing the total energy bi-functional with respect to ρI ("active"),
which ρJ is kept unchanged ("frozen"). The interaction between the two fragments is treated as
an embedding potential on the active fragment due to the presence of the frozen fragment. This
method is then termed "frozen density embedding" (FDE)260.

The minimization of the total energy with respect to ρI under the constraint that the number
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of electrons NI in subsystyem I is conserved leads to the condition:

0 = δ

δρI

[
E[ρI, ρJ] + λI

(∫
ρI(r)dr−NI

)]

= vnuc
I (r) + vnuc

J (r) +
∫

ρI(r′)
|r− r′|dr

′ +
∫

ρJ(r′)
|r− r′|dr

′

+δE[ρI + ρJ]
δρI

+ δTs[ρI]
δρI

+ δT nad
s [ρI, ρJ]
δρI

+ λI ,

(8.10)

where λI is the Lagrange multiplier. The electron density ρI is expressed ρI(r) =
∑NI
i |φi|2 in

terms of the KS orbitals {φ(I)
i (r)} of subsystem I.

In the above equation, one can group all the terms that are related to subsystem J into one
effective embedding potential vemb

eff [ρI, ρJ](r):

vemb
eff = vnuc

J (r) +
∫

ρJ(r′)
|r− r′|dr

′ + δEnad
xc [ρI, ρJ]
δρI

+ vT [ρI, ρJ](r) , (8.11)

where vT [ρI, ρJ](r) is the non-additive kinetic potential (NAKP). Thus, for a given frozen density
ρJ, the density of the active subsystem can be obtained by solving the following KS-like equations:[

− ∇
2

2 + vKS
eff [ρI](r) + vemb

eff [ρI, ρJ](r)
]
φ

(I)
i (r) = εiφ

(I)
i (r) ; i = 1, . . . , NJ , (8.12)

where the environment (or nanoparticle) is represented by the effective embedding potential.
Minimization of the total system energy is usually achieved through "freeze-and-thaw" cycles,

where the role of the two fragments are iteratively interchanged in the FDE calculations until the
convergence of both fragment densities. This procedure makes FDE equivalent to supermolecular
DFT calculations in the limit of exact NAKP.

8.2.3 Non-additive kinetic energy and external orthogonality

The existence of the NAPK arises from failing to fulfill the condition where the KS orbitals of the
two subsystems are orthogonal to each other (external orthogonality, EO). It can be approximated
by a functional of electron density. The kinetic energy density functionals (KEDFs) have been
widely used in orbital-free(OF) DFT methods. The simplest form of KEDFs is the Thomas-Fermi
(TF) functional261,262, a local density approximation to the KEDF. It is defined as:

TTF
s = CTF

∫
ρ5/3(r)dr = 3

10(3π2)2/3
∫
ρ5/3(r)dr , (8.13)

where CTF is the Thomas-Fermi constant.
In the case where the KS orbitals of the two subsystems are mutually orthogonal, T nad = 0,

which is desired since it makes the FDE method exact. One way of enforcing EO is to use a
projection operator P̂ , which essentially introduces an additional projection potential term on the
left-hand side of (8.12). In general, the projection term removes the contributions of the molecular
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orbitals of the frozen fragment (J) from the occupied orbitals of the active fragment (I) such that
the orbitals of the two subsystems are kept orthogonal. Common projection-based embeddings
include the level-shift embedding263), the Huzinaga embedding264, and Hoffman embedding265,
among which the level-shifting embedding has recently gained popularity due to its accuracy and
scaling efficiency254,257.

The Fock matrix of the embedded system (I) in the atomic orbital (AO) basis with the
projection operator is:

fEO
ij = fFDE

ij + µP J
ij , (8.14)

where i, j are AO indices of subsystem A. The first term on the right hand side is the regular
FDE Fock matrix. The projection operator is defined as:

P J
ij = 〈χI

i

∣∣{∑
k∈J
|φJ
k〉 〈φJ

k|

}∣∣χJ
j 〉

=
∑

m,n∈J
〈χI
i|χJ

m〉 γJ
mn 〈χJ

n|χI
j〉

=
[
SI,JγJSJ,I

]
ij

,

(8.15)

where χI and χJ are sets of AO basis functions describing subsystem I and J. {φJ} are KS orbitals
of subsystem J. γJ is the density matrix of subsystem J. SI,J = (SJ,I)T is the overlap matrices
between the AOs of the two subsystems. The term µPJ raises the the energy of the k−th orbital
of subsystem J to εJk + µ. The orbitals of the two fragments are essentially de-coupled in the limit
of µ → ∞. In practice, µ is usually chosen to be a very large number, e.g., 106Eh. Previous
work in the group254 has implemented the method. The typical workflow includes identifying the
fragments of the supermolecular system, determination of the overlap region, KS DFT calculation
of each fragment with the overlap region represented by empty AOs, and finally the FDE-EO
calculation with freeze-and-thaw cycles. It has been demonstrated that the KS-DFT densities of
both weakly and strongly coupled fragments are reproduced exactly. Hereafter, the level-shifting
embedding method is used to derive the exact FDE-TDDFT method.

8.3 Exact Frozen Density Embedding in TDDFT

8.3.1 A brief review of the supermolecular TDDFT

The response of the electron density in the frequency domain is

δρ(r, ω) =
∫
χs(r, r′, ω)δveff(r′, ω)dr′, (8.16)
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which describes the relationship between the first-order change in electron density and the effective
perturbation potential (δveff) via the response function, χ(r, r′, ω)

χ(r, r′, ω) =
∑
i,a,σ

φiσ(r)φaσ(r)φiσ(r′)φaσ(r′)
[ 1
εiaσ + ω

+ 1
εiaσ − ω

]
(8.17)

where εiaσ = εaσ − εiσ is the KS orbital (φ(r)) energy difference, i, a are indices of the KS orbitals,
and σ represents spins. The (changes in) effective potential consists of an external potential and
the induced electronic potential due to density response:

δveff(r′) = δvext(r′) + δvel(r′) = δvext(r′) +
∫
f(r, r′, ω)δρ(r′, ω)dr′ . (8.18)

The quantity f(r, r′, ω) is called the response kernel, which consists of

f(r, r′, ω) = fCoul + fxc = 1
|r− r′| + δvxc(r′)

δρ(r′) = 1
|r− r′| + δExc[ρ](r)

δρ(r)δρ(r′) . (8.19)

The density response δρ can also be expressed as266:

δρσ(r, ω) = 2
∑
i,j
δPijσ(ω)φiσ(r)φjσ(r) , (8.20)

where δPiaσ is the coefficient for the orbital product in the expansion of density change. The
subscripts i, j represent the orbital indices and the the letter σ, τ represent the spin. The factor of
2 on the right-hand side is due to the presumption that only closed-shell systems are considered.
The response equation defined with the density matrix coefficients is then

δPijσ =
∑
k,l,τ

Vklτχijσ,klτ . (8.21)

The response function for an independent particle system is defined as:

χijσ,klτ = δστδikδjl
njσ − niσ
ω − εijσ

, (8.22)

where n denotes the occupation number, and εijσ = εjσ − εiσ represents the energy difference of
the KS orbitals.

The electronic perturbation due to density response is given as:

δvel
ijσ =

∑
klτ

∫
dr
∫
dr′
[
φ∗j (r)φi(r)f(r, r′, ω)φk(r′)φ∗l (r′)

]
δPklτ (ω)

=
∑
klτ

Kijσ,klτ (ω)δPklτ (ω).

f(r, r′, ω) is the response kernel. Kijσ,klτ , an element of the coupling matrix K, which determines
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the response of the electronic potential δvind due to the electron density perturbation δP:

Kijσ,klτ = δvijσ
δPklτ

(8.23)

With δPijσ =
∑

k,l,τ δστδikδjl · δPklτ , we arrive at the following expression by combining the above
equations:

δPijσ(ω) = niσ − njσ
ω − εijσ

[
δvext

ijσ +
∑
klτ

Kijσ,klτδPklτ (ω)
]

(8.24a)

∑
klτ

[
δστδikδjl

ω − εijσ
niσ − njτ

−
∑
klτ

Kijσ,klτ

]
δPklτ = δvext

ijσ (8.24b)

Here we have assumed that all orbitals are real and have Aufbau occupations (0 or 1). From now
on, we will also restrict that ALDA approximation is used such that fxc is frequency independent,
and that the use of fxc(r, r′) further simplifies that Kijσ,jkτ = Kijσ,lkτ = Kjiσ,klτ = Kjiσ,lkτ .

The expressions in (8.24) are the same equation in two different forms. We will first use
(8.24b) to derive the equation of which the solutions are the excitation energies. Restricting i, j
for occupied orbitals and a,b for virtual orbitals (i < a, j < b), we can split the (8.24b) into two
parts:

j<b∑
jbτ

[
δστδijδab

ω − εjbσ
njσ − nbτ

−Kiaσ,jbτ

]
δPjbτ −

j<b∑
jbτ

Kiaσ,bjδPbj = δvext
iaσ (8.25a)

then another equation for the rest

j<b∑
jbτ

[
δστδijδab

ω + εjbσ
nbσ − njτ

−Kai,bj

]
δPbj −

j<b∑
jbτ

Kai,jbτδPjbτ = δvext
ai (8.25b)

Rewriting the above linear system of equations in matrix notation, we arrive at:[(
A B
B A

)
− ω

(
C 0
0 −C

)](
X
Y

)
=
(

V
W

)
(8.26)

with

Aiaσ,jbτ = δστδijδab
εiaσ

nbτ − njτ
−Kiaσ,jbτ (8.27a)

Biaσ,jbτ = −Kiaσ,bj (8.27b)

Ciaσ,jbτ = −δστδijδab
1
nbτ

(8.27c)

Xjbτ = δPjbτ ; Yjbτ = δPbjτ (8.27d)

Wjbτ = Vbjτ are the matrix elements of the external perturbation. (8.27e)

Inserting the following unitary transformation between (X,Y)T and the bracket in (8.26), and
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multiplying the whole equation from the left by
√

2U,

U†U = 1, U = 1√
2

(
1 1
−1 1

)
, (8.28)

we obtain [(
A + B 0

0 A−B

)
+ ω

(
0 C
C 0

)](
X + Y
Y−X

)
=
(

V + W
W−V

)
(8.29)

(8.29) can be separated into two linear system of equations

(A + B)(X + Y) + ωC(Y−X) = (V + W) (8.30a)

(A−B)(Y−X) + ωC(X + Y) = (W−V) (8.30b)

In case of a real external field, V = W. The symmetric part of δPiaσ, (X + Y), is then

[
(A + B) + ω2S

]
(X + Y) = 2V. (8.31)

with S = −C(A−B)−1C. We will focus on (X + Y) first because of its relevance for the
polarizability, and this equation is basically the working equation of TDDFT. Starting from this
equation, one usually inserts 1 = S−1/2S1/2 in front of (X + Y) and multiplies the whole equation
from the left by 1 = S−1/2, and obtain the following equation:[

S−1/2(A + B)S−1/2 + ω2]S−1/2(X + Y) =[
ω2 −Ω

]
S−1/2(X + Y) = 2S−1/2V .

(8.32)

Then we know with Ω = S−1/2(A + B)S−1/2 :

(X + Y) = S−1/2[ω2 −Ω
]−12S−1/2V . (8.33)

It’s obvious that the density response (X + Y) is infinite when the inverse of
[
ω2 −Ω

]
is singular.

From that one concludes that the solutions to the following eigenvalue problem corresponds to
the singularities:

Ω Fλ = ω2
λ Fλ , (8.34)

where ωλ =
√
ε2λ are the excitation energies. This equation does not depend on external

perturbations, and represents an intrinsic property of the system. In supermolecular TDDFT,
S is a diagonal matrix (C and A−B are both diagonal), and thus positive definite. Therefore,
(8.34) is an Hermitian eigenvalue problem. Explicitly, the matrix elements of S and Ω are:

Siaσ,jbτ = δστδabδij
εiaσ

, (8.35)

Ωiaσ,jbτ = δστδabδijεiaσ + 2
√
εiaσKiaσ,jbτ

√
εjbτ (8.36)

Then the density response can be find as (X + Y)λ = (ωλ−1/2)S−1/2Fλ. It is noted that the
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same eigenvalue equation can be obtained from (8.25) by assuming V = 0.
Once we solve the eigenvalue problem, we can calculate the transition dipole moments,

polarizabilities (sum over states), and oscillator strengths.The transition dipole moments are
given as:

µ(ωλ) = D(X + Y)λ = 1
√
ελ

DS−1/2Fλ, (8.37)

where Dx,(ia) = 〈φi|µ̂x|φa〉 is element of the electric dipole matrix. The molecular polarizability
(static) can be found by the sum-over-states (SOS) method:

αxz =
∑
λ

2ωλ · 〈Ψ0|µ̂x|Ψλ〉 〈Ψλ|µ̂z|Ψ0〉
ω2
λ − ω2

= 2Dx S−1/2
∑
λ

Fλ ⊗ Fλ
ω2
λ − ω2 S−1/2 Dz

= 2
∑
λ

ωλ · µx(ωλ)⊗ µz(ωλ)
ω2
λ − ω2 ,

(8.38)

where⊗ is the vector/matrix outer product operation. And from the numerator in the polarizability
equation, we know the oscillator strengths are:

fλ = 2
3
∑

i=x,y,z
|Di S−1/2 Fλ|2 (8.39)

8.3.2 Subsystem TDDFT with EO

Excitation Energies

The main idea of subsystem TDDFT, similar to the Kohn-Shan DFT case, is to partition
the density response into contributions from individual fragments. The matrix that is most
relevant to the TDDFT equations is the coupling matrix K. Following the same derivation of
the supermolecular TDDFT, the two-fragment subsystem TDDFT matrices, for instance, the
coupling matrix K, usually exhibit the following block structure:

K =
[

KI,I KI,J

KJ,I KJ,J

]
. (8.40)

For systems with more than two fragments, such structure expands naturally. Explicitly, elements
of the coupling matrix are defined as

K(iaσ)I,(jbτ)J =
∫∫ [

φI
iσ(r)φI

aσ(r)f(r, r′, ω)φJ
bτ (r′)φJ

jτ (r′)
]
drdr′. (8.41)
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Similar to (8.25), the response equations are defined as:

∑
J

j<b∑
(jbτ)J

[
δ(iaσ)I,(jbτ)J

ω − ε(jbτ)J

njτ − nbτ
−K(iaσ)I,(jbτ)J

]
δP(jbτ)J −

∑
J

j<b∑
(jbτ)J

K(iaσ)I,(bjτ)JδP(bjτ)J = δvext
(iaσ)I

(8.42a)∑
J

j<b∑
(jbτ)J

[
δ(iaσ)I,(jbτ)J

ω + ε(jbτ)J

nbτ − njτ
−K(aiσ)I,(bjτ)J

]
δP(bjτ)J −

∑
J

j<b∑
(jbτ)J

K(ai)I,(jbτ)JδP(jbτ)J = δvext
(aiσ)I

(8.42b)

Then, the exact same steps of matrix manipulations as in (4.10) - (4.14) are carried out in the
subsystem formulation, and we arrive at (eliminating C):

(A + B)(X + Y)− ω(Y−X) = (V + W) (8.43a)

(A−B)(Y−X)− ω(X + Y) = (W−V) (8.43b)

For the EO embedding to be exact in the TDDFT framework, the EO contributions to the
coupling matrices A and B are different and thus need to be distinguished256:

to A : KEO;I6=J
(ia)I,(jb)J

= µSI,J
ij S

J,I
ba (8.44a)

to B : KEO;I6=J
(ia)I,(bj)J

= µSI,J
ib S

J,I
ja (8.44b)

The EO contribution to the B matrix is essentially zero, because the ground-state EO already
ensures there is no overlapping between any occupied orbital from either fragment to the shared
virtual orbitals, i.e.,

SI,J
ib = SJ,I

ja = 0 . (8.45)

Consequently, (A−B) is not diagonal and trivially invertible anymore in the exact subsystem
formulation. Thus, the derivation of the eigenvalue equation for excitation energies requires some
extra caution. There are two approaches.

The first approach uses the alternative way of formulating the eigenvalue equation mentioned
earlier, namely, assuming vext = 0. In this case, one combines the two subequations in (8.43) and
forms the following two equations:

(A−B)(A + B)(X + Y) = ω2(X + Y) (8.46a)

(X−Y)(A−B)(A + B) = ω2(Y−X) (8.46b)

Since (A−B) is not diagonal in the exact embedding regime of subsystem TDDFT, these two
equations are now non-Hermitian eigenvalue problems that lead to the same eigenvalues but
generally different left (X−Y) and right (X + Y) eigenvectors. Solving this non-Hermitian
problem directly provides us with the desired X + Y. And the calculation of other properties
follows naturally. However, it has to be noted that the following identities have to be enforced
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numerically after the solution from the LaPack267 solver is obtained:

(A + B)(X + Y) = ω(X−Y) (8.47a)

(A−B)(X−Y) = ω(X + Y) (8.47b)

(X−Y)† · (X + Y) = I (8.47c)

The second approach utilizes the general definition of S and S−1/2 that are required to derive
the Hermitian eigenvalue equation as in the supermolecular case (8.34):

S = −C(A−B)−1C = (A−B)−1 (8.48)

S−1/2 = (A−B)1/2 (8.49)

Because KEO;I6=J
(ia)I,(jbτ)J

= KEO;I6=J
(jbτ)J,(ia)I

, which means (A−B) is still symmetric positive definite, one
can calculate (A−B)1/2 through eigen-decomposition:

(A−B) = UTλU ⇒ (A−B)1/2 = UT
√
λU . (8.50)

The one can arrive at an Hermitian eigenvalue equation:

(A−B)1/2(A + B)(A−B)1/2F̃λ = ω2
λF̃λ (8.51)

with (X + Y)λ = 1√
ελ

(A−B)−1/2F̃λ . The above equation is identical to (8.34) when the
coupling matrix is symmetric as in the supermolecular case.

Polarizabilities

For the xz-component of the polarizability, we can derive it in analogy to the supermolecular
TDDFT express:

αxz(ω) = 1
εz

∫
δρ(ω, r)µ̂xdr

= 2
εz

∑
iaσ

δPiaσDx,ia

= 2
∑
iaσ

∑
jbτ

{
S−1/2[Ω− ω21

]−1S−1/2
}

(iaσ),(jbτ)
·Dz,(jbτ) ·Dx,(iaσ),

(8.52)

where the expression for δP can be obtained from (8.33)

δP = 1
2(X + Y) = S−1/2[ω2 −Ω

]−1S−1/2V . (8.53)

This equation implies that we only need the symmetric part of the perturbed density matrix to
obtain the polarizability.

To calculate the polarizability according to (8.52), the occupied-virtual matrix elements of
the dipole moment operator and the perturbed density matrix (δP) have to be determined. To
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determine δP, one can iteratively solve (8.24a).

δP = χs
[
δvext + 2K δP

]
(8.54)

All matrices in (8.54) exhibit a subsystem structure:(
δPI

δPJ

)
=
(
δχI 0
0 δχJ

)[(
δvext,I

δvext,J

)
+ 2

(
KI,I KI,J

KJ,I KJ,J

)(
δPI

δPJ

)]
(8.55)

The advantages of this subsystem approach is the reduction of dimension for δP and it allows for
studies of individual subsystems, such as charge-transfer behaviors, by decomposing the matrices
into fragments.

δPI = χI[δvext + 2KI,IδPI + 2KI,J δPJ]
= χI[δvext + δvintra + δvinter + δvEO] (8.56)

Now the coefficients of the perturbed density matrix of subsystem I are partitioned into three
parts: (i) due to external perturbation, (ii) due to change in the potential induced by the density
change within the same subsystem, and (iii) due to the change in embedding potential induced by
the density change in the other subsystem. The EO potential is given as:

δvEO[δρJ] = µ[SI,J
occ δPJ SJ,I

virt]

δvEO
iaσ = µ

j,b∈J∑
j<b

[SI,J
(ij)S

J,I
(ab)δPjbσ]

(8.57)

where SI,J is the orbital overlap matrix between subsystem I and J in the MO basis. Note there
should not be a factor of two in front of the EO potential. The factor of two in conventional
TDDFT comes from the symmetric coupling matrix in A + B. However, as stated before, the
EO coupling only contributes to the A matrix.256

8.3.3 Implementation in ADF

The FDE-TDDFT calculations are carried out using the ADF program. The original
implementation of FDE-TDDFT in the ADF program adopts an approximate version of the
method that was first proposed by Neugebauer268, and the EO method was implemented by
Chulhai and Jensen.255 The approximate method solves the Hermitian eigenvalue problem similar
to (8.34). The exact FDE method is implemented through a modification of the coupling matrix
obtained by the approximate model and solving the generalized eigenvalue problem. In this
section, I will briefly describe the approximate FDE-TDDFT workflow as a backbone for the
method, and then the necessary modifications to make the method exact.

Approximate FDE-TDDFT

The approximate FDE-TDDFT follows the method in the supermolecular case to obtain the
eigenvalue problem assuming matrix (A − B) is symmetric, which leads to the subsystem
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formulation: (
ΩI,I ΩI,J

ΩJ,I ΩJ,J

)(
FI
λ

FJ
λ

)
= ω2

λ

(
FI
λ

FJ
λ

)
, (8.58)

where each block in the coupling matrix Ω is obtained with the same mathematical transformation
as (8.26) - (8.34).

The diagonal block ΩI,I (or ΩJ,J) alone represents the response of the fragment I (or J) without
coupling to the other fragment, and can be solved independently through:[

ΩI,I − ω2
λ

]
FI
λ = 0 ,[

ΩJ,J − ω2
λ

]
FJ
λ = 0 .

(8.59)

This method is termed "uncoupled FDE-TDDFT" or "FDEu".
Then we can construct the following unitary transformation matrix with a block structure:

U =
(

U I 0I,J

0J,I UJ

)
, (8.60)

where columns of U I are the eigenvectors obtained in (8.59). Multiplying U† from the left of
(8.58) and inserting UU†, we arrive at:[

U†ΩU− ω2
λ

]
U†Fλ = 0

or
[

Ω̃− ω2
λ

]
F̃λ = 0 ,

(8.61)

where Ω̃ = U†ΩU and F̃λ = U†Fλ. This transformation simplifies the working equation of
FDE-TDDFT to: (

ω2
I,0 Ω̃I,J

Ω̃J,I ω2
J,0

)(
F̃I
λ

F̃J
λ

)
= ω2

λ

(
F̃I
λ

F̃J
λ

)
, (8.62)

where ω2
I,0 is a diagonal block matrix with the FDEu excitation energies of fragment I as the

diagonal elements. Then for a set of transitions µI and νJ , the off-diagonal block coupling matrix
is explicitly written as:

Ω̃µIνJ =
∑

(iaσ)I

∑
(jbτ)J

U(iaσ)IµIΩ(iaσ)I(jbτ)JU(jbτ)JνJ

=
∑

(iaσ)I

∑
(jbτ)J

U(iaσ)IµI
√
ε(iaσ)I K(iaσ)I ,(jbτ)J

√
ε(jbτ)J U(jbτ)JνJ

=
∫
dr
∑

(iaσ)I

2U(iaσ)IµI
√
ε(iaσ)I φ(iσ)I (r)φ(aσ)I (r) ·

∫
dr′
(

1
|r− r′| + f tot

xck

)
×

 ∑
(jbτ)J

φ(jτ)J (r′)φ(bτ)J (r′)√ε(jbτ)J U(jb)JvJ

 ,

(8.63)

where f tot
xck is the response kernel that includes the exchange-correlation potential, kinetic potential,

and the EO potential. Similar to many practical TDDFT implementations, one can choose to
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express the quantity in the bracket above in terms of a fitted density:

δρJ =

 ∑
(jbτ)J

φ(jτ)J (r′)φ(bτ)J (r′)√ε(jbτ)J U(jb)JvJ

 =
∑
k

αkfk(r′) , (8.64)

where fk is the fit function and αk is the corresponding fit coefficient. In such a way, only an
induced potential due to the fitted density needs to be calculated:

δvel
νJ (r) =

∑
k

αk

∫
dr′
(

1
|r− r′| + f tot

xck

)
. (8.65)

Thus, the matrix element of the transformed coupling matrix can be obtained through numerical
integration as:

Ω̃µIνJ =
∫
dr
∑

(iaσ)I

2U(iaσ)IµI
√
ε(iaσ)I × φ(iσ)I (r) δvel

νJ (r) φ(aσ)A(r) . (8.66)

After all matrix elements of the system Ω matrix is obtained, the final step is to solve the
Hermitian eigenvalue problem of (8.58) to obtain the excited states of the total system. This
procedure is often referred to as "FDEc".

The typical workflow of FDE-TDDFT include these steps: (1) calculate and save the KS
orbitals of each fragment with ghost (empty) AOs representing the atoms that are not part of the
fragment; (2) perform FDEu calculation with freeze-and-thaw cycles to obtain the excited states
for fragment I; (3) perform another step of FDEu calculation using the previous freeze-and-thaw
results and obtain the excited states for fragment J; (4) perform the FDEc calculation with the
eigenvalue and eigenvectors from the previous two FDEu calculations.

Exact FDE-TDDFT

The key to realize the exact FDE-TDDFT is to generate the correct working matrix for the
eigenvalue problem. In order to quickly establish proof of principle for the exact method, the
above approximate method is modified. Specifically, the same procedure of constructing the
Ω matrix is taken but without adding the EO potential, then it is "reverted" to the form of
(A−B)(A + B), and finally the correct EO contributions to the coupling matrix K are added
correspondingly. The details are as follows.

Without considering the EO contributions, the matrix manipulations to obtain Ω̃ from
(A−B)(A + B) are :

Ω̃ = U†ΩU = U†S−1/2(A + B)S−1/2U . (8.67)

With S−1/2
(iaσ)I,(jbτ)J

= δστδabδijδIJ
√
εiaσ , we can invert the above transformation to obtain (A + B):

(A + B) = S1/2UΩ̃U†S1/2 . (8.68)

Since EO is not included so far, it is obvious that (A−B) = S−1, or (A − B)(iaσ)I,(jbτ)J =
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δστδabδijδIJ εiaσ . Then we can construct the exact FDE-TDDFT working equation by adding the
EO coupling matrix according to (8.44), and solve the generalized eigenvalue problem directly:

(A−B)(A + B)(X + Y) = ω2(X + Y) . (8.69)

8.3.4 Preliminary Results

The proof of principle for the exactness of method derived above is presented in Fig. 8.1. To test
the performance of the exact FDE TDDFT method, the two He atoms are moved from a very
close distance (1 Å) to long distance (4 Å), where the coupling between the two atoms is tuned
from strong to virtually zero. For a simple He−He dimer system, there are four excited states
when described by the double-ζ basis set. As shown in Fig. 8.1(a), the FDE results match exactly
up to four decimal places with the supermolecular calculations at all distances for all excited
states. The FDE method also correctly reproduces the electronic transition dipole moment of
each excitation. Averaging the percent error at each distance for the excitation energies, we find
the largest percent error is about 0.015%, which is in the case of the strongest coupling (distance
1 Å).

When using a larger basis set such as the double-ζ+polarization (DZP) basis set, the number
of excited states increases to 16, and energetically degenerate states start to emerge. The exact
FDE method also reproduces the supermolecular results; however, the precision is only up to
three decimal places. The largest error occurs at the shortest dimer separation, i.e., the strongest
coupling. The increased error is attributed to the numerical instabilities introduced by the discrete
integration grid and the legacy density fitting for the calculations of the coupling matrix K.
However, the the largest percent error is still less than 5%, which is already a much improved
accuracy compared with the previous work published in Ref. 255. Also, the error in the FDE-
TDDFT method using the larger basis set is more evident for the transition dipole moments
and the oscillator strengths. The transition dipole moments calculated by the FDE-TDDFT and
the supermolecular KS method have the same structure in terms of direction and lengths. Both
methods yield the same bright and dark states (in terms of oscillator strength) and the same
orthogonal transition dipole moments for degenerate states. However, the average percent error is
around 10%. However, assuming the electric oscillator strengths sum up to the total number of
electrons in the system, we find the neither of the method leads to

∑
i fi = 4.0 exactly. Thus, it’s

reasonable to conclude that the method is exact in the limit of the ADF program’s numerical
accuracy.

Interestingly, we find the method has better accuracy for practical applications such as
calculating the polarizabilities for Raman scattering simulations. As is shown in Fig. 8.1(b), the
static polarizabilities obtained by the sum-over-states (SOS) approach using the larger DZP basis
set reproduces exactly the supermolecular polarizabilities obtained by the linear-response TDDFT.
The largest percent error is less than 0.5%. Two larger systems, H2O−H2O dimer and FHF– in
Fig. 8.1(c), are used to test the exactness of both the excited states and the linear response in the
FDE model. For each system, the static polarizability is obtained in four different ways, namely,
the supermolecular linear response (benchmark), the finite difference of molecular dipole moments
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in FDE, the linear response in FDE, and the sum-over-states method in FDE. The triple-ζ with
polarization basis set is used. It is found that the results from all the four methods agree very
well. The small differences (∼ 1%) are again ascribed to the numerical errors introduced by the
legacy density fitting procedure and the integration grids.

Figure 8.1. Preliminary results of the exact FDE TDDFT method. (a) The comparison of excitation
energies of a He−He dimer as a function of distance using the small DZ basis set. (b) The comparison of
the static polarizability of the He−He dimer as a function of distance using the larg DZP basis set. (c)
The comparison of static polarizabilties of two other model systems: H2O−H2O dimer and FHF– , using
an even larger basis set TZP.

The smaller average percent errors between the two methods in terms of static polarizabilities
than the excitation energies suggest that the theory of the exact FDE-TDDFT is correct, because
when considering the obtained excited states collectively for a system the FDE method is indeed
exact. The discrepancies in the excitation energies may also come from the different eigenvalue
problem solvers implemented in the ADF program, especially from the different ways of handling
degeneracies in the coupling matrix introduced by the larger basis set.
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8.3.5 Summary

This chapter derived the exact FDE-TDDFT model. The projection embedding method is used
to ensure external orthogonality between the orbitals of the fragments, which eliminates the
non-additive kinetic potential. The contributions of the EO potential to different terms of the
TDDFT coupling matrix are distinguished, and thus make the method exact. Preliminary results
proves the exactness of this method in the limit of numerical accuracy by comparing the excitation
energies and the polarizabilities with the results obtained from the supermolecular KS calculations.
The FDE method can be applied to the studies of the chemical mechanism of TERS. One can
represent the molecule as the active fragment and the metal as the frozen fragment. In this
way, the chemical interactions between the two fragments can be described by TDDFT, which
is advantageous to the purely classic treatment of the metal fragment. At the same time, the
properties of each fragments can be easily separated, and the charge-transfer effects can be
extracted by comparing the sum of fragments with the supermolecular results.
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Chapter 9 |
Polarizable Frozen Density Embedding with Exter-
nal Orthogonality

Pal, P. P.; Liu, P.; Jensen, L. Polarizable Frozen Density Embedding with External
Orthogonalization. J. Chem. Theory Comput. 2019, 15, 6588–6596. (Adapted)∗

Abstract
We report a polarizable subsystem density functional theory to describe electronic properties
of molecules embedded on a metal cluster. Interaction between the molecule and metal cluster
is described using the frozen density embedding (FDE). Substituting the non-additive kinetic
potential (NAKP) by approximate functionals is circumvented by enforcing external orthogonality
(EO) through a projection operator. The computationally expensive freeze/thaw (FT) cycles
is bypassed by including a polarization term in the embedding operator. Furthermore, the
combination of polarization and EO permits supermolecular basis set calculations, which was
not possible for strongly interacting systems with existing kinetic energy functional. To test
the method, we described the ground state density of pyridine, water and benzene on a silver
cluster. Performing FT on top of EO results in exact density embedding for these category of
systems and is thus used for benchmarking the method. We find that the density is reproduced
to within 10−4e and the dipole and quadrupole moments are within 18% of the reference points
for subsystem separations ranging from bonding to non-interacting distances. Additionally, our
formalism allows the flexibility of incorporating different density functionals to the molecular and
the metallic subsystems reducing the overall computational cost.

∗L.J. conceived the basic idea. P.P.P. and P.L. carried out the simulations. P.P.P, P.L. and L.J. analyzed the
results and wrote the manuscript. P.P.P. prepared the initial draft. P.L. and L.J. revised the manuscript into the
published version.
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9.1 Introduction
Computing the electronic structure of a molecule embedded on a metal cluster or surface is a
challenging task owing to non-negligible overlapping electronic densities around the interface.
The most popular approach is via subsystem DFT269–275, where the entire system is partitioned
into subsystems and the electronic structure is determined separately at the Kohn-Sham DFT
(KS-DFT) level. Interaction between the fragments can be described through frozen density
embedding (FDE)251,259 - a method that incorporates the environmental effect through an
embedding potential in the fragment Hamiltonian276,277.

Traditional FDE fails for strongly overlapping fragment densities, mainly due to poor
approximation of the non-additive kinetic potential (NAKP)278,279. Jacob et al.280 suggested
an implementation of three-partition FDE (3-FDE), where the individual fragments are capped
with small molecular groups and additional constraints were enforced to satisfy the dangling
bonds resulting from splitting a covalent bond. Reconstructing the embedding potential through
a ‘top-down’ or a ‘bottom-up’ approaches have also been explored extensively using a variety
of algorithms281–284. Complete external orthogonalization (EO) of the individual fragment
molecular orbitals is another alternative for refraining the use of approximate DFT functionals
for the NAKP. Several methods include, the frozen core approximation285, the pseudo-potential
approach286, level-shift projection operator287, and orthogonalization as a constraint to the
coupled KS Lagrangian288–290 or basis set expansion291. Recently, a flexible implementation
of FDE with EO (FDE-EO) was reported, where starting from subsystem KS-DFT orbitals
represented in any basis set, the supermolecular density of small molecules was reproduced254,255.
By virtue of freeze/thaw (FT) cycles, FDE-EO expectedly encompasses all the charge transfer
and polarization effects the fragments have on each other. However, for molecules embedded on a
metal cluster, the computational cost of FDE-EO with FT cycles (FDE-EO-FT) scales up rapidly
with enlarging cluster size.

Due to the unfavorable scaling of atomistic first-principles description of the environment hybrid
approaches have taken a strong precedence, especially in systems where electrons are fairly localized.
A quantum mechanical description of the molecule and continuum polarizability based boundary
element method for the metallic portion292 was successfully applied to compute excitation
energies293, Raman294 and fluorescence enhancement of molecules on nanoparticle aggregates295.
Later on, a multiconfiguration self-consistent field (SCF) for the quantum mechanical region
together with heterogeneous solvation response theory was used to explore the linear and non-
linear response of a metal-molecule system296. In another approach, finite-difference time-domain
(FDTD) electrodynamics was combined with a two-state description of the molecule129,297. Other
approaches in include the widely popular QM/MM298,299, ONIOM300, and combination of many-
body theory and continuum electrodynamics at the level of time dependent (TD)-DFT301,302.
More recently, a polarizable QM/MM method, emerging from a combination of TD-DFT for
molecule and discrete interaction model (DIM) for the metal nanoparticle, illustrated the influence
of nanoparticles on the excitation energies of two dye molecules (rhodamine-6G and crystal
violet)110. The discrete interaction model/quantum mechanics (DIM/QM) treated the molecule
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as a quantum object and the metal cluster as an assembly of atomic dipoles. DIM/QM results
were insightful but the method is insufficient for capturing all the interactions when a molecule is
chemisorbed on a metal surface.

This drawback opens up the opportunity of combining FDE-EO and DIM/QM that would
automatically allow the electrons to delocalize into the metal system and simultaneously permit
polarization of the molecular charge density by the metal. In this article, we implement a
combination of FDE-EO and DIM/QM into the Amsterdam density functional (ADF) program
package73,74,99 and illustrate that this hybrid methodology, termed as FDE-pol, successfully
reproduces the molecular density within 10−4e of the reference values obtained from self-consistent
FDE-EO-FT calculations. Recently, a similar concept termed as polarizable density embedding,
where both electrostatic and non-electrostatic interactions between the active region and the
environment is included implicitly in the calculations, showed a systematic improvement with basis
set size303. In contrast, the performance of FDE-pol can be conveniently benchmarked against
the exact but expensive self-consistent FDE-EO-FT calculations. We test two configurations of
pyridine, water and benzene embedded on the surface of a Ag56 cluster. The FDE-pol ground
state densities, molecular dipole and quadrupole moments of all the systems are almost identical
to the reference FDE-EO-FT values. Additionally, we show the superiority of the projection
operator based EO over the use of traditional NAKP functionals such as Thomas-Fermi and
PW91 in the binding regime. Finally, we explore the possibility of applying disparate functionals
to the embedded molecule and the nanocluster in order to speed up the simulations.

9.2 Theory

The FDE-pol approach adds an extra term, vI
emb, to the single particle Kohn-Sham operator

corresponding to the molecular fragment[
− 1

2 5
2 +vI

eff,KS[ρI](r) + vI
emb[ρI, ρJ](r)

]
ψI
s(r) = εIsψ

I
s(r). (9.1)

Unless mentioned otherwise, we denote the molecular (metal) subsystem as fragment I (J). The
KS orbitals and corresponding canonical energy levels of the molecular fragment are ψI

s(r) and εIs,
respectively. Environmental effects on the molecule are condensed into the embedding potential
vI

emb[ρI, ρJ](r), which has two contributions: (1) electrostatic + non-electrostatic vI
FDE[ρI, ρJ](r)

and (2) polarization vI
DIM(r). vI

FDE takes all quantum mechanical interactions between the
subsystems into account. From standard FDE approach260, we can write

vI
FDE(r)[ρI, ρJ] = vJ

nuc(r) +
∫

ρJ(r′)
|r − r′|

dr′+

vnad
xc [ρI, ρJ](r) + vnad

T [ρI, ρJ](r)
(9.2)

where each fragment possess an integer number of electrons. The first two terms of Eq. 9.2
describe the nuclear and electronic potential due to the metal fragment. The last two terms
in the same equation arise out of the overlapping subsystem densities and are conventionally
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termed as the non-additive (nad) components of the exchange (vxc) and kinetic potentials (vT ).
In general, the contribution of vxc is small and is approximated by the same xc functional used
for computing the ρ’s. Likewise, an analytical form for vnad

T is also indeterminable and moreover,
for largely overlapping densities, the contribution of vnad

T is quite significant. In this scenario,
approximating vnad

T by available non-additive kinetic potentials such as, Thomas-Fermi or PW91
doesn’t suffice. Alternatively, one can enforce the EO condition to make the KS orbitals of the
subsystems mutually orthogonal and reduce the non-additive kinetic energy to zero. We take this
route and apply the EO version that was recently developed, tested and implemented in ADF254.
Utilizing the projection operator method, the orbital energies of a subsystem were raised by a
scaling parameter, µ, which turned out to be a large number(104 > µ > 106 Eh ) for practical
applications254.

After constructing the embedding potential representing the quantum mechanical interaction
between the two densities, we proceed to describe the polarization effects of the nanocluster in
terms of purely electrostatic interactions. We consider the nanocluster to be the DIM system and
the molecule is treated as a QM object at the DFT level. vI

DIM(r) is the polarization originating
from the DIM dipoles110. Here we will be using the polarization interaction model (PIM) variant
of DIM/QM, i.e., we consider only atomic dipoles induced in the DIM subsystem by the QM
atoms. Following previous prescriptions we expand vDIM(r) as110,

vDIM(rk) = −
NJ∑
m

µind
m,αrmk,α

r3
mk

=
NJ∑
m

µind
m,αT

(1)
mk,α (9.3)

µind
m,α is the dipole induced in the mth DIM atom (m = 1, 2, ..., NJ) by the QM atoms. T (1)

mk,α is a
first order interaction tensor and α is a Cartesian coordinate. The Einstein summation convention
is followed for the Greek indices. An nth order interaction tensor is generally given by

T
(n)
mk,α1,...,αn

= ∇mk,α1 ...∇mk,αn

(
1
rmk

)
, (9.4)

where rmk is the distance between two atoms m and k. The point dipoles are smeared out by a
Gaussian charge distribution to avoid overpolarization. Following the classical response theory,
the induced dipoles may be calculated by solving a set of 3NJ linear equations via standard linear
algebra techniques

Aµind = FSCF, (9.5)

where matrix A describes the dipole-dipole interactions including self-interactions and the terms
are given by

Amn,αβ(ω) =

α−1
m,αβ(ω) m = n,

−T (2)
mn,αβ m 6= n.

(9.6)

To proceed, we need to determine FSCF - the electric field generated by the QM electrons and
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nuclei, whose cartesian components can be expressed as:

F SCF
m,α = FQM,el

m,α + FQM,nuc
m,α , (9.7)

which can be explicitly written as

FQM,el
m,α =

∫
ρI(rk)rkm,α

r3
km

drk = −
∫
ρI(rk)T (1)

km,αdrk, (9.8a)

FQM,nuc
m,α =

NI∑
k

Zkrkm,α
r3
km

= −
NI∑
k

ZkT
(1)
km,α. (9.8b)

Initially, µind is determined from Eqs. 9.5 and 9.8, and is plugged into vDIM in Eq. 9.3. A new
ρI is then determined using the KS operator and subsequently used to solve Eq. 9.5 via Eq. 9.8.
The cycle is continued until self-consistency is achieved.

9.3 Computational Details
We represent the Ag(111) surface by a Ag56 cluster - a model that has been used earlier
for benchmarking ab initio dispersion corrections for molecules on metal surfaces304. All the
calculations were performed using the ADF73,74,99 package with triple-zeta (TZP) basis set. The
molecular geometries were optimized by applying the revPBE (GGA functional) and dispersion
corrections at the level of Grimme3304. However, since this is a proof of principle effort we employ
the simplistic LDA functional to compute the SCF ground state densities for both FDE and
KS-DFT. All the FDE calculations were performed through the EO projection operator formalism
with a level shift parameter of µ = 106 Eh. For all FDE-EO calculations, the molecule was
considered to be the active fragment. In all hybrid FDE-pol calculations, the densities of the
invidual fragments (molecule and nanocluster) were constructed first and then the metal fragment
density was frozen and treated as a DIM system. The PIM variation of DIM/QM was used for all
the simulations. Normal Becke numerical grid was used and the SCF energy convergence was set
to the default value of 10−6 au.

9.4 Results and Discussions
We analyze the ground state densities computed from FDE-pol and compare the dipole moments
to reference results obtained from the self-consistent FDE-EO-FT calculations, which captures
both charge transfer and polarization effects on the molecular density but at the expense of
a high computational cost. We perform these benchmark calculations on four supermolecular
systems with variable extent of subsystem density overlap. Subsequently, we examine the FDE-pol
quadrupole moments and the performance of various NAKPs (if we use them instead of EO)
on the system which has significant density overlap, i.e., pyridine oriented perpendicular to the
silver surface. We chose this model system because FDE without EO fails in strongly bonded
subsystems and FDE with EO requires FT cycles for polarizing the molecular density which is
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computationally expensive for large systems. On the same system we then explore the feasibility
of applying different XC functionals in the molecule and the metal regions.

9.4.1 Molecular Density and FDE Interaction Energies

Figure 9.1. Chemical deformation density computed from (a) FDE-EO-FT, and (b) FDE-pol. Cut off
for the isosurfaces is 10−3au. Red (blue) areas denotes loss (gain) of molecular density.

We present illustrative calculations for four test systems, (1) pyridine (perpendicular and
parallel), (3) water, and (4) benzene on silver surface represented by a Ag56 cluster. The
equilibrium geometries were obtained from supermolecular KS-DFT simulations with a tight
convergence of maximum nuclear force < 10−4 au. In the first model, pyridine was constrained to
remain perpendicular on the surface and equilibrium separation between the nitrogen and cluster
turned out to be ∼ 2.5 Å.

To compare the densities obtained using the different methods we will calculate the chemical
deformation density (CDD) defined as ρEO−ρSM and ρEOD−ρSM, where ρEO and ρEOD correspond
to the FDE-EO-FT and FDE-pol molecular densities, respectively, and ρSM is the density obtained
from a supermolecular basis set calculation, i.e., using ghost atoms instead of the silver atoms.
CDD elucidates the spatial distribution of density exchange between the two fragments and is
thus an indicator of the metal-molecule interaction strength. In Fig. 9.1, we plot the CDDs
where rearrangement in the molecular charge density of pyridine is specified by the blue and red
isosurfaces (isovalue = ± 0.001 au). As expected, most of the molecular density gain or depletion
occurs at the interface. The figure illustrates partial drift of π electronic density from pyridine
to the metal cluster. However, the most interesting aspect is the strong similarity between the
CDD of Fig 9.1(a) and (b) even at such low isovalues. This clearly emphasizes that the FDE-pol
pyridine density is very close to that obtained from the expensive FDE-EO-FT calculation. To
quantify the error in the FDE-pol method we will calculate the difference density (DD) between
FDE-pol and FDE-EO-FT (calculated as ρEOD− ρEO). In Fig. 9.2(a) we plot the DD for pyridine
with an isosurfaces value of 10−4 au. DD dominates around N-Ag bond and the red isosurface
indicates the tendency of FDE-EO-FT to add density into the interfacial region. The behavior
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Figure 9.2. Difference charge density between those obtained from FDE-EO-FT and FDE-pol, i.e.,
ρEOD−ρEO. For all the plots, 0.0001 au is the cut-off for the isoplane - blue (red)corresponds to increment
(reduction) in density. A contour map (ranging from 10−6 to 10−4) is also plotted to detail the spatial
variation in the differences. (a) Pyridine oriented perpendicular to Ag56 cluster; (b) water adsorbed on
the same cluster; (c) Pyridine oriented parallel to Ag56 cluster. (d) benzene adsorbed on the same cluster.

is attributed to the fact that FDE-EO-FT is designed to capture the interaction between the
fragments with a greater accuracy than FDE-pol due the self-consistent FT cycles. Integrating
the DD over the entire grid space (∆e =

∫
|∆ρ| dr) gives a value of 0.126 e, supporting the fact

that the densities obtained using FDE-pol are in excellent agreement with the exact density
obtained from FDE-EO-FT. For water, the DD between FDE-pol and FDE-EO-FT shown in
Fig. 9.2(b) exhibits a similar pattern, i.e., FT favors density around the water-silver interface.
Additionally, small lobes for the isosurfaces and ∆e of 0.021 e suggest very little deviation of the
FDE-pol molecular density from the corresponding reference values. In Fig. 9.2(c) and (d) we
plot the DD of pyridine and benzene oriented parallel to the metal surface, respectively. The
equilibrium distances between the pyridine and benzene molecule from the silver surface are both
∼ 3Å, which matches previous reports304. The bond lengths along with the DDs indicate both
these molecules are physisorbed on the surface with only small density overlap. In these two
weakly interacting systems, we see that FDE-pol tends to favor too much density at the interface.
However, the ∆e for pyridine and benzene are 0.065 e and 0.083 e in, respectively, showing that
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the FDE-pol density is in good agreement with the exact density. The contrast between the
interfacial isosurfaces in Fig. 9.2(a-b) and (c-d) illustrates the variation in the density overlap
across the subsystems. The low DD cut offs in Fig. 9.2 is a clear indication that FDE-pol creates
accurate densities for strong to moderately bonded molecule-metal systems and unsurprisingly,
exhibits an improved performance for weakly embedded molecules.

(a) (b)

(c) (d)

Figure 9.3. The FDE interactions energies as a function of molecule-surface separation. (a) Pyridine
perpendicular to the silver surface, (b) water, (c) pyridine parallel to the surface, (d) benzene parallel to
the surface. Black circles, red diamonds, and blue crosses correspond to µz obtained from FDE-EO-FT,
FDE-pol and FDE-EO∅ (FDE-EO value before starting the freeze/thaw cycles), respectively. The green
stars denote the gas phase µz for the respective molecules. Inset shows the optimized geometries.

9.4.2 Dipole Moment and Quadrupole Moments

The dipole moment provides a good measure of the accuracy of the embedding method since
it reflect the overall quality of the electron density. In the following we will benchmark the
performance of FDE-pol in reproducing the dipole moment of the active fragment. In Fig. E.1 we
show that FDE-EO-FT accurately reproduces the dipole moment of the supermolecular system i.e.,
metal + molecule, if FT cycles are done for both the metal and molecule system. Fig. E.1(c) clearly
illustrates that the dominant component of the dipole moment (µz) obtained from FDE-EO-FT
reproduced exactly the supermoleculare DFT results. In Fig. E.1(a) and (b), we also provide the
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(a) (b)

(c) (d)

Figure 9.4. Z component of the molecular dipole moment (µz) as a function of molecule-surface
separation. (a) pyridine perpendicular to the silver surface, (b) water, (c) pyridine parallel to the silver
surface, (d) benzene parallel to the surface. Black circles, red diamonds, and blue crosses correspond to
µz obtained from FDE-EO-FT, FDE-pol and FDE-EO∅ (FDE-EO value before starting the freeze/thaw
cycles), respectively. The green stars denote the gas phase µz for the respective molecules. Inset shows
the optimized geometries.

comparison of µx,y, which are at least one order smaller than µz. Hence, the molecular dipole
moment obtained from FDE-EO-FT can be used as the reference to test FDE-pol.

In Fig. 9.4, we plot the major component of the molecular dipole moment - µz as a function
of molecule-surface separation, where z is the direction normal to the silver surface, for the four
test systems studied on this work. In all systems we see that there is a significant increase of
the dipole moment of the molecule due to the ability to delocalized the electron density into
the metallic fragment. At the minimum energy configuration, FDE-pol µz is in good agreement
with FDE-EO-FT for pyridine perpendicular to the surface and for water. Interestingly, these
two systems have larger metal-molecule density overlap among the four model systems studied.
Larger deviations are found for benzene and pyridine perpendicular to the surface. To quantify
the error in FDE-pol, we calculate the relative difference in the magnitudes (δµ) of molecular ~µ
by defining: δµrel = (|~µ0| − |~µ1|)/|~µ0|, where ~µ0 is the molecular dipole moment of FDE-EO-FT
and ~µ1 is the FDE-pol molecular dipole moment. The largest error found is δµrel ∼ 10% for
benzene parallel to the surface whereas for pyridine perpendicular to the surface and for water
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the error is δµrel ∼ 1% at the equilibrium distance. This shows that the polarization is described
accurately by DIM/QM and is a low-cost alternative for FT cycles. Comparison of the other two
minor components (x and y) as a function of distance are given in Fig. E.2.

z

y
x

ZZ
xy

Figure 9.5. Quadrupole moments of the active fragment (pyridine). Pyridine is perpendicular to the
silver surface. Green stars mark the corresponding molecular gas phase quadrupole for each component.

A more stringent measure of the quality of the computed electronic densities is to compare
the quadupole moments as it reflects asymmetric changes in the density. This is particular true
for highly symmetry molecular like benzene. In Fig. 9.5, we plot two components (xy and zz) of
pyridine quadrupole moment when the molecule is oriented perpendicular to the silver surface.
Barring Qxx, both diagonal and off-diagonal components of the FDE-pol quadrupole moments are
within 18% of the reference values (FDE-EO-FT) at the equilibrium configuration. Here the axes
are such that "z" and "x" are perpendicular to the silver surface and the pyridine ring, respectively.
At equilibrium separation, the charge exchange and polarization effects on the molecular region
distorts the density more along the "y" and "z" axes, which is reflected from the high values of
Qyy and Qzz. At an optimal distance between the susbsystems the FDE-pol Qyy and Qzz are off
by 8 and 18% respectively. Beyond 4 Å separation the FDE-pol quadrupole moments are in near
perfect agreemeent with FDE-EO-FT values due to the limited polarization.

9.4.3 Non-additive Kinetic Potentials

The FDE-pol method can also be used with NAKPs instead of EO. This is illustrated in Fig. 9.6
where we plot µz of pyridine oriented perpendicular to the metal surface as a function of pyridine-
surface distance using various NAKPs. The results obtained using the different NAKPs are
obtained using a monomer basis set instead of the full supermolecular basis set used in the
FDE-pol and FDE-EO-FT simulations. It was not possible to run the FDE-pol method using
NAKPs and the full supermolecular basis set due to an overpolarization of the density in the
bonding region. The inclusion of the polarization embedding operator leads to an increased density
in the bonding region and thus a larger density overlap that the NAKPs could not compensate for
which resulted in an unphysical electron density. The main consequence of using a monomer basis
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Figure 9.6. Dipole moments of the active fragment with various NAKPs.

is that the density cannot delocalized into the silver fragment which results in a much smaller
dipole moment as shown in Fig. 9.6.

In Fig. 9.6 we compare FDE-pol and FDE-FT for the Thomas-Fermi (TF) NAKPs. We see
that the FDE-pol is able to describe the increased dipole moment at shorter distances but tends
to overestimate the dipole moment as compared with TF-FDE-FT. A possible explanation for
this is that TF-NAKPs is not able to describe strongly overlapping densities and thus tends to
move density away from the bonding region during the FT-cycles limited the polarization due
to the metal cluster. The dipole moment calculated using FDE-pol and the PW91K and NDSD
NAKPs are also shown in Fig. 9.6. Both of these NAKPs gives slightly larger dipole moments
that TF likely due to their better description of the density in the bonding region.

9.4.4 Mixed Functionals

One of the main advantages of the FDE method is the flexibility to use different functionals for
various fragments. In the following we will explore using LDA for the metal nanocluster and LDA,
PBE and SAOP functional for the molecule using the FDE-pol method. The dipole moment of the
active fragment is expected to be sensitive to how a given functional allows for the polarization of
the density. For this reason we choose the SAOP functional due to its correct Coulombic decay of
the potential at long distances which is important for the description of response properties.248,305

In Fig. 9.7, we plot the components of the dipole moment of pyridine oriented perpendicularly to
the Ag56 surface. We see that although all three functionals gives very similar dipole moments of
free molecule they differ significantly as short distances from the surface. The results from SAOP
is almost 1 debye less than that obtained using LDA with PBE somewhere in between. This
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Figure 9.7. Comparison of the components of the dipole moments calculated using a combination of
different functionals (pyridine) and LDA (metal). Same XC functionals as the pyridine are used for the
calculations of non-additive XC potentials, except for the SAOP case where the default GGA potential of
the ADF program (BP86) is used for the non-additive XC potential. Pyridine is oriented perpendicular
to the metal surface. Green star marks the corresponding value for molecule in the gas phase.

is likely a reflection of how these functionals describe the polarizability of the active fragment.
Since LDA tends to overestimate the polarizability it also leads to the largest dipole moment
in the FDE-pol method. Therefore, we expect that it will be important to use functionals that
accurately describes the polarizability of molecules such as SAOP or hybrids functionals when
using the FDE-pol method.

9.5 Conclusion
In this work we have presented a polarizable frozen density embedding method for computing
the ground state electronic properties of strongly overlapping systems. The charge transfer
effects were described using the subsystem DFT (frozen density embedding) and the polarization
through DIM/QM. For FDE, we avoided the use of NAKP by enforcing external orthogonality
for mutually orthogonal fragment orbitals. Furthermore, EO also allows supermolecular basis
set calculations, which is not feasible with NAKPs. This hybrid method, termed as FDE-pol,
produced ground state molecular densities within 10−4e of reference densities obtained from
accurate freeze/thaw FDE. The molecular dipole and quadrupole moments are within 18% of the
reference values again extracted from FDE-EO-FT calculations. We also illustrated the flexibility
of incorporating dissimlar DFT functionals in the molecular and the metallic fragments to reduce
the computational cost.
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Part V

Summary and Outlook
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Chapter 10 |
Summary of Dissertation

This dissertation was focused on the development of theoretical methods to describe and understand
the tip-enhanced Raman spectroscopy and its applications in high-resolution imaging of single
molecules. As a variant of SERS, TERS shares the same fundamental mechanisms, namely
the electromagnetic mechanism and the chemical mechanism. However, the unique setup of
molecule in a subnanometer junction leads to significantly different spectral selection rules in
TERS. This dissertation addressed the origin of the spatial variance in TERS intensities mostly
from a standpoint of the EMM, and developed new theoretical tools that can assist future studies
of the CM. As such, this dissertation was presented in four major parts. The first part provided
backgrounds of TERS and an overview of the dissertation.

Part II presented a series of efforts in the theoretical interpretation of high-resolution TERS
images. Three key features of TERS images were suggested: (1) the pattern in a TERS image is
unique to the underlying vibrational mode; (2) many modes that are dark in regular Raman or
SERS measurements can be enhanced to the same order of magnitude; (3) a near field distribution
with roughly a half nanometer FWHM is sufficient to achieve the atomic resolution in TERS.
It was also proposed that it is the local change of the molecule’s electronic densities that is the
perturbed by the near field in TERS. With this intuitive interpretation, the method of LIRPD
was developed and applied to interpret experimental images, of which the sample molecules were
too large in size for DIM/QM or other conventional TDDFT methods to handle efficiently. It was
demonstrated how high-resolution TERS images can be used for both chemical and structural
characterizations as a complimentary tool for state-of-the-art microscopies.

Part III described the properties of strongly coupled plasmonic nanoparticles, which is the
fundamental model system for a TERS junction. As two plasmonic nanoparticles approaches
each other, their individual plasmons start to couple together through capacitive interactions.
An atomically sharp tip on a flat substrate is able to induce and confine the near field down
to a sub-molecular volume, and leads to the activation of the unique features of TERS. Also
presented in this part was a study of the charge-transfer plasmon across the gap, which usually
occurs via quantum tunneling at a lower incident frequency. Understanding these gap plasmonic
properties is necessary for further studies of TERS considering the central importance of the
plasmon-induced near field.

In Part IV, the frozen density embedding method was presented. The FDE method, as a
subsystem (TD)DFT approach, was originally developed to treat solvated systems, but it is
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promising for TERS studies due to its ability to include the quantum mechanical descriptions of
the metal-molecule interactions. In this part, the exact FDE method was derived for TDDFT
to calculate the molecular polarizabilities in the static limit. The exact FDE relies on the use
of a projection operator to de-couple the overlapping molecular orbitals of the two fragments
(EO) such that the non-additive kinetic potentials are eliminated. Also, it requires the freeze-
and-thaw cycles to converge the two fragments, which in practice is time consuming. Therefore,
the polarizable frozen density embedding method (FDE-pol) was developed to bypass the freeze-
and-thaw procedure with tolerable trade-offs in terms of exactness. The mutual polarization is
introduced through the DIM operator to the active fragment’s Hamiltonian, and thus compensates
for the loss of accuracy due to the frozen densities. The FDE-pol method provides a practical
alternative to study the CM of TERS/SERS since it can include, at least partially, the quantum
mechanical properties of the metal fragment and at the same time the electrostatic properties
through DIM.
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Chapter 11 |
Outlook

11.1 Introduction
The theory of TERS stands on the shoulders of the well established SERS theories, which
has led to early successes in interpreting experimental results as presented in this dissertation.
However, there are still many open questions that needs to be addressed by theorists before robust
and efficient theoretical simulations can be applied widely in practice. Taking LIRPD as an
example, while the assumptions made in the simulations has reduced the computational cost, some
potentially important details in TERS imaging have been overlooked, such as the charge transfer
effect. Moreover, the pursuit of matching simulated results with the experiments often requires
exhaustive search of tip positions, and similar patterns in TERS images may corresponds to very
different tip positions. This is because of the sensitivity of TERS, and will lead to uncertainties
in identifying the molecular structure or conformation. This chapter will present a few future
directions in the study of TERS theory based on the author’s recent findings presented above.

11.2 Future Directions for the Method of Locally Integrated
Raman Polarizability Density
The LIRPD method has provided simulated TERS images with qualitatively good agreement
with experimental images, and thus is regarded as an intuitive picture of the mechanism of TERS
imaging. However, this simplified model is derived based on some assumptions. Although these
assumptions seem reasonable, further investigations are necessary, considering the mismatches
between the simulated and the experimental images and the failure in reproducing the spectra.
Discussions about reproducing spectra have been presented in detail in Appendix C.6.

11.2.1 Tensor Elements of the Molecular Polarizability

In TERS simulations, the common practice is to assume the dominant element of the molecular
polarizability is the zz component, where the z axis is perpendicular to the substrate. This
assumption is made based on the experimental setup. In the LIRPD model, it is further simplified
based on the conjecture that the plasmonic near field is polarized in the z direction. However,
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other elements of the molecular polarizability tensor can be important too. The reasons are as
follows.

First of all, the difference between the benchmark DIM/QM model and the LIRPD. In the
DIM/QM simulations (Chapter 3), the zz component of the solved molecular polarizability is
found to be the dominant term, which has led to the use of only the zz component of the
free molecule polarizability in LIRPD by zeroing out all but the z component of the near field.
However, the DIM/QM model solves for the molecular polarizability and the near field in two
self-consistent cycles (αSCF

zz ), where the incident field is considered to be homogeneous in all
three directions. In other words, the effects of the other two directions of the near field on the
complete free-molecule polarizability have been implicitly accounted for in the SCF cycles, and
the final αSCF

zz is only a manifestation or representation of the observable. Moreover, even though
in experiments one can ensure the incident laser to be polarized in the z direction, there is no
guarantee that the plasmonic near field in the other two directions is trivial. Therefore, from a
standpoint of matching the benchmark model, it is worthy of the effort to explore the effect of
each component of the near field vector.

Secondly, the enhancement of the in-plane vibrations. The sample molecules in many TERS
experiments are generally flat, of which the in-plane vibrations are dominant (represented by
large values of αxz and αyz for example). Therefore, it has been seen in both experiments and
in DIM/QM simulations (Fig. A.2 and C.10) that the signals of both in-plane and out-of-plane
modes can be enhanced to the same order of magnitude, whereas the LIRPD spectra only enhances
the out-of-plane modes as pointed out in Appendix C. Therefore, the inclusion of other tensor
elements of the molecular polarizability could potentially compensate for some mismatches in the
images and correct for the calculation of spectra.

11.2.2 Vibrations of the Substrate

As suggested in Ref. 13 and Appendix C, the strong binding to the substrate is critical for
the molecule to be anchored during the scanning. Also, the brightspot pattern detected in
the frequency region that has no molecular vibration indicates the inelastic scattering of the
substrate atoms. These findings in experiments suggest that the vibrations of the substrate atoms
may contribute significantly to TERS during the imaging process. However, both DIM/QM
and LIRPD models assume that the metal atoms in the substrate do not vibrate. Moreover,
preliminary results from a collaboration with the Apkarian group at UC Irvine have provided
more straightforward observations on the substrate vibration in TERS.
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Figure 11.1. TERS images of a single CO molecule on a Cu(100) substrate. The substrate is represented
by a Cu70 cluster (a) Experimental measurements on the FWHMs of TERS images. (b) LIRPD simulated
FWHMs of TERS images. (c, d) The Cu-C stretching mode at 361 cm−1 and the LIRPD simulated
TERS image. (e, f) The C-O stretching mode at 1947 cm−1 and the LIRPD simulated TERS image. The
experimental result is obtained from Apkarian group at UC Irvine. All results are not published at the
time of dissertation.

As is shown in Fig. 11.1, a single CO molecule leads to a prominent vibrational mode and
corresponding TERS signal when placed on a Copper substrate, which involves the stretching
vibration of the Carbon atom and the binding Cu atom. This stretching mode at 361 cm−1 is
just as strong as the original C-O stretch at around 1947 cm−1 in terms of Raman intensity, and
also gives rise to a larger sized brightspot in the Raman image. The LIRPD model seems to
have successfully captured the correct features of both modes. However, in order to include the
Cu-C stretch, the substrate has to be described with full TDDFT. In addition to the undesirable
computation cost, the use of a small metal cluster as the substrate in the model requires careful
treatment of the edge effect. Specifically, an excessively small cluster as the substrate may lead to
drastically different charge distribution compared with its bulk counterpart, and consequently
leads to incorrect calculation of TERS images using the LIRPD method. The Raman polarizability
densities tend to aggregate around the sharp edges of the small cluster, as shown in Fig. 11.2
(a,b). Moreover, it is found that the two in-plane wagging modes of the CO molecule behave
differently on the small Cu34 cluster and the large Cu70 cluster Fig. 11.2 (c,d). It would be a
much more expensive calculation if one were to use a quantum mechanical substrate that is large
enough to cover a large molecule like CoTPP. Therefore, a careful design of the model system is
required.
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Figure 11.2. Edge effect of using small Cu cluster as TERS substrate. (a) The Raman density
distribution of the Cu−C stretching mode on the small Cu34 cluster. (b) The Raman density distribution
of the C−O stretching mode on the small Cu34 cluster. (c) One of the C−O wagging mode on the small
Cu34. (d) The same C−O wagging mode on the large Cu70.

11.3 Future Directions for the Frozen Density Embedding
Method

11.3.1 Exact FDE for the Damped Response Theory

With the proof of principle for the exact FDE in static linear-response theory, it is natural and
important to generalize the method into the damped response theory80 to obtain the frequency-
dependent polarizabilities.

The first-order change in the electronic density of fragment I is written as:

δρI(r, ω) =
∑
i,a

δPia(ω)φi(r)φ∗a(r) + δPai(ω)φ∗i (r)φa(r) (11.1)

which is similar to (8.20), but here the orbitals and the densities are assumed to be complex due
to the frequency dependence. Following the same steps in Chapter 8 until (8.56), we arrive at the
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following expression for the perturbed density matrix element:

δP I
ia = χI

ia δv
eff
ia

= na − ni
ω − εia + iΓ ·

[
δvext
ia + δvintra

ia + δvinter
ia + δvEO

ia

]
,

(11.2)

where na, ni are the occupation numbers, and Γ is the phenomenological energy broadening
parameter. Γ accounts for the effective lifetime of the electronic excited state, i.e., damping of the
excited state. In addition to the external perturbation term δvext, the three terms constituting
the overall effective potential δveff can be further decomposed into:

δvintra
ia (r, ω)[δρI] = δvCoul

ia (r, ω)[δρI] + δvXC
ia (r, ω)[δρI] (11.3a)

δvinter
ia (r, ω)[δρJ] = δvCoul

ia (r, ω)[δρJ] + δvXC
ia (r, ω)[δρJ] (11.3b)

δvEO
ia (r, ω)[δρJ] = µ

j,b∈J∑
j<b

[SI,J
(ij)S

J,I
(ab)δPjb] . (11.3c)

11.4 Summary
In this chapter, a few future directions for the studies in TERS theory are proposed. Considering
all tensor elements of the molecular polarizability beyond the assumed zz component will help
address the possible effects of in-plane scatterings on TERS images. This could be especially
important for resonant TERS of flat molecule where the electronic transition dipole moments
are in plane. Also, the substrate vibrations need to be included in the quantum mechanical
calculations because the substrate atoms can either incur inelastic light scattering themselves
or couple with the adsorbed molecule to alter the vibrational modes of the whole system. The
frozen density embedding method implemented in the framework of the damped response theory
is crucial for practical applications of the FDE method in simulations of Raman scattering in
general. In experiments the system is always excited by a laser rather than a homogeneous electric
field, and thus the frequency-dependent polarizabilities are required in simulations.
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Appendix A|
Supporting Information for Single-Molecule Imag-
ing Using Atomistic Near-Field Tip-Enhanced Ra-
man Spectroscopy

Absorption spectra of Ag561, Ag2057, and Au2057 nanoparticles

Figure A.1. Absorption spectra of the nanoparticles used as the probing tip calculated by atomistic
electrodynamics. The dashed lines in each spectrum denotes the external field energies that are used in
the simulations: (a) 3.09 eV, 3.41 eV, and 3.59 eV for Ag561; (b) 3.09 eV for Ag2057; (c) 2.30 eV for Au2057
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Simulated TERS and regular Raman spectra

TERS and regular Raman spectra are shown in Fig. A.2. TERS spectra are obtained with the tip
located at the origin of XY plane and 2.5 Å above the molecule plane. The tip is pointing at the
oxygen atom of water, the ring center of benzene, the ring center of porphin (slightly closer to
one central H atom), and the central Zn atom of ZnP (slightly off). The tip position drastically
changes the TERS intensities. The spetra shown in here is only for one specific tip position,
and do not represent the maximal intensities in the scan. As a matter of fact, all of the imaged
modes of each molecule have maximal TERS cross subsection*s with the same order of magnitude,
10−25 cm2

sr . Considering the perfect planar geometries of the molecules optimized without the
metallic system, the change in the selection rule from Raman to TERS is not attributed to the
symmetry breaking of molecular geometries due to the presence of metal, but to the field-gradient
effect.

The enhancement of Raman signals in our simulations still follows the |E|4 enhancement
mechanism. Absolute values of TERS intensities for each mode of each molecule are determined
by the near-field intensity and the tip position. For similar near-field enhancements (Ag561 and
Au2057 both give rise to field enhancement of around 300), we calculate the average enhancement
factors (EF) of the specific TERS spectra shown in Fig. A.2, using the following equation:

EF =
∑
i I

TERS
i∑

i I
Raman
i

, (A.1)

where i denotes each normal mode of a molecule. This average of EF avoids the infinite values
due to some Raman-inactive modes observed in TERS. The average EFs are: 4.56× 105 for water,
1.14×106 for benzene, 1.20×105 for porphin, and 5.44×105 for Zn-porphin. Due to the small size
of NPs modeled in this work, the near-field enhancement may appear weak compared to common
experimental measurements. Also, the contrast exhibited in the TERS images is essentially a
normalized color map of Raman intensities. Therefore, the absolute enhancement factor or the
maximal intensity is not emphasized in this work.
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Figure A.2. Simulated full TERS and regular Raman spectra of the four molecules. For (a) water and
(b) benzene, the Ag561 nanoparticle is used as the tip with the incident energy of 3.09 eV. For (c) porphin
and (d) Zn-porphin, the Au2057 nanoparticle is used and is excited at 2.30 eV to match the resonance
energy of the Qy(0,0) transition.
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Line shape of the electric field along each axis with Ag561

Figure A.3. Line shape of the field along each axis: the first column for X-axis, the second for Y-axis,
and the third column for Z-axis. Plots in the same column share the horizontal axis. The FWHMs (Γ)
are noted in the first two columns in Ångstroms. The height of near-field focal plane (height of maximum)
is noted in the third column. Each row of plots corresponds to an exciting energy: (a ∼ c) 3.09 eV; (d ∼
f) 3.41 eV; (g ∼ i) 3.09 eV. The tip-to-sample height in this figure in 2.5 Å. Each plot of field intensity is
generated numerically. The FWHMs are obtained directly from the field data.
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Field confinement effect on TERS images of water in the bending and anti-
symmetric stretching modes

Figure A.4. TERS images of the bending (first column) and anti-symmetric (second column) modes.
For reference purposes, the third column shows the field enhancement distribution in the XY-plane.
The first row corresponds to 3.09 eV, the second row 3.41 eV, and the third row 3.59 eV. The trend of
decreasing resolution as field becomes less confined is very similar to what is described in the main text.
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Field maximum location effect on TERS images of water in the bending and
anti-symmetric stretching modes

Figure A.5. TERS images of the bending (first column) and anti-symmetric (second column) modes.
For reference purposes, the third column shows the field enhancement distribution in the YZ-plane. The
first row corresponds to ZT ip = 2.5Å, the second row ZT ip = 3.0Å, and the third row ZT ip = 3.5Å. The
trend of decreasing resolution with the focal plane moving higher is very similar to what is described in
the main text.
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TERS images of water with near-field focal plane below the molecule plane

Figure A.6. TERS images of the water at each normal mode (first row) with ZT ip = 2.3Å and external
field energy 3.09 eV. The second row shows the field distribution in this setup. The focal plane is at
Zmax = −0.2 Å, which is below the molecule plane. The simulated TERS images in this case retains the
atomic resolution.
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TERS images of water using the Ag2057 nanoparticle

Figure A.7. TERS images of the water generated by the large nanoparticle. (a ∼ c) ZT ip = 2.5Å. (d ∼
f) ZT ip = 3.0Å. (g ∼ i) ZT ip = 2.5Å. The large nanoparticle is excited also at 3.09 eV. The larger size
only increases the field intensity. The focal plane height remains the same as the smaller NP, and the
field confinement is very similar.
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Field confinement analyses of the gold SPM junction setup for porphyrins

Figure A.8. The Au2057 icosahedron nanoparticle with Au(100) as substrate. The nanoparticle is 2.5 Å
above the molecule plane. The nanoparticle is excited at 2.30 eV.(a) Field distribution on the XY plane;
(b) field distribution on the YZ plane; (c) the lineshape of field along each Cartesian axis.
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Appendix B|
Supporting Information for High-Resolution TERS
Probes Sub-Molecular Density Changes

B.1 Local approximation and electric multipole expansion
Theory. Within the framework of linear-response time-dependent density functional theory, we
are interested in calculating the molecule’s polarizability due to an electric field perturbation. The
molecule’s first-order induced charge density (δρ) due to the perturbation and its polarizability
(α) are obtained using linear-response time-dependent density functional theory (LR-TDDFT),
which is given by

δρα(r, ω) =
∫
χ(r, r′, ω)v̂pert

α (r′, ω)dr′ , (B.1)

ααβ(ω) =
∫
µ̂eff
α (r, ω)δρβ(r)dr =

∫∫
µ̂eff
α (r, ω)χ(r, r′, ω)v̂pert

β (r′, ω)dr′dr . (B.2)

In these two equations, the subscripts (α, β, and other Greek indices hereafter) indicate the
Cartesian direction, r is an arbitrary vector denoting the position in space, and the equation
is Fourier transformed into the frequency (ω) domain. The density-density response function,
χ(r, r′, ω), is given by90

χ(r, r′, ω) = lim
η→0

∑
m

〈0|n̂(r)|m〉 〈m|n̂(r′)|0〉
ω − ωm0 + iη − 〈0|n̂(r′)|m〉 〈m|n̂(r)|0〉

ω + ωm0 + iη , (B.3)

where m is the sum over all excited states of the system, ωm0 is the excitation energy, n̂(r) is the
density operator, and η is the damping factor. The perturbation operator, v̂pert

β (r′, ω) accounting
for the electric field perturbation polarized in β direction is given by

v̂pert
β (r′ −R) = −(δβδ + F βδ (r′ −R)) · µ̂δ(r′) , (B.4)

where µ̂β(r′) is the dipole moment operator. Here δβδ is the Kronecker delta function, and F βδ
represents the plasmonic local field in δ direction due to the external field polarized in β direction.
For molecules in a TERS junction, v̂pert is dominated by the plasmonic near field that is localized
around the tip position R. Thus this operator becomes also a function of R. The effective dipole
operator, µ̂eff

α (r, ω), describes the radiation of oscillating dipoles54,70, and can be expanded in the
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electric multipole format.

µ̂eff
α (r) ≈ −

[
δαγ + Fαγ (r−R)

]
µ̂γ −

1
3F

α
γε(r−R)θ̂γε . (B.5)

Fαγ(ε)(r−R) is the local field (gradient) distribution in the γ(ε) direction that radiates a field
polarized in α direction70. µ̂γ is the dipole operator and θ̂γε is the traceless quadrupole operator.
All the molecular properties and near fields are dependent on the frequency (ω) of the external field
and generally complex. In the following we drop the ω notation for simplicity. The polarizability
in the presence of the tip is then given by

ααβ(R) =
∫ {[

δαγ + Fαγ (r−R)
]
µ̂γ −

1
3F

α
γε(r−R)θ̂γε

}∫
χ(r, r′)µ̂δ

[
δβδ + F βδ (r′ −R)

]
dr′dr .

(B.6)
Ideally, ααβ would be obtained self-consistently in the presence of the confined near field15,16,85.
This is what is done in the DIM/QM method. But in doing so, the computational cost scales up
with the number of grid points necessary for the tip scanning to cover the whole molecule, which
becomes nearly infeasible for large molecules like porphyrin complexes. More importantly, it
doesn’t allow for decomposing the molecular property into atomic contributions. To simultaneously
address these two problems, we make a local approximation to polarizability in Equation B.6.
Since both Fαγ (r−R) and Fαγ (r′ −R) are localized around the tip-position R we expect that
the largest contributions to the response comes from Fαγ (r−R) ∼ Fαγ (r′ −R). Making this local
approximation for the polarizability we obtain

ααβ(R) local
≈
∫ {[

δαγ + Fαγ (r−R)
]
µ̂γ + 1

3F
α
γε(r−R)θ̂γε

}
· δρfree

δ (r) ·
[
δβδ + F βδ (r−R)

]
dr

=
∫ [

δαγ + Fαγ (r−R)
]
· µ̂γδρfree

δ (r) ·
[
δβδ + F βδ (r−R)

]
dr

+
∫ 1

3F
α
γε(r−R) · θ̂γεδρfree

δ (r) ·
[
δβδ + F βδ (r−R)

]
dr

=
∫ [

δαγ + Fαγ (r−R)
]
· ρ(α)
γδ (r) ·

[
δβδ + F βδ (r−R)

]
dr

+
∫ 1

3F
α
γε(r−R) · ρ(A)

γε,δ(r) ·
[
δβδ + F βδ (r−R)

]
dr .

(B.7)

The Einstein summation convention is employed for repeated Greek indices. In Equation B.7
two polarizability densities are defined. ρ(α)

γδ is the density of the free-molecule dipole-dipole
polarizability, or alpha density. ρ

(A)
αγβ is the density of the free-molecule quadrupole-dipole

polarizability, or A-tensor density. These two terms account for the radiating dipoles and
quadrupoles of the molecule. Definitions of the molecular multipole polarizabilies can be found in
Ref. 91. As discussed above these molecular densities should have been solved in the presence of
the localized near-field around the tip, however, in the local approximation we assume that these
are obtained as the response to a uniform electric field. This neglects the nonlocal coupling in
the linear response that is present in the full DIM/QM simulations and thus cannot be expected
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to describe the full response. In this work the usefulness of this local approximation is carefully
benchmarked against the full DIM/QM response as shown in the main text. In this work, we
consider only the zz component of the polarizability, which is written as

αzz(R) =
∫ [

1 + F zz (r−R)
]
· ρ(α)
zz (r) ·

[
1 + F zz (r−R)

]
dr

+
∫ 1

3F
z
zε(r−R) · ρ(A)

zε,z(r) ·
[
1 + F zz (r−R)

]
dr .

(B.8)

It is noted that integrating these densities over all space reproduces the corresponding molecular
α tensor and A tensor in the dressed-tensors formalism92,93. The difference between LIRPD and
the dressed-tensors formalism lies in the multipole expansion of the perturbation operator. For the
full dressed-tensors formalism, the dipole-quadrupole (A tensor) and quadrupole-quadrupole(C
tensor) are typically used in addition to the α and A tensors. The A and C tensors describe the
molecular dipole and quadrupole induced by the gradient of the near field. This is equivalent
to a multipole expansion of the perturbation operator v̂pert in the calculation of induced charge
density. The full dressed-tensors method can reproduce the benchmark spectra70,85,306, under two
assumptions: 1) the field gradient is small; 2) the field distribution has a fixed center. These two
assumptions ensure that the leading term in the multipole expansion is the dipole-dipole term,
and that the expansion point for A and C tensors is the same as the field gradient. However, these
two assumptions break down for the highly confined near field in TERS. Therefore, the use of A
and C tensors as was in the dressed-tensors formalism does not correctly describe TERS imaging.

The Raman polarizability densities (δρ(α)) are the derivatives of polarizability densities with
respect to the mass-weighted normal modes, which were calculated using the three-point numerical
differentiation approach.

δρ(α)(r) = ∂ρ(α)(r)
∂Qk

= ρ(α)(Qk + ∆Qk)− ρ(α)(Qk −∆Qk)
2sQ∆Qk

, (B.9)

where sQ is the mass-weighted step size. The polarizability densities were calculated at the
equilibrium geometry distorted along the normal mode coordinates in positive and negative
directions. The zz components of the locally enhanced Raman polarizability densities (δρ(α)

loc (r)),
which are plotted for benzene and porphyrin in main text Fig. 3 and 4, are obtained by replacing
ρ(α) in Equation B.7 with δρ(α). It is written as,

δρ
(α)
loc (r) =

[
1 + F zz (r−R)

]
· δρ(α)

zz (r) ·
[
1 + F zz (r−R)

]
. (B.10)

When the near-field confinement is beyond atomic scale, the alpha density is the dominant
term. The use of A-tensor density improves the imaging for small flat molecules, but its effect
becomes insignificant for non-planar large molecules or unconfined field. Higher order terms,
e.g., octupole density, should lead to increasingly accurate reproduction of the self-consistent
polarizability. We will show in Fig. B.1 that good accuracy is achieved by considering only the
first term in Equation B.7.

TERS images involving A-tensor densities. In Fig. B.1, we collectively compare the
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Figure B.1. TERS images calculated using both alpha and A-tensor densities in the same normal modes
of benzene and prophyrin molecules discussed in the main text: (a,b) benzene, FWHM of field is 2.5 Å
and 0.8 Å above the molecule plane; (c,d) porphyrin, FWHM of field is 3 Å and 1 Å above the molecule
plane. The frequency of each normal mode is given on the left top of individual TERS image.

TERS images simulated by considering both alpha and A-tensor densities (Equation B.7) with
those generated from only alpha densities (in the main text). The most significant change by
A-tensor densities is seen in the benzene TERS images. The molecule itself is known for field-
gradient evoked Raman scattering70, and the field band width required to reproduce DIM/QM
images is 1.3 Å, below the scale of an atom. With A-tensor densities included, the hotspots
are moved slightly further away from the vibrating atom’s positions (Fig. B.1a vs. Fig. 4.2
in the main text). Similar behavior of the A-tensor densities are also observed for porphyrin
(Fig. B.1b), although the hotspots are not moved as much as in the benzene case. It should be
noted that for both benzene and porphyrin, the band width of the Lorentzian field is increased to
reproduce DIM/QM images when A-tensor densities are considered. This is expected, especially
for atomically confined field, because the representation of the true near field becomes increasingly
accurate when the field gradient (or even higher-order terms) is included (Equation B.7). However,
the effect of A-tensor densities becomes trivial when the field confinement is beyond the atomic
scale.

In short, we have shown that including the A-tensor densities does not drastically change the
overall hotspot patterns in TERS images. The A-tensor densities tend to drive the hotspot away
from the vibrating atoms, especially for atomically confined near field and field-gradient active
modes. But for less confined near field, A-tensor densities contribute is trivial. Therefore, we
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Figure B.2. Locally enhanced Raman polarizability densities of modes (a) at 678 cm−1 and (b) at 1539
cm−1. The confined near fields formulated in 3D Lorentzian distributions with the FWHMs of 2 Å for
x, y, and z components are marked by red asterisks. The normalized real and imaginary densities are
illustrated on the left and right columns in each panel, respectively. The isovalue is set to 0.2.

conclude using alpha densities alone in the LIRPD approach is sufficient to model TERS imaging
for most cases.

B.2 Effects of near field distribution
Lorentzian model of the near field distribution. In our simulations, the plasmonic local
field is represented by a 3D Lorentzian function, which is given as

F loc = M
[(x− a

1
2τx

)2 +
(y − b

1
2τy

)2 +
(z − c

1
2τz

)2 + 1
]−1

+N
[(x− a

1
2τxi

)2 +
(y − b

1
2τyi

)2 +
(z − c

1
2τzi

)2 + 1
]−1
· i ,

(B.11)

where M , N are the magnitudes of real and imaginary near fields, respectively. τ is the full width
of half maximum (FWHM) of Lorentzian distribution for the x, y, and z components. a, b, and
c refer to the displacement of Lorentzian function with respect to the origin, i.e., the center of
the near field. The imaginary part is nonzero in resonant Raman, otherwise it is zero. In our
simulations, the FWHMs for x and y components are treated equally, and the FWHMs of the
real and imaginary fields along the same axis are identical. The total near field distribution in
Equation B.7 is obtained by adding the unit-magnitude external field to the diagonal elements to
the local field tensor.

It is worth mentioning that the 3D Lorentzian distribution is normalizable in a finite space. In
practice, a grid box that is significantly larger than the molecule’s size is used for the calculation of
the polarizability densities. The modeled near field is bounded within this box, which corresponds
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to a finite energy of the plasmon. The Raman polarizability densities decay exponentially away
from a molecule and near the boundaries the polarizability densities are zero. The local integration
of Raman polarizability densities (zz component only) in the finite space is written as:∫ rmax

−rmax

[
1 + F loc,z

z (r−R)
]
· δρ(α)

zz (r) ·
[
1 + F loc,z

z (r−R)
]
dr

≈
N∑
i

[
1 + F loc,z

z (ri −R)
]
· δρ(α)

zz (ri) ·
[
1 + F loc,z

z (ri −R)
]
·∆V .

(B.12)

Here rmax represents the boundaries of the box, N is the total number of grid points within
the box, and ∆V is volume factor (volume of a unit grid cell). The locally enhanced Raman
polarizability at a point (R) is obtained by summing over all grids weighted by the volume
element.

Figure B.3. Comparison of benzene TERS images at 664 cm−1 obtained from the different near-field
distributions. The near fields are in (a) 3D Lorentzianwith the FWHM of 1.3 Å, (b) 3D Gaussian with
the FWHM of 1.3 Å, and (c) spherical step-function distributions with the diameter of 1.8 Å, respectively.
The near fields are centered 1.0 Å above molecular plane

Field shape independence. It is found that the hotspot pattern in TERS images is not
sensitive to the exact shape of the near-field distribution. In Fig. B.3, we show the TERS images
of benzene at 664 cm−1 obtained from three different local field distributions: 3D Lorentzian, 3D
Gaussian, and spherical step function distributions. The three TERS images are overall similar.
The Lorentzian field leads to slightly bigger hotspots than the Gaussian, which is expected due
to its fatter tail. The subtle roughness in the TERS image obtained by the step function is
attributed to the discontinuity of the distribution.

Effects of field width and height. TERS image is strongly dependent on the integration
volume in terms of size and position. In simulations, the height from the field center to molecular
plane is fixed. Fig. B.4 illustrates the correlation between TERS images and integration volumes.
The benzene molecule lies down on a silver surface. With the FWHM increasing from 1.3 to 5.0
Å on xy-plane, the image is blurred (Fig. B.4a). Keeping FWHM at 1.3 Å on the xy-plane and
increasing FWHM to 5 Å for the z component do not blur the TERS image (Fig. B.4b), which
means the image resolution is more sensitive to the field distributed on scanning plane. It is also
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Figure B.4. Comparison of TERS images of 664 cm−1 mode from different local integration volume.
The center of integration volume above (a,b) 1 Å and (c) 2 Å away from the benzene plane, respectively.
The FWHMs of 3D Lorentzian distributions on the xy-plane are (a) 5 Å and (b, c) 1.3 Å. The FWHMs
of the z component are (a,c) 1.3 Å and (b) 5 Å.

shown that the drastic changes take place as the integration volume moves slightly up with respect
to the molecular plane in Fig. B.4c, which means the scanning height is of importance for TERS
imaging as well. These findings suggest that distributing near fields within atomic dimensions
over an appropriate imaging plane is the key to the atomic resolution in TERS images.

B.3 Comparison of different methods
To further demonstrate the quality of the approximation made in LIRPD method, we compare
it with the method of reported in the original TERS imaging paper10 and later adopted in the
studies of chemistry in nanocavities17,18. The gist of that method is to apply the localized near
field to the Raman tensor. The idea can also be related to the dressed tensors formalism. The
main difference is that the near field tensor dresses the free-molecular polarizability derivatives
w.r.t. atomic displacements in the given normal mode, rather than w.r.t. the normal mode
coordinate (Qk). Also, no multipole expansion is used. We refer to that method as dressed Raman
tensor.

In Fig. B.5, we show the calculated TERS images of the same three benzene modes as
reported in Ref. 85, namely, symmetric bending, anti-symmetric bending, and ring-breathing.
The characteristics of these three TERS images are 1) the hotspots are slightly away from the
atoms, and 2) normal Raman inactive modes are activated by the strong near field gradient.

Comparing with the DIM/QM method (row a), we find the dressed Raman tensor method
(row b) results in the hotspots highly localized on atoms instead of being slightly away. This is
expected because the polarizability derivatives and the near field enhancement are evaluated at
each atom’s position. Moreover, the dressed Raman tensors method does not correctly describe
normal Raman inactive modes. The cross-sections of the 664 cm−1 and 835 cm−1 modes in
the dressed Raman tensors method (Fig. B.5 b1 and b2) are merely zero compared with the
Raman active mode at 988 cm−1 (b3), and the patterns in the TERS images are trivial. In short,
the dressed Raman tensors method does not appear to be able to accurately describe the local
perturbation of the molecule due to the confined near field in TERS.
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Figure B.5. TERS images of benzene generated from three methods. Row a-c: DIM/QM, dressed Raman
tensors, and LIRPD. Column 1-3: 664 cm−1 (symmetric out-of-plane bending), 835 cm−1 (anti-symmetric
bending), and 988 cm−1 (in-plane ring breathing). The colorscale bars represent the calculated Raman
scattering cross-sections.

However, using the same field distribution as in the above dressed Raman tensors method, we
find the LIRPD method proposed in this work qualitatively reproduces the key characteristics of
the benzene TERS images. The three TERS images all have comparable cross-section maxima.
The hotspot positions are already off the atoms with only the alpha densities included. Moreover,
include the A-tensor densities in LIRPD further moves the hotspots away from the atoms, which
was discussed in the previous section. Therefore, we conclude that the LIRPD model is a decent
approximation to TERS selection rules, and helps explain the mechanism underlying the TERS
images.

B.4 Interpreting TERS images of H2TBPP
According to the previous study15, H2TBPP preferentially adopts concave configuration when
adsorbed on the Ag(111) surface under the experimental conditions. We therefore performed the
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Figure B.6. Comparison of absorption spectra of H2TBPP in free state and adsorbed on Ag surface.
The insert illustrates the structure of free H2TBPP from the top and the side views (top panel), and the
adsorbed structure is inserted as well (bottom panel).

calculations based on the reported concave configuration.
The simulated absorption spectra of H2TBPP in free state and adsorbed on a Ag(111) surface

are plotted in Fig. B.4. The Q-band absorption of free H2TBPP spans from 500 to 660 nm, and
the B-band absorption is centered at 420 nm. In the adsorbed state, both Q and B bands are
red shifted by more than 100 nm. It shows the broad Q-band is centered around 770 nm with
relatively strong absorbance cross section (Å2/molecule) even though the Herzberg-Teller term is
absent. It is because the high symmetry (D4h) in free state is broken due to the strong interaction
between molecule and substrate in the adsorbed state. The planar porphyrin fragment is distorted
due to the steric hindrance from the phenyl moiety substitutes which parallel orientate on Ag
surface. The B-band at 562 nm is close to the incident light at 532 nm in experiment10. As
show in Table B.1, the By(0,0) band excitation at 551.4 is more likely to be excited under the
experimental conditions than the previously assumed Qy(0,0) band.

To gain insight into the near-field distributions in the plasmonic junctions, we revisit the
correlation between plasmonic gap and near field in the tip-to-substrate junction94. We collected
the fitting parameters of near field in terms of the position (dcenter) where the field magnitude is a
maximum and the FWHM of near-field distributions of three components (Γ) at dcenter correlated
with the gap distance (dgap) at the incident field polarized along z-axis in Table B.2. With the
increasing gap distance, the field center becomes closer to the tip and the near-field bandwidths
become broader. The bandwidths of the x and y components are equivalent and much broader
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Table B.1. The lowest five excited states and the properties including vertical transition energy (E),
oscillator strength (f), and transition dipole moment (µ) in a.u.

Vertical transition E (eV) E (nm) f µx µy µz
1 Qx(0,0) 1.54 802.3 0.218 -2.39 0.20 -0.44×10−3

2 Qy(0,0) 1.62 763.2 0.455 -0.26 -3.37 -0.42×10−2

3 2.17 571.0 0.059 -1.05 -0.73×10−1 -0.24×10−1

4 Bx(0,0) 2.18 569.8 1.351 5.03 0.18 -0.70×10−2

5 By(0,0) 2.24 551.4 1.056 -0.29 4.37 -0.19×10−2

than that of the z component. The ratio of bandwidths between x (y) and z components is
generally smaller than 1/2 for the tips with different curvatures. Additionally, the previous study
has shown that the near field is further squeezed and pushed toward tip in the presence of a
molecule in the junction due to the screening effects14. Considering the near-field simulation
results and orientation of H2TBPP adsorbed on Ag substrate (see Fig. B.7), the integration
volume in the shape of disk with Γx/y= 12 Å and Γz= 6 Å is centered at 9.2 Å above Ag surface.

Table B.2. Fitted parameters of near-field distribution having the maximal magnitude along gap
direction. The tips are in the shape of icosahedron and tetrahedron. All the parameters in Å.

Icosahedron-to-substrate Tetrahedron-to-substrate
dgap dcenter Γx/y Γz dcenter Γx/y Γz
4 2.0 8.5 2.5 1.9 6.7 2.8
5 2.6 10.1 2.9 2.5 7.8 3.0
6 3.3 12.1 3.3 3.2 8.9 3.4
7 4.0 13.6 3.9 4.0 9.8 4.0
8 4.9 14.9 4.6 5.0 10.2 4.6
9 6.0 15.7 5.5 6.0 10.4 5.3
10 7.0 16.1 6.4 7.1 10.4 5.9

To illustrate how the resonant Raman polarizability densities spatially distributed throughout
the scanning volume which is the entire space for the integration via scanning, we take one normal
mode at 1182.7 cm−1 for example. The center of scanning space is located 2.7 Å above the top of
H2TBPP. A portion of the resonant Raman densities localized on the top of a butyl group are
taken into account in the local integration, as shown in Fig. B.7a. As a result, the TERS image
arising from the Raman spectral mapping on the midplane of scanning volume is featured by a
hotspot on a butyl group (Fig. B.7b).

The simulated SERS and TERS spectra incorporated with experimental TERS spectrum
measured on a lobe are demonstrated in Fig. B.8. The SERS spectrum obtained from the zz
component of Raman polarizability shows most of important modes. However, the intensity at
1520 cm−1 is quite strong compared with other modes. The TERS simulated by the LIRPD
method is in good agreement with the experimental spectrum. All the important peaks and
relative intensities are well reproduced. It confirms the LIRPD is a reliable approach for simulating
both TERS image and spectrum.

The simulated TERS images at 900, 990, 1520 cm−1 are consistent with the experimental
TERS mapping results. The characteristic bright four-lobe pattern is hold in low-wavenumber
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Figure B.7. Resonant Raman polarizability densities and resonant TERS image of the mode at 1182.7
cm−1 (a) The Raman polarizability densities in real part are distributed throughout the scanning volume
in green box with the thickness of 6 Å above the porphyrin plane in the perspective view. The distances
among the Ag surface, the porphyrin plane, the top of molecule, and the center of integration volume are
displayed in red. The densities are normalized and the absolute isovalue is set to 0.05 with the positive
sign in blue and the negative sign in yellow. (b) The simulated resonant TERS images.

Figure B.8. Comparison of resonant Raman spectra from the experimental measurements and theoretical
simulations. The experimental TERS spectrum measured by the tip on a lobe in red. The simulated
SERS spectrum obtained from the zz component of Raman polarizability in blue. The simulated TERS
spectrum obtained from the LIRPD by using the integration volume in 3D Lorentzian distribution with
Γx/y = 12 Å and Γz= 6 Å in green. The experimental spectrum is adapted from Ref. 10.

modes. More importantly, we see the central dark area gets smaller from low to high wavenumbers
and eventually collapses to a hotspot in the center, which agrees the experimental results. In
addition, it is speculated that the high-wavenumber modes above 1210 cm−1 contain more
contributions from the porphyrin core, but the experimental TERS mapping were insufficiently
resolved to conclusively make this conclusion.10 Our simulated TESR image at the frequency of
1520 cm−1 clearly shows the hotspot arising from porphyrin core. It confirms again the LIRPD
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Figure B.9. Comparison of resonant TERS image from the experimental measurements (top panel) and
the theoretical simulations (bottom panel). The excitation energy at the By transition. The resonant
TERS images are the combination of the modes at the frequencies around (a) 900, (b)990, and (c) 1520
cm−1, respectively. The experimental images are adapted from Ref. 10.

approach and the assumed near field used for local integration are appropriate.
We now explore the effect of H2TBPP tautomers on its TERS images. The TERS images

with hydrogen tautomerization are given in Fig. B.10b and B.10d at frequencies at 810 and 1185
cm−1. In comparison, the TERS images of one specific configuration are provided in Fig. B.10a
and B.10c. We find that averaging the degenerate modes of only one configuration is already
sufficient to match the experimental images, and the enforced tautomerization of the porphyrin
leads to nothing more than slightly more symmetric patterns.

We also examined the TERS images under the Qy(0,0) excitation as was proposed in the
experiment (Fig. B.11). However, no significant difference is identified in comparing the TERS
images under By(0,0) and the Qy(0,0) excitations. This is expected because the transition dipoles
of both these two excited states are associated with the base porphyrin ring, but the TERS tip
mainly probes the butyl groups and is not likely to reach the bottom of the molecule. Moreover, the
transition dipole moments are mostly in the xy plane with very small z contributions (Table B.1),
whereas in TERS the z scattering is the dominant component detected. As a result, the effects of
these two resonance states are equally small. Therefore, we conclude that the TERS images of
H2TBPP is insensitive to the resonant Raman effect unless the butyl groups are excited.
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Figure B.10. Comparison of resonant TERS image with and without tautomer contribution. The
excitation energy at the By transition. The resonant TERS images are the combination of the modes
at the frequencies around (a,b) 810 and (c,d) 1185 cm−1 (a,c) without and (b,d) with the tautomer
contributions. The dashed arrow indicates the hydrogen transfer in tautomerization.

B.5 TERS images of porphycene tautomers.
In Fig. B.13, the left and middle columns illustrate the topview of Raman polarizability densities
in scanning volumes. Correlating density distributions with TERS images, we see the hotspot
distributions in the images are similar to the real density distribution patterns. Comparing
individual TERS images of cis with its counterparts in trans, we see the subtle differences in the
tautomer structures are well identified.

The TERS image of the band at 1250 cm−1 and individual mode contributions for the cis′

configuration are illustrated in Fig. B.14. The total image is a combination of two modes. In
the cis′ configuration, the prominent density distributions are related to the ortho-hydrogen
vibrations. The mode with the large displacements of the central hydrogen atoms provides
the major contribution to the total TERS image, where the hot spots are distributed on the
adjacent pyrrole moieties of the cis′ porphycene. It is evident that the image pattern follows the
configuration of the two central hydrogens which bind to the ortho-pyrrole in the cis′ porphycene.
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Figure B.11. The resonant TERS images of H2TBPP molecule with Qy(0,0) transition excited: (a)
810 cm−1; (b) 1185 cm−1. Each of the TERS images is averaged from the combination of prominent
degenerate modes within a 20 cm−1 window, which are the same as in Fig. 4 of the main text.

Figure B.12. The sideview (top row) and topview (bottom row) of the optimized structures of the
trans, cis, and cis′ configurations on a Cu(111) surface from left to right.
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Figure B.13. Raman polarizability densities and resonant TERS images of (a) trans and (b) cis
porphycene molecules. The normalized real and imaginary density distributions with isovalue of 0.2 are on
the left and middle columns in each panel, respectively. The vibrational frequencies and the corresponding
TERS images are on the right columns.
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Figure B.14. The resonant TERS images of the cis′ configuration of porphycene. TERS images of the
modes at (a) 1246 and (b) 1247 cm−1, and (c) the total image.
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Appendix C|
Supporting Information for Resolving Molecular
Structures with High-Resolution TERS Images

C.1 Energetics of CoTPP conformers

Figure C.1. Relative energies of three CoTPP conformers: (a) phenyl-up, (b) pyrrole-up (reference),
and (c) pyrrole-down. The Cu substrate included in the geometry optimization is not shown in the figure.
(d-h) the simulated TERS images of the pyrrole-down structure that are similar modes to those in Fig. 5
B(2-6).

In light of the CoTPP conformers, we find the phenyl-up structure is the most stable one on
Cu(100) surface, and the pyrrole-up structure is a local minimal. The energy difference between
these two conformers is -2.280 eV (Ephenyl−up −Epyrrole−up) in our calculations. Comparing with
the previously studied H2TBPP molecule15, the relative orientation of the pyrroles is different
in the CoTPP conformers. Specifically, the most stable geometry of the H2TBPP molecule,
termed "concave", has pyrrole hydrogens pointing downwards, whereas the pyrrole hydrogens point
either flat or upwards in the stable CoTPP geometries. This is because the H2TBPP molecule is
stabilized mostly by the large butyl side groups. The butyl groups are not flat on metal surfaces,
and thus give rise to enough room for the pyrrole hydrogens to point downwards. However, the
CoTPP molecule has simple phenyl groups, and the steric force pushes the pyrroles to bend
upwards when the phenyl groups are forced to lie flat on the metal surface. The terms "concave"
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and "convex" used in Ref. 15 refer to the large side groups. In this manuscript, we use "phenyl-up"
and "pyrrole-up" to avoid confusions considering the smaller side groups.

We also identified a meta-stable CoTPP conformer that has pyrrole pointing downwards
(Fig. C.1 c), which corresponds to the "concave" H2TBPP. In this "pyrrole-down" geometry, the
phenyl groups are almost flat. This meta-stable geometry can be obtained in either of these two
ways: 1) by constraining the phenyl torsion angles to be zero during the geometry optimization
on Cu substrate; 2) by flipping the "pyrrole-up" geometry upside down and then optimizing the
geometry with a loose convergence criterion. Either lifting the constraint of the first approach or
increasing the numerical quality in the second approach leads the optimized geometry back to the
most stable "phenyl-up" structure, which explains the meta-stability of this geometry. The energy
difference between the "pyrrole-down" and the "pyrrole-up" structures is +0.775 eV.

We simulated the TERS images of the pyrrole-down structure with a 6 Å near field centered
at about 0.3 Å above the highest point of the phenyl group. This focal plane is considered to be
probing the similar parts of Raman polarizability densities as underneath the molecule in the
pyrrole-up geometry. We find that the TERS images more often than not different that those
of the stable pyrrole-up geometry (Fig. C.1 d-h). Compared with the pyrrole-up structure, the
phenyl groups in the pyrrole-down structure are further away from the substrate, which is the main
reason why the TERS images are different. Moreover, we believe that the pyrrole groups are likely
to be pressed down to some extent by the scanning tip in the experiment, but not strong enough
to permanently flip the pyrrole geometry. This may be result in the discrepancies between the
experimental and the simulated Raman scattering images, which cannot be completely captured
using one single stable structure.

139



C.2 TERS images within an integration window

Figure C.2. TERS images obtained in wide integration windows. The images selected as matches to
experiment (Fig. 5) are highlighted by the red boxes.

The experimental TERS images reported in Ref. 13 were generated by integrating the recorded
spectra within a certain window of frequencies centered, and the size of the integration window is
different for different bands. In Fig. C.2 and C.3 we present the simulated TERS images intended
to match the experimental images from wide and narrow integration windows, respectively. The
experimental TERS images of the bands at 300 cm−1 (Fig. C.2 A) and 700 cm−1 (Fig. C.2 B)
have the widest integration windows, approximately 50 cm−1, and the integration window for
the 1156 cm−1 band (Fig. C.2 C) is about 20 cm−1. As shown in Fig. C.2, different modes
that have similar TERS images can be found for each of these three bands, even though some
other modes do have different TERS images. For the 300 cm−1 mode to have a single round
brightspot in the center of the molecule, the associated vibrational mode can either be central Co
out-of-plane vibration or symmetric nitrogen vibrations. And these two modes can also be found
in the phenyl-up and dehydrogenated CoTPP structures, essentially generating the same TERS
images. Therefore, it is the least differentiating TERS image among the three structures. For
the 700 cm−1 mode, the cross pattern can be found with the modes featuring the eight pyrrole
hydrogens’ out-of-plane vibrations. However, the TERS image does not clearly differentiate the
phase difference in the vibrations. The three in-plane vibrational modes at around 1170 cm−1 have
nearly identical TERS images. The very subtle difference in the brightspot strengths around the
base porphyrin rings may be related to the relative magnitudes of the adjacent pyrrole-hydrogen
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and phenyl-hydrogen displacements.

Figure C.3. TERS images obtained in narrow integration windows. The images selected as matches to
experiment (Fig. 5) are highlighted by the red boxes.

The three modes presented in Fig. C.3 are obtained from very narrow integration windows,
which essentially include only single modes. Comparing to the frequency bands in Fig. C.2, the
TERS images change more drastically for different modes around the three frequencies presented in
Fig. C.3, which may explain the necessity of using narrow integration windows in the experiments.

To correctly combine nearby modes in the spectrum into one average TERS image requires
very accurate descriptions of relative intensities, tip positions, and molecular structures, which
is very difficult to achieve. Considering that the experimental images can be well explained by
TERS images of single modes, we do not arbitrarily average the TERS images within a window
in this manuscript.

C.3 TERS images generated with two configurations of the near
field
In our simulations, we find the near field is likely to be more confined and focused below the
molecule when the tip is moved to the flat phenyl groups. All the six experimental TERS images
can be well reproduced essentially using two near field distributions: 1) w = 10 Å and h = +0.5
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Å for pyrrole modes; 2) w = 6 Å, and h = −0.5 Å for phenyl modes. Using two field distributions
is an approximation to change in field localizations during the constant-current scanning in
experiment. In this section, Fig. C.4 and C.5, we present the TERS images of each mode using
each of the field configuration to illustrate the necessity of varying field distributions.

Figure C.4. TERS images generated from two different field distributions. Row A: experimental images.
Row B: Lorentzian field distribution has w = 10 Å, and h = +0.5 Å. Row C: Lorentzian field distribution
has w = 6 Å, and h = −0.5 Å. Each column represents an experiment-simulation comparison, and is
indexed in alignment with main text Fig. 5. The best matching images are in Row B, highlighted by the
red box. Experimental images are adapted from Ref. 13.
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Figure C.5. TERS images generated from two different field distributions. Row A: experimental images.
Row B: Lorentzian field distribution has w = 10 Å, and h = +0.5 Å. Row C: Lorentzian field distribution
has w = 6 Å, and h = −0.5 Å.
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C.4 Contributions from A-tensor densities
In our simulations, we find that the A tensor (quadrupole-dipole polarizability) contributes
significantly to the TERS images of CoTPP. Overall, the A-tensor densities have much larger
value than the α-tensor (dipole-dipole polarizability) densities. Here, "polarizability" generally
refers to the Raman polarizability, i.e., the derivative of molecular electronic polarizability with
respect to a give normal mode. Interestingly, the A-tensor densities contribute to the TERS
images in roughly three different ways for different vibrational modes. Using the following three
figures, we briefly discuss the difference behaviors of A-tensor densities distributions. Because
only the dominant z-polarization of the near field is considered, the elements accounted for in
the calculation of TERS intensities are αzz, Azzx, Azzy, and Azzz. The subscripts indicate the
Cartesian directions. For example, Azzx component represents the zx quadrupole induced by a
z-polarized field. In each mode, all the density distributions are normalized to the maximum
value of the αzz density, such that the relative significance of the α-tensor and A densities are
easily visualized.

Figure C.6. A-tensor density contributions to inner-molecule in-plane modes. Row A: the mode at 1176
cm−1. Row B: the mode at 3097 cm−1. Each mode presented here is only one of the degenerate modes
(two around 1176 cm−1 and four around 3097 cm−1). Each TERS image shown in main text comes from
the combinations of all degenerate modes. In the density distribution isosurface plots of each tensor
element, the positive values are colored in yellow and the negative in blue, and all values are normalized
to the maximum value of αzz. The isovalues in each αzz density distribution plot are ±0.03, and ±0.1 for
A-tensor density distributions. The following two figures share the same color scheme and isovalues.

For the in-plane vibrational modes, the Raman polarizability densities also have in-plane
distributions in terms of the locations of the positive and negative values. However, we find
two types of in-plane modes to which the A-tensor densities contribute differently. The 1176
cm−1 mode is a typical mode of which the A-tensor dictates the TERS image (Fig. C.6A).
This mode features inner-molecule scissoring vibrations (the ortho-hydrogens on the phenyls
being the strongest vibrating atoms). Its αzz densities closely follows the atomic vibrations.
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The TERS image with only αzz contributions have brightspots, strictly speaking, away from
the vibrating hydrogens, which are coincidentally on top of the phenyl rings. Meanwhile, the
distributions of A-tensor densities are different. The excessive A-tensor densities around the
para- and meta-hydrogens are essentially the origin of the brightspots outside each phenyl groups.
When the ortho-hydrogens are vibrating strongly in-plane, the associated A-tensor densities will
be distributed in-plane centered around those hydrogens, which leads to their localization outside
the phenyl rings. On the contrary, the TERS image of the stretching mode at 3097 cm−1 is
not altered so much by the A-tensor contributions (Fig. C.6B). The vibrations are localized on
the two meta-hydrogens on each phenyl group, which has plenty of room for the atoms to move
and for the densities to be distributed outside the molecule. As a result, both αzz and A-tensor
densities are mostly localized on the vibrating atoms, and the corresponding TERS image is
changed only slightly in the positions of the brightspots. It is worth mentioning that while the
α-tensor TERS image can be easily understood as a result of the local symmetry breaking in
the density distributions and the positive-negative value cancellations, the effect of the A-tensor
densities is not as straightforward. The A-tensor densities are localized by both the field and
the field gradient. The field gradient of a unimodal field distribution has two peaks. Thus, the
resulting brightspot is not located perfectly at the excessive densities. Moreover, when the field
center is close to the molecular plane, the variation in the Azzz component (also the αzz) along
the z direction is more likely to diminish due to positive-negative cancellation, as both the field
and the field gradient have symmetric distributions in the z direction.

Figure C.7. A-tensor density contributions to out-of-plane modes. Row A: the mode at 295 cm−1. Row
B: the mode at 760 cm−1.

For the out-of-plane vibrations, the A tensor and α tensor have similar distributions despite
the difference in the overall magnitude. The two out-of-plane modes we find that matches
experimental TERS images are at 295 cm−1 and 760 cm−1 (Fig. C.7). In the 295 cm−1 mode,
the central Co and the eight pyrrole hydrogens vibrates, and its TERS images generated with
and without A-tensor density contributions are very similar except for the size of the brightspot
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in the center (Fig. C.7 A). The αzz densities are mostly localized on the central Co atom, which
can be explained by its intrinsically larger polarizability than hydrogens. For an out-of-plane
mode, the positive and negative values are distributed in the opposite side of plane normal to
the atomic displacement vectors. Similar distributions are found for A-tensor densities as well
with positive and negative values distributed above and below the molecular plane. However, the
densities around the central Co atom are only found in the Azzz component, whereas for the
Azzx and Azzy components the densities are mostly localized on the pyrrole hydrogens. Azzx
and Azzy components also exhibit out-of-phase density distributions, and the localizations of
the majority densities aligns with the x or y directions. Specifically, the Azzx component has
anti-symmetric distributions localized on the two pyrrole groups in the x directions, and Azzy is
in the y directions. The cancellation of opposite signs leads to the zero intensities outside the
molecule. The A-tensor densities of the 760 cm−1 mode behave in the a very similar way (Fig. C.7
B). However, the brightspots outside the pyrrole groups stem from the fact that the positive
and the negative densities are not distributed perfectly symmetrically across the molecular plane.
Generally speaking, for out-of-plane modes, both αzz and the relevant A-tensor densities have
symmetrical out-of-plane distributions for the positive and negative values, which is the main
reason why including A-tensor densities does not change the TERS brightspot locations.

The contributions of A-tensor densities for the 1531 cm−1 and 3185 cm−1 modes are presented
in Fig. C.8. These two modes exhibit features of both in-plane and out-of-plane vibrations, and
the effects of A-tensor densities are a mixture of both cases as discussed in the previous two
figures.

Figure C.8. A-tensor density contributions to outer-molecule in-plane modes. Row A: the mode at 1531
cm−1. Row B: the mode at 3185 cm−1. The Raman polarizability density distributions and the mode
vector of the 3185 cm−1 mode are associated with only one of the four phenyl degenerate modes. Both
modes have in-plane and out-of-plane components of the atomic displacement vectors.

Focusing on any vibrating atom in any mode, both the α and the A-tensor densities tend to be
distribute along its displacement vector in this normal mode, and the positive and negative values
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densities are symmetric with respect to the equilibrium coordinate of this atom. For out-of-plane
vibrations, the relevant tensor elements (αzz,Azzz,Azzx,Azzy) have similar distributions, with
positive and negative values on opposite sides of the molecular plane, which makes the TERS
images less sensitive to the inclusion of A-tensor densities in the simulations. For an out-of-plane
mode, the vibrating atoms and the nearby Raman polarizability densities seem to be independent
of each other. However, this is not the case for atoms that are in the inner part of the molecule
in an in-plane mode. The αzz and Azzz densities still tend to distribute along the displacement
vectors. But the Azzx and Azzy elements have rather different distributions. The combination of
the different distributions make it necessary to include the A-tensor densities in the calculations.
These different distributions can be think of as the in-plane propagation Raman polarizability
densities intervened by the outer atoms. For other in-plane modes that have only outer atoms
vibrations, the density distributions of different tensor elements appear to be "independent" again.
Therefore, we believe the A-tensor density should be included in general for the calculation of
TERS images. The less obvious effect of A-tensor densities on some modes is more of a visual
artifact than the correct physical mechanism.

C.5 Scattering from the substrate

Figure C.9. TERS images from ERS background. Top row: the background TERS image from (a)
experiment and (b) simulations. Bottom row (c-d): TERS images of the 760 cm−1 mode illustrating the
range of view for the molecular TERS images. Experiment images are adapted from Ref. 13.

It was proposed in Ref. 13 that the polarization of the substrate atoms is also captured in
TERS images, which corresponds to the brightspot fringes that extends outside the molecule.
The substrate scattering is the most visible in the electronic Raman scattering (ERS) image. The
ERS signals are mapped at the frequency that has no molecular vibrations (∼ 2000 cm−1 for
CoTPP). It is considered as a map of molecule’s local electronic polarizabilities.
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The ERS image is simulated by the same LIRPD procedure, but using the electronic
polarizability (α+A) densities instead of Raman polarizability densities. As is shown in Fig. C.9(a-
b), the LIRPD model reproduces the molecular ERS, with the brightspot localized in the porphyrin
central Co atom that is more polarizable intrinsically. However, the electronic densities of the
substrate are currently not accessible due to the classical treatment, and as a result the outer
ring of brightspots is not captured. Therefore, in this work, the TERS images of the CoTPP are
only focused in a smaller area that covers the molecule, highlighted by the grey box in Fig. C.9.
For the 700 cm−1, the TERS brightspots also extend outside of the molecule, but it is shown in
Fig. C.9(d) that the smaller area of view for the simulated TERS image is sufficient to enclose all
the TERS brightspots related to the molecule.

C.6 Spectra with the tip pointing at a pyrrole group

Figure C.10. (a) Spectra of CoTPP with tip around pyrrole. (b) The tip atom in DIM/QM and the
field center in LIRPD both point at the same position projected into the xy plane, denoted by the red
sphere. The focal-plane at about h = +0.5 Å in DIM/QM with width w =∼ 7 Å, and h = +0.5 Å with
w = 10 Å in LIRPD. (c) The locally enhanced Raman polarizability density distribution of the 760 cm−1

mode obtained in DIM/QM. (d) The locally enhanced Raman polarizability density distribution of the
760 cm−1 mode obtained in LIRPD.

Here we present the simulated spectra from the DIM/QM method and the LIRPD method
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and demonstrate the limitation of current models. The experimental spectrum for benchmarking
is published in Ref. 13, corresponding to the tip pointing roughly in between a pair of pyrrole
hydrogens. In the DIM/QM simulation, the substrate and the molecule system is the same as used
throughout this whole paper, but a Cu icosahedron nanoparticle is used to induce the near field
(with parameterized dielectric functions). When the tip is put at a position outside the pyrrole
group, the induced near field has a confinement of about 7 Å in diameter and the focal plane is at
0.3 Å above the molecular plane. The DIM/QM spectrum qualitatively reproduces the experiment.
The overall characteristics of the experiment spectrum are reproduced in DIM/QM, such as the
strong peaks at 1100 cm−1 and 1550 cm−1 and the weak peaks at 300 cm−1 and 3000 cm−1, even
though a few other peaks are missing. This indicates that the self-consistently solved molecular
polarizabilities should in principle be able to accurately describe the TERS intensities, but it is
usually limited by the lengthy and expensive processes of searching for the desired field localization
and the repeated self-consistent calculations for tip positions. The LIRPD spectrum currently
does not correctly describe the relative intensities of TERS because its local approximation to the
molecular response and the simple model of the near field. However, the flexibility in tuning field
confinement and positions offered by the local approximation made in the LIRPD model provide
an efficient tool in interpreting the spatial distribution of TERS brightspots. In Fig. C.10 (c and
d), we present the localized Raman polarizability density distributions obtained from DIM/QM
(self-consistent) and LIRPD (α+A), using the 760 cm−1 mode as an example. We see that in
both subfigures the densities are localized around the vibrating pyrrole hydrogens that are close
to the near field center, which further explains why LIRPD is suited for simulating the spatial
variance of TERS intensities.
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Appendix D|
Supplementary Information for Atomistic Character-
ization of Plasmonic Dimers in the Quantum Size
Regime

Figure D.1. Normalized total absorption spectra of the Na20 monomer and the dimer with different
gap sizes (z).
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Figure D.2. Normalized total absorption spectra of the Ag20 monomer and the dimer with different
gap sizes (z).
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Figure D.3. Normalized total absorption spectra of the Au20 monomer and the dimer with different
gap sizes (z).
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Appendix E|
Supplementary Information for Polarizable Frozen
Density Embedding with External Orthogonality

Figure E.1. Dipole moment of the metal-molecule supermolecular system build from the individual
fragments.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure E.2. Minor components (x and y) of the molecular dipole moment as a function of separation
between benzene and the silver surface. (a-b) pyridine perpendicular to the silver surface, (c-d) water,
(e-f) pyridine parallel to the silver surface, (g-h) benzene parallel to the surface.
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Figure E.3. Components of the dipole moment of the active fragment (pyridine oriented perpendicular
to Ag56) with various NAKPs.

Figure E.4. Comparison of x, y components of the dipole moments calculated using a combination of
LDA, PBE, and SAOP (pyridine) and LDA (metal). Pyridine is oriented perpendicular to the metal
surface. Green star marks the corresponding value for molecule in the gas phase.

155



Bibliography

[1] Raman, C. V.; Krishnan, K. S. A New Type of Secondary Radiation. Nature 1928, 121,
501–502.

[2] Fleischmann, M.; Hendra, P.; McQuillan, A. Raman spectra of pyridine adsorbed at a silver
electrode. Chem. Phys. Lett. 1974, 26, 163 – 166.

[3] Jeanmaire, D. L.; Van Duyne, R. P. Surface Raman spectroelectrochemistry: Part I.
Heterocyclic, aromatic, and aliphatic amines adsorbed on the anodized silver electrode. J.
Electroanal. Chem. Interfacial Electrochem. 1977, 84, 1–20.

[4] Albrecht, M. G.; Creighton, J. A. Anomalously intense Raman spectra of pyridine at a
silver electrode. J. Am. Chem. Soc. 1977, 99, 5215–5217.

[5] Langer, J. et al. Present and Future of Surface-Enhanced Raman Scattering. ACS Nano
2019, 14, 28–117.

[6] Shao, F.; Zenobi, R. Tip-enhanced Raman spectroscopy: principles, practice, and
applications to nanospectroscopic imaging of 2D materials. Anal. Bioanal. Chem. 2019,
411, 37–61.

[7] Zrimsek, A. B.; Chiang, N.; Mattei, M.; Zaleski, S.; McAnally, M. O.; Chapman, C. T.;
Henry, A.-I.; Schatz, G. C.; Van Duyne, R. P. Single-Molecule Chemistry with Surface- and
Tip-Enhanced Raman Spectroscopy. Chem. Rev. 2017, 117, 7583–7613.

[8] Deckert-Gaudig, T.; Taguchi, A.; Kawata, S.; Deckert, V. Tip-enhanced Raman spectroscopy
– from early developments to recent advances. Chem. Soc. Rev. 2017, 46, 4077–4110.

[9] Schmid, T.; Opilik, L.; Blum, C.; Zenobi, R. Nanoscale Chemical Imaging Using Tip-
Enhanced Raman Spectroscopy: A Critical Review. Angew. Chem., Int. Edit. 2013, 52,
5940–5954.

[10] Zhang, R.; Zhang, Y.; Dong, Z. C.; Jiang, S.; Zhang, C.; Chen, L. G.; Zhang, L.; Liao, Y.;
Aizpurua, J.; Luo, Y.; Yang, J. L.; Hou, J. G. Chemical Mapping of a Single Molecule by
Plasmon-Enhanced Raman Scattering. Nature 2013, 498, 82–86.

[11] Chen, C.; Hayazawa, N.; Kawata, S. A 1.7 nm Resolution Chemical Analysis of Carbon
Nanotubes by Tip-Enhanced Raman Imaging in the Ambient. Nat. Commun. 2014, 5, 3312.

[12] Jiang, S.; Zhang, Y.; Zhang, R.; Hu, C.; Liao, M.; Luo, Y.; Yang, J.; Dong, Z.; Hou, J. G.
Distinguishing Adjacent Molecules on a Surface Using Plasmon-Enhanced Raman Scattering.
Nat. Nanotechnol. 2015, 10, 865–869.

[13] Lee, J.; Crampton, K. T.; Tallarida, N.; Apkarian, V. A. Visualizing Vibrational Normal
Modes of a Single Molecule with Atomically Confined Light. Nature 2019, 568, 78–82.

156



[14] Lee, J.; Tallarida, N.; Chen, X.; Liu, P.; Jensen, L.; Apkarian, V. A. Tip-Enhanced Raman
Spectromicroscopy of Co(II)-Tetraphenylporphyrin on Au(111): Toward the Chemists’
Microscope. ACS Nano 2017, 11, 11466–11474.

[15] Duan, S.; Tian, G.; Ji, Y.; Shao, J.; Dong, Z.; Luo, Y. Theoretical Modeling of Plasmon-
Enhanced Raman Images of a Single Molecule with Subnanometer Resolution. J. Am. Chem.
Soc. 2015, 137, 9515–9518.

[16] Duan, S.; Tian, G.; Luo, Y. Visualization of Vibrational Modes in Real Space by Tip-
Enhanced Non-Resonant Raman Spectroscopy. Angew. Chem., Int. Edit. 2016, 55, 1041–
1045.

[17] Benz, F.; Schmidt, M. K.; Dreismann, A.; Chikkaraddy, R.; Zhang, Y.; Demetriadou, A.;
Carnegie, C.; Ohadi, H.; de Nijs, B.; Esteban, R.; Aizpurua, J.; Baumberg, J. J. Single-
Molecule Optomechanics in “Picocavities”. Science 2016, 354, 726–729.

[18] Shin, H.-H.; Yeon, G. J.; Choi, H.-K.; Park, S.-M.; Lee, K. S.; Kim, Z. H. Frequency-Domain
Proof of the Existence of Atomic-Scale SERS Hot-Spots. Nano Lett. 2018, 18, 262–271.

[19] Huang, T.-X.; Huang, S.-C.; Li, M.-H.; Zeng, Z.-C.; Wang, X.; Ren, B. Tip-Enhanced
Raman Spectroscopy: Tip-Related Issues. Anal. Bioanal. Chem. 2015, 407, 8177–8195.

[20] Jiang, N.; Kurouski, D.; Pozzi, E. A.; Chiang, N.; Hersam, M. C.; Duyne, R. P. V. Tip-
Enhanced Raman Spectroscopy: From Concepts to Practical Applications. Chem. Phys.
Lett. 2016, 659, 16–24.

[21] Hayazawa, N.; Yano, T.; Watanabe, H.; Inouye, Y.; Kawata, S. Detection of an Individual
Single-Wall Carbon Nanotube by Tip-Enhanced Near-Field Raman Spectroscopy. Chem.
Phys. Lett. 2003, 376, 174–180.

[22] Schäffel, F.; Wilson, M.; Bachmatiuk, A.; Rümmeli, M. H.; Queitsch, U.; Rellinghaus, B.;
Briggs, G. A. D.; Warner, J. H. Atomic Resolution Imaging of the Edges of Catalytically
Etched Suspended Few-Layer Graphene. ACS Nano 2011, 5, 1975–1983.

[23] Stadler, J.; Schmid, T.; Zenobi, R. Nanoscale Chemical Imaging of Single-Layer Graphene.
ACS Nano 2011, 5, 8442–8448.

[24] Yano, T.-A.; Verma, P.; Saito, Y.; Ichimura, T.; Kawata, S. Pressure-Assisted Tip-Enhanced
Raman Imaging at a Resolution of a Few Nanometres. Nat. Photonics 2009, 3, 473–477.

[25] Peica, N.; Thomsen, C.; Maultzsch, J. Studying the Local Character of Raman Features of
Single-Walled Carbon Nanotubes along a Bundle Using TERS. Nanoscale Research Lett.
2011, 6, 174.

[26] van Schrojenstein Lantman, E. M.; Deckert-Gaudig, T.; Mank, A. J. G.; Deckert, V.;
Weckhuysen, B. M. Catalytic Processes Monitored at the Nanoscale with Tip-Enhanced
Raman Spectroscopy. Nat. Nanotechnol. 2012, 7, 583–586.

[27] Kurouski, D.; Mattei, M.; Duyne, R. P. V. Probing Redox Reactions at the Nanoscale with
Electrochemical Tip-Enhanced Raman Spectroscopy. Nano Lett. 2015, 15, 7956–7962.

[28] Klingsporn, J. M.; Jiang, N.; Pozzi, E. A.; Sonntag, M. D.; Chulhai, D.; Seideman, T.;
Jensen, L.; Hersam, M. C.; Duyne, R. P. V. Intramolecular Insight into Adsorbate-Substrate
Interactions via Low-Temperature, Ultrahigh-Vacuum Tip-Enhanced Raman Spectroscopy.
J. Am. Chem. Soc. 2014, 136, 3881–3887.

157



[29] Zeng, Z.-C.; Huang, S.-C.; Wu, D.-Y.; Meng, L.-Y.; Li, M.-H.; Huang, T.-X.; Zhong, J.-H.;
Wang, X.; Yang, Z.-L.; Ren, B. Electrochemical Tip-Enhanced Raman Spectroscopy. J. Am.
Chem. Soc. 2015, 137, 11928–11931.

[30] Zhong, J.-H.; Jin, X.; Meng, L.; Wang, X.; Su, H.-S.; Yang, Z.-L.; Williams, C. T.; Ren, B.
Probing the Electronic and Catalytic Properties of a Bimetallic Surface with 3 nm Resolution.
Nat. Nanotechnol. 2016, 12, 132–136.

[31] Liu, Z.; Ding, S.-Y.; Chen, Z.-B.; Wang, X.; Tian, J.-H.; Anema, J. R.; Zhou, X.-S.;
Wu, D.-Y.; Mao, B.-W.; Xu, X.; Ren, B.; Tian, Z.-Q. Revealing the Molecular Structure of
Single-Molecule Junctions in Different Conductance States by Fishing-Mode Tip-Enhanced
Raman Spectroscopy. Nat. Commun. 2011, 2, 305.

[32] Mattei, M.; Kang, G.; Goubert, G.; Chulhai, D. V.; Schatz, G. C.; Jensen, L.; Duyne, R. P. V.
Tip-Enhanced Raman Voltammetry: Coverage Dependence and Quantitative Modeling.
Nano Lett. 2017, 17, 590–596.

[33] Domke, K. F.; Zhang, D.; Pettinger, B. Tip-Enhanced Raman Spectra of Picomole Quantities
of DNA Nucleobases at Au(111). J. Am. Chem. Soc. 2007, 129, 6708–6709.

[34] Opilik, L.; Bauer, T.; Schmid, T.; Stadler, J.; Zenobi, R. Nanoscale Chemical Imaging of
Segregated Lipid Domains Using Tip-Enhanced Raman Spectroscopy. Phys. Chem. Chem.
Phys. 2011, 13, 9978–9981.

[35] Deckert-Gaudig, T.; Kämmer, E.; Deckert, V. Tracking of Nanoscale Structural Variations
on a Single Amyloid Fibril with Tip-Enhanced Raman Scattering. J. Biophotonics 2012, 5,
215–219.

[36] Pozzi, E. A.; Sonntag, M. D.; Jiang, N.; Klingsporn, J. M.; Hersam, M. C.; Van Duyne, R. P.
Tip-Enhanced Raman Imaging: An Emergent Tool for Probing Biology at the Nanoscale.
ACS Nano 2013, 7, 885–888.

[37] Rusciano, G.; Zito, G.; Isticato, R.; Sirec, T.; Ricca, E.; Bailo, E.; Sasso, A. Nanoscale
Chemical Imaging of Bacillus subtilis Spores by Combining Tip-Enhanced Raman Scattering
and Advanced Statistical Tools. ACS Nano 2014, 8, 12300–12309.

[38] Neacsu, C. C.; Dreyer, J.; Behr, N.; Raschke, M. B. Scanning-Probe Raman Spectroscopy
with Single-Molecule Sensitivity. Phys. Rev. B 2006, 73, 193406.

[39] Stöckle, R. M.; Suh, Y. D.; Deckert, V.; Zenobi, R. Nanoscale Chemical Analysis by
Tip-Enhanced Raman Spectroscopy. Chem. Phys. Lett. 2000, 318, 131–136.

[40] Hayazawa, N.; Inouye, Y.; Sekkat, Z.; Kawata, S. Near-Field Raman Scattering Enhanced
by a Metallized Tip. Chem. Phys. Lett. 2001, 335, 369–374.

[41] Zhang, W.; Yeo, B. S.; Schmid, T.; Zenobi, R. Single Molecule Tip-Enhanced Raman
Spectroscopy with Silver Tips. J. Phys. Chem. C 2007, 111, 1733–1738.

[42] Steidtner, J.; Pettinger, B. Tip-Enhanced Raman Spectroscopy and Microscopy on Single
Dye Molecules with 15 nm Resolution. Phys. Rev. Lett. 2008, 100, 236101.

[43] Stadler, J.; Schmid, T.; Zenobi, R. Nanoscale Chemical Imaging Using Top-Illumination
Tip-Enhanced Raman Spectroscopy. Nano Lett. 2010, 10, 4514–4520.

[44] Sonntag, M. D.; Klingsporn, J. M.; Garibay, L. K.; Roberts, J. M.; Dieringer, J. A.;
Seideman, T.; Scheidt, K. A.; Jensen, L.; Schatz, G. C.; Van Duyne, R. P. Single-Molecule
Tip-Enhanced Raman Spectroscopy. J. Phys. Chem. C 2012, 116, 478–483.

158



[45] Jiang, N.; Chiang, N.; Madison, L. R.; Pozzi, E. A.; Wasielewski, M. R.; Seideman, T.;
Ratner, M. A.; Hersam, M. C.; Schatz, G. C.; Van Duyne, R. P. Nanoscale Chemical Imaging
of a Dynamic Molecular Phase Boundary with Ultrahigh Vacuum Tip-Enhanced Raman
Spectroscopy. Nano Lett. 2016, 16, 3898–3904.

[46] Chiang, N.; Chen, X.; Goubert, G.; Chulhai, D. V.; Chen, X.; Pozzi, E. A.; Jiang, N.;
Hersam, M. C.; Seideman, T.; Jensen, L.; Van Duyne, R. P. Conformational Contrast of
Surface-Mediated Molecular Switches Yields Ångstrom-Scale Spatial Resolution in Ultrahigh
Vacuum Tip-Enhanced Raman Spectroscopy. Nano Lett. 2016, 16, 7774–7778.

[47] Hayazawa, N.; Inouye, Y.; Sekkat, Z.; Kawata, S. Metallized Tip Amplification of Near-Field
Raman Scattering. Opt. Commun. 2000, 183, 333 – 336.

[48] Anderson, M. S. Locally Enhanced Raman Spectroscopy with an Atomic Force Microscope.
Appl. Phys. Lett. 2000, 76, 3130–3132.

[49] Halas, N. J.; Lal, S.; Chang, W.-S.; Link, S.; Nordlander, P. Plasmons in Strongly Coupled
Metallic Nanostructures. Chem. Rev. 2011, 111, 3913–3961.

[50] Savage, K. J.; Hawkeye, M. M.; Esteban, R.; Borisov, A. G.; Aizpurua, J.; Baumberg, J. J.
Revealing the Quantum Regime in Tunnelling Plasmonics. Nature 2012, 491, 574–577.

[51] Tan, S. F.; Wu, L.; Yang, J. K. W.; Bai, P.; Bosman, M.; Nijhuis, C. A. Quantum Plasmon
Resonances Controlled by Molecular Tunnel Junctions. Science 2014, 343, 1496–1499.

[52] Esteban, R.; Borisov, A. G.; Nordlander, P.; Aizpurua, J. Bridging Quantum and Classical
Plasmonics with a Quantum-Corrected Model. Nat. Commun. 2012, 3, 825.

[53] Zhu, W.; Esteban, R.; Borisov, A. G.; Baumberg, J. J.; Nordlander, P.; Lezec, H. J.;
Aizpurua, J.; Crozier, K. B. Quantum Mechanical Effects in Plasmonic Structures with
Subnanometre Gaps. Nat. Commun. 2016, 7, 11495.

[54] Payton, J. L.; Morton, S. M.; Moore, J. E.; Jensen, L. A Hybrid Atomistic Electrodynamics–
Quantum Mechanical Approach for Simulating Surface-Enhanced Raman Scattering. Acc.
Chem. Res. 2014, 47, 88–99.

[55] Barbry, M.; Koval, P.; Marchesin, F.; Esteban, R.; Borisov, A. G.; Aizpurua, J.; Sánchez-
Portal, D. Atomistic Near-Field Nanoplasmonics: Reaching Atomic-Scale Resolution in
Nanooptics. Nano Lett. 2015, 15, 3410–3419.

[56] Trautmann, S.; Aizpurua, J.; Gotz, I.; Undisz, A.; Dellith, J.; Schneidewind, H.;
Rettenmayr, M.; Deckert, V. A classical description of subnanometer resolution by atomic
features in metallic structures. Nanoscale 2017, 9, 391–401.

[57] Latorre, F.; Kupfer, S.; Bocklitz, T.; Kinzel, D.; Trautmann, S.; Grafe, S.; Deckert, V.
Spatial resolution of tip-enhanced Raman spectroscopy - DFT assessment of the chemical
effect. Nanoscale 2016, 8, 10229–10239.

[58] Jensen, L. L.; Jensen, L. Electrostatic Interaction Model for the Calculation of the
Polarizability of Large Noble Metal Nanoclusters. J. Phys. Chem. C 2008, 112, 15697–15703.

[59] Jensen, L. L.; Jensen, L. Atomistic Electrodynamics Model for Optical Properties of Silver
Nanoclusters. J. Phys. Chem. C 2009, 113, 15182–15190.

[60] Chen, X.; Moore, J.; Zekarias, M.; Jensen, L. Atomistic Electrodynamics Simulations of
Bare and Ligand-Coated Nanoparticles in the Quantum Size Regime. Nat. Commun. 2015,
6, 8921.

159



[61] Ayars, E. J.; Hallen, H. D.; Jahncke, C. L. Electric Field Gradient Effects in Raman
Spectroscopy. Phys. Rev. Lett. 2000, 85, 4180–4183.

[62] Neacsu, C. C.; Berweger, S.; Raschke, M. B. Tip-Enhanced Raman Imaging and Spectroscopy:
Sensitivity, Symmetry and Selection Rules. Nanobiotech. 2008, 3, 172–196.

[63] Neugebauer, J.; Reiher, M.; Kind, C.; Hess, B. A. Quantum Chemical Calculation of
Vibrational Spectra of Large Molecules - Raman and IR Spectra for Buckminsterfullerene.
J. Comput. Chem. 2002, 23, 895–910.

[64] Chen, X.; Jensen, L. Understanding the Shape Effect on the Plasmonic Response of Small
Ligand Coated Nanoparticles. J. Opt. 2016, 18, 074009.

[65] Le, F.; Brandl, D. W.; Urzhumov, Y. A.; Wang, H.; Kundu, J.; Halas, N. J.; Aizpurua, J.;
Nordlander, P. Metallic Nanoparticle Arrays: A Common Substrate for Both Surface-
Enhanced Raman Scattering and Surface-Enhanced Infrared Absorption. ACS Nano 2008,
2, 707–718.

[66] Sass, J. K.; Neff, H.; Moskovits, M.; Holloway, S. Electric Field Gradient Effects on the
Spectroscopy of Adsorbed Molecules. J. Phys. Chem. 1981, 85, 621–623.

[67] Wolkow, R. A.; Moskovits, M. Benzene Adsorbed on Silver: An Electron Energy Loss and
Surface-Enhanced Raman Study. J. Chem. Phys. 1986, 84, 5196–5199.

[68] Aikens, C. M.; Madison, L. R.; Schatz, G. C. Raman Spectroscopy: The Effect of Field
Gradient on SERS. Nat. Photonics 2013, 7, 508–510.

[69] Takase, M.; Ajiki, H.; Mizumoto, Y.; Komeda, K.; Nara, M.; Nabika, H.; Yasuda, S.;
Ishihara, H.; Murakoshi, K. Selection-Rule Breakdown in Plasmon-Induced Electronic
Excitation of an Isolated Single-Walled Carbon Nanotube. Nat. Photonics 2013, 7, 550–554.

[70] Chulhai, D. V.; Jensen, L. Determining Molecular Orientation With Surface-Enhanced
Raman Scattering Using Inhomogenous Electric Fields. J. Phys. Chem. C 2013, 117,
19622–19631.

[71] Liljeroth, P.; Repp, J.; Meyer, G. Current-Induced Hydrogen Tautomerization and
Conductance Switching of Naphthalocyanine Molecules. Science 2007, 317, 1203–1206.

[72] Auwärter, W.; Seufert, K.; Bischoff, F.; Ecija, D.; Vijayaraghavan, S.; Joshi, S.;
Klappenberger, F.; Samudrala, N.; Barth, J. V. A Surface-Anchored Molecular Four-
Level Conductance Switch Based on Single Proton Transfer. Nat. Nanotechnol. 2011, 7,
41–46.

[73] te Velde, G.; Bickelhaupt, F. M.; Baerends, E. J.; Fonseca Guerra, C.; van Gisbergen, S.
J. A.; Snijders, J. G.; Ziegler, T. Chemistry with ADF. J. Comput. Chem. 2001, 22,
931–967.

[74] Fonseca Guerra, C.; Snijders, J. G.; te Velde, G.; Baerends, E. J. Towards an Order-N DFT
Method. Theor. Chem. Acc. 1998, 99, 391–403.

[75] Baerends, E. J. et al. ADF2016, SCM, Theoretical Chemistry, Vrije Universiteit, Amsterdam,
The Netherlands, https://www.scm.com.

[76] Becke, A. D. Density-Functional Exchange-Energy Approximation with Correct Asymtotic-
Behavior. Phys. Rev. A 1988, 38, 3098–3100.

160



[77] Perdew, J. P. Density-Functional Approximation for the Correlation Energy of the
Inhomogeneous Electron Gas. Phys. Rev. B 1986, 33, 8822–8824.

[78] Zhao, L.; Jensen, L.; Schatz, G. C. Pyridine-Ag20 Cluster: A Model System for Studying
Surface-Enhanced Raman Scattering. J. Am. Chem. Soc. 2006, 128, 2911–2919.

[79] Jensen, L.; Autschbach, J.; Schatz, G. C. Finite Lifetime Effects on the Polarizability Within
Time-Dependent Density-Functional Theory. J. Chem. Phys. 2005, 122, 224115.

[80] Jensen, L.; Zhao, L. L.; Autschbach, J.; Schatz, G. C. Theory and Method for Calculating
Resonance Raman Scattering from Resonance Polarizability Derivatives. J. Chem. Phys.
2005, 123, 174110.

[81] Zhao, L. L.; Jensen, L.; Schatz, G. C. Surface-Enhanced Raman Scattering of Pyrazine at
the Junction between Two Ag20 Nanoclusters. Nano Lett. 2006, 6, 1229–1234.

[82] Jensen, L.; Schatz, G. C. Resonance Raman Scattering of Rhodamine 6G as Calculated
Using Time-Dependant Density Functional Theory. J. Phys. Chem. A 2006, 110, 5973–5977.

[83] Johnson, P. B.; Christy, R. W. Optical Constants of the Noble Metals. Phys. Rev. B 1972,
6, 4370–4379.

[84] Humphrey, W.; Dalke, A.; Schulten, K. VMD: Visual Molecular Dynamics. J. Mol. Graph.
1996, 14, 33–38.

[85] Liu, P.; Chulhai, D. V.; Jensen, L. Single-Molecule Imaging Using Atomistic Near-Field
Tip-Enhanced Raman Spectroscopy. ACS Nano 2017, 11, 5094–5102.

[86] Duan, S.; Tian, G.; Luo, Y. Theory for Modeling of High Resolution Resonant and
Nonresonant Raman Images. J. Chem. Theor. Comput. 2016, 12, 4986–4995.

[87] Maaskant, W. J. A.; Oosterhoff, L. Theory of optical rotatory power. Mol. Phys. 1964, 8,
319–344.

[88] Hunt, K. L. C. Nonlocal polarizability densities and van der Waals interactions. J. Chem.
Phys. 1983, 78, 6149–6155.

[89] Hunt, K. L. C. Nonlocal polarizability densities and the effects of short-range interactions
on molecular dipoles, quadrupoles, and polarizabilities. J. Chem. Phys. 1984, 80, 393–407.

[90] Gross, E. K. U.; Dobson, J. F.; Petersilka, M. In Density Functional Theory II: Relativistic
and Time Dependent Extensions; Nalewajski, R. F., Ed.; Springer Berlin Heidelberg: Berlin,
Heidelberg, 1996; pp 81–172.

[91] Barron, L. D. Molecular Light Scattering and Optical Activity, 2nd ed.; Cambridge University
Press: Cambridge, UK, 2004; pp 138–139.

[92] Janesko, B. G.; Scuseria, G. E. Surface Enhanced Raman Optical Activity of Molecules on
Orientationally Averaged Substrates: Theory of Electromagnetic Effects. J. Chem. Phys.
2006, 125, 124704.

[93] Chulhai, D. V.; Hu, Z.; Moore, J. E.; Chen, X.; Jensen, L. Theory of Linear and Nonlinear
Surface-Enhanced Vibrational Spectroscopies. Ann. Rev. Phys. Chem. 2016, 67, 541–564.

[94] Chen, X.; Jensen, L. Morphology Dependent Near-Field Response in Atomistic Plasmonic
Nanocavities. Nanoscale 2018, 10, 11410–11417.

161



[95] Kumagai, T.; Hanke, F.; Gawinkowski, S.; Sharp, J.; Kotsis, K.; Waluk, J.; Persson, M.;
Grill, L. Controlling intramolecular hydrogen transfer in a porphycene molecule with single
atoms or molecules located nearby. Nat. Chem. 2014, 6, 41–46.

[96] Gawinkowski, S.; Pszona, M.; Gorski, A.; Niedziółka-Jönsson, J.; Kamińska, I.; Nogala, W.;
Waluk, J. Single molecule Raman spectra of porphycene isotopologues. Nanoscale 2016, 8,
3337–3349.

[97] Urbieta, M.; Barbry, M.; Zhang, Y.; Koval, P.; Sánchez-Portal, D.; Zabala, N.; Aizpurua, J.
Atomic-Scale Lightning Rod Effect in Plasmonic Picocavities: A Classical View to a
Quantum Effect. ACS Nano 2018, 12, 585–595.

[98] Pozzi, E. A.; Goubert, G.; Chiang, N.; Jiang, N.; Chapman, C. T.; McAnally, M. O.;
Henry, A.-I.; Seideman, T.; Schatz, G. C.; Hersam, M. C.; Van Duyne, R. P. Ultrahigh-
Vacuum Tip-Enhanced Raman Spectroscopy. Chem. Rev. 2017, 117, 4961–4982.

[99] Baerends, E. J. et al. ADF2018, SCM, Theoretical Chemistry, Vrije Universiteit, Amsterdam,
The Netherlands, https://www.scm.com (accessed Jan 18, 2018).

[100] Kumar, N.; Su, W.; Veselý, M.; Weckhuysen, B. M.; Pollard, A. J.; Wain, A. J. Nanoscale
Chemical Imaging of Solid-Liquid Interfaces Using Tip-Enhanced Raman Spectroscopy.
Nanoscale 2018, 10, 1815–1824.

[101] He, Z.; Han, Z.; Kizer, M.; Linhardt, R. J.; Wang, X.; Sinyukov, A. M.; Wang, J.; Deckert, V.;
Sokolov, A. V.; Hu, J.; Scully, M. O. Tip-Enhanced Raman Imaging of Single-Stranded
DNA with Single Base Resolution. J. Am. Chem. Soc. 2019, 141, 753–757.

[102] Chen, X.; Liu, P.; Hu, Z.; Jensen, L. High-Resolution Tip-Enhanced Raman Scattering
Probes Sub-Molecular Density Changes. Nat. Commun. 2019, 10, 2567.

[103] Le Ru, E. C. Snapshots of Vibrating Molecules. Nature 2019, 568, 36–37.

[104] Morton, S. M.; Jensen, L. A Discrete Interaction Model/Quantum Mechanical Method to
Describe the Interaction of Metal Nanoparticles and Molecular Absorption. J. Chem. Phys.
2011, 135, 134103.

[105] Bondino, F.; Gaspari, R.; Nguyen, M.-T.; Floreano, L.; Di Santo, G.; Passerone, D.;
Pignedoli, C. A.; Fanetti, M.; Magnano, E.; Blankenburg, S.; Castellarin-Cudia, C.;
Verdini, A.; Borghetti, P.; Sangaletti, L.; Goldoni, A. Supramolecular Engineering through
Temperature-Induced Chemical Modification of 2H-Tetraphenylporphyrin on Ag(111): Flat
Phenyl Conformation and Possible Dehydrogenation Reactions. Chem. Eur. J. 2011, 17,
14354–14359.

[106] Ruggieri, C.; Rangan, S.; Bartynski, R. A.; Galoppini, E. Zinc(II) Tetraphenylporphyrin
on Ag(100) and Ag(111): Multilayer Desorption and Dehydrogenation. J. Phys. Chem. C
2016, 120, 7575–7585.

[107] Payton, J. L.; Morton, S. M.; Moore, J. E.; Jensen, L. A Discrete Interaction Model/Quantum
Mechanical Method for Simulating Surface-enhanced Raman Spectroscopy. J. Chem. Phys.
2012, 136, 214103.

[108] Hugall, J. T.; Baumberg, J. J. Demonstrating Photoluminescence from Au is Electronic
Inelastic Light Scattering of a Plasmonic Metal: The Origin of SERS Backgrounds. Nano
Lett. 2015, 15, 2600–2604.

162



[109] Chiang, N.; Jiang, N.; Madison, L. R.; Pozzi, E. A.; Wasielewski, M. R.; Ratner, M. A.;
Hersam, M. C.; Seideman, T.; Schatz, G. C.; Van Duyne, R. P. Probing Intermolecular
Vibrational Symmetry Breaking in Self-Assembled Monolayers with Ultrahigh Vacuum
Tip-Enhanced Raman Spectroscopy. J. Am. Chem. Soc. 2017, 139, 18664–18669.

[110] Morton, S. M.; Jensen, L. A Discrete Interaction Model/Quantum Mechanical Method for
Describing Response Properties of Molecules Adsorbed on Metal Nanoparticles. J. Chem.
Phys. 2010, 133, 074103.

[111] Yelin, D.; Oron, D.; Thiberge, S.; Moses, E.; Silberberg, Y. Multiphoton plasmon-resonance
microscopy. Opt. Express 2003, 11, 1385–1391.

[112] Liu, X.; Atwater, M.; Wang, J.; Huo, Q. Extinction coefficient of gold nanoparticles with
different sizes and different capping ligands. Coll. Surf. B 2007, 58, 3 – 7, Supramolecular
Chemistry Applied to Interfaces.

[113] Kelly, K. L.; Coronado, E.; Zhao, L. L.; Schatz, G. C. The Optical Properties of Metal
Nanoparticles: The Influence of Size, Shape, and Dielectric Environment. J. Phys. Chem. B
2003, 107, 668–677.

[114] Anker, J. N.; Hall, W. P.; Lyandres, O.; Shah, N. C.; Zhao, J.; Van Duyne, R. P. Biosensing
with plasmonic nanosensors. Nat. Mater. 2008, 7, 442–453.

[115] Atwater, H. A.; Polman, A. Plasmonics for improved photovoltaic devices. Nat. Mater.
2010, 9, 205–213.

[116] Large, N.; Abb, M.; Aizpurua, J.; Muskens, O. L. Photoconductively Loaded Plasmonic
Nanoantenna as Building Block for Ultracompact Optical Switches. Nano Lett. 2010, 10,
1741–1746.

[117] Berrier, A.; Ulbricht, R.; Bonn, M.; Rivas, J. G. Ultrafast active control of localized surface
plasmon resonances in silicon bowtie antennas. Opt. Express 2010, 18, 23226–23235.

[118] Lal, S.; Clare, S. E.; Halas, N. J. Nanoshell-Enabled Photothermal Cancer Therapy:
Impending Clinical Impact. Acc. Chem. Res. 2008, 41, 1842–1851.

[119] Maier, S. A.; Kik, P. G.; Atwater, H. A.; Meltzer, S.; Harel, E.; Koel, B. E.; Requicha, A. A.
Local detection of electromagnetic energy transport below the diffraction limit in metal
nanoparticle plasmon waveguides. Nat. Mater. 2003, 2, 229–232.

[120] Linic, S.; Christopher, P.; Ingram, D. B. Plasmonic-metal nanostructures for efficient
conversion of solar to chemical energy. Nat. Mater. 2011, 10, 911–921.

[121] Brongersma, M. L.; Halas, N. J.; Nordlander, P. Plasmon-Induced Hot Carrier Science and
Technology. Nat. Nanotechnol. 2015, 10, 25.

[122] Christopher, P.; Xin, H.; Linic, S. Visible-light-enhanced catalytic oxidation reactions on
plasmonic silver nanostructures. Nat. Chem. 2011, 3, 467–472.

[123] Mukherjee, S.; Libisch, F.; Large, N.; Neumann, O.; Brown, L. V.; Cheng, J.; Lassiter, J. B.;
Carter, E. A.; Nordlander, P.; Halas, N. J. Hot Electrons Do the Impossible: Plasmon-
Induced Dissociation of H2 on Au. Nano Lett. 2013, 13, 240–247.

[124] Willets, K. A.; Van Duyne, R. P. Localized Surface Plasmon Resonance Spectroscopy and
Sensing. Ann. Rev. Phys. Chem. 2007, 58, 267–297.

163



[125] Mie, G. Contributions to the optics of turbid media, particularly of colloidal metal solutions.
Ann. Phys. 1908, 25, 377.

[126] Kreibig, U.; Vollmer, M. In Optical Properties of Metal Clusters; Kreibig, U., Vollmer, M.,
Eds.; Springer Science & Business Media, 1995.

[127] Draine, B. T.; Flatau, P. J. Discrete-dipole approximation for scattering calculations. J.
Opt. Soc. Am. A 1994, 11, 1491–1499.

[128] Taflove, A.; Hagness, S. C. Computational electrodynamics: The finite-difference time-
domain method; Artech House, Boston, 2005.

[129] Lopata, K.; Neuhauser, D. Multiscale Maxwell–Schrödinger modeling: A split field finite-
difference time-domain approach to molecular nanopolaritonics. J. Chem. Phys. 2009, 130,
104707.

[130] Leif, J. S.; Shih-Hui, C.; George, C. S.; ; Richard, P. V. D.; Benjamin, J. W.; Xia, Y.
Localized Surface Plasmon Resonance Spectroscopy of Single Silver Nanocubes. Nano Lett.
2005, 5, 2034–2038.

[131] Jain, P. K.; Lee, K. S.; El-Sayed, I. H.; El-Sayed, M. A. Calculated Absorption and Scattering
Properties of Gold Nanoparticles of Different Size, Shape, and Composition: Applications
in Biological Imaging and Biomedicine. J. Phys. Chem. B 2006, 110, 7238–7248.

[132] He, Y.; Zeng, T. First-Principles Study and Model of Dielectric Functions of Silver
Nanoparticles. J. Phys. Chem. C 2010, 114, 18023–18030.

[133] Genzel, L.; Martin, T. P.; Kreibig, U. Dielectric function and plasma resonances of small
metal particles. Z. Phys. B 1975, 21, 339–346.

[134] Trivedi, N.; Ashcroft, N. W. Quantum size effects in transport properties of metallic films.
Phys. Rev. B 1988, 38, 12298–12309.

[135] Agarwal, G. S.; Pattanayak, D. N.; Wolf, E. Electromagnetic fields in spatially dispersive
media. Phys. Rev. B 1974, 10, 1447–1475.

[136] Ringe, E.; McMahon, J. M.; Sohn, K.; Cobley, C.; Xia, Y.; Huang, J.; Schatz, G. C.;
Marks, L. D.; Van Duyne, R. P. Unraveling the Effects of Size, Composition, and Substrate
on the Localized Surface Plasmon Resonance Frequencies of Gold and Silver Nanocubes: A
Systematic Single-Particle Approach. J. Phys. Chem. C 2010, 114, 12511–12516.

[137] Raza, S.; Bozhevolnyi, S. I.; Wubs, M.; Mortensen, N. A. Nonlocal optical response in
metallic nanostructures. J. Phys.: Condens. Matter 2015, 27, 183204.

[138] Luo, Y.; Fernandez-Dominguez, A. I.; Wiener, A.; Maier, S. A.; Pendry, J. B. Surface
Plasmons and Nonlocality: A Simple Model. Phys. Rev. Lett. 2013, 111, 093901.

[139] Anderegg, M.; Feuerbacher, B.; Fitton, B. Optically Excited Longitudinal Plasmons in
Potassium. Phys. Rev. Lett. 1971, 27, 1565–1568.

[140] Ruppin, R. Extinction properties of thin metallic nanowires. Opt. Commun. 2001, 190, 205
– 209.

[141] Toscano, G.; Straubel, J.; Kwiatkowski, A.; Rockstuhl, C.; Evers, F.; Xu, H.;
Asger Mortensen, N.; Wubs, M. Resonance shifts and spill-out effects in self-consistent
hydrodynamic nanoplasmonics. Nat. Commun. 2015, 6, 7132.

164



[142] Morton, S. M.; Silverstein, D. W.; Jensen, L. Theoretical Studies of Plasmonics using
Electronic Structure Methods. Chem. Rev. 2011, 111, 3962–3994.

[143] Marton, J. P.; Jordan, B. D. Optical properties of aggregated metal systems: Interband
transitions. Phys. Rev. B 1977, 15, 1719.

[144] Pinchuk, A.; von Plessen, G.; Kreibig, U. Influence of interband electronic transitions on the
optical absorption in metallic nanoparticles. J. Phys. D: Appl. Phys. 2004, 37, 3133–3139.

[145] Vincenzo, B.; Alessandro, B.; Carlo, F. P. In Recent Advances In Density Functional Methods
(Part I); Chong, D. P., Ed.; World Scientific.

[146] Walker, B.; Saitta, A. M.; Gebauer, R.; Baroni, S. Efficient Approach to Time-Dependent
Density-Functional Perturbation Theory for Optical Spectroscopy. Phys. Rev. Lett. 2006,
96, 113001.

[147] Yabana, K.; Bertsch, G. F. Time-dependent local-density approximation in real time. Phys.
Rev. B 1996, 54, 4484–4487.

[148] Kuisma, M.; Sakko, A.; Rossi, T. P.; Larsen, A. H.; Enkovaara, J.; Lehtovaara, L.;
Rantala, T. T. Localized surface plasmon resonance in silver nanoparticles: Atomistic
first-principles time-dependent density-functional theory calculations. Phys. Rev. B 2015,
91, 115431.

[149] Tussupbayev, S.; Govind, N.; Lopata, K.; Cramer, C. J. Comparison of Real-Time and
Linear-Response Time-Dependent Density Functional Theories for Molecular Chromophores
Ranging from Sparse to High Densities of States. J. Chem. Theor. Comput. 2015, 11,
1102–1109.

[150] Baseggio, O.; Fronzoni, G.; Stener, M. A new time dependent density functional algorithm
for large systems and plasmons in metal clusters. J. Chem. Phys. 2015, 143, 024106.

[151] Baseggio, O.; De Vetta, M.; Fronzoni, G.; Stener, M.; Sementa, L.; Fortunelli, A.; Calzolari, A.
Photoabsorption of Icosahedral Noble Metal Clusters: An Efficient TDDFT Approach to
Large-Scale Systems. J. Phys. Chem. C 2016, 120, 12773–12782.

[152] Purcell, E. M.; Pennypacker, C. R. Scattering and Absorption of Light by Nonspherical
Dielectric Grains. Astrophys. J. 1973, 186, 705–714.

[153] von Delft, J.; Ralph, D. Spectroscopy of discrete energy levels in ultrasmall metallic grains.
Phys. Rep. 2001, 345, 61 – 173.

[154] Johnson, H. E.; Aikens, C. M. Electronic Structure and TDDFT Optical Absorption Spectra
of Silver Nanorods. J. Phys. Chem. A 2009, 113, 4445.

[155] Aikens, C. M.; Li, S.; Schatz, G. C. From Discrete Electronic States to Plasmons: TDDFT
Optical Absorption Properties of Agn (n = 10, 20, 35, 56, 84, 120) Tetrahedral Clusters. J.
Phys. Chem. C 2008, 112, 11272–11279.

[156] Liao, M.-S.; Bonifassi, P.; Leszczynski, J.; Ray, P. C.; Huang, M.-J.; Watts, J. D. Structure,
Bonding, and Linear Optical Properties of a Series of Silver and Gold Nanorod Clusters:
DFT/TDDFT Studies. J. Phys. Chem. A 2010, 114, 12701–12708.

[157] Noguez, C. Surface Plasmons on Metal Nanoparticles: the Influence of Shape and Physical
Environment. J. Phys. Chem. C 2007, 111, 3806–3819.

165



[158] Bonačić-Koutecky, V.; Veyret, V.; Mitrić, R. Ab initio study of the absorption spectra of
Ag[sub n] (n=5–8) clusters. J. Chem. Phys. 2001, 115, 10450.

[159] Wang, L.; Chen, X.; Zhan, J.; Chai, Y.; Yang, C.; Xu, L.; Zhuang, W.; Jing, B. Synthesis of
Gold Nano- and Microplates in Hexagonal Liquid Crystals. J. Phys. Chem. B 2005, 109,
3189–3194.

[160] Durante, N.; Fortunelli, A.; Broyer, M.; Stener, M. Optical Properties of Au Nanoclusters
from TD-DFT Calculations. J. Phys. Chem. C 2011, 115, 6277–6282.

[161] Guidez, E. B.; Aikens, C. M. Quantum mechanical origin of the plasmon: from molecular
systems to nanoparticles. Nanoscale 2014, 6, 11512–11527.

[162] Bae, G.-T.; Aikens, C. M. Time-Dependent Density Functional Theory Studies of Optical
Properties of Ag Nanoparticles: Octahedra, Truncated Octahedra, and Icosahedra. J. Phys.
Chem. C 2012, 116, 10356–10367.

[163] Zhao, G.; Lei, Y.; Zeng, Z. Absorption spectra of small silver clusters Agn (n=4, 6, 8): A
TDDFT study. Chem. Phys. 2006, 327, 261 – 268.

[164] Idrobo, J. C.; Öğüt, S.; Jellinek, J. Size dependence of the static polarizabilities and
absorption spectra of Agn (n=2-8) clusters. Phys. Rev. B 2005, 72, 085445.

[165] Weissker, H. C.; Mottet, C. Optical properties of pure and core-shell noble-metal nanoclusters
from TDDFT: The influence of the atomic structure. Phys. Rev. B 2011, 84, 165443.

[166] Tiggesbäumker, J.; Köller, L.; Meiwes-Broer, K.-H.; Liebsch, A. Blue shift of the Mie plasma
frequency in Ag clusters and particles. Phys. Rev. A 1993, 48, 1749.

[167] Liebsch, A. Surface-plasmon Dispersion and Size Dependence of Mie Resonance: Silver
Versus Simple Metals. Phys. Rev. B 1993, 48, 11317–11328.

[168] Cottancin, E.; Celep, G.; Lermé, J.; Pellarin, M.; Huntzinger, J. R.; Vialle, J. L.; Broyer, M.
Optical Properties of Noble Metal Clusters as a Function of the Size: Comparison between
Experiments and a Semi-Quantal Theory. Theor. Chem. Acc. 2006, 116, 514–523.

[169] Aikens, C. M. Effects of Core Distances, Solvent, Ligand, and Level of Theory on the
TDDFT Optical Absorption Spectrum of the Thiolate-Protected Au25 Nanoparticle. J.
Phys. Chem. A 2009, 113, 10811–10817.

[170] Barcaro, G.; Sementa, L.; Fortunelli, A.; Stener, M. Optical Properties of Silver Nanoshells
from Time-Dependent Density Functional Theory Calculations. J. Phys. Chem. C 2014,
118, 12450–12458.

[171] Brack, M. The physics of simple metal clusters: self-consistent jellium model and semiclassical
approaches. Rev. Mod. Phys. 1993, 65, 677–732.

[172] Ekardt, W. Size-dependent photoabsorption and photoemission of small metal particles.
Phys. Rev. B 1985, 31, 6360–6370.

[173] Ekardt, W.; Penzar, Z. Collective excitations in open-shell metal clusters: The time-
dependent local-density approximation applied to the self-consistent spheroidal jellium
particle. Phys. Rev. B 1991, 43, 1322–1330.

[174] Lermé, J.; Palpant, B.; Prével, B.; Pellarin, M.; Treilleux, M.; Vialle, J. L.; Perez, A.;
Broyer, M. Quenching of the Size Effects in Free and Matrix-Embedded Silver Clusters.
Phys. Rev. Lett. 1998, 80, 5105–5108.

166



[175] Elstner, M.; Porezag, D.; Jungnickel, G.; Elsner, J.; Haugk, M.; Frauenheim, T.; Suhai, S.;
Seifert, G. Self-consistent-charge density-functional tight-binding method for simulations of
complex materials properties. Phys. Rev. B 1998, 58, 7260–7268.

[176] Douglas-Gallardo, O. A.; Berdakin, M.; Sánchez, C. G. Atomistic Insights into Chemical
Interface Damping of Surface Plasmon Excitations in Silver Nanoclusters. J. Phys. Chem.
C 2016, 120, 24389–24399.

[177] Dreuw, A.; Weisman, J. L.; Head-Gordon, M. Long-range charge-transfer excited states in
time-dependent density functional theory require non-local exchange. J. Chem. Phys. 2003,
119, 2943–2946.

[178] Bernasconi, L.; Sprik, M.; Hutter, J. Time dependent density functional theory study of
charge-transfer and intramolecular electronic excitations in acetone–water systems. J. Chem.
Phys. 2003, 119, 12417.

[179] Neugebauer, J.; Louwerse, M. J.; Baerends, E. J.; Wesolowski, T. A. The Merits of the
Frozen-Density Embedding Scheme to Model Solvatochromic Shifts. J. Chem. Phys. 2005,
122, 094115.

[180] Lange, A.; Herbert, J. M. Simple Methods To Reduce Charge-Transfer Contamination in
Time-Dependent Density-Functional Calculations of Clusters and Liquids. J. Chem. Theor.
Comput. 2007, 3, 1680.

[181] Moore, J. E.; Morton, S. M.; Jensen, L. Importance of Correctly Describing Charge-Transfer
Excitations for Understanding the Chemical Effect in SERS. J. Phys. Chem. Lett. 2012, 3,
2470–2475.

[182] Gieseking, R. L.; Ratner, M. A.; Schatz, G. C. Quantum Mechanical Identification of
Quadrupolar Plasmonic Excited States in Silver Nanorods. J. Phys. Chem. A 2016, 120,
9324–9329.

[183] Gieseking, R. L.; Ratner, M. A.; Schatz, G. C. Semiempirical modeling of electrochemical
charge transfer. Discuss. Faraday Soc. 2017, 199, 547–563.

[184] Gieseking, R. L.; Ratner, M. A.; Schatz, G. C. Theoretical modeling of voltage effects and
the chemical mechanism in surface-enhanced Raman scattering. Discuss. Faraday Soc. 2017,
205, 149–171.

[185] Scholl, J. A.; Koh, A. L.; Dionne, J. A. Quantum plasmon resonances of individual metallic
nanoparticles. Nature 2012, 483, 421–427.

[186] García de Abajo, F. J. Optical excitations in electron microscopy. Rev. Mod. Phys. 2010,
82, 209–275.

[187] Nelayah, J.; Kociak, M.; Stéphan, O.; García de Abajo, F. J.; Tencé, M.; Henrard, L.;
Taverna, D.; Pastoriza-Santos, I.; Liz-Marzán, L. M.; Colliex, C. Mapping surface plasmons
on a single metallic nanoparticle. Nat. Phys. 2007, 3, 348–353.

[188] Bosman, M.; Keast, V. J.; Watanabe, M.; Maaroof, A. I.; Cortie, M. B. Mapping surface
plasmons at the nanometre scale with an electron beam. Nanotechnology 2007, 18, 165505.

[189] Fernando, A.; Weerawardene, K. L. D. M.; Karimova, N. V.; Aikens, C. M. Quantum
Mechanical Studies of Large Metal, Metal Oxide, and Metal Chalcogenide Nanoparticles
and Clusters. Chem. Rev. 2015, 115, 6112–6216.

167



[190] S., R.; Shima, K.; Thomas, C.; Marcel, V., Di; Martijn, W.; N., M., Asger; Nicolas, S.
Multipole plasmons and their disappearance in few-nanometre silver nanoparticles. Nat.
Commun. 2015, 6, 8788.

[191] Stiles, P. L.; Dieringer, J. A.; Shah, N. C.; Van Duyne, R. P. Surface-Enhanced Raman
Spectroscopy. Annu. Rev. Anal. Chem. 2008, 1, 601–626.

[192] Nie, S. M.; Emory, S. R. Probing single molecules and single Nanoparticles by Surface-
Enhanced Raman Scattering. Science 1997, 275, 1102–1106.

[193] Talley, C. E.; Jackson, J. B.; Oubre, C.; Grady, N. K.; Hollars, C. W.; Lane, S. M.;
Huser, T. R.; Nordlander, P.; Halas, N. J. Surface-Enhanced Raman Scattering from
Individual Au Nanoparticles and Nanoparticle Dimer Substrates. Nano Lett. 2005, 5,
1569–1574.

[194] Le Ru, E. C.; Etchegoin, P. G. Single-Molecule Surface-Enhanced Raman Spectroscopy.
Ann. Rev. Phys. Chem. 2012, 63, 65–87.

[195] Neubrech, F.; Pucci, A.; Cornelius, T. W.; Karim, S.; García-Etxarri, A.; Aizpurua, J.
Resonant Plasmonic and Vibrational Coupling in a Tailored Nanoantenna for Infrared
Detection. Phys. Rev. Lett. 2008, 101, 157403.

[196] Chulhai, D. V.; Chen, X.; Jensen, L. Simulating Ensemble-Averaged Surface-Enhanced
Raman Scattering. J. Phys. Chem. C 2016, 120, 20833–20842.

[197] Brus, L. Noble Metal Nanocrystals: Plasmon Electron Transfer Photochemistry and Single-
Molecule Raman Spectroscopy. Acc. Chem. Res. 2008, 41, 1742–1749.

[198] Camden, J. P.; Dieringer, J. A.; Wang, Y.; Masiello, D. J.; Marks, L. D.; Schatz, G. C.;
Van Duyne, R. P. Probing the Structure of Single-Molecule Surface-Enhanced Raman
Scattering Hot Spots. J. Am. Chem. Soc. 2008, 130, 12616–12617.

[199] Liu, N.; Tang, M. L.; Hentschel, M.; Giessen, H.; Alivisatos, A. P. Nanoantenna-enhancedgas
Sensing in a Single Tailored Nanofocus. Nat. Mater. 2011, 10, 631–636.

[200] Shegai, T.; Johansson, P.; Langhammer, C.; Käll, M. Directional Scattering and Hydrogen
Sensing by Bimetallic Pd-Au Nanoantennas. Nano Lett. 2012, 12, 2464–2469.

[201] Chiang, N.; Jiang, N.; Chulhai, D. V.; Pozzi, E. A.; Hersam, M. C.; Jensen, L.; Seideman, T.;
Van Duyne, R. P. Molecular-Resolution Interrogation of a Porphyrin Monolayer by Ultrahigh
Vacuum Tip-Enhanced Raman and Fluorescence Spectroscopy. Nano Lett. 2015, 15, 4114–
4120.

[202] Engheta, N. Circuits with Light at Nanoscales: Optical Nanocircuits Inspired by
Metamaterials. Science 2007, 317, 1698–1702.

[203] Zhang, J.; Fu, Y.; Chowdhury, M. H.; Lakowicz, J. R. Metal-Enhanced Single-Molecule
Fluorescence on Silver Particle Monomer and Dimer: Coupling Effect between Metal
Particles. Nano Lett. 2007, 7, 2101–2107.

[204] Danckwerts, M.; Novotny, L. Optical Frequency Mixing at Coupled Gold Nanoparticles.
Phys. Rev. Lett. 2007, 98, 026104.

[205] Aubry, A.; Lei, D. Y.; Fernández-Domínguez, A. I.; Sonnefraud, Y.; Maier, S. A.; Pendry, J. B.
Plasmonic Light-Harvesting Devices over the Whole Visible Spectrum. Nano Lett. 2010,
10, 2574–2579.

168



[206] Mubeen, S.; Hernandez-Sosa, G.; Moses, D.; Lee, J.; Moskovits, M. Plasmonic
Photosensitization of a Wide Band Gap Semiconductor: Converting Plasmons to Charge
Carriers. Nano Lett. 2011, 11, 5548–5552.

[207] Liu, N.; Wen, F.; Zhao, Y.; Wang, Y.; Nordlander, P.; Halas, N. J.; Alù, A. Individual
Nanoantennas Loaded with Three-Dimensional Optical Nanocircuits. Nano Lett. 2013, 13,
142–147.

[208] Nordlander, P.; Oubre, C.; Prodan, E.; Li, K.; Stockman, M. I. Plasmon Hybridization in
Nanoparticle Dimers. Nano Lett. 2004, 4, 899.

[209] Romero, I.; Aizpurua, J.; Bryant, G. W.; García de Abajo, F. J. Plasmons in nearly touching
metallic nanoparticles: singular response in the limit of touching dimers. Opt. Express 2006,
14, 9988–9999.

[210] Aćimović, S. S.; Kreuzer, M. P.; González, M. U.; Quidant, R. Plasmon Near-Field Coupling
in Metal Dimers as a Step toward Single-Molecule Sensing. ACS Nano 2009, 3, 1231–1237.

[211] Funston, A. M.; Novo, C.; Davis, T. J.; Mulvaney, P. Plasmon Coupling of Gold Nanorods
at Short Distances and in Different Geometries. Nano Lett. 2009, 9, 1651–1658.

[212] Jain, P. K.; El-Sayed, M. A. Plasmonic coupling in noble metal nanostructures. Chem. Phys.
Lett. 2010, 487, 153 – 164.

[213] Sheikholeslami, S.; Jun, Y.-w.; Jain, P. K.; Alivisatos, A. P. Coupling of Optical Resonances
in a Compositionally Asymmetric Plasmonic Nanoparticle Dimer. Nano Lett. 2010, 10,
2655–2660.

[214] Marinica, D.; Kazansky, A.; Nordlander, P.; Aizpurua, J.; Borisov, A. G. Quantum
Plasmonics: Nonlinear Effects in the Field Enhancement of a Plasmonic Nanoparticle
Dimer. Nano Lett. 2012, 12, 1333–1339.

[215] Mortensen, N. A.; Raza, S.; Wubs, M.; Søndergaard, T.; Bozhevolnyi, S. I. A generalized
non-local optical response theory for plasmonic nanostructures. Nat. Commun. 2014, 5,
3809.

[216] Cha, H.; Yoon, J. H.; Yoon, S. Probing Quantum Plasmon Coupling Using Gold Nanoparticle
Dimers with Tunable Interparticle Distances Down to the Subnanometer Range. ACS Nano
2014, 8, 8554–8563.

[217] Prodan, E.; Radloff, C.; Halas, N. J.; Nordlander, P. A Hybridization Model for the Plasmon
Response of Complex Nanostructures. Science 2003, 302, 419–422.

[218] Scholl, J. A.; García-Etxarri, A.; Koh, A. L.; Dionne, J. A. Observation of Quantum
Tunneling between Two Plasmonic Nanoparticles. Nano Lett. 2013, 13, 564–569.

[219] Wen, F.; Zhang, Y.; Gottheim, S.; King, N. S.; Zhang, Y.; Nordlander, P.; Halas, N. J. Charge
Transfer Plasmons: Optical Frequency Conductances and Tunable Infrared Resonances.
ACS Nano 2015, 9, 6428–6435.

[220] Zuloaga, J.; Prodan, E.; Nordlander, P. Quantum Plasmonics: Optical Properties and
Tunability of Metallic Nanorods. ACS Nano 2010, 4, 5269–5276.

[221] Zuloaga, J.; Prodan, E.; Nordlander, P. Quantum Description of the Plasmon Resonances
of a Nanoparticle Dimer. Nano Lett. 2009, 9, 887.

169



[222] Yannopapas, V. An atomistic-electrodynamics theory for the optical response of periodic
lattices of metallic nanoparticles in the quantum size regime. Int. J. Mod. Phys. B 2017,
31, 1740001.

[223] Lumdee, C.; Yun, B.; Kik, P. G. Gap-Plasmon Enhanced Gold Nanoparticle
Photoluminescence. ACS Photonics 2014, 1, 1224–1230.

[224] Carnegie, C.; Griffiths, J.; de Nijs, B.; Readman, C.; Chikkaraddy, R.; Deacon, W. M.;
Zhang, Y.; Szabb, I.; Rosta, E.; Aizpurua, J.; Baumberg, J. J. Room-Temperature Optical
Picocavities below 1 nm3 Accessing Single-Atom Geometries. J. Phys. Chem. Lett. 2018, 9,
7146–7151.

[225] Tallarida, N.; Lee, J.; Apkarian, V. A. Tip-Enhanced Raman Spectromicroscopy on the
Angstrom Scale: Bare and CO-Terminated Ag Tips. ACS Nano 2017, 11, 11393–11401.

[226] Becker, S. F.; Esmann, M.; Yoo, K.; Gross, P.; Vogelgesang, R.; Park, N.; Lienau, C.
Gap-Plasmon-Enhanced Nanofocusing Near-Field Microscopy. ACS Photonics 2016, 3,
223–232.

[227] Atay, T.; Song, J.-H.; Nurmikko, A. V. Strongly Interacting Plasmon Nanoparticle
Pairs:From Dipole-Dipole Interaction to Conductively Coupled Regime. Nano Lett. 2004,
4, 1627.

[228] Scholl, J. A.; Garcia-Etxarri, A.; Aguirregabiria, G.; Esteban, R.; Narayan, T. C.; Koh, A. L.;
Aizpurua, J.; Dionne, J. A. Evolution of Plasmonic Metamolecule Modes in the Quantum
Tunneling Regime. 2016, 10, 1346–1354.

[229] Yang, L.; Wang, H.; Fang, Y.; Li, Z. Polarization State of Light Scattered from Quantum
Plasmonic Dimer Antennas. ACS Nano 2016, 10, 1580–1588.

[230] Pérez-González, O.; Zabala, N.; Borisov, A. G.; Halas, N. J.; Nordlander, P.; Aizpurua, J.
Optical Spectroscopy of Conductive Junctions in Plasmonic Cavities. Nano Lett. 2010, 10,
3090–3095.

[231] Kulkarni, V.; Manjavacas, A. Quantum Effects in Charge Transfer Plasmons. ACS Photonics
2015, 2, 987–992.

[232] Marchesin, F.; Koval, P.; Barbry, M.; Aizpurua, J.; Sánchez-Portal, D. Plasmonic Response
of Metallic Nanojunctions Driven by Single Atom Motion: Quantum Transport Revealed in
Optics. ACS Photonics 2016, 3, 269–277.

[233] Hirshfeld, F. L. Bonded-atom fragments for describing molecular charge densities. Theor.
Chim. Acta 1977, 44, 129–138.

[234] Miliordos, E.; Harrison, J. F. Hirshfeld density partitioning technique: A first application
to the transition metal compounds, HScO, TiO, VO. J. Chem. Phys. 2013, 138, 184305.

[235] Mei, Y.; Simmonett, A. C.; Pickard, F. C.; DiStasio, R. A.; Brooks, B. R.; Shao, Y.
Numerical Study on the Partitioning of the Molecular Polarizability into Fluctuating Charge
and Induced Atomic Dipole Contributions. J. Phys. Chem. A 2015, 119, 5865–5882.

[236] Balanarayan, P.; Gadre, S. R. Atoms-in-molecules in Momentum Space: A Hirshfeld
Partitioning of Electron Momentum Densities. J. Chem. Phys. 2006, 124, 204113.

[237] Proft, F. D.; Vivas-Reyes, R.; Peeters, A.; Alsenoy, C. V.; Geerlings, P. Hirshfeld Partitioning
of the Electron Density: Atomic Dipoles and Their Relation with Functional Group
Properties. J. Comput. Chem. 2003, 24, 463–470.

170



[238] Krishtal, A.; Senet, P.; Yang, M.; Van Alsenoy, C. A Hirshfeld Partitioning of Polarizabilities
of Water Clusters. J. Chem. Phys. 2006, 125, 034312.

[239] Stone, A. Distributed Multipole Analysis, or How to Describe a Molecular Charge
Distribution. Chem. Phys. Lett. 1981, 83, 233–239.

[240] Stone, A. J.; Alderton, M. Distributed Mmultipole Analysis Methods and Applications. Mol.
Phys. 2002, 100, 221–233.

[241] Gagliardi, L.; Lindh, R.; Karlström, G. Local Properties of Quantum Chemical Systems:
the LoProp Approach. J. Chem. Phys. 2004, 121, 4494–4500.

[242] Bultinck, P.; Alsenoy, C. V.; Ayers, P. W.; Carbó-Dorca, R. Critical Analysis and Extension
of the Hirshfeld Atoms in Molecules. J. Chem. Phys. 2007, 126, 144111.

[243] Geldof, D.; Krishtal, A.; Blockhuys, F.; Van Alsenoy, C. An Extension of the Hirshfeld
Method to Open Shell Systems Using Fractional Occupations. J. Chem. Theor. Comput.
2011, 7, 1328–1335.

[244] Geldof, D.; Krishtal, A.; Blockhuys, F.; Van Alsenoy, C. FOHI-D: An Iterative Hirshfeld
Procedure Including Atomic Dipoles. J. Chem. Phys. 2014, 140, 144104.

[245] Oña, O. B.; De Clercq, O.; Alcoba, D. R.; Torre, A.; Lain, L.; Van Neck, D.; Bultinck, P.
Atom and Bond Fukui Functions and Matrices: A Hirshfeld-I Atoms-in-Molecule Approach.
Comput. Phys. Commun. 2016, 17, 2881–2889.

[246] Heidar-Zadeh, F.; Ayers, P. W.; Verstraelen, T.; Vinogradov, I.; Vöhringer-Martinez, E.;
Bultinck, P. Information-Theoretic Approaches to Atoms-in-Molecules: Hirshfeld Family of
Partitioning Schemes. J. Phys. Chem. A 2018, 122, 4219–4245.

[247] Jacquemin, D.; Bahers, T. L.; Adamo, C.; Ciofini, I. What is the "Best" Atomic Charge
Model to Describe Through-Space Charge-Transfer Excitations? Phys. Chem. Chem. Phys.
2012, 14, 5383–5388.

[248] Schipper, P. R. T.; Gritsenko, O. V.; van Gisbergen, S. J. A.; Baerends, E. J. Molecular
Calculations of Excitation Energies and (Hyper)Polarizabilities with a Statistical Average
of Orbital Model Exchange-correlation Potentials. J. Chem. Phys. 2000, 112, 1344–1352.

[249] van Lenthe, E.; Baerends, E. J.; Snijders, J. G. Relativistic Regular Two-Component
Hamiltonians. J. Chem. Phys. 1993, 99, 4597–4610.

[250] Jacob, C. R.; Neugebauer, J.; Jensen, L.; Visscher, L. Comparison of Frozen-Density
Embedding and Discrete Reaction Field Solvent Models for Molecular Properties. Phys.
Chem. Chem. Phys. 2006, 8, 2349–2359.

[251] Wesolowski, T. A.; Shedge, S.; Zhou, X. Frozen-Density Embedding Strategy for Multilevel
Simulations of Electronic Structure. Chem. Rev. 2015, 115, 5891–5928.

[252] Krishtal, A.; Sinha, D.; Genova, A.; Pavanello, M. Subsystem density-functional theory as
an effective tool for modeling ground and excited states, their dynamics and many-body
interactions. J. Phys.: Condens. Matter 2015, 27, 183202.

[253] Bernard, Y. A.; Dulak, M.; Kaminski, J. W.; Wesolowski, T. A. The Energy-Differences
Based Exact Criterion for Testing Approximations to the Functional for the Kinetic Energy
of Non-interacting Electrons. J. Phys. A: Math. Gen. 2008, 41, 055302.

171



[254] Chulhai, D. V.; Jensen, L. Frozen Density Embedding with External Orthogonality in
Delocalized Covalent Systems. J. Chem. Theor. Comput. 2015, 11, 3080–3088.

[255] Chulhai, D. V.; Jensen, L. External orthogonality in subsystem time-dependent density
functional theory. Phys. Chem. Chem. Phys. 2016, 18, 21032–21039.

[256] Tölle, J.; Böckers, M.; Neugebauer, J. Exact subsystem time-dependent density-functional
theory. J. Chem. Phys. 2019, 150, 181101.

[257] Tölle, J.; Böckers, M.; Niemeyer, N.; Neugebauer, J. Inter-subsystem charge-transfer
excitations in exact subsystem time-dependent density-functional theory. J. Chem. Phys.
2019, 151, 174109.

[258] Kohn, W.; Sham, L. J. Self-Consistent Equations Including Exchange and Correlation
Effects. Phys. Rev. 1965, 140, A1133–A1138.

[259] Jacob, C. R.; Neugebauer, J. Subsystem Density-Functional Theory. Wiley Interdiscip. Rev.:
Comput. Mol. Sci. 2014, 4, 325–362.

[260] Wesolowski, T. A.; Warshel, A. Frozen density functional approach for ab initio calculations
of solvated molecules. J. Phys. Chem. 1993, 97, 8050–8053.

[261] Thomas, L. H. The Calculation of Atomic Fields. Mathematical Proceedings of the Cambridge
Philosophical Society 1927, 23, 542–548.

[262] FERMI, E. Self-Consistent Fields in Atoms; Elsevier, 1975; pp 205–213.

[263] Manby, F. R.; Stella, M.; Goodpaster, J. D.; Miller, T. F. A Simple, Exact Density-
Functional-Theory Embedding Scheme. J. Chem. Theor. Comput. 2012, 8, 2564–2568.

[264] Huzinaga, S.; Cantu, A. A. Theory of Separability of Many-Electron Systems. J. Chem.
Phys. 1971, 55, 5543–5549.

[265] Tamukong, P. K.; Khait, Y. G.; Hoffmann, M. R. Density Differences in Embedding Theory
with External Orbital Orthogonality. J. Phys. Chem. A 2014, 118, 9182–9200.

[266] Casida, M. E. In Recent Developments and Applications of Modern Density Functional
Theory; Seminario, J. M., Ed.; Elsevier: Amsterdam, 1996; pp 391–439.

[267] Anderson, E.; Bai, Z.; Bischof, C.; Blackford, S.; Demmel, J.; Dongarra, J.; Du Croz, J.;
Greenbaum, A.; Hammarling, S.; McKenney, A.; Sorensen, D. LAPACK Users’ Guide, 3rd
ed.; Society for Industrial and Applied Mathematics: Philadelphia, PA, 1999.

[268] Neugebauer, J. Couplings between electronic transitions in a subsystem formulation of
time-dependent density functional theory. J. Chem. Phys. 2007, 126, 134116.

[269] Gordon, M. S.; Fedorov, D. G.; Pruitt, S. R.; Slipchenko, L. V. Fragmentation Methods: A
Route to Accurate Calculations on Large Systems. Chem. Rev. 2012, 112, 632–672.

[270] Raghavachari, K.; Saha, A. Accurate Composite and Fragment-Based Quantum Chemical
Models for Large Molecules. Chem. Rev. 2015, 115, 5643–5677.

[271] Senatore, G.; Subbaswamy, K. R. Density Dependence of the Dielectric Constant of Rare-Gas
Crystals. Phys. Rev. B 1986, 34, 5754–5757.

[272] Cortona, P. Self-consistently determined properties of solids without band-structure
calculations. Phys. Rev. B 1991, 44, 8454–8458.

172



[273] Fedorov, D. G.; Kitaura, K. Extending the power of quantum chemistry to large systems
with the fragment molecular orbital method. J. Phys. Chem. A 2007, 111, 6904–6914.

[274] Kaduk, B.; Kowalczyk, T.; Van Voorhis, T. Constrained density functional theory. Chem.
Rev. 2012, 112, 321–370.

[275] Laricchia, S.; Fabiano, E.; Sala, F. D. Semilocal and hybrid density embedding calculations
of ground-state charge-transfer complexes. J. Chem. Phys. 2013, 138, 124112.

[276] Sun, Q.; Chan, G. K. L. Quantum Embedding Theories. Acc. Chem. Res. 2016, 49, 2705–
2712.

[277] Dresselhaus, T.; Neugebauer, J. Part and whole in wavefunction/DFT embedding. Theor
Chem Acc 2015, 134, 97.

[278] Götz, A. W.; Beyhan, S. M.; Visscher, L. Performance of Kinetic Energy Functionals for
Interaction Energies in a Subsystem Formulation of Density Functional Theory. J. Chem.
Theor. Comput. 2009, 5, 3161–3174.

[279] Banafsheh, M.; Adam Wesolowski, T. Nonadditive kinetic potentials from inverted
Kohn–Sham problem. Int. J. Quantum Chem. 2018, 118, e25410.

[280] Jacob, C. R.; Visscher, L. A Subsystem Density-Functional Theory Approach for the
Quantum Chemical Treatment of Proteins. J. Chem. Phys. 2008, 128, 155102.

[281] van Leeuwen, R.; Baerends, E. J. Exchange-correlation potential with correct asymptotic
behavior. Phys. Rev. A 1994, 49, 2421.

[282] Wu, Q.; Yang, W. A direct optimization method for calculating density functionals and
exchange-correlation potentials from electron densities. J. Chem. Phys. 2003, 118, 2498–
2509.

[283] Zhang, X.; Carter, E. A. Kohn-Sham potentials from electron densities using a matrix
representation within finite atomic orbital basis sets. J. Chem. Phys. 2018, 148, 34105.

[284] Schnieders, D.; Neugebauer, J. Accurate embedding through potential reconstruction: A
comparison of different strategies. J. Chem. Phys. 2018, 149, 054103.

[285] Lykos, P. G.; Parr, R. G. On the Pi-Electron Approximation and Its Possible Refinement.
J. Chem. Phys. 1956, 24, 1166–1173.

[286] Phillips, J. C.; Kleinman, L. New Method for Calculating Wave Functions in Crystals and
Molecules. Phys. Rev. 1959, 116, 287–294.

[287] Goodpaster, J. D.; Barnes, T. A.; Manby, F. R.; Miller, T. F. Accurate and systematically
improvable density functional theory embedding for correlated wavefunctions. J. Chem.
Phys. 2014, 140, 18A507.

[288] Stoll, H.; Paulus, B.; Fulde, P. On the Accuracy of Correlation-Energy Expansions in Terms
of Local Increments. J. Chem. Phys. 2005, 123, 144108.

[289] Mata, R. A.; Werner, H.-J.; Schütz, M. Correlation Regions Within a Localized Molecular
Orbital Approach. J. Chem. Phys. 2008, 128, 144106.

[290] Henderson, T. M. Embedding Wave Function Theory in Density Functional Theory. J.
Chem. Phys. 2006, 125, 014105.

173



[291] Culpitt, T.; Brorsen, K. R.; Hammes-Schiffer, S. Communication: Density functional theory
embedding with the orthogonality constrained basis set expansion procedure. J. Chem.
Phys. 2017, 146, 211101.

[292] Corni, S.; Tomasi, J. Enhanced response properties of a chromophore physisorbed on a
metal particle. J. Chem. Phys. 2001, 114, 3739–3751.

[293] Corni, S.; Tomasi, J. Excitation energies of a molecule close to a metal surface. J. Chem.
Phys. 2002, 117, 7266–7278.

[294] Corni, S.; Tomasi, J. Surface enhanced Raman scattering from a single molecule adsorbed
on a metal particle aggregate: A theoretical study. J. Chem. Phys. 2002, 116, 1156–1164.

[295] Vukovic, S.; Corni, S.; Mennucci, B. Fluorescence Enhancement of Chromophores Close
to Metal Nanoparticles. Optimal Setup Revealed by the Polarizable Continuum Model. J.
Phys. Chem. C 2009, 113, 121–133.

[296] Jørgensen, S.; Ratner, M. A.; Mikkelsen, K. V. Heterogeneous solvation: An ab initio
approach. J. Chem. Phys. 2001, 115, 3792–3803.

[297] Neuhauser, D.; Lopata, K. Molecular nanopolaritonics: Cross manipulation of near-field
plasmons and molecules. I. Theory and application to junction control. J. Chem. Phys.
2007, 127, 154715.

[298] Thompson, M. A. QM/MMpol: A consistent model for solute/solvent polarization.
Application to the aqueous solvation and spectroscopy of formaldehyde, acetaldehyde,
and acetone. J. Phys. Chem. 1996, 100, 14492–14507.

[299] Arcisauskaite, V.; Kongsted, J.; Hansen, T.; Mikkelsen, K. V. Charge transfer excitation
energies in pyridine-silver complexes studied by a QM/MM method. Chem. Phys. Lett.
2009, 470, 285–288.

[300] Svensson, M.; Humbel, S.; Froese, R. D. J.; Matsubara, T.; Sieber, S.; Morokuma, K.
ONIOM: A Multilayered Integrated MO+MM Method for Geometry Optimizations and
Single Point Energy Predictions. A Test for Diels-Alder Reactions and Pt(P( t -Bu) 3 ) 2 +
H 2 Oxidative Addition. J. Phys. Chem. 1996, 100, 19357–19363.

[301] Masiello, D. J.; Schatz, G. C. Many-body theory of surface-enhanced Raman scattering.
Phys. Rev. A 2008, 78, 042505.

[302] Masiello, D. J.; Schatz, G. C. On the linear response and scattering of an interacting
molecule-metal system. J. Chem. Phys. 2010, 132, 064102.

[303] Reinholdt, P.; Kongsted, J.; Olsen, J. M. H. Polarizable Density Embedding: A Solution
to the Electron Spill-Out Problem in Multiscale Modeling. J. Phys. Chem. Lett. 2017, 8,
5949–5958.

[304] Grimme, S.; Antony, J.; Ehrlich, S.; Krieg, H. A consistent and accurate ab initio
parametrization of density functional dispersion correction (DFT-D) for the 94 elements
H-Pu. J. Chem. Phys. 2010, 132, 154104.

[305] Jensen, L.; van Duijnen, P. T.; Snijders, J. G. A discrete solvent reaction field model for
calculating frequency-dependent hyperpolarizabilities of molecules in solution. J. Chem.
Phys. 2003, 119, 12998–13006.

[306] Hu, Z.; Chulhai, D. V.; Jensen, L. Simulating Surface-Enhanced Hyper-Raman Scattering
Using Atomistic Electrodynamics-Quantum Mechanical Models. J. Chem. Theor. Comput.
2016, 12, 5968–5978.

174



Vita
Pengchong Liu

Education
2015 to 2020 Ph.D., Chemistry

The Pennsylvania State University
University Park, PA

2013 to 2015 M.S., Materials Science and Engineering
University of Pennsylvania
Philadelphia, PA

2009 to 2013 B.Eng., Materials Science and Engineering
B.A., English Language and Literature
Zhejiang University
Hangzhou, China

Awards and Honors
2019 Troxell Memorial Scholarship in Chemistry
2017-2019 Harry and Catherine Dalalian Graduate Student Fellowship

Publications
Pal, P. P.; Liu, P.; Jensen, L. Polarizable Frozen Density Embedding with External Orthogonalization. J. Chem.
Theory Comput. 2019, 15, 6588–6596.

Liu, P.†; Chen, X.†; Ye, H.; Jensen, L. Resolving Molecular Structures with High-Resolution Tip-Enhanced
Raman Scattering Images. ACS Nano 2019, 13, 9342–9351.

Chen, X.†; Liu, P.†; Hu, Z.; Jensen, L. High-Resolution Tip-Enhanced Raman Scattering Probes Sub-Molecular
Density Changes. Nat. Commun. 2019, 10, 2567.

Chen, X.; Liu, P.; Jensen, L. Atomistic Electrodynamics Simulations of Plasmonic Nanoparticles. J. Phys. D:
Appl. Phys. 2019, 52, 363002.

Liu, P.; Chulhai, D. V.; Jensen, L. Atomistic Characterization of Plasmonic Dimers in the Quantum Size Regime.
J. Phys. Chem. C 2019, 123, 13900–13907.

Liu, P.; Chulhai, D. V.; Jensen, L. Single-Molecule Imaging Using Atomistic Near-Field Tip-Enhanced Raman
Spectroscopy. ACS Nano 2017, 11, 5094–5102.

Lee, J; Tallarida, N; Chen, X; Liu, P; Jensen, L; Apkarian, V. A. Tip-Enhanced Raman Spectromicroscopy of
Co(II)-Tetraphenylporphyrin on Au(111): Toward the Chemists’ Microscope. ACS Nano 2017, 11, 11466-11474.

†Contributed equally.


	Front Matter
	Table of Contents
	List of Figures
	List of Tables
	List of Symbols
	Acknowledgments
	I Introductory Material
	Introduction
	Overview of Dissertation

	II Interpreting Tip-Enhanced Raman Scattering Images
	Single-Molecule Imaging Using Atomistic Near-Field Tip-Enhanced Raman Spectroscopy
	Introduction
	Results and Discussion
	TERS images of planar water molecule
	Effects of near-field confinement
	Effects of near-field focal plane
	Field-gradient active modes
	Resonant TERS images

	Conclusion

	High-Resolution TERS Probes Sub-Molecular Density Changes
	Introduction
	Results and Discussion
	Locally Integrated Raman Polarizability Density
	Complex Raman Polarizability Density in Resonant TERS
	Interpreting Experimental TERS Images
	TERS Imaging for Microscopic Structure Characterization

	Conclusion

	Resolving Molecular Structures with High-Resolution TERS Images
	Introduction
	Results and Discussion
	Conformers of CoTPP and their TERS images
	Matching experiment and simulation with flat phenyl groups

	Conclusion


	III Plasmonics in a Subnanometer Gap
	 Atomistic Electrodynamics Simulations of Plasmonic Nanoparticles
	Introduction
	Size effect on the plasmonic response of nanoparticles
	Shape effect on the plasmonic response of nanoparticles
	Plasmonic Response of Strongly Coupled Nanoparticles
	Summary

	Atomistic Characterization of Plasmonic Dimers in the Quantum Size Regime
	Introduction
	Hirshfeld partitioning of molecular polarizability
	Results and Discussion
	The facet-to-facet configuration of a tetrahedral dimer



	IV Frozen Density Embedding
	Exact Frozen Density Embedding for the Time-Dependent Density Functional Theory
	Introduction
	Exact Frozen Density Embedding for TDDFT
	Supermolecular Kohn-Sham DFT
	Subsystem DFT
	Non-additive kinetic energy and external orthogonality

	Exact Frozen Density Embedding in TDDFT
	A brief review of the supermolecular TDDFT
	Subsystem TDDFT with EO
	Implementation in ADF
	Preliminary Results


	 Polarizable Frozen Density Embedding with External Orthogonality
	Introduction
	Theory
	Computational Details
	Results and Discussions
	Dipole Moment and Quadrupole Moments
	Non-additive Kinetic Potentials
	Mixed Functionals

	Conclusion


	V Summary and Outlook
	Summary of Dissertation
	Outlook
	Introduction
	Future Directions for the Method of Locally Integrated Raman Polarizability Density
	Tensor Elements of the Molecular Polarizability
	Vibrations of the Substrate

	Future Directions for the Frozen Density Embedding
	Exact FDE for the Damped Response Theory

	Summary


	Appendices
	Supporting Information for Single-Molecule Imaging Using Atomistic Near-Field Tip-Enhanced Raman Spectroscopy
	Supporting Information for High-Resolution TERS Probes Sub-Molecular Density Changes
	Local approximation and electric multipole expansion

	Supporting Information for Resolving Molecular Structures with High-Resolution TERS Images
	TERS images within an integration window

	Supplementary Information for Polarizable Frozen Density Embedding with External Orthogonality

	Bibliography



