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Abstract
The purpose of this dissertation is to make a further contribution to the Mackey
bijection for a complex reductive group G and for SL(2,R), between the tempered
dual of G and the unitary dual of the associated Cartan motion group. We shall
construct an embedding of the C∗-algebra of the motion group into the reduced
C∗-algebra of G, and use it to characterize the continuous field of reduced group
C∗-algebras that is associated to the Mackey bijection. We shall also obtain a new
characterization of the Mackey bijection using the same embedding.
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Chapter 1 |
Introduction

In their early days, group representation theory and C∗-algebra theory had a close
relationship. Representation theory began earlier than the axiomization of C∗-
algebras, but many results about representations on locally compact groups were
in essence proven using representations of C∗-algebras. Given a locally compact
group G, we can define a C∗-algebra, called the full group C∗-algebra, denoted
by C∗(G) or C∗max(G). Then there is a bijective correspondence between the ∗-
representations of C∗(G) and unitary representations of G. Because of this, any
question we may ask about unitary representations of G amounts to asking a
question about C∗(G). This correspondence also gave rise to many good examples
of C∗-algebras in the first decades of C∗-algebra theory. See [Ros94].

Later on, however, the two subject began to diverge. For instance, when George
Mackey systemized the study of unitary representations of locally compact groups
through his theory of unitary induction, C∗-algebras played little to no role. And
the methods adopted by Harish-Chandra in his study of the tempered unitary
representations of reductive group were even further removed from C∗-algebra
theory. At the same time, the study of C∗-algebras began to take off on its own,
following its own directions, independent of group representation theory. See
[Ros94].

This dissertation is about a relatively recent effort to bring back together C∗-
algebra theory and the work of Mackey and Harish-Chandra in group represen-
tation theory. This is by no means the only project that aimed at bringing back
together C∗-algebra theory and group representation theory. For other examples,
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see [Ros94].
George Mackey systemized the study of unitary representations of locally

compact groups by constructing unitary representations of G from representations
of smaller closed subgroups of G. The process is known as unitary induction, and
we will discuss this in some detail in Chapter 3. His Imprimitivity Theorem then gave
conditions that determine when a given representation of G is actually induced
from a representation of a subgroup. Collectively, these methods became known
as the Mackey Machine.

For example, consider the semidirect product SO(3)nR3, with product opera-
tion given by

(k, v) · (k ′, v ′) = (kk ′, (k ′)−1v+ v ′).

The Mackey machine tells us that

̂SO(3)nR3 ∼= {(l, r)|r ≥ 0, l ∈ Z, and if r = 0, then l ≥ 0}. (1.0.0.1)

The individual irreducible unitary representations are constructed by unitary
induction as follows. If ν : R3 → R is a linear functional, then exp(iν) is a unitary
character on R3. If π is an irreducible representation of the isotropy group SO(3)ν,
then the product π⊗exp(iν) is a representation of the closed subgroup SO(3)νnR3.
This we then unitarily induce to obtain an irreducible unitary representation of
SO(3)nR3. The Mackey machinery tells all irreducible unitary representations are
obtained in this way.

If ν 6= 0 then the isotropy group is SO(3)ν ∼= SO(2), and the dual of SO(2)
is parametrized by l ∈ Z. If ν = 0, then the isotropy group is SO(3)ν = SO(3),
whose dual can be parametrized by nonnegative integers l ≥ 0. We attach the
label r = ‖ν‖ to the induced representation above, and after considering the
equivalences among the induced representations, we get (1.0.0.1).

Harish-Chandra is famous for his work on “tempered” unitary representations
of real reductive groups such as SL(2,R) or SL(2,C), and many more. From the
point of view of C∗-algebra theory, a unitary representation is tempered if the
C∗-algebra representation

π : C∗(G)→ B(H)

2



associated to π factors through the “reduced” C∗-algebra, which is the quotient of
C∗(G) by the kernel of the regular representation

λ : C∗(G)→ B(L2(G)).

See Section 4.2. We shall write

C∗r(G) = C
∗(G)/ ker(λ).

The irreducible tempered unitary representations are the irreducible unitary rep-
resentations that are required to decompose the regular representation into irre-
ducible representations. In a bit more detail, it was shown in the early days of
C∗-algebra theory by I. Segal (see [Seg50]) that there is a unique measure µ on the
unitary dual such that

‖f‖2L2(G) =
∫
Ĝ

‖π(f)‖2H-S dµ(π) (1.0.0.2)

for all smooth and compactly supported functions f on G, where

π(f) =

∫
G

f(g)π(g) dg,

and where ‖ ‖H-S denotes the Hilbert-Schmid operator norm. We call the measure µ
the Plancherel measure and the formula (1.0.0.2) the Plancherel formula. The tempered
unitary dual is the support of µ. See [Wal92, Vol 2, Ch 13].

Harish-Chandra explicitly constructed enough of the unitary dual to support µ
(meaning that the complement of the set he constructed had measure zero) and he
explicitly determined µ on this set.

By way of example, consider PGL(2,C). The Fourier inversion formula (which
is equivalent to the Plancherel formula) is given as

f(1) =
∞∑

n=−∞
∫∞
−∞ Trace(π2n,iν(f))(4n2 + ν2) dν

3



for f ∈ C∞
c (PGL(2,C)), where π2n,iν is an irreducible “principal series” represen-

tation of PGL(2,C) (a type of unitarily induced representation). See for exam-
ple [Kna86, Equation 2.24]. We can see from this that the Plancherel measure is
dµ(π2n,ν) = (4n2+ν2) dν. Let us do another example to show that not all cases are
as simple as the one we just did (and not all of them involve only unitarily induced
representations). Consider SL(2,R). Then the Fourier inversion formula is given as

f(1) =

∫∞
−∞ Trace(π+,iν(f))

ν

2
tanh

(
πν

2

)
dν+

∫∞
−∞ Trace(π−,iν(f))

ν

2
coth

(
πν

2

)
dν

+
∞∑
n=2

4(n− 1)Trace(D+
n(f)) + Trace(D−

n(f)) ( [Kna86, Equation 2.25])

with f ∈ C∞
c (SL(2,R)), where π±,ν are the principal series representations and D±n

are the discrete series representations. See also [Var89, Chapter 6].
In 1975, George Mackey made an observation, motivated by his work on in-

duced representation and his interest in physics. In the following passage he
explains his idea in the case of G = SL(2,R):

... the physical interpretation suggests that there ought to exist a “natu-
ral” one-to-one correspondence between almost all of the irreducible
unitary representations of E [the group S̃O(3)nR3 where S̃O(3) is the
universal covering group of SO(3)] and almost all of the irreducible
unitary representations of SL(2,C)– in spite of rather different algebraic
structures of these groups.

Let us consider instead the closely related example of G = PGL(2,C) (That is, the
group GL(2,C)/(C× · Id)), as above. Let G0 = SO(3)nR3, the semi-direct product.
This is called the Cartan motion group for G. Recall that the semi-direct product
carries the following composition: (k, v) · (k ′, v ′) = (kk ′, (k ′)−1v+ v ′). Thus G0 is
the group of orientation-preserving isometries of a three-dimensional Euclidean
space. On the other hand,G is the group of orientation-preserving isometries of the
complete, simply connected three-dimensional Riemannian space with a constant
negative curvature, that is, a hyperbolic space H3. It should be obvious that the
algebraic structure of G and G0 are very different.

4



The Hilbert space of states for a quantum mechanical particle is a unitary
representation of G0. But H3 is a plausible model for physical space. Mackey made
the observation that if we replace the usual Euclidean space by the hyperbolic space,
and work out the quantum mechanics of a single free particle, we get a unitary
representation of G. It is from this that Mackey made the suggestion that there is
a close relation between the unitary representations of G0 and G. He proceeded
to explain a one-to-one correspondence “almost everywhere” by mathematical
means: there is a coincidence between the parameters that describe irreducible
representations of various subgroups, that are then induced up to each group. In
the example we are considering, the dual ̂PGL(2,C) is parametrized by pairs (2l, r)
where l is a non-negative integer, r ∈ R, and if l = 0 then r ≥ 0. Then the Mackey
bijection is given as

(l, r) 7→ (2l, r)

(−l, r) 7→ (2l,−r),

where l and r are non-negative. (Actually, Mackey stopped short of considering
the case where r = 0, which is partly why he spoke of a correspondence almost
everywhere.)

While explaining a correspondence for the complex semisimple groups seemed
relatively easy, Mackey went further and attempted to develop a correspondence
for SL(n,R), which was significantly more involved and difficult . For n ≥ 3, this
was developed by induction, and he had hoped that for the general real group, a
similar process could be developed. However, the discrete series presented severe
difficulties.

Mackey’s exposition was rather tentative in several respects, and in particular it
was never made explicit exactly which class of irreducible unitary representations
of G one ought to consider in the correspondence. There are various series of
irreducible representations (for instance the so-called complementary series) that
did not feature at all in Mackey’s analysis. Perhaps because of these problems,
Mackey’s work did not attract much immediate attention.

After a long pause, Mackey’s proposal began to be examined in detail over
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the past dozen years, first for complex groups in [Hig08] and ultimately for all
real groups in breakthrough work of Afgoustidis [Afg18]. The current Mackey
bijection is a certain one-to-one correspondence between the irreducible tempered
representations of a real reductive group and the irreducible unitary representations
of its Cartan motion group.

In [Hig08], Higson constructed in detail a Mackey bijection for complex semisim-
ple groups. He showed that there is a bijection between the irreducible unitary
representations of G0 and the irreducible tempered representations of G. Usually
this does not encompass all of the irreducible unitary representations. He then
placed the reduced C∗-algebras of the two groups into a continuous field of C∗-
algebras using the so-called deformation to the normal cone of G0 into G (already
considered in [BCH94]).

Alexandre Afgoustidis expanded on the work started by Higson and obtained
generalizations to real groups in [Afg18] and [Afg19]. As recently as 2019, in
[AA19], he showed that the Mackey bijection (which he called the Mackey-Higson
bijection) is continuous from the space of irreducible unitary representation of G0
to the space of irreducible tempered representation of G with respect to the Fell
topology. He made a point to show that the inverse mapping is never continuous.

A principal goal of this dissertation is to study the continuous field {C∗r(Gt)}t∈R

in more detail, and indeed to characterize it up to isomorphism when G is complex
and in some other cases. This is the main subject of Chapter 5.

To explain the method, it is helpful to start with a toy model case, in which G is
a semidirect product group

G = Kn V

associated to the action of a compact group K on a real, finite-dimensional vector
space V (this is not a reductive group, of course). Here the deformation to the
normal cone associated to the embedding of K into G gives a smooth family
of groups {Gt} that is isomorphic to the constant family of groups with fiber G.
However it is not equal to the constant family; to obtain an isomophism to the
constant family we must use the family of rescaling morphisms

αt : Gt −→ Gt

6



αt(k, v) = (k, tv)

for t 6=0. The family {αt}t6=0 extends in a unique way to an isomorphism from the
constant family of groups with fiber G into the deformation to the normal cone
family.

Similar rescaling morphisms of G do not exist on a real reductive group except
in trivial cases. But one might ask whether they nonetheless exist on the reduced
group C∗-algebra?

The reason that one might guess that rescaling morphisms exist on at the C∗-
algebra level is that the structure of the C∗-algebra is very closely related to the
structure of the tempered dual of G, and there is a natural rescaling operation on
the tempered dual. Indeed the tempered dual is parametrized by a combination of
discrete and continuous parameters, with the latter belonging to vector spaces, or
quotients of vectors spaces by finite group actions. So the contunuous parameters
may be rescaled in the obvious way. Morever this rescaling operation plays a
central role in the Mackey bijection.

Our first main result is that rescaling morphisms for connected complex reduc-
tive groups do indeed exist at the C∗-algebra level:

Theorem. Let G be a connected complex reductive group. There is a one-parameter group
of automorphisms

αt : C
∗
r(G) −→ C∗r(G) (t > 0)

that implements the rescaling action on the tempered dual of G in the Mackey bijection.

See Section 5.1. Our second main result is that, at the level of continuous fields,
there is a (unique) extension to t=0:

Theorem. Let G be a connected complex reductive group and let {ft} be a continuous
section of the continuous field of C∗-algebras associated to the deformation to the normal
cone construction for the inclusion of a maximal compact subgroup into G. Then the limit
limt→0 αt(ft) exists in C∗r(G), and the formula

α(f0) = lim
t→0αt(ft)

7



defines an embedding of C∗-algebras

α : C∗r(G0) ↪→ C∗r(G).

See Theorems 5.2.0.1 and 5.3.1.1 for the precise statements (we have omitted
here some details related to the Haar measures on the groups Gt, which vary with
t).

Now, given an inclusion of C∗-algebras B→A, there is a simple and obvious
way to construct a continuous field of C∗-algebras with fibers

At =

A t 6= 0

B t = 0,

namely we take as continuous sections all the continuous functions from R to A
whose values at t=0 lie in B. Let us call this the mapping cone continuous field
associated to the inclusion. Using this construction, we are able to characterize the
continuous field associated to the deformation to the normal cone, as follows:

Theorem. Let G be a connected complex reductive group. The continuous field of C∗-
algebras {C∗r(Gt) }t∈R associated to the deformation to the normal cone construction is
isomorphic to the mapping cone field for the embedding

α : C∗r(G0) −→ C∗r(G).

Indeed the morphism
{ft} 7−→ {αt(ft)}

is a bijection from continuous sections of the deformation to the normal cone field to
continuous sections of the mapping cone field.

See Section 5.3.2 for further details (including the proper treatment of αt when
t is negative).

To summarize, one might say that the continuous field is nothing more or less
than the morphism

α : C∗r(G0) −→ C∗r(G).

8



What does this tell us about the Mackey bijection? Each tempered irreducible
representation of G corresponds to an irreducible representation

π : C∗r(G) −→ B(Hπ)

(in fact the range is the ideal of compact operators, K(Hπ), but that is not relevant
here). The composition of this representation ofC∗r(G) with the embedding α above
is not necessarily irreducible, so composition with α does not directly determine a
map from the tempered dual of G to the unitary dual of G0. However generically
the restriction is irreducible, and it turns out that this enough to determine a unique
Mackey bijection:

Theorem. Let G be a connected complex reductive group. There is a unique bijection µ
from the tempered unitary dual of G to the unitary dual of G0 with the property that for
every π ∈ Ĝr, µ(π) is a subrepresentation of π ◦ α.

Chapter 2 reviews some structure theory about reductive Lie groups, as well as
integral formulas. All of this is well-known and found in many graduate textbooks,
but it is fundamentally important to our results, so we cover them here. Chapter
3 covers important facts about group representation theory and provides details
about the Mackey bijection. Chapter 4 covers the full (or maximum) and reduced
C∗-algebras and their structures in what we may think of them as a “Fourier
transform” picture. We also cover the continuous fields of C∗-algebras and their
properties. Chapter 5 then explains and proves the new results just presented
above. Chapter 6 presentas the new results for SL(2,R).

This is a joint work with Nigel Higson (see [HR19]).

9



Chapter 2 |
Structure Theory of Reductive
Groups

In this chapter we provide a review of basic results for reductive groups, which are
necessary in proving the main results, including its definition, important properties,
and especially, the structure theory. All results will be provided without proofs.
For proofs, see [Kna86] and [Kna02].

2.1 Reductive Groups

There are quite a few different definitions for real reductive Lie groups. The
important point is that all definitions lead to the structure theory that we need.
Along the way, we will also define semisimple groups. These definitions are taken
from [CSM95] and [CCH16]. See also [Wal88] and [Hum75].

Let F be a field, either R or C, We letMn(F) be the set of n× nmatrices over K
and let GL(n,C) be the set of invertible matrices. Then we can take a finite set S of
polynomial functions onMn(F). A linear algebraic group G is a closed subgroup of
GL(n, F), defined by the zeros of the polynomials in S.
SL(n, F) is an F-linear algebraic group; it is defined by det(g) = 1 or det(g)−1 =

0 for a g ∈ SL(n, F). The group SU(2) ⊂ SL(2,C) is a linear algebraic group. Beside
det(g) = 1, the defining polynomials are the components of gg∗ = 1, where g∗

is the conjugate transpose of g. It should be obvious that the equation given is a
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polynomial equation. GL(n, F) itself is also an algebraic group.
Let G be a linear algebraic group. Let Gu be the subset of G consisting of

unipotent matrices (that is, g − I is nilpotent, that is (g − I)n = 0 for some n). If
G = Gu, then G is unipotent. We define the unipotent radical Ru(G) to be the unique
maximal, closed, connected, unipotent, normal subgroup of G. If Ru(G) is trivial,
then we say that G is reductive. We can find an isomorphic group to the reductive
group that is stable under conjugate transpose. In this dissertation, we will define
a complex reductive group to be a connected, reductive group (in the above algebraic
group sense) that is closed under conjugate transpose (this latter condition can
always be arranged).

Let S be a set of polynomials in Mn(C) that are real valued on Mn(R). Let
GC be the complex reductive group defined by S in GL(n,C). The subgroup
GR = GC ∩ GL(n,R) is the group of real points of GC. A group GR is called a real
reductive group if GC is a complex reductive group.

2.1.1 Semisimple Groups

Let G1 be the subgroup of G generated by the commutators [g, h] = ghg−1h−1 for
g, h ∈ G. Then we define recursively Gj+1 to be the subgroups of Gj generated by
the commutators [g, h] for g, h ∈ Gj. We say that G is solvable if this series reaches
the trivial group in a finite finite number of steps (for some j, Gj = {e}). Define the
solvable radical of G by R(G) to be the unique maximal, closed, connected, solvable,
normal subgroup of G. If R(G) is trivial, then we say that G is semisimple. All
semisimple groups are reductive.

The general linear groups GL(n, F) are reductive, but not semisimple. The
special linear groups SL(n, k) are semisimple, and thus also reductive. this disser-
tation will consider complex reductive group with finite center, where we can use
SL(n,C) as a running example (especially n = 2), and one case of real reductive
group: SL(2,R).
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2.2 Lie Algebra

Reductive groups have special structures that we will take full advantage of here in
this thesis. To explain such structures, we look at the Lie algebras of these groups.

Let g be a finite-dimensional Lie algebra. Recall that for a given X ∈ g, the linear
map ad : g→ End(g) is defined by (adX)Y = [X, Y]. This is a linear operator on g.
We can then define the Killing form of g by

B(X, Y) = Trace(adX ad Y).

This is a symmetric bilinear form that is invariant in the sense that B([X, Y], Z) =
B(X, [Y, Z]) or B((adX)Y, Z) = −B(Y, (adX), Z).

Let g be a finite-dimensional Lie algebra. Define g1 = [g, g] where, this time, we
are using the Lie bracket. We then define recursively gj+1 = [gj, gj]. We say that g is
solvable if gj = 0 for some j. We then define the radical of g, denoted rad(g), to be
the maximal solvable ideal of g. We say that g is simple if g is nonabelian and has
no proper nonzero ideals. We also say that g is semisimple if rad g = 0. Every simple
Lie algebra is semisimple. There is an equivalent definition for semisimple: g is
semisimple if and only if g = g1 ⊕ · · · ⊕ gm where each gi are ideals in which are
simple Lie algebras (see [Kna02, Theorem 1.51]). This decomposition is unique and
the only ideals in g are the sums of the various simple ideals. The direct sum here
means [gi, gk] = 0.

Theorem 2.2.0.1 ( [Kna02, Theorem 1.42]). The Lie algebra g is semisimple if and only
if the Killing form for g is non-degenerate.

A Lie group is semisimple if its Lie algebra is semisimple. Note that this definition
coincides somewhat with the above definition from the linear algebraic point of
view.

Theorem 2.2.0.2 ( [Kna02, Proposition 7.9]). Let G be an analytic subgroup of real or
complex matrices whose Lie algebra g is semisimple. Then G has finite center and is a
closed linear group.

12



A Lie algebra g is reductive if for each ideal a in g, there is an ideal b in g such
that g = a⊕ b. We do not, however define a reductive Lie group based on this. But,
the Lie algebra of a reductive group as defined above is a reductive Lie algebra.

Proposition 2.2.0.3 ( [Kna02] and [Kna86]). If g is reductive, then g = [g, g]⊕ Zg with
[g, g] semisimple and Zg is the center of g, and thus, abelian.

2.3 Cartan Decomposition and Cartan Motion Group

Let G be a reductive group as in Section 2.1 and g its reductive Lie algebra. We
define a Cartan involution

φ : g→ g

given by φX = −X∗, where X∗ is the conjugate transpose of X (any involution
such that, for a Killing form B, −B(X, θY) is positive definite. Any two Cartan
involutions are conjugate by Int g. So we will stick to this definition). Since φ is an
involution, that is φ2 = 1, it only has two eigenvalues: +1 and −1. Let k and p be
the eigenspaces of +1 and −1, respectively. Then we have the Cartan Decomposition

g = k⊕ p

where the elements in k are skew-Hermitian and the elements in p are Hermitian.
We have the following relations

[k, k] ⊂ k [k, p] ⊂ p [p, p] ⊂ k.

So we see that k is a subalgebra of g, but p is not. We can say more about K. Let
K := G∪U(n) for some natural number n so that K is a maximal compact subgroup
of G. Then the Lie algebra of K is k. We have that k and p are orthogonal under the
Killing form B, and B is positive definite on p and negative definite on k.

Example Take G = SL(n,C). Then g = sl(n,C) is the set of n × n complex
matrices such that their traces vanish. By the Cartan decomposition we get k =
su(n) which is the set of all n× n complex matrices X such that TraceX = 0 and
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X∗ + X = 0. Then we get that K = SU(n), the special unitary group. That is, for
g ∈ SU(n), we have detg = 1 and g∗g = 1. For G = SL(2,C), we have

G = SL(2,C) =

{α β

γ δ

 ∣∣∣∣∣αδ− βγ = 1

}
,

g = sl(2,C) =

{α β

γ −α

 ∣∣∣∣∣α,β, γ ∈ C
}
,

k = su(2) =

{ ia β

−β −ia

 ∣∣∣∣∣a ∈ R, β ∈ C
}
,

K = SU(2) =

{ α β

−β α

 ∣∣∣∣∣α|2 + |β|2 = 1

}
,

and p =

{a β

β −a

 ∣∣∣∣∣a ∈ R, β ∈ C
}
.

Let us also list down the real case:

G = SL(2,R) =

{a b

c d

 ∣∣∣∣∣ad− bc = 1

}
,

g = sl(2,R) =

{a b

c −a

 ∣∣∣∣∣a, b, c ∈ R
}
,

k = so(2) =

{ 0 b

−b 0

 ∣∣∣∣∣b ∈ R
}
,

K = SO(2) =

{ cos θ sin θ
− sin θ cos θ

 ∣∣∣∣∣θ ∈ R
}
,

and p =

{a b

b −a

 ∣∣∣∣∣a, b ∈ R
}
.

Proposition 2.3.0.1 ( [Kna86, Proposition 1.2]). The map K× p→ G given by multi-
plication (k, X) 7→ k exp(X) is a diffeomorphism.

Of course, K ⊂ G and exp(p) ⊂ G, so we have G = K exp(p), which we call the
Cartan decomposition of G.
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Definition. We define the Cartan motion group to be the semidirect product

G0 = Kn g/k

with multiplication defined by

(k, X)·(k ′, X ′) = (kk ′,Ad(k ′)−1(X) + X
′).

Remark. The Cartan motion group is not reductive and the structure of G and G0
are quite different.

By the Cartan decomposition, we have p ∼= g/k. So we can write the Cartan
motion group as

G0 = Kn p

and the action of K on p is compatible.

2.4 Iwasawa Decomposition

Consider the Cartan decomposition g = k⊕ p. Let a be a maximal abelian subspace
of p.

Lemma 2.4.0.1 ( [Kna86, Theorem 5.13]). Let G be a reductive Lie group. If a and
a ′ are two maximal abelian subspaces of p, then there is a member k ∈ K such that
Ad(k)a = a ′. Hence p =

⋃
k∈K Ad(k)a.

This tells us that all maximal abelian subspace are conjugate to one another.
This allows us to choose a single a without any loss of generality for what follows.

Let λ be a linear functional on a. Now let

gλ = {X ∈ g|[H,X] = λ(H)X for all H ∈ a}.

If λ and gλ are nonzero, then we say that λ is a restricted root of g and gλ is the
restricted root space. We denote these by ∆(g : a), or by ∆ if there is no ambiguity.
From here on out we will refer to the restricted roots simply as roots. Let V be the
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vector space spanned by ∆. It is possible to define a notion of positivity on V . We
denote a positive element φ in V by φ > 0. Then

1. for φ ∈ V , it is either φ > 0 or −φ > 0 or φ = 0,

2. If φ > 0, ψ > 0, and c is positive scalar, then φ+ψ > 0, and cφ > 0.

We say φ > ψ if φ − ψ > 0. One way to define a notion of positivity is through
lexicographic ordering: Let (φ1, . . . , φk) be an ordered basis for V . Then φ =∑k

i=1 aiφi is positive if a1 = . . . = al = 0 and al+1 > 0 for some l ≥ 0. We denote
the set of positive roots by ∆+ (or ∆+(g : a) if it is necessary). There are only
finitely many possible ∆+. A root λ is simple if λ > 0 and it does not decompose as
λ = λ1 + λ2 where λ1, λ2 > 0. We denote the set of simple roots by Π.

Before we continue on to the Iwasawa decomposition, we lay out some root
systems as examples.

Example Let G = SL(n,C) so that g = sl(n,C), the set of traceless n×nmatrices.
The maximal abelian subgroup a of g, is the set of diagonal matrices such that the
sum of the diagonal is zero:

a =



a1

. . .

an

 = diag(a1, . . . , an)
∣∣∣∣∣a1 · . . . · an = 0

 .
Let ej be a linear functional on a defined by ej(diag(a1, . . . , an) = aj. Then we have
the set of roots

∆ = {ei − ej|i 6= j}.

The positive roots are (using lexicographic ordering)

∆+ = {ei − ej|i < j}.

Then the simple roots are

Π = {e1 − e2, e2 − e3, . . . , en−1 − en}.
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We continue with the Iwasawa decomposition. Let

n =
∑
λ∈∆+

gλ.

Then n is a nilpotent Lie algebra of g.

Proposition 2.4.0.2 ( [Kna86, Proposition 5.10]). Let k, a, and n be as defined above.
Then g is a vector-space direct sum g = k⊕ a⊕ n, a is abelian, n is nilpotent, a⊕ n is a
solvable Lie subalgebra, and [a⊕ n, a⊕ n].

This direct sum is called the Iwasawa decomposition of the Lie algebra. Note that the
choice of n depends on our choice of positivity of the root system. Any two choices
are conjugate by a member of NK(a) and this member is unique up to a member of
ZK(a). We define the Weyl group byW = NK(a)/ZK(a). We have a decomposition
of the group as well.

Theorem 2.4.0.3 ( [Kna86, Theorem 5.12]). Let G be a semisimple Lie group with
g = k⊕a⊕n the Iwasawa decomposition of the Lie algebra g ofG. LetA andN be connected
Lie subgroups of G with Lie algebras a and n respectively. Then the multiplication map
K×A×N→ G given by (k, a, n) 7→ kan is a diffeomorphism.

The decomposition of the group is simply called the Iwasawa decomposition. Let
us show G = SL(2,C) as an example. We have already shown that K = SU(2) and
k = su(2). We just explained that a is the set of diagonal matrices such that the sum
of the diagonals is 0. So in the two dimensional case, we get

a =

{t
−t

 ∣∣∣∣∣t ∈ R
}
.

Theanalytic group Awith the above Lie algebra a is the exponential of the above.
This means that

A =

{et
e−t

 ∣∣∣∣∣t ∈ R
}
.

So A is the set of all diagonal matrices such that the product of the diagonal is 1
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and the diagonal entries are positive. Now the nilpotent matrix n is given as

n =

{0 z

0 0

 ∣∣∣∣∣z ∈ C
}
.

It is easy to see that

N =

{1 z

1

 ∣∣∣∣∣z ∈ C
}

is the analytic subgroup with Lie algebra n. This tells us the matrix

α β

γ δ

 with

αδ− βγ = 1 can be written asα β

γ δ

 =

ξ η

η ξ

et
e−t

1 z

1


with |ξ|2 + |η|2 = 1, t ∈ R, and z ∈ C.

2.5 Parabolic Subgroups

We follow up on the previous section: let G be a reductive group with the Iwasawa
decomposition G = KAN. Let M = ZK(a) = ZK(A). Then Q =MAN is a minimal
parabolic subgroup. Now let m be the Lie algebra of M, that is, m = Zk(a). A minimal
parabolic subalgebra q is a subalgebra of g that is conjugate to m⊕ a⊕ n.

A (general) parabolic subalgebra s is a subalgebra of g that contains a minimal
parabolic subalgebra. A parabolic subalgebra has a Langlands decomposition similar
to the one for the minimal parabolic subalgebra, which we will show below. Given
such a decomposition s = mS ⊕ aS ⊕ nS, we can define AS and NS to be analytic
subgroups with Lie algebras aS and nS respectively. LetM0

S be the analytic subgroup
with Lie algebra mS. Then defineMS = ZK(a)M

0
S. Then S :=MSASNS is a parabolic

subgroup with Lie algebra s and contains a minimal parabolic subgroup. It should
be noted that the Lie algebra ofMS is mS.
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Example LetG = SL(n,R). ThenMAN is the group of upper triangular matrices.
All minimal parabolic subgroups are conjugate to this (of course,MAN itself is a
minimal parabolic subgroup). Then in general, a parabolic subgroup containing
MAN has the form of block upper triangular matrices. In n = 4, the minimal
parabolic subgroups are conjugate to


∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗

 .

Then other parabolic subgroups containing this are G and other groups of matrices
with one of the following forms


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 0 ∗




∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 ∗ ∗
0 0 ∗ ∗




∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗

 .

The five parabolic subgroups shown above are not conjugates.
Now the parabolic subgroup S has a decomposition S = MSASNS similar to

MAN as shown above called the Langlands decomposition. However, we will not
construct this decomposition for a general parabolic subgroup. Instead, we are
only interested in the cuspidal parabolic subgroup, which we will define soon.

2.5.1 Cartan Subalgebra

Let g be a complex reductive Lie algebra. A Cartan subalgebra h is a subalgebra
of g such that it is maximal abelian and adg h is simultaneously diagonalizable.
See [Kna02, Corollary 2.13]. We can also speak of θ-stable Cartan subalgebra, where
θ is the Cartan involution. In this case, we may write h = t ⊕ a where t ⊂ k and
a ∈ p.

Proposition 2.5.1.1 ( [Kna02, Proposition 6.59]). Any Cartan subalgebra h of g is
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conjugate via Int g to a θ-stable Cartan subalgebra.

This allows us to focus on just θ-stable Cartan subalgebras. In fact, from now
on, when we say Cartan subalgebra, we mean the θ-stable Cartan subalgebra. It
is also true that all Cartan subalgebra have the same dimension. Thus we define
the rank of G (and of g) to be the dimension of its Cartan subalgebra. The Cartan
subalgebra h = t⊕a is said to be maximally compact if the dimension of t is as large as
possible. We also say that it is maximally noncompact if the dimension of a is as large
as possible. Maximally compact Cartan subalgebra and maximally noncompact
Cartan subalgebra are the extreme ends of possible Cartan subalgebras.

Let a be the maximal abelian subalgebra of p, just as in the Iwasawa decompo-
sition. Then let b be the maximal abelian subspace of m (where m = Zk(a)). Then
h = b ⊕ a is a Cartan subalgebra that is maximally noncompact. Now let t be a
maximal abelian subspace of k. Then define h = Zg(t). This is a Cartan subalgebra
that is maximally compact.

Proposition 2.5.1.2 ( [Kna02, Proposition 6.61]). Maximally compact (θ-stable) Cartan
subalgebras are conjugate via K. Maximally noncompact Cartan subalgebras are conjugate
via K.

Lemma 2.5.1.3 ( [Kna02, Lemma 6.62]). If h and h ′ are Cartan subalgebras such
that h ∩ p = h ′ ∩ p, then h and h ′ are conjugate via K.

Proposition 2.5.1.4 ( [Kna86, Theorem 5.22]). There are only finitely many nonconju-
gate (θ-stable) Cartan subalgebras.

Proposition 2.5.1.5 ( [Kna86, Theorem 5.22(e)]). All Cartan subalgebras of a complex
subalgebra g are conjugate, that is, there is only one Cartan subalgebra.

In g = sl(n,C), up to conjugacy, the only Cartan subalgebra of g is the diagonal
subalgebra. This has the property that dim(h ∩ k) = dim(h ∩ p) = n− 1.
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Example In g = sl(4,R), The following are nonconjugate Cartan subalgebras

h0 =


s1

s2

s3

s4

 h1 =


t θ

−θ t

s1

s2

 h2 =


t1 θ1

−θ1 t1

t2 θ2

−θ2 t2


where the traces are zero. Here dim(hj ∩ k) = j and dim(hj ∩ p) = 4− j− 1. So h0 is
maximally noncompact, and h2 is maximally compact.

2.5.2 Cuspidal Parabolic Subalgebra

The construction is taken from [Kna86, Section V.5]. Also see [Kna02, Sections V.7
and VII.7].

Here, we show the Langlands decomposition of a cuspidal parabolic subalgebra.
Let s = mS ⊕ aS ⊕ nS be the Langlands decomposition of a parabolic subalgebra.
Then s is cuspidal if mS has a compact Cartan subalgebra, call it tS. Then hS = tS⊕ aS

is a Cartan subalgebra of g. Instead of trying to decompose a general parabolic
subalgebra s and figuring out which mS has a compact Cartan subalgebra, we
will begin with a θ-stable Cartan subalgebra h = t ⊕ a and construct a cuspidal
parabolic subalgebra from this.

Let h = t⊕ a be a θ-stable Cartan subalgebra. Then, for a linear functional α on
h, We can define with t = h ∩ k and a = h ∩ p

gα = {X ∈ g|[H,X] = α(H)X, for all H ∈ h}.

Then α is a root in ∆(g, h) if α 6= 0 and gα 6= 0. We can also take a root system
∆(g, a) which can be identified with ∆(g, h)|a. Now let F = {α ∈ ∆(g, h)|α|a = 0} be
the set of roots that vanishes on a. So we can extend roots in ∆(g, a) to roots in
∆(g, h) by F. We can define a lexicographic ordering on ∆(g, h) by lexicographic
ordering on a, then on t. In this way, the positive roots in ∆+(g, h) restricted to a

are also positive roots in ∆+(g, a), that is, ∆+(g, h)|a is identified with ∆+(g, a) (this
way, we can take the usual ordering in ∆(g, a)).
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Now we can define

m = t⊕
⊕
α∈F

gα n =
⊕

α∈∆+(g,h)
α|a 6=0

gα.

Then s := m ⊕ a ⊕ n is a cuspidal parabolic subalgebra and the decomposition
is called the Langlands decomposition, where m is a reductive group and it has a
compact Cartan subalgebra t = h ∩m.

A practical way of constructing the Langlands decomposition of a cuspidal
parabolic subgroup is the following: start with a Cartan subalgebra h = t⊕ a with
t = h ∩ k and a = h ∩ p. Then we let m be the orthocomplement of a in Zg(a) with
respect to the inner product 〈X, Y〉 = −Trace(X(−Ytr

)). Define n =
⊕
α∈∆+(g,a) gα.

Then the Langlands decomposition of the cuspidal parabolic subalgebra s is s =
m⊕ a⊕ n.

Remark. Not all parabolic subgroups are cuspidal.

Example Recall the Cartan subalgebra for g = sl(4,R): h0, h1, and h2. The follow-
ing are cuspidal parabolic subalgebras


∗ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗
∗




∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

∗ ∗
∗




∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

∗ ∗
∗ ∗


constructed from h0, h1, and h2, respectively. Note that the other two parabolic
subalgebras are not cuspidal. See the example on page 19.

Example Let us illustrate the constructions of cuspidal parabolic subgroups

for G = SL(2,R). Recall that sl(2,R) =

{a b

c −a

 ∣∣∣a, b, c ∈ R
}
. By the Car-

tan decomposition g = k ⊕ p, we get k = so(n) =

{ u

−u

 ∣∣∣u ∈ R
}

and
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p =

{t u

u −t

 ∣∣∣t, u ∈ R
}

. From this, we have two θ-stable Cartan subalgebra

h0 =

{s
−s

 ∣∣∣∣∣s ∈ R
}

h1 =

{ 0 u

−u 0

 ∣∣∣∣∣u ∈ R
}
.

Let us find the two cuspidal parabolic subalgebras. Let

a0 = h0 ∩ p =

{s
−s

 ∣∣∣∣∣s ∈ R
}

= h0

and t0 = h0 ∩ k = {0}. From this, we get that

n0 =

{0 z

0

 ∣∣∣z ∈ R
}
.

Now we want to find m0, which is the orthocomplement of a0 in Zg(a0). First, note
that

Zg(a0) =

{t
−t

 ∣∣∣∣∣t ∈ R
}
,

so then we can clearly see that m0 = {0}. Having found m0, a0, and n0, we can
construct the cuspidal parabolic subgroup. In this case,

A =

{et
e−t

 ∣∣∣∣∣t ∈ R
}

and

N =

{1 z

1

 ∣∣∣∣∣z ∈ R
}
.

Now,M0 = {Id}. So then

M0 = ZK(a)M
0 = ZK(a) =

{±1
±1

} .

23



Thus, the cuspidal parabolic subgroup is

S0 =M0A0N0 =

{x z

x−1

 ∣∣∣∣∣x ∈ R− {0}, z ∈ R

}
,

which is the minimal parabolic subgroup.
Now, for the other parabolic subgroup, constructed from h1, we get a1 = h1∩p =

{0} and t0 = h1 ∩ k =

{ s

−s

 ∣∣∣s ∈ R
}

. Note then that Zg(a1) = g, so we get that

m1 = g. It is also clear that n1 = {0}. Thus, the cuspidal parabolic subalgebra is
s1 = m1 ⊕ a1 ⊕ n1 = g. It should then be obvious that the parabolic subgroup is
S1 = SL(2,R).

2.6 Haar Measure and Integration Formulas

In this section, we review Haar measures and some integration formulas. They
will be used extensively in Chapter 4 and in Chapter 5.

Let G be a Lie group. There exists a Borel measure η that is invariant under
the left translation action, that is, for all x ∈ G and all Borel sets E, η(xE) = η(E)

(for Lie groups this can be constructed from left-invariant differential forms on
G). We then call η the (left) Haar measure on G. There are two important properties
about the Haar measure: if K is a compact subgroup of G, then η(K) <∞, and if
f ∈ Cc(G), then ∫

G

f(xg) dη(g) =

∫
G

f(g) dη(g)

for all x ∈ G.

Theorem 2.6.0.1 ( [Kna02, Theorem 8.23]). If G is a Lie group, then any two left Haar
measure on G are proportional.

We can also define a right Haar measure ηr (building it from right invariant
smooth sections), and there is a function ∆ : G→ R+ defined by

ηr(x) = ∆(g)η(x)
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called the modular function.

Proposition 2.6.0.2 ( [Kna02, Proposition 8.27]). If G is a Lie group, then ∆(g) =

| det Adg |.

We say that the Lie group G is unimodular if ∆(g) = 1 for all g ∈ G, that is the
left and right Haar measure are equal.

Proposition 2.6.0.3 ( [Kna02, Corollary 8.31]). The following Lie groups are unimodu-
lar:

1. abelian Lie groups

2. compact Lie groups

3. semisimple Lie groups

4. reductive Lie groups

5. nilpotent Lie groups.

From now on we will make the following notations dx := dη(x) and drx :=

dηr(x) for left and right Haar measure, respectively. We will also take the conven-
tion that whenever we say “Haar measure” we mean the left Haar measure, unless
otherwise stated.

Proposition 2.6.0.4 ( [Kna86, Proposition 5.26]). Let G be Lie group, and let S and T
be closed subgroups such that S ∩ T is compact and such that the set of product ST exhaust
G except possibly for a set of Haar measure 0. Then the Haar measures on G, S, and T can
be normalized so that ∫

G

f(x) dx =

∫
S×T

f(st)
∆T(t)

∆G(t)
ds dt

for all f ∈ Cc(G).

Corollary 2.6.0.5 ( [Kna86, Consequence 1 following proposition 5.26]). Let G, S,
and T be as in the previous proposition. Then

dx = ds drt.
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As a consequence we get

d(man) = dm da dn.

Recall that ρ = 1
2

∑
α∈∆+(g,a) dim(gα)α. We have that

∆MAN(man) = e
2ρ log a.

and thus, we get that dr(man) = e2ρ log a dm da dn. We also have d(an) = da dn
and since ∆AN(an) = e2ρ log a we also get dr(an) = e2ρ log a da dn. For details about
this, see [Kna02, Section VIII.4] or [Kna86, Section V.6]. The next two corollaries
are also explored in the references just mentioned.

Corollary 2.6.0.6. If G = KAN is the Iwasawa decomposition of a reductive group, then
the Haar measure of G, K, A, and N can be normalized so that

dx = dk dr(an) = e
2ρ log a dk da dn.

Corollary 2.6.0.7. If G is a reductive group and MAN is a parabolic subgroup, so that
G = KMAN, then the Haar measure on G, MAN, M, A, and N can be normalized so
that

dx = dk dr(man) = e
2ρ log a dk dm da dn.

Along with the Haar measure defined above, we would also like to define
a Haar measure for the Cartan motion group that is compatible with the ones
above. In particular, we have needs to define some measures on Lie algebras. If
we consider the abelian group A and the nilpotent group N from the Iwasawa
decomposition of the group G, then we know that A ∼= a as smooth manifolds by
the exponential mapping exp : a→ A. Since a is a vector space, so we can define a
measure dX that is left and right invariant under translation. Now, the exponential
mapping preserves the group operation. Then we can define a Haar measure on A
compatible with the measure on a. By Theorem 2.6.0.1 we can then take dX = da,
that is, ∫

a

f(exp(X)) dX =

∫
A

f(a) da
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for f ∈ Cc(A). By [CG90, Theorem 1.2.10], the mapping exp : N→ n maps Lebesque
measure to a left invariant Haar measure, so we define a measure dY on n by∫

n

f(exp(Y)) dY =

∫
N

f(n) dn

for f ∈ Cc(N).
Recall that the Cartan motion groupG0 = Knp is, as a set, the Cartesian product

of K and p. We can view G0 as having the product topology. Now, note that p is
a finite-dimensional vector space so it will naturally have an invariant measure,
compatible with the ones defined for a and n (since p ∼= a⊕ n). We already know
that K has a Haar measure. Thus, we can define the measure on G0 by a product
measure. So we have∫

G0

f(k, X) d(k, X) =

∫
K

∫
p

f(k, X) dk dX.

We will also need the following lemma:

Lemma 2.6.0.8. If G = KAN is an Iwasawa decomposition, then the Haar measure
of G, a, and n can be normalized so that

dx = e2ρ(X)dk dX dY

Proof. Recall the Cartan decomposition G = K× p and the Iwasawa decomposition
g ∼= k ⊕ a ⊕ n where k is the Lie algebra of K, a is an abelian Lie algebra, and n is
a nilpotent Lie algebra. Since k ∼= K via exponential mapping (and K is compact),
we see that a⊕ n ∼= p (in general, they are not the same set). We can conclude that
K× a× n ∼= G by the following diffeomorphism (k, X, Y) 7→ k exp(X) exp(Y).

From Corollary 2.6.0.6, we have dx = e2ρ(log a)dk da dn under the Iwasawa
decomposition. Also, da = dX for dn = dY where a ∈ A, X ∈ a, n ∈ N, and Y ∈ n.
So we have dx = e2ρ(X)dk dX dY.

This will allow us to find a relationship between the Haar measures for a
reductive group G and its Cartan motion group.
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Chapter 3 |
Representation Theory of Re-
ductive Groups

In this chapter, we cover certain aspects of representation theory on real reductive
groups, which will lead us to a discussion of the Mackey bijection. In particular,
we will be looking at certain kinds of irreducible unitary representations called
tempered representations. We will rely heavily on the structure theory discussed
in the previous chapter. To get us started, we recall a few definitions and facts.

3.1 Definitions

Since we will be discussing Hilbert spaces, we will take the convention that the
inner product is linear in the second argument and conjugate-linear in the first.

A representation of a topological group G on a Banach space V is a homomor-
phism π : G→ GL(V) where GL(V) is the group of bounded invertible operators
whose inverse are also bounded, and where the action of g ∈ G on V is strongly
continuous, that is g 7→ π(g)v is continuous for every v ∈ V . We call V the repre-
sentation space. An invariant subspace U ⊂ V is a subspace such that π(g)U ⊂ U for
every g ∈ G. The representation π is irreducible if there are no invariant subspace
other than 0 and V . We say that the representation π is unitary if its representation
space is a Hilbert space and 〈π(g)u, π(g)v〉 = 〈u, v〉 for all g ∈ G and all u, v ∈ V .
Finally, a matrix coefficient of π is a function g 7→ 〈u, π(g)v〉 for some u, v ∈ V .

28



Recall that we have defined a left Haar measure dg on G. We can then define
the Hilbert space L2(G), the space of square-integrable functions on G under the
left Haar measure. Define λ : G→ U(L2(G)) by λ(g)f(x) = f(g−1x) where g, x ∈ G
and f ∈ L2(G). This is called the left regular representation and is unitary (thus the
reason for using the notation U, for a unitary invertible operator on L2(G)). This is
not irreducible, however. Along with the left regular representation, we also have
the right regular representation R ofG on L2(G), which is defined by R(g)f(x) = f(xg),
for g, x ∈ G and f ∈ L2(G).

Let π and π ′ be two representations of G with representation spaces V and
V ′ respectively. An intertwining operator J : V → V ′ is an operator such that
Jπ(g) = π ′(g)J. We say that π and π ′ are equivalent if there is a bounded invertible
intertwining operator from one representation space to the other. If the intertwining
operator is unitary, then we say that the representations are unitarily equivalent. We
denote by Ĝ the set of all equivalence classes of irreducible unitary representation
of G. This set does have a topology which will be explained in the next chapter.

Given a representation π of G on a representation space V and a compact
subgroup K of G, we say that v ∈ V is K-finite if {π(k)v|k ∈ K} span a finite-
dimensional vector space. Thus we can say K-finite matrix coefficient to refer to a
matrix coefficient using some K-finite vectors in V .

The following definition can be found in [Kna86, Section IX.3]. Suppose that G
has a compact center (as in the case of SL(2,R), but this excludes GL(n,R)). An
irreducible unitary representation π ofG is in the discrete series ofG if the equivalent
statements are satisfied:

1. some K-finite matrix coefficient of π is in L2(G).

2. all of the matrix coefficients of π are in L2(G).

3. π is equivalent to a direct summand of the right regular representation of G
on L2(G).

Not all reductive groups have a discrete series representation. In fact, there is an
important condition (which we will make use of) for a group to have a discrete
series; it must have a compact Cartan subgroup. That is, the Lie algebra g must
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have a compact Cartan subalgebra. This is the same as saying that the rank of G
must be equal to the rank of K. See [Kna86, Theorem 12.20]. As we have seen before,
this is not always true. A complex reductive group does not have any discrete series
representation. But SL(2,R) does have a discrete series representation. It should
also be clear that by the Peter-Weyl theorem, that any irreducible representation of
a compact group is of the discrete series.

A unitary representation π is a tempered representation of G if all of its K-finite
matrix coefficients are in L2+ε(G) for every ε > 0. The notion of tempered repre-
sentation is a bit difficult to wrap our head around, but we will have an easier
(equivalent) definition once we introduce the reduced C∗-algebras of G in the next
chapter (see section 4.2). In fact, it is this C∗-algebra definition that will serve us
the best. We introduce it now while we are on the topic of representation theory. It
is obvious that the representations in the discrete series are also tempered.

3.2 Representation of Compact Groups

3.2.1 Peter-Weyl Theorem

If we have a compact group K, then every representation of K is unitary and the
Peter-Weyl theorem states that

1. An irreducible unitary representation is finite-dimensional (the dimension of
a representation is the dimension of the representation space),

2. Any representation π of K decomposes into an orthogonal direct sum of
irreducible unitary representations of K,

3. The span of all matrix coefficients of all irreducible unitary representation is
dense in L2(K).

See [Kna86, Theorem 1.12]. The Peter-Weyl theorem allows us to find an orthonor-
mal basis for L2(K). We will often write

L2(K) ∼= ⊕τ∈K̂Vτ ⊗ V∗τ ,
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where K̂ is the set of equivalence classes of irreducible unitary representations of
K, Vτ is the representation space of τ and V∗τ is the dual to Vτ, The isomorphism is
built from the mapping

v⊗ φ 7→ k 7→ (
dim(τ)

vol(K)

)1/2
φ(τ(k)−1v)

 ,
where v ⊗ φ ∈ Vτ ⊗ V∗τ and k ∈ K. Any irreducible representation of a compact
group is of the discrete series, and thus it is also a tempered representation.

3.2.2 Highest Weight Theorem

Let K be a connected compact Lie group. Let π be an irreducible representation
of K on V which is finite-dimensional. It is a standard result that π is a smooth
function from K to GL(V) (see [Kna86]). From π we can define a representation of
k, the Lie algebra of K by its differential

dπ(X)v = lim
t→0

π(exp tX)v− v
t

where X ∈ k and v ∈ V . Now we let T be a maximal torus (maximal connected
abelian subgroup) in K. We can then let t be the Lie algebra of T ; t is in fact a Cartan
subalgebra. Let λ be a linear functional on tC := t⊕ it. Then define

Vλ = {v ∈ V |dπ(H)v = λ(H)v, for all H ∈ tC}.

If Vλ 6= 0, then λ is a weight and is real-valued on i · t. In this case, Vλ is called the
weight space. There are only finitely many weight spaces and there is an orthogonal
decomposition V = ⊕Vλ.

Recall that we can put an ordering on t∗ (such as lexicographic ordering) that
gives us the set of positive roots ∆+(k, t). Also note that the roots and weights
are both linear functionals on t. From this ordering, and the fact that there are
only finitely many weight spaces, a representation has a (unique) highest weight. A
weight is dominant if 2〈λ,α〉

|α|2
≥ 0 for α ∈ ∆+(k, t). We also say that a linear functional
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λ on tC is analytically integral if there is a character ξλ of T with ξλ(expH) = eλ(H)

for all H ∈ t. Such analytically integral linear functionals are real-valued on it. All
weights are analytically integral. The following theorem is taken from [Kna86] (see
also [Vog85]).

LetW(K, T) = NK(T)/ZK(T), which is a Weyl group and is finite.

Theorem 3.2.2.1 (Cartan-Weyl theorem). The set of equivalence classes of irreducible rep-
resentations of K is in one-to-one correspondence with analytically integral and dominant
linear functional on tC. This correspondence between a (equivalence class of) representation
π and an analytically integral and dominant linear functional λ is that λ is the highest
weight of π.

Proposition 3.2.2.2. Suppose that λ is a linear functional on it and a positive root system
is given. Then λ is conjugate viaW to a dominant linear functional.

Consider a character χ on T . Then there is inherently an analytically integral
linear functional λ ′ such that χ(expX) = eλ ′(X) for X ∈ t. Now λ ′ is conjugate to a
dominant linear functional via an elementw ∈W(K, T), call it λ (therefore λ = wλ ′

or λ(X) = λ ′(Adw(X))). Thus χ(Adw(expX)) = χ(exp(Adw(X))) = eλ(Adw(X)) = eλ
′(X).

So we can define a conjugate character χ ′ = wχwhich has an dominant analytically
integral linear functional. These results lead to

Corollary 3.2.2.3. There is a one-to-one correspondence between K̂ and T̂/W(K, T).

3.3 Unitarily Induced Representations

LetH be a closed subgroup of a locally compact groupG, σ a unitary representation
of H with representation space Vσ. Let η be a quasi-invariant Borel measure on
G/H (quasi-invariant means that for a set Borel set E ⊂ G/H, η(E) = 0 if and only
if η(gE) = 0 for all g ∈ G). The space IndGH Vσ is the closure of the set of functions
f : G→ Vσ such that

1. f is a Borel function,
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2. for h ∈ H, g ∈ Gwe have

f(gh) =

(
∆H(h)

∆G(h)

)−1/2

σ(h)−1f(g),

3. and the norm is given by

‖f‖2 =
∫
G/H

|f(x)|2 dη(x).

We define IndGH σ(g)f(x) = f(g−1x) for g ∈ G and f ∈ IndGH Vσ. We call IndGH σ
the unitary induced representation of G induced from σ. The coefficient

(
∆H(h)
∆G(h)

)−1/2
makes IndHG σ a unitary representation (without it, the action would not be unitary).
See [Mac76, Section 3.2], [Var89, Section 3.3], and [Kna86, Section VII.2] for more
details.

3.3.1 Cartan Motion Group

We recall the definition of the Cartan motion group G0 associated to G (see Section
2.3). By the Cartan decomposition, we have p ∼= g/k. So we let the Cartan motion
group be the semidirect product G0 = Kn p.with multiplication defined by

(k, X)× (k ′, X ′) = (kk ′,Ad(k ′)−1(X) + X
′).

We repeat the following remark:

Remark. The Cartan motion group is not reductive and the structure of G and G0
are quite different.

In the rest of this section, we will describe all the irreducible unitary representa-
tions on G0, up to unitary equivalence.

Let χ be a unitary character on p, that is, a continuous group homomorphism
χ : p→ U(C) where U(V) is the group of unitary operator on the vector space V .
Define the isotropy subgroup associated to χ as

Kχ = {k ∈ K|χ(Adk(X)) = χ(X) for all X ∈ p}. (3.3.1.1)
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Since Kχ is a closed subgroup of K, it is also compact. So now let τχ be an irreducible
unitary representation of Kχ on a finite-dimensional vector spaceW. We can define
a representation of Kχ n p on the representation space W by τχ ⊗ χ : (k, X) 7→
χ(X)τχ(k). Now we induce the representation τχ ⊗ χ up to G0. So let φχ,τχ =

IndG0Kχnp τχ ⊗ χ. Mackey was able to show the following (see [Mac76], [Hig08]
or [Hig11]):

Theorem 3.3.1.1. The induced representation φχ,τχ is an irreducible unitary representa-
tion of G0 and each irreducible unitary representation of G0 is unitarily equivalent to one
such induced representation.

So far, in the previous paragraph, we have exhibited all irreducible unitary
representation ofG0 and how to construct them. Now we describe their equivalence
classes to complete the classification.

Proposition 3.3.1.2 (See [Hig08, Section 2.1] or [Mac76, Chapter 3]). two induced
representations φχ,τχ and φχ ′,τ ′

χ ′
are unitarily equivalent if and only if there is a K ∈ K

such that χ ′(X) = χ(Adk(X)) and τ ′χ ′ ∼= τχ ◦ Adk.

This tells us that each element of an equivalence class of some irreducible
unitary representation are obtained by conjugacy in K. Thus we can conclude

Ĝ0 ∼= {(τχ, χ)|χ ∈ p̂, τχ ∈ K̂χ}/K

where we are denoting the space of (equivalence classes of) unitary characters of p
by p̂.

3.3.2 Principal Series

Now we go back to G itself. Recall the Iwasawa decomposition G = KAN associ-
ated to a system of positive roots ∆+(g, a) (to define N), and a cuspidal parabolic
subgroup S of G with the Langlands decomposition S =MAN. Let σ be an irre-
ducible unitary representation ofM on representation space Vσ. Let a∗ denote the
space of (real) linear functional on a. Then iν is a linear functional with its image
in iR. Then, since exp a = A, we can define a representation of A by a 7→ eiν(log a)
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(the representation space of ν is one-dimensional). We will denote this by eiν. We
can then define a representation σ ⊗ eiν ⊗ 1 of MAN where 1 denotes the trivial
representation of N, thus σ ⊗ eiν ⊗ 1 is unitary. Now define L2(G)σ,ν to be the
completion of

{f ∈ C(G,Vσ)|f(gman) = e−(ρ+iν)(log a)σ(m)−1f(g)},

under the norm ‖f‖2 =
∫
K
|f(k)|2 dk where ρ = 1

2

∑
α∈∆+(g,a) dim(α)α. The dimen-

sion of a root refers to the dimension of its restricted root space. Note that sinceG is
unimodular, we have ∆G = 1, and ∆MAN(man) = e2ρ(log a), which explains the extra
factors found in the representation space (see the discussion at the beginning of this
section). The representation πσ,ν = IndGMAN σ⊗eiν⊗1 on the induced representation
space L2(G)σ,ν is

πσ,ν(g)f(x) = f(g
−1ν).

L2(G)σ,ν can be described a bit differently using the equivalent compact picture.
Define L2(K)σ to be the completion of

{f ∈ C(K,Vσ)|f(km) = σ(m)−1f(k), k ∈ K,m ∈ K ∩M}

under the same norm ‖f‖2 =
∫
K
|f(k)|2 dk. By the Iwasawa decomposition G =

KAN, we see that L2(G)σ,ν and L2(K)σ are unitarily equivalent by restriction of
functions. Now let g ∈ G and decompose g under KAN, as

g = κ(g)eH(g)n.

The action of πσ,ν on L2(K)σ is

πσ,ν(g)f(k) = e
−(ρ+iν)H(g−1k)f(κ(g−1k)).

Note that the representation space L2(K)σ is independent of ν. As a consequence
of general facts about unitary induction, πσ,ν is unitary. See also [Kna86, Section
VII.2].

While most parabolic inductions are irreducible, we may find some that are not.
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Suppose that Q = MAN is the minimal parabolic subgroup. Then the rep-
resentation πσ,ν of G induced from Q is called the (unitary) principal series if ν is
imaginary on a. It is called nonunitary principal series for a general ν. We will
not have use for the general nonunitary principal series. Note thatM is compact,
thus, any irreducible representation ofM is finite-dimensional, unitary, and of the
discrete series, therefore it is also a tempered representation.

Proposition 3.3.2.1 ( [Kna86, Proposition 7.1]). If G is complex semisimple, andQ =

MAN is minimal parabolic subgroup, then, the induced representation πσ,ν of G induced
from Q is irreducible for any σ irreducible and ν ∈ a∗.

The irreducibility of the principal series in full generality is due to Wallach
[Wal71]. Since in this dissertation, we only care about tempered representations, so
we need to note the following proposition:

Proposition 3.3.2.2 ( [Kna86, Section VII.11]). If σ is an irreducible tempered represen-
tation ofM and ν is imaginary on a, then πσ,ν is a tempered representation.

Note that the complex group G itself does not have a compact Cartan subgroup,
thus it does not have a discrete series. Recall from previous chapter that all
Cartan subgroups of a complex semisimple group G are conjugate, so there is only
one nonequivalent cuspidal parabolic subgroup for a complex semisimple group,
namely the minimal parabolic subgroup. The principal series comprises all the
irreducible tempered representation of G.

3.4 Intertwining Operators

We still need to address the question of equivalence classes among the principal
series. The question of equivalence classes amounts to a question of intertwining
operators, which is a deep theory and perhaps beyond the scope of this dissertation,
In fact, the difficulty of this concept is what contributes to one of the open question
in our work, and is the reason that we will focus on the complex semisimple group
and SL(2,R). For more details about the general intertwining operator see [Kna86]
and [KS80].
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Let us consider the principal series. Let W be the Weyl group of G, that is
W = W(a : G) = NK(a)/ZK(a), which is a finite group. Two principal series
representations πσ,ν and πσ ′,ν ′ are equivalent if there is an intertwining operator

J : L2(K)σ,ν → L2(K)σ
′,ν ′

such that
Jπσ,ν = πσ ′,ν ′J.

This only occurs if there is a w ∈W (that is, w ∈ NK(a), and the fact here depends
only on the equivalence class of w) such that σ ′ ∼= wσ and ν ′ = wν. (see [Kna86]).

The actual construction of intertwining operators is very difficult. Here is a very
short sketch. Let us consider the nonunitary principal series πσ,ν (which includes
the case of unitary principal series) where ν is a general complex linear functional,
but we are still only concerned with minimal parabolic subgroup. We can formally
define an intertwining operator Jw,σ,ν by

Jw,σ,νf(x) =

∫
N∩w−1Nw

f(xwn) dn (3.4.0.1)

where f ∈ L2(G)σ,ν and N is the set of the inverse conjugate transpose of elements
of N (i.e. if we were to consider N to be the set of upper triangular matrices with
diagonal entries 1, then N is the set of the lower triangular matrices with entries 1).
Unfortunately, the integral in (4.5.2.1) is not always convergent. We express some
conditions for this integral to exist. See [Kna86].

Proposition 3.4.0.1 ( [Kna86, Proposition 7.8]). LetQ =MAN be a minimal parabolic
subgroup and ∆+(g, a) the set of positive roots determined by (or determining) N. Let
w ∈ NK(a) be an element representing a coset in W. For a given linear functional ν on
a ⊕ ia, suppose that 〈Reν, β〉 > 0 for every β ∈ ∆+(g : a) for which wβ < 0. Then
the integral in (4.5.2.1) converges for all f and x ∈ G, and thus, Jw,σ,ν is an intertwining
operator.

Proposition 3.4.0.2 ( [KS80, Theorem 4.2]). With Jw,σ,ν defined for 〈Reν, β〉 > 0 for
β ∈ ∆+(g, a) such that wβ < 0, there is a meromorphic continuation to all of ν. Jw,σ,ν is
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holomorphic at ν, except if
2〈ν, β〉
|β|2

∈ Z.

We can conclude that if ν is imaginary, then 2〈ν,β〉
|β|2

is not an integer. Thus (4.5.2.1)
exists and intertwines πσ,ν and πwσ,wν for ν imaginary. We can conclude

Proposition 3.4.0.3. If σ and σ ′ are unitary and ν and ν ′ are imaginary, then πσ,ν and
πσ ′ν ′ are equivalent if and only if there is aw ∈ NK(a) so that [w] ∈W such that σ ′ ∼= wσ
and ν ′ = wν.

We can parametrize the principal series of G by (M̂× Â)/W where M̂ is the set
of equivalence classes of irreducible unitary representation of M, Â is the set of
unitary character of A, andW is the Weyl group NK(a)/ZK(a).

3.5 Mackey Bijection for Complex Groups

In the case where G is a complex reductive group, the principal series represen-
tations encompasses all the irreducible tempered unitary representations. Let us
denote Ĝr to be the set of equivalence classes of irreducible tempered representa-
tion (the subscript r comes from the fact that this set is equivalent to reduced dual
of G, to be better defined in the next chapter). Then from above we have

Ĝr ∼= (M̂× Â)/W.

Recall that
Ĝ0 ∼= {(τχ, χ)|χ ∈ p̂, τχ ∈ K̂χ}/K.

The Mackey bijection relates the two parametrizations of the two duals.

3.5.1 Construction of Mackey Bijection

In this section we focus on the complex semisimple group, which is taken from
[Hig08]. We let G = KAN be the Iwasawa decomposition and M = ZK(a) with
Q =MAN the minimal parabolic subgroup as usual. It should be noted thatM is
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a maximal torus in K (consider how in the complex case, there is only one Cartan
subalgebra up to conjugacy).

Lemma 3.5.1.1 ( [Kna86, Theorem 5.13]). Let p and a be defined as usual (a is
maximal abelian subalgebra of p). Then p =

⋃
k∈K Adk(p). Furthermore, any two

maximal abelian subalgebra a and a ′ are conjugate by an element of K.

Let a⊥ be the orthogonal complement of a in p. Then every character of p is
conjugate by an element in K to a character that vanishes on a⊥, thus can be viewed
as a character of a, which is unique up to conjugacy by a Weyl group element inW.
To see this, consider that the set of characters of p is in one-to-one correspondence
with p. So we can consider a character χX on p with X ∈ p. Now conjugacy of χX
by k ∈ K means kχX = χAdk(X). We can also consider kχX(Y) = χ(Adk−1(Y)). From
the above lemma, we see that we can find a k ∈ K that will conjugate X ∈ p to an
element Y ∈ a. Thus kχX = χY , which vanishes on a⊥. Each K-orbit of a character χ
on p has a one-to-one correspondence with aW-orbit of a character on a. Thus

p̂/K ∼= â/W.

Now we can make the following statement: φχ,τχ andφ ′χ ′,τχ ′ are unitarily equivalent
if and only if there is a [w] ∈ W such that χ ′(X) = χ(Adw(X)) and τ ′χ ′ = τχ ◦ Adw
for any w in [w] (this is well-defined), thus

Ĝ0 ∼= {(τχ, χ)|χ ∈ â, τχ ∈ K̂χ}/W.

Lemma 3.5.1.2 ( [Hig08, Lemma 2.2]). Let G be a connected semisimple group.
Then if χ is a unitary character of p, then the isotropy group Kχ is connected.

The connectedness will allow us to use the highest weight theorem. It is clear
that M is contained in Kχ. Indeed, given m ∈ M, we know that Adm(X) = X for
any X ∈ a. It stands to reason that χ(Adm(X)) = χ(X) for all X ∈ a. Furthermore,
since M is maximal abelian in K, it must also be maximal abelian in Kχ. Let
Wχ = NKχ(M)/M be the Weyl group of Kχ. Then by Corollary 3.2.2.3, K̂χ is in
one-to-one correspondence with M̂/Wχ.
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Let us take a closer look at Kχ andWχ. Suppose that χ is trivial. Then it should
be obvious that Kχ = K. Now suppose that χ is not trivial. Then by elementary
linear algebra we can see that Kχ =M. In this case, Wχ is trivial, So K̂χ ∼= M̂. For
the moment, we shall ignore the case where χ is trivial. Then we see that

Ĝ0 ∼= (â× M̂)/W.

For G, we will ignore the case where the character ν on A is trivial. We also
have the fact that, since exp(a) = A, we get â ∼= Â, the set of characters on A. Then,
we have the following bijection. For χ ∈ a and σ ∈ M̂ we map (χ, σ) 7→ (ν, τσ)

where ν = exp(χ) and τσ is the corresponding representation of Kχ with σ as its
highest weight. In summary, we have

Ĝ0 ∼= (â× M̂)/W ∼= (Â× M̂)/W ∼= Ĝr,

which is what we are calling the Mackey bijection. The equivalence classes of
irreducible tempered unitary representations of G and equivalence classes of irre-
ducible unitary representations ofG0 are in bijection based on their parametrization.
Theorem 5.4.2.1 gives a new characterization this bijection.

3.6 Mackey Bijection for SL(2,R)

Now, let G = SL(2,R). Let us describe the two principal series representations.
Here we getM = {±I}, so there are only two unitary character ofM: σ+, the trivial
character, and σ−, defined by σ−(±I) = ±1. The irreducible character ν of a is
defined by ν(diag(t,−t)) = iνt, where we may consider ν as a real number (since
â ∼= R). Then we have representations of the principal series π+,ν and π−,ν, induced
in the same way as defined earlier for the complex case. π+,ν is irreducible and
unitary, and π−,ν is irreducible and unitary except where ν = 0. π−,0 decomposes
intoD1 ⊕D−1, whereD1 andD−1 are called the limits of discrete series. Each of them
are irreducible and unitary but they are not equivalent to each other. The only
equivalences among principal series are between π+,ν and π+,−ν, and between π−,ν

and π−,−ν.
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The principal series are not the only tempered representation of G. The limits
of discrete series are also tempered, and G = SL(2,R) has representations of the
discrete series which are parametrized by n ∈ Z with |n| ≥ 2. We shall denote the
discrete series representations by Dn with n ≥ 2 and n ≤ −2. So the equivalence
classes of irreducible tempered representations of G can be described by

Ĝr ∼= {Dn|n ∈ Z− {0}} ∪ {π+,ν|ν ∈ R+ ∪ {0}} ∪ {π−,ν|ν ∈ R+}.

Now let us explore the irreducible unitary representation of the Cartan motion
group of G. In this case, however, Kχ is not neccessarily connected. For more infor-
mation about a general real reductive group with representations of the discrete
series (that is, it has a compact Cartan subgroup, such as SL(2,R)) see [Afg18]. In
that paper he uses the notion of the minimal K-type, which we will not cover here.
Instead, we will only focus on the particular example. Recall that

Ĝ0 ∼= {(χ, τχ)|χ ∈ Â, τχ ∈ Kχ}/W,

where W = {I,

 1

−1

} and Â ∼= R. Suppose that χs ∈ Â with s ∈ R. We have

two cases. Suppose χs is non-trivial, that is, s 6= 0. Then Kχs = M = {±I}. So for
this Kχs we have two non-equivalent representations: σ+ and σ−. We have the
following irreducible unitary representations of G0: φs,± = IndG0Kχsna(χs, σ±), with
equivalences between φs,± and φ−s,±. Now consider χ0, the trivial character on A.
Then Kχ0 = K = SO(2). In this case, all irreducible representations in K̂χ0 are of the
form

τn

cos θ − sin θ
sin θ cos θ

 = einθ

with n ∈ Z and there are no equivalences among them.
The previous paragraph allows us to build a bijection between Ĝ0 and Ĝr. We

write the following mapping: let φs,± ∈ Ĝ0 with s > 0 and map

φs,± 7→ (χs, σ±) 7→ π±,νs = IndGMAN σ± ⊗ νs.

41



Here, since χs ∈ Â as well as νs ∈ Â, we consider χs = νs (we are just mapping
the notations). On the other hand, let φ0,τn ∈ Ĝ0 (with n ∈ Z − {0}) defined from
χ0 ∈ Â, the trivial representation. Then we can map

φ0,τn 7→ (χ0, τn) 7→ Dn.

Finally, define
φ0,τ0 7→ (χ0, τ0) 7→ π+,0.

These mappings together define a bijection, and thus, we have

Ĝ0 ∼= Ĝr

for the case of G = SL(2,R).
In [AA19], the authors show that the Mackey bijection is, in fact, continuous,

but cannot be a homeomorphism. Ĝr and Ĝ0 requires us to use C∗-algebras in order
to define a topology (see Chapter 4). It is then from this that a notion of continuity
makes sense.
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Chapter 4 |
ReducedC∗-Algebras and Con-
tinuous Fields

C∗-algebras have their own representation theory, which we will explore in this
chapter. We will define the full and reduced C∗-algebras and indicate how they
relate to group representation theory. Once we have accomplished this, we will
then construct a continuous field of C∗-algebras that will play a central role in our
analysis of the Mackey bijection.

4.1 Full C∗-Algebras of Lie Groups

While the Cartan motion group is not reductive, it is unimodular (left and right
Haar measure are equal), so in this dissertation we will focus only on the unimod-
ular case, since reductive groups are also unimodular (see Proposition 2.6.0.3). Let
G be a unimodular Lie group. Given a unitary representation π of G on a repre-
sentation Hilbert space V , we can extend it to a representation of the convolution
algebra of integrable functions f ∈ L1(G). We define π(f) as a weak integral

π(f)v =

∫
G

f(g)π(g)v dg
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for v ∈ V . Thus π(f)v is the unique vector such that

〈u, π(f)v〉 =
∫
G

f(g)〈u, π(g)v〉 dg

for u ∈ V . See [Dix77, Chapter 13]. A few of the immediate properties are

1. ‖π(f)‖π ≤ ‖f‖1,

2. π(f)∗ = π(f∗), with f∗(x) = f(x−1) (since G is unimodular),

3. π(f∗f ′) = π(f)π(f ′) where f∗f ′(x) =
∫
G
f(xy−1)f ′(y) dy =

∫
G
f(y)f ′(x−1y) dy

is the convolution.

Define a (new) norm on L1(G) by

‖f‖full = sup
π∈Ĝ
‖π(f)‖π.

By property 1, this is well-defined and finite. Then we define aC∗-algebra by taking
the closure of L1(G) with respect to the norm ‖ ‖full, and denote it by C∗(G).This is
called the full C∗-algebra of G.

We can define representations of C∗-algebras. A ∗-homomorphism φ : A →
B(V) from a C∗-algebra to the set of bounded operators on a Hilbert space V is
called a representation of A on V . We say that a representation φ of A on V is
non-degenerate if φ[A]V = V where

φ[A]V := {φ(a)v|a ∈ A, v ∈ V}.

Everything that we have defined for representations of topological groups, we
can also define on representations of C∗-algebras. We have notions of irreducible
representations, intertwining operators between two representation spaces, and
equivalence of representations. We can define Â to be the set of equivalence classes
of irreducible representations of A. See [Dix77].

Proposition 4.1.0.1. There is a one-to-one correspondence between unitary representations
of G and non-degenerate representations of C∗(G).
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Sketch of Proof. The idea behind the correspondence is explained by Rosenberg in
his article [Ros94], which we will paraphrase here. As we saw above, given a
unitary representation π of G on V , we can define a representation φπ on C∗(G) by
defining on f ∈ L1(G)

φπ(f)v =

∫
G

f(g)π(g)v dg

with v ∈ V and extending φπ to C∗(G).
On the other hand, Let φ be a representation of C∗(G) on V . In general, G does

not fit inside of C∗(G). But G does fit inside of the multiplier algebra of C∗(G),
denote it by M(C∗(G)). We can canonically extend φ to a representation φ̃ of
M(C∗(G)) on the same representation space. Then we can restrict φ̃ to G, and we
get a representation πφ = φ̃|G of G on V .

As Rosenberg remarks in [Ros94],

... essentially all questions one can ask about the unitary representation
theory of G are equivalent to questions about the structure of C∗(G).

It is with this in mind that we shall tackle the Mackey bijection phenomenon by
taking the C∗-algebra approach.

Corollary 4.1.0.2. Ĉ∗(G) ∼= Ĝ.

Given a C∗-algebra A, we can define a topology on Â, called the Fell topology.
Take an irreducible representation π : A→ B(H). Then kerπ is an ideal of A. An
ideal J in A is primitive if J = kerπ for some irreducible representation π of A. The
Jacobson topology on the set of all primitive ideals Prim(A) of A is defined as
follows: the closed sets of primitive ideals are given by general ideals I:

FI = {J ∈ Prim(A)|I ⊂ J}.

Define a mapping π 7→ kerπ. This mapping Â→ Prim(A) is a canonical surjection.
The Fell topology on Â is then the inverse image of the Jacobson topology of the
defined mapping. This means that we have a topology on Ĉ∗(G). By the one-to-one
correspondence between Ĉ∗(G) and Ĝ, we can impose a topology on Ĝ as well. We
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will not have much use for these notions of topology in this dissertation, however,
Afgoustidis and Aubert showed in [AA19] that the Mackey bijection Ĝ → Ĝ0 is
continuous, with respect to the topology defined here. See [Dix77].

4.2 Reduced C∗-Algebras of Lie Groups

Recall that the left regular representation λ of G on the Hilbert space L2(G) is
defined by λ(g)f(x) = f(g−1x). Let h ∈ L1(G). Then we can define

λ(h)f(x) = h ∗ f(x) =
∫
G

h(g)λ(g)f(x) dg =

∫
G

h(g)f(g−1x) dg,

where h ∗ f is the convolution of h and f. Note that the image of λ is in B(L2(G)),
which has a norm, the bounded operator norm, which we will denote by ‖ ‖B. We
define the reduced C∗-algebra of G, denoted C∗r(G), to be the completion of L1(G)
(we can also use C∞

c (G)) in the norm

‖f‖C∗r (G) = ‖λ(f)‖B,

where f ∈ L1(G).
Now we describe the notion of weak containment and a new and equivalent

definition for tempered representation. Given a representation π of a C∗-algebra A,
and a set S of representations of the same A, we say that π is weakly contained in S if

⋂
σ∈S

kerσ ⊂ kerπ.

Likewise, we will say that a representation π ∈ Ĝ (which is the same as to say
π ∈ C∗(G)), is weakly contained in λ if

ker λ ⊂ kerπ.

Recall that ker λ is an ideal of C∗(G). By the first isomorphism theorem and the
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fact that images of C∗-algebra homomorphism are closed, we have

C∗r(G)
∼= C∗(G)/ker λ.

We take a look at the quotient itself. We use the result from [Dix77, 2.11.2], which
states

Proposition 4.2.0.1. Let A be a C∗-algebra with a closed two-sided ideal I. Let

ÂI = {π ∈ Â|π(x) = 0, for all x ∈ A}.

For each π ∈ ÂI, let π ′ be the quotient representation of A/I (letting ρ be the canonical
mapping from A onto A/I, we are defining π ′ to be the unique representation such that
π ′ ◦ ρ = π). Then the mapping π 7→ π ′ is a homeomorphism from ÂI onto Â/I.

Consider a representation σ ′ ∈ ̂C∗(G)/ker λ. By the proposition, this has a
unique correspondence with a representation σ ∈ Ĉ∗(G) such that σ(f) = 0 for
all f ∈ ker λ. This means that ker λ ⊂ kerσ. On the other hand, consider a
representation σ ∈ Ĉ∗(G) such that ker λ ⊂ kerσ, thus we have that σ(f) = 0 for all
f ∈ ker λ. By the proposition above, there is a unique corresponding representation
σ ′ ∈ ̂C∗(G)/ker λ. Thus we can give yet another definition: a representation
σ ∈ Ĉ∗(G) is weakly contained in λ if σ has a canonical correspondence with a
representation σ ′ ∈ Ĉ∗r(G).

Recall that Ĝ ∼= Ĉ∗(G). We will then define Ĝr to be the closed subset of Ĝ
characterized by the following: σ ∈ Ĝ is also in Ĝr if the corresponding σ ∈ Ĉ∗(G)
has a corresponding representation σ ′ ∈ Ĉ∗r(G) (that is, ker λ ⊂ kerσ). In other
words, Ĝr is the set of equivalence classes of irreducible representation such that,
when viewed as a representation of C∗(G), is weakly contained in λ. We call Ĝr
the reduced dual of G. In [CHH88], it is shown that reduced dual and irreducible
tempered dual are equivalent (See the definitions in Section 3.1.

We then have that for a complex reductive group G, Ĝr consist only of the
principal series. If G = SL(2,R), then Ĝr are the principal series and the discrete
series.
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4.3 Deformation Space

There are a few ways to define the following deformation space. For example,
see [HSSH18], [Hig08] and [Hig10]. We will closely follow the definition in [Hig08]
and in [Hig10]. See also [HR19, Section 2]. Let M be a smooth submanifold of a
smooth manifold V , both without boundary. We define a set

NVM := NVM×{0} t V×R×

where NVM is the normal bundle toM, that is, NVM = TV/TM.

Theorem 4.3.0.1. There is a unique topology and a unique smooth structure on NVM
such that

(i) The natural map NVM→ R is smooth.

(ii) If f is a smooth function on G, then the function(g, t) 7→ f(g) t 6= 0

(Xk, 0) 7→ f(k)

is smooth on NVM.

(iii) If f is a smooth function on G, and if f vanishes onM, then the function δf defined
by

δf :

(g, t) 7→ t−1f(g) t 6= 0

(Xk, 0) 7→ Xk(f) t = 0

is smooth on NVM.

(iv) At every point, local coordinates can be selected from functions of the above types.

Remark ( [Hig08, Remark 4.2]). The deformation space is taken from algebraic
geometry where its counterpart is the deformation to the normal cone. See [Ful84,
Chapter 5].
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To illustrate (iv), let (x1, . . . , xk, y1, . . . , yl) be a coordinate chart on V such that
(x1, . . . , xk) is a coordinate chart onM and yj vanishes onM, then

(x1, . . . , xk, δy1, . . . , δyl, t)

is a coordinate chart on the deformation spaceNVM. In other words, the coordinate
gives a diffeomorphism from a neighborhood ofNVM to an open subset ofRk+l×R.
See [Hig10].

We can provide a simple example to illustrate a deformation space. LetM be
a smooth manifold and and let V be a vector bundle over M. Then we can view
M as the zero section in V . Thus, M is a closed submanifold of V . The normal
bundleNVM can then be identified with V itself. Then the mappingNMV → V×R
defined by

(p, Xp, 0) 7→ (Xp, 0) t = 0

(p, Xp, t) 7→ (t−1Xp, t) t 6= 0

is a diffeomorphism from NMV to V ×R.

4.3.1 Deformation Space of a Reductive Group

Let G be a reductive Lie group. We will show that the deformation space of G over
K is

NGK = ((Knp)×{0}) t (G×R×).

Recall that there is a diffeomorphism K× p ∼= G defined by (k, X) 7→ k exp(X). So
the mappingΦ : NGK→ G×R defined by

(k exp(X), t) 7→ (k exp(t−1X), t) if t 6= 0

(k, X, 0) 7→ (k exp(X), 0) if t = 0

is a diffeomorphism. We now have that NGK is a smooth bundle over R. We
show that NGK is a Lie group. We already know that it is a smooth manifold. The
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commuting diagram of multiplication operations

K× K //

��

K

��
G×G // G

induces a diagram
TK× TK //

��

TK

��
TG× TG // TG,

and we obtain from this a multiplication operation

NGK×NGK −→ NGK.

It makes the normal bundle into a Lie group. If we trivialize the tangent bundles
on G and K by left translations, then we obtain an identification of bundles and Lie
groups

NGK ∼= Kn g/k

where on the right is the semidirect product group associated to the adjoint action.
We then define Gt as the fiber over t ∈ R. As a Lie group, Gt = G for t 6= 0

and G0 is the Cartan motion group. However, we shall want to equip the groups
Gt with a varying family of Haar measures. Choose a (left) Haar measure dg on
G. Recall that p ∼= a× n. There is a one to one correspondence between C∞

c (NKG)

and C∞
c (K × a × n × R) that is defined as follows. Let f ∈ C∞

c (NKG). We define
f̃ ∈ C∞

c (K× a× n×R) as

f̃(k, X, Y, t) =

f(k exp(tX) exp(tY), t) if t 6= 0

f(k, X, Y, 0) if t = 0.
(4.3.1.1)

We want to define a Haar measure dgt on Gt so that it varies smoothly with t.
We define ∫

Gt

ft(g) dgt =

∫
K

∫
a

∫
n

f̃(k, X, Y, t) e2tρ(X) dk dX dY. (4.3.1.2)
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It is clear from Lemma 2.6.0.8 that the measure on the right hand side of (4.3.1.2)
varies smoothly with t and is a Haar measure, even when t = 0. Then we have∫

K

∫
a

∫
n

f̃(k, X, Y, t) e2tρ(X) dk dX dY

=

∫
K

∫
a

∫
n

f(k exp(tX) exp(tY), t) e2ρ(tX) dk dX dY

=

∫
K

∫
a

∫
n

f(k exp(X) exp(Y), t) t−dim(p)e2ρ(X) dk dX dY.

So the Haar measure on Gt (t 6= 0) is |t|−dim p times the Haar measure on G1
(identifyingG1 withG). AtG0, by the right-hand side of (4.3.1.2), the Haar measure
is just the usual Haar measure on the Cartan motion group. In summary, if {ft} is a
smooth section of {C∗r(Gt)}, then for each t 6= 0, we have∫

Gt

ft(g) dgt =

∫
K

∫
a

∫
n

f(k exp(tX) exp(tY))e2ρ(tX) dk dX dY. (4.3.1.3)

4.4 Continuous Fields of C∗-Algebras

The definitions and theory which we follow in this section are found in [Dix77,
Chapter 10]. Let T be a topological space. Let {At}t∈T be a family of C∗-algebras
indexed by T . We consider a section or a vector field {ft} ∈

∏
t∈T At so that ft ∈ At.

We can make the following definitions: given {ft}, {ht} ∈
∏

t∈T At and a scalar λ,
then

{(f+ h)t} = {ft + ht} {(λf)t} = {λft}

{(fh)t} = {ftht} {ft}
∗ = {f∗t }.

Note we have not said anything about the norm on a section. Let Γ ⊂
∏

t∈T At be a
family of sections with the following properties:

1. Γ is closed under the operations defined above,

2. for every t ∈ T , the set {ft|{ft} ∈ Γ } is dense in At,
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3. for every {ft} ∈ Γ , the function t 7→ ‖ft‖t is continuous (where ‖ ‖t is the norm
on At),

4. given {ht} ∈
∏

t∈T At, if , at each point t ∈ T and for every ε > 0, there is an
{ft} ∈ Γ such that for every s in a neighborhood of twe have ‖fs − hs‖s < ε,
then {ht} ∈ Γ .

Definition. We call the pair (At, Γ) a continuous field of C∗-algebras over T , and the
elements of Γ are the continuous sections of (At, Γ).

We will provide a simple, but important, example. Let T be a topological space
and let A be a C∗-algebra. Let Γ be the set of continuous functions f : T → A. We
can define At = A, and thus (At, Γ) is a continuous field of C∗-algebras over T .
(At, Γ) is called a constant field.

Let (At, Γ) and (A ′t, Γ
′) be two continuous fields of C∗-agebras over the same

topological space T . LetΦ = {Φt}t∈T be a family of C∗ isomorphism from At onto
A ′t (Φt : At → A ′t) IfΦmaps Γ to Γ ′ bijectively then we say thatΦ is an isomorphism
of continuous fields from (At, Γ) onto (A ′t, Γ

′).
Recall that a subset of a topological vector space V is a total set if its linear span

is dense in V . Given a continuous field of C∗-algebras (At, Γ) over a topological
space T , a subset Λ of Γ is total if for every t ∈ T , the set {ft|{ft} ∈ Γ } is total in At.

Proposition 4.4.0.1 ( [Dix77, Proposition 10.2.3]). Let {At}t∈T be a family ofC∗-algebras
over a topological space T , and a subsetΛ ⊂

∏
t∈T At that satisfies the first three properties

of continuous sections (replacing Γ with Λ). Then there is a unique subset Γ ⊂
∏

t∈T At

that contains Λ and satisfies all four properties of continuous sets.

In particular, {xt} ∈ Γ if and only if for every t0 ∈ T and every ε > 0, there is an
{x ′}t in the span of Λ such that

‖xt − x ′t‖ < ε

in a neighborhood of t0. See [Dix77, Proposition 10.2.2] for details. In this case, we
call Λ a generating family for Γ . See for example Section 5.2.
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Proposition 4.4.0.2 ( [Dix77, Proposition 10.2.4]). Let (At, Γ) and (A ′t, Γ
′) be two

continuous field of C∗-algebras over the same topological space T . For each t ∈ T , let
Φt : At → A ′t be a C∗-algebra isomorphism. Then Φ = {Φt}t∈T is an isomorphism of
continuous fields from (At, Γ) onto (Bt, Γ

′) if and only ifΦ[Λ] ⊂ Γ ′ .

Remark. Throughout the dissertation, we will denote a continuous field of C∗-
algebras simply by {At}t∈T , or, when there is no ambiguity, by {At}. We will under-
stand {ft} ∈ {At}t∈T to be a continuous section.

4.4.1 Continuous Fields of Reduced C∗-Algebras of a Reduc-
tive Group

Let {C∗r(Gt)}t∈R be the family of C∗-algebras associated to the fibersGt ofNKG (each
of which is a reductive group except at G0, which is the Cartan motion group). For
each C∗r(Gt) we use the Haar measure dgt, and thus, the norm on this C∗-algebra is
dependent on the Haar measure. Denote ‖ ‖t := ‖ ‖C∗r (Gt). We wish to define a space
of continuous sections of {C∗r(Gt)}.

Let f ∈ C∞
c (NKG). Define {ft} to be a section on {C∗r(Gt)} by ft(g) = f(g, t) for

t 6= 0 and ft(k, X) = f(k, X, 0) for t = 0. Then {ft} is a continuous section of {C∗r(Gt)}
by the following lemma:

Lemma 4.4.1.1 (See [Hig08, Lemma 6.13]). If f is a smooth and compactly supported
function on NKG, then the function

t 7−→ ‖ft‖t
is continuous.

Thus, by Proposition 4.4.0.1, {C∗r(Gt)} becomes a continuous field of C∗-algebras
with continuous sections generated by elements of C∞

c (NKG).

4.4.2 Multiplier Algebras

We want to look at certain elements of the multiplier algebra of C∗r(Gt) for each
t ∈ R. Take φ ∈ C∞(K). Then we can define an action on C∞

c (Gt) on the left and
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right by convolution as follows: let ft ∈ C∞
c (Gt) and

φ ∗ ft(g) =
∫
K

φ(k)ft(k
−1g) dk (4.4.2.1)

and

ft ∗ φ(g) =
∫
K

ft(gk
−1)φ(k) dk, (4.4.2.2)

which are elements of C∞
c (Gt). Now, we have λ(ft ∗φ) = λ(ft)λ(φ) and λ(φ ∗ ft) =

λ(φ)λ(ft). Indeed, given h ∈ L2(Gt), we have

λ(ft ∗ φ)h =

∫
Gt

ft ∗ φ(g)λ(g)h dgt

=

∫
Gt

∫
K

ft(gk
−1)φ(k) dk λ(g)h dgt.

Make the following change of variables: g := gk−1. Then

=

∫
Gt

∫
K

ft(g)φ(k)λ(gk)h dk dgt

=

∫
Gt

∫
K

ft(g)φ(k)λ(g)λ(k)h dk dgt

=

∫
Gt

ft(g)λ(g)

∫
K

φ(k)λ(k)h dk dgt

=

∫
Gt

ft(g)λ(g)(λ(φ)h) dgt

= λ(ft)λ(φ)h.

By these actions, we have C∗-morphism from C∗r(K) intoM(C∗r(Gt)) for all t ∈ R,
including t = 0. This will be pertinent to the proofs in Chapter 5.
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4.5 Structure of the Reduced C∗-Algebras of Some

Lie Groups

In this section we review the structure of the reduced C∗-algebra of reductive
groups and their motion groups as shown in [Hig08] and [CCH16]. Because of the
mapping used to exhibit the structure, we will call these description the Fourier
transform pictures of the reduced group C∗-algberas.

4.5.1 Structure of the Reduced C∗-Algebra of a Cartan Motion
Group

We consider the Cartan motion group G0 = Kn p. We consider p, a vector space, as
an abelian group. Let ν ∈ p∗, the dual space of p. The function exp(iν) is a unitary
character on the additive group p, and so we may form the unitarily induced
representation

πν = IndKnp
s exp(iν)

of the motion group G0. By definition, its Hilbert space is the completion of the
space of smooth functions ψ : G0 → C such that

ψ(k, X) = ψ(k) exp(−iν(X)) (∀(k, X) ∈ G0)

in the norm induced from the inner product

〈φ,ψ〉 =
∫
K

φ(k)ψ(k) dk.

The action of G0 is by left translation.
Of course the Hilbert space identifies with L2(K). Under this identification

the subgroup K ⊆ G0 acts by left translation, whereas an element X ∈ p acts by
pointwise multiplication by the function k 7→ exp(iν(k−1 · X)).

The unitary representation πν of G0 integrates to a C∗-algebra representation

πν : C
∗
r(G0) −→ K(L2(K)),
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and the Riemann-Lebesgue lemma for the ordinary Fourier transform implies the
following result:

Lemma 4.5.1.1 (See [Hig08, Section 3.1]). There is a morphism C∗-algebras

π : C∗r(G0) −→ C0(p
∗,K(L2(K)))

such that
π(f)(ν) = πν(f) (∀ν ∈ p∗).

There is a natural action of K on σ: we define k.σ(X) = σ(Adk(X)). Now
consider the C∗-algebra K(L2(K)) of compact operator on L2(K). We can also
define an action of K on K(L2(K)). Let T ∈ K(L2(K)). Then we define k.T(F) =

T(ρ(k)Fρ(k)−1) where F ∈ L2(K) and ρ is the right regular representation. We can
then define the following C∗-algebra, C0(p∗,K(L2(K)))K consisting of continuous
functions f, that vanishes at infinity, from p∗ to K(L2(K)) with the added property
that f(k.σ) = k.f(σ) for every k ∈ K and σ ∈ p∗. In this case, we say that f is
K-equivariant.

Theorem 4.5.1.2 (See for example [Hig08, Thm 3.2]). The morphism π in Lemma
4.5.1.1 induces an isomorphism

C∗r(G0)
∼=−→ C0(p

∗,K(L2(K)))K.

Remark. The representations πν are not irreducible. See subsection 3.3.1.

4.5.2 Structure of the ReducedC∗-Algebra of a Reductive Group

We have just described the structure of a reduced C∗-algebra of a Cartan motion
group (the same description applies to any semidirect product Kn V where K is a
compact group and V is abelian). In this section, we will describe the structure of
the reduced C∗-algebra of a complex reductive group and of SL(2,R). In general,
the reduced C∗-algebras of reductive groups are very complicated. For a more
complete structure theory of a real reductive group, see [CCH16].
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Let G be a real reductive group with, and let S =MAN be a cuspidal parabolic
subgroup with a Langlands decomposition. Given σ ∈ M̂ and ν ∈ a∗ (so that
eiν ∈ Â), let Hσ,ν be the representation space of σ⊗ eiν and Hσ, the representation
space of σ⊗ (trivial). We begin with a theorem

Theorem 4.5.2.1 ( [CCH16, Theorem 4.7]). The C∗-algebra of a real reductive group G
acts by compact operators in any irreducible unitary representation of G.

This tells us that for any f ∈ C∗(G), πS,σ,ν(f) = IndGS σ ⊗ eiν ⊗ 1 is a compact
operator on IndGS Hσ,ν. Recall that λ[C∗(G)] = C∗r(G) ⊂ B(L2(G)). In particular, λ(f)
(with f ∈ C∗(G)) will act on an element φ ∈ IndGS Hσ,ν by

λ(f)φ(x) =

∫
G

f(g)φ(g−1x) dg =

∫
G

f(g)πS,σ,ν(g)φ(x) dg = πS,σ,ν(f)φ(x).

So C∗r(G) acts as compact operators on IndGS Hσ,ν. From now on, when we say
f ∈ C∗r(G), we really mean an element λ(f) with f ∈ C∗(G). Letting f ∈ C∗r(G),
πS,σ,ν(f) will then make sense.

Theorem 4.5.2.2 (See for example [CCH16, Corollary 4.13]). Let G be a real reductive
group, and let σ ∈ M̂. There is a C∗-algebra morphism

πS,σ : C
∗
r(G)→ C0(a

∗,K(IndGS Hσ)) (4.5.2.1)

such that πS,σ(f)(ν) = πS,σ,ν(f) for all ν ∈ a∗.

Let S1 = M1A1N1 and S2 = M2A2N2 be parabolic subgroups and σ1 ∈ M̂1

and σ2 ∈ M̂2. Then (S1, σ1) and (S2, σ2) are associate if there is an element of G
that conjugates M1A1 to M2A2 and conjugates σ1 to a representation unitarily
equivalent to σ2. See [CCH16, Definition 5.2]. Recall that WS = NK(a)/M is the
Weyl group. We can define a finite group WS,σ = {w ∈ NK(a)|Ad∗w σ ∼= σ}/M.
For each w ∈ WS,σ, we define Uw,σ,ν : IndGP Hσ,ν → IndGP Hw,Ad∗w ν to be the unitary
operator that intertwines πσ,ν and πσ,Ad∗w ν. To see that such an operator exists,
see [KS80, Section I.6 and I.8] and [Kna86, Chapter VII and Section XIV.6]. In
section 3.4, we considered unitary intertwining operator for principal series, that
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is, the induced representation from a minimal parabolic subgroup. Then we define

C0(a
∗,K(IndGS Hσ))

Wσ

to be the C∗-algebra of all functions F : Â→ K(IndGS Hσ) such that

Uw,σ,νF(ν) = F(Ad∗w ν)Uw,σ,ν,

for all w ∈ Wσ. The main theorem about the reduced C∗-algebra of a reductive
group is:

Theorem 4.5.2.3. LetG be a real reductive group. Then there is a C∗-algebra isomorphism

C∗r(G)
∼=
⊕
[(S,σ)]

C0(a
∗,K(IndGS Hσ))

Wσ ,

where the direct sum is taken over the associate classes of a pair (S, σ) where S =MSASNS

is a cuspidal parabolic subgroup and σ ∈ M̂S.

We shall call this theorem the Fourier structure theorem. There is an extensive
sketch of the proof in the appendix.

If G is a complex reductive group G, there is only one cuspidal parabolic
subgroup to consider for our associate classes: the minimal parabolic subgroupQ =

MAN. Then the mapping given in (4.5.2.1) is the principal series representation.
By Proposition 3.4.0.3, given two nonequivalent unitary representation σ, σ ′ ∈ M̂,
πσ and πσ ′ are unitarily equivalent if and only if there is a w ∈W (the only Weyl
group we need to consider of the complex case) such that σ ′ ∼= wσ. The collection
of associate classes over which we take the direct sum in Theorem 4.5.2.3 becomes
M̂/W. The representation space IndGS Hσ is just L2(K)σ. So we get

C∗r(G)
∼=

⊕
σ∈M̂/W

C0(a
∗,K(L2(K)σ))Wσ . (4.5.2.2)

For G = SL(2,R), there are two non-conjugate cuspidal parabolic subgroups:
the minimal parabolic subgroup (the group of upper triangular matrices) and
SL(2,R) itself. In the case of the minimal parabolic subgroup, the morphisms
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(4.5.2.1) are the principal series representations π+,ν and π−,ν. The Weyl group

is just W = {I,w} ∼= Z/2Z where w =

 1

−1

. Recall that π+,ν
∼= π+,wν and

π−,ν
∼= π−,wν, in fact, wν = −ν. On the other hand, considering SL(2,R) as a

cuspidal parabolic subgroup, a is trivial, and so we get the representations of the
discrete series, πn where n ∈ Z− {−1, 0, 1}. There are no equivalences among these
representations. So we have

C∗r(G)
∼=

⊕
n∈N

n6∈{−1,0,1}

K(Hn)⊕C0(a∗,K(L2(K)+))Z/2Z⊕C0(a∗,K(L2(K)−))Z/2Z (4.5.2.3)

where Hn is the representation space of representation of the discrete series πn
and L2(K)± is the (compact picture) representation space of the principal series
representation σ = ± respectively.

4.5.3 Positive Weyl Chamber

We will make a modification to the isomorphism in (4.5.2.2) in preparation for our
work on the main results of this dissertation in Chapter 5. Let G be a complex
reductive group with the Iwasawa decompositionKAN and the parabolic subgroup
Q =MAN. Let σ ∈ M̂. There is a linear functional λσ : m→ iR such that

σ(exp(X)) = eλσ(X).

We can extend λσ to a linear functional λσ : k→ iR by writing k = m⊕m⊥ using any
K-invariant inner product, and defining λσ to be zero on m⊥. Then we can identify
Wσ with the Weyl group of the compact isotropy group Kσ := {k ∈ K|λσ(Adk(X)) =
λ(X), for all X ∈ k}. In fact, Wσ is a Weyl group. It is also true that M ⊂ Kλ. Now,
m is a Cartan subalgebra of kλ, the Lie algebra of Kλ. Given a positive root system
∆+
σ := ∆(kσ : m) (ordering and positivity have been chosen), we can define a positive

Weyl chamber for σ by

mσ,+ = {X ∈ m|α(X) > 0, for all α ∈ ∆+
σ }.
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Then we have that mσ,+ is a connected open component (in fact, an open convex
cone) in m. All elements in m are conjugate to an element in mσ,+ by an element in
Wσ and for a given orbit [X] = {Adw X|w ∈Wσ}, there is one and only one Y ∈ mσ,+

such that Y ∈ [X] (see [Kir08, Chapter 7] or [Kna86, Sections IV.4 and IV.9]). Thus,
mσ,+ is a fundamental domain of m/Wσ.

Since G is a complex group, we have that a = im. We can also define a positive
Weyl chamber for σ in a by aσ,+ := imσ,+. Recall that there is an isomorphism
between a and a∗ given by the following: for every λ ∈ a∗, there is an Hλ ∈ a such
that

λ(X) = 〈Hλ, X〉 ∀X ∈ a

where the inner product is K-invariant. We can define a positive Weyl chamber for σ

a∗σ,+ = {λ ∈ a∗|Hλ ∈ aσ,+}.

Now a∗σ,+ is an open convex cone of a∗ and it is a fundamental domain for a∗/Wσ.
Now we can restrict the domain of the Fourier transform picture in Theorem 4.5.2.3
to get

Theorem 4.5.3.1. Let G be a complex reductive group. The representations of G in the
unitary principal series induce a C∗-algebra isomorphism

⊕
σ∈M̂+

πσ : C
∗
r(G)

∼=−→ ⊕
σ∈M̂+

C0
(
a∗+,σ,K(L2(K)σ)

)
,

where M̂+ ⊆ M̂ is a positive Weyl chamber for the action ofW.
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Chapter 5 |
Main Results for the Case of
Complex Reductive Groups

In this chapter, we shall prove our main results, focusing on the complex case. First,
we will show that we can construct an embedding

α : C∗r(G0) ↪→ C∗r(G)

using the continuous fields of C∗-algebras that we have defined in the previous
chapter. Then we will characterize this continuous field by showing that it is
isomorphic to a simpler continuous field, where we no longer have to scale the
Haar measure. Finally, with the new embedding map α we will give a new
characterization to the Mackey Bijection. This is joint work with Nigel Higson
reported in [HR19] and some passages below are taken verbatim from [HR19].

In the previous chapter, we have been considering the fibers of the deformation
continuous field of reduced C∗-algebras as being distinct from one another. But in
order to develop our result we will actually have need to compare them, that is we
shall need to put them on the same “playing field.” Recall that we chose a Haar
measure for G. Then for t 6= 0, C∗r(Gt) has a norm and product that is dependent
on the Haar measure dgt = |t|−dim pdg (it acts on L2(G,dgt)). First for t 6=0 the left
translation action of Gt∼=G on itself integrates to a C∗-algebra representation

λt : C
∗
r(Gt) −→ B(L2(G,dg)),
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defined by

λt(ft)φ =

∫
Gt

ft(g)λ(g)φ dgt

=

∫
G

gt(g)λ(g)φ |t|−dim(p) dg

= |t|−dim(p)λ(ft)φ

where ft ∈ C∗r(Gt) and φ ∈ L2(K, dg). The image of λt is independent of t, and is
the image of the regular representation of C∗r(G) itself. So we obtain a family of
∗-isomorphisms

λt : C
∗
r(Gt)

∼=−→ C∗r(G) (5.0.0.1)

above, where here we view C∗r(G) as the concrete C∗-algebra of operators on
L2(G,dg) generated by the left regular representation. These are given by the
formulas

ft 7−→ [
g 7→ |t|−dim(p)ft(g)

]
for ft ∈ C∞

c (Gt).

5.1 Scaling Automorphism

Let G be a connected complex reductive group. In this section we shall construct a
one-parameter group of automorphisms

αt : C
∗
r(G) −→ C∗r(G).

The automorphisms will be parametrized by the multiplicative group of positive
real numbers, rather than the usual additive group of real numbers, and so the
group law is αt1 ◦ αt2 = αt1t2 .
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5.1.1 Scaling Automorphism for Positive t

Using the Fourier transform picture for C∗r(G), (see 4.5.3.1), the construction is
extremely simple. Let σ ∈ M̂+. Define, for t > 0, an automorphism

ασ,t : C0
(
a∗+,σ,K(L2(K)σ)

)
−→ C0

(
a∗+,σ,K(L2(K)σ)

)
by

ασ,t(f)(ν) = f(t
−1ν). (5.1.1.1)

The individual one-parameter groups ασ,t may be combined by direct sum into a
one-parameter group of automorphisms

⊕σασ,t :
⊕
σ∈M̂+

C0
(
a∗+,σ,K(L2(K)σ)

)
−→ ⊕

σ∈M̂+

C0
(
a∗+,σ,K(L2(K)σ)

)
,

and then we define automorphisms αt of C∗r(G) by means of the commuting
diagram

C∗r(G)

⊕σπσ ∼=
��

αt // C∗r(G)

⊕σπσ∼=
��⊕

σ∈M̂+
C0
(
a∗+,σ,K(L2(K)σ)

)
⊕σασ,t

//⊕
σ∈M̂+

C0
(
a∗+,σ,K(L2(K)σ)

)
.

(5.1.1.2)

It is clear that {αt} is a one-parameter group of automorphisms. Indeed, let t1 and t2
be multiplicative real numbers. Then for each σ ∈ M̂+ and F ∈ C0(a∗+,σ,K(L2(K)σ)

)
,

ασ,t1 ◦ ασ,t2(F)(ν) = ασ,t2(F)(t−11 ν) = F(t−12 t−11 ν) = ασ,t1t2(F)(ν),

and thus, it follows that

(⊕ασ,t1) ◦ (⊕ασ,t2) = ⊕ασ,t1t2 .

Finally, we can conclude

αt1 ◦ αt2 =
[
(⊕πσ)−1 ◦ (⊕ασ,t1) ◦ (⊕πσ)

]
◦
[
(⊕πσ)−1 ◦ (⊕ασ,21) ◦ (⊕πσ)

]
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=
[
(⊕πσ)−1 ◦ (⊕ασ,t1) ◦ (⊕ασ,t2) ◦ (⊕πσ)

]
=
[
(⊕πσ)−1 ◦ (⊕ασ,t1t2) ◦ (⊕πσ)

]
= αt1t2 .

5.1.2 Scaling Automorphisms for Negative t

As we shall soon see, the key property of the rescaling automorphism αt, which is
immediate from its definition, is that if σ∈M̂+ and if ν∈a∗σ,+, then

πσ,ν(αt(f)) = πσ,t−1ν(f) (5.1.2.1)

for all f∈C∗r(G). We shall want to extend this to negative t, and to this end we
define automorphisms

αt : C
∗
r(G) −→ C∗r(G)

for t<0 as follows.
First we define a∗−,σ to be the negative of the Weyl chamber a∗+,σ. This is simply

another Weyl chamber for Wσ, and so all the constructions that we made in Sec-
tion 4.5.3 using a∗+,σ can be repeated for a∗−,σ. In particular there is an isomorphism
of C∗-algebras

⊕
σ∈M̂+

πσ : C
∗
r(G)

∼=−→ ⊕
σ∈M̂+

C0
(
a∗−,σ,K(L2(K)σ)

)
,

We now define αt : C∗r(G)→ C∗r(G) for t<0 by means of the commuting diagram

C∗r(G)

⊕σπσ ∼=
��

αt // C∗r(G)

⊕σπσ∼=
��⊕

σ∈M̂+
C0
(
a∗−,σ,K(L2(K)σ)

)
⊕σασ,t

//⊕
σ∈M̂+

C0
(
a∗+,σ,K(L2(K)σ)

)
.

where ασ,t(h)(ν) = h(t−1ν). The key property (5.1.2.1) now holds for all t 6=0, for
all ν ∈ a∗+,σ and all f ∈ C∗r(G).
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5.2 Limit Formula

The main result of this section links the scaling automorphisms

αt : C
∗
r(G)→ C∗r(G)

from (5.1.1.2) with the regular representations

λt : C
∗
r(Gt)→ C∗r(G)

from (5.0.0.1) as follows:

Theorem 5.2.0.1. If {ft} is any continuous section of the continuous field {C∗r(Gt)}, then
the limit

lim
t→0 αt(λt(ft))

exists in C∗r(G).

Remark. Of course we exclude the value t=0 in forming the limit.

We shall proving the theorem by carrying out an explicit computation with a
suitable collection of continuous sections. To this end, recall that a collection F of
continuous sections of the continuous field of C∗-algebras {C∗r(Gt)} is a generating
family if for every continuous section s, every ε > 0 and every t0 ∈ R there is some
element f ∈ F and a neighborhood U of t0 ∈ R such that

t ∈ U ⇒ ‖ft − st‖C∗r (Gt) < ε.

See Proposition 4.4.0.1.

Example An obvious example to this is the set of all the continuous sections {ft}
that are defined from f ∈ C∞

c (NKG) with ft(g) = f(g, t), by the very definition.
Another example is the set of continuous sections {ft} defined by f ∈ C∞

0 (NKG)

with ft(g) = f(g, t), that is, the set of continuous sections {ft} in {C∗r(Gt)} that
vanishes at infinity. In fact, this set forms a C∗-algebra, with the norm defined by
‖{ft}‖ = sup

t∈R ‖ft‖C∗r (Gt).
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Lemma 5.2.0.2. If the limit in Theorem 5.2.0.1 exists for a generating family of
continuous sections of {C∗r(Gt)}, then it exists for all continuous sections of {C∗r(Gt)}.

Proof. Let {ft} be a continuous section of {C∗r(Gt)} and let F be some set of generating
functions for continuous sections of {C∗r(Gt)} such that the theorem is true. Let
ε > 0 be given. Then there is a continuous section s ∈ F and a δ1 > 0 such that

|t| < δ1 ⇒ ‖ft − st‖ < ε/2.

Recall that C∗-isomorphisms are isometric, so we have

|t| < δ1 ⇒ ‖αt(λt(ft)) − αt(λt(st))‖ < ε/2.

By the hypothesis, F = limt→0 αt(λt(st)) exists. So there is a δ2 > 0 such that

|t| < δ2 ⇒ ‖F− αt(λt(st))‖ < ε/2.

Let δ > 0 be the smaller of δ1 and δ2. Then

‖F− αt(λt(ft))‖ ≤ ‖F− λt(αt(st))‖+ ‖λt(αt(st)) − λt(αt(ft))‖

< ε/2+ ε/2 = ε,

proving the lemma.

5.2.1 Generating Family of Continuous K-Finite Sections

Definition. If K acts continuously on a complex vector space X, then a vector x∈X
is said to be K-finite if the linear span of the orbit of x under the action of K is
finite-dimensional and the action on this finite-dimensional space is continuous, or
equivalently if x lies in the image under the natural map

⊕
τ∈K̂

Vτ ⊗C HomK(Vτ, X) −→ X (5.2.1.1)
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of the span of finitely many summands Vτ ⊗C HomK(Vτ, X) (here Vτ is the repre-
sentation space for a representative of τ ∈ K̂).

Definition. We shall call the minimal set of τ∈K̂ contributing to the image of
x in 5.2.1.1 the K-isotypical support of x∈X. This natural mapping is defined by
v ⊗ φ 7→ φ(v), where v ∈ Vτ and φ ∈ HomK(Vτ, X), and the K action is given by
k(v⊗ φ) = (τ(k))⊗ φwhere k ∈ K.

By the Peter-Weyl theorem, we get

C∗r(K)
∼=
⊕
τ∈K̂

End(Vτ). (5.2.1.2)

Indeed, by Peter-Weyl theorem we know that

L2(K) ∼=
⊕
τ∈K̂

Vτ ⊗ V∗τ

and given f ∈ C∞(K), λ(f) acts on L2(K) and we have

λ(f)(v⊗ φ)(k) = (τ(f)v)⊗ φ(k).

Moreover, given ε > 0, by (5.2.1.2), for a given f ∈ C∗r(K), we can find a u ∈ C∗r(K),
such that τ(u) is nonzero for only finitely many τ, and ‖f− u‖ < ε.

Definition. We will say that ft ∈ C∗r(Gt) is right K-finite if there is a u ∈ C∗r(K) with
τ(u) nonzero for only finitely many τ ∈ K̂ and a f ′t ∈ C∗r(Gt) such that ft = f ′t ∗ u.
Similarly we can define the same thing for left K-finite if we can find f ′t ∈ C∗r(Gt)
and u ∈ C∗r(K) with τ(u) 6= 0 for only finitely many τ ∈ K̂ such that f ′t = u ∗ ft.

Lemma 5.2.1.1. Let f ∈ C∞
c (NKG). Given ε > 0, there is an h ∈ C∗(K) such that

sup
t6=0
‖h ∗ ft − ft‖C∗r (Gt) < ε

sup
t6=0
‖ft ∗ h− ft‖C∗r (Gt) < ε.

We need the following lemma:
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Lemma 5.2.1.2. Let f ∈ C∞
c (NKG), and ft(g) = f(g, t). There is a positive number

Q <∞ such that, for every t ∈ R,

volt(supp(ft)) ≤ Q

where volt(H) is the volume of a subset Ht of Gt, defined by the Haar measure dgt.

proof to Lemma 5.2.1.1. Let ε > 0 be given. Since f is uniformly continuous, there is
a neighborhood U in K of the identity e ∈ K such that

|f(g, t) − f(kg, t)| < ε

|f(g, t) − f(gk, t)| < ε

for all (g, t) ∈ NKG, t 6= 0, and k ∈ U. There is a function h : K → R with the
properties

1.
∫
K
h(k) dk = 1,

2. the closure of the support of h is contained in U,

3. and h ≥ 0,

such that |h ∗ f(k) − f(k)| < ε for any f : K→ C. 1

we note that

(h ∗ f)(g, t) =
∫
K

h(k)f(k−1g, t) dk

=

∫
K

h(k)f(k−1g, t) dk−

∫
K

h(k)f(g, t) dk+

∫
K

h(k)f(g, t) dk

which implies that

(h ∗ f)(g, t) − f(g, t) =
∫
K

h(k)[f(k−1g, t) − f(g, t)] dk

1The Fejer kernel is a familiar example of a function that essentially satisfies the properties we
need. See [Rud76].
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which then gives us

|(h ∗ f)(g, t) − f(g, t)| ≤
∫
K

h(k)|f(k−1g, t) − f(g, t)| dk.

Let
M = sup

(g,t)∈NKG
k∈supp(h)

t6=0

|f(k−1g, t) − f(g, t)|,

then
|(h ∗ f)(g, t) − f(g, t)| ≤

∫
K

h(k)M dk =M.

But note thatM < ε by uniform continuity, so

|(h ∗ f)(g, t) − f(g, t)| < ε.

By Lemma 5.2.1.2, we have

‖(h ∗ ft)t − ft‖C∗r (Gt) ≤ ‖(h ∗ ft) − ft‖L1(Gt)

=

∫
Gt

|h ∗ ft(g) − ft(g)| dtg

< ε · volt(supp(ft))

≤ ε ·Q

for any t ∈ R− {0}.

Lemma 5.2.1.3. There exists a generating family of continuous sections for the
continuous field {C∗r(Gt)} consisting of smooth and compactly supported functions
on NGK that are K-finite for both the left and right translation actions of K on NGK.

Proof. Given a smooth and compactly supported complex function f on NGK and
ε > 0, by Lemma 5.2.1.1, we can find smooth functions φ and ψ on K such that

‖f− φ ∗ f ∗ψ‖ < ε,

where the norm is that of the C∗-algebra of continuous sections of {C∗r(Gt)} that
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vanish at infinity. Recall that we can find a u,w ∈ C∗(K) such that τ(u) and τ(w)
are nonzero for only finitely many τ ∈ K̂ that approximate φ and ψ. So we can
have

‖f− u ∗ f ∗w‖ < ε.

The function u ∗ f ∗w on NGK is smooth, compactly supported and left and right
K-finite. The collection of all elements of this form, for all f and all ε > 0, is a
generating family, as required.

Lemma 5.2.1.4. A representation τ∈K̂ is included in the K-isotypical decomposition
of L2(K)σ if and only if σ is a weight of τ, and therefore τ is included in only finitely
many of the spaces L2(K)σ, as σ ranges over M̂.

Proof. By the Peter-Weyl theorem, the Hilbert space L2(K)σ has a K-isotypical
decomposition

L2(K)σ ∼=
⊕
τ∈K̂

Vτ ⊗ (V∗τ )
σ

where an element φ ∈ (V∗τ )
σ has the property

m−1φ(v) = φ(τ(m)v) = σ(m)φ(v)

for m ∈M and v ∈ Vτ. We will show that (V∗τ )σ 6= {0} if and only if σ is a weight of
τ. Note that

Vτ ∼= Cσ1 ⊕ · · · ⊕ Cσn ,

where σ1, . . . , σn are all the weights of τ and Cσ is the weight space of σ. Further-
more,

V∗τ
∼= Cσ1 ⊕ · · · ⊕ Cσn .

If σ is a weight of τ, then Cσ is a constituent of V∗τ and there is a nonzero φ ∈ Cσ
such thatmφ = σ(m)φ for allm ∈M, and thus φ ∈ (V∗τ )

σ.
If (V∗τ )σ 6= {0}, then there is a nonzero φ ∈ V∗τ such that mφ = σ(m)φ for all

m ∈M. Let
φ = β1φ1 + · · ·+ βnφn,
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where φj is a basis element of Cσj . Then

mφ = β1mφ1 + · · ·+ βnφn
= β1σ1(m)φ1 + · · ·+ βnσn(m)φn

and
σ(m)φ = β1σ(m)φ1 + · · ·+ βnσ(m)φn.

So we get βjσj(m) = βjσ(m) for all j and all m ∈ M. Not all βj are zero, so we
have σj(m) = σ(m) for some j and for allm ∈M. Therefore σ is a weight of τ.

Lemma 5.2.1.5. Let {ft} be a right K-finite continuous section of {C∗r(Gt)}. If for
every σ ∈ M̂+ the limit

lim
t→0 πσ(αt(λt(ft)))

exists in C0(a∗+,σ,K(L2(K)σ)), then the limit

lim
t→0 αt(λt(ft))

exists in C∗r(G).

Proof. By definition, there is an ft ∈ C∗(Gt) and a u ∈ C∗r(K) with τ(u) nonzero
for only finitely many τ ∈ K̂ (say τ1, . . . , τp) such that ft = f ′t ∗ u. Note that for
v⊗ φ ∈ Vτ ⊗ V∗τ ,

λ(u)(v⊗ φ) = (τ(u)v)⊗ φ.

λ(u) is nonzero only on those L2(K)σ that includes at least one τ1, . . . , τp. By
Lemma 5.2.1.4, λ(u) is nonzero for only finitely many L2(K)σ.

Therefore, if f is right K-finite, then the element

πσ(λt(ft)) ∈ C0(a∗+,σ,K(L2(K)σ)

is nonzero for only a finite set of σ∈M̂ that is independent of t. Therefore under
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the hypotheses of the lemma the limit

lim
t→0

⊕
σ

πσ(αt(λt(ft))) =
⊕
σ

lim
t→0 πσ(αt(λt(ft)))

exists: we can commute the limit and the direct sum because only finitely many
summands are nonzero. The lemma follows from the fact that ⊕σπσ is isometric.

5.2.2 Limit Formula for a Matrix Coefficient

Recall from Section 4.4.2 that λ(ft ∗ φ) = λ(ft)λ(φ) and λ(φ ∗ ft) = λ(φ)λ(ft) for
ft ∈ C∗r(Gt) and φ ∈ C∗r(K). If we were to restrict the action above to L2(K)σ, then
we would get

πσ,ν(f ∗ φ) = πσ,ν(f)πσ(φ) and πσ,ν(φ ∗ f) = πσ(φ)πσ,ν(f),

where πσ(φ) is an element of C∗r(K), whose action is restricted to L2(K)σ. That is,
given h ∈ L2(K)σ ⊂ L2(K), we have πσ(φ)h = λ(φ)h.

Lemma 5.2.2.1. Let {ft} be a left and right K-finite continuous section of {C∗r(Gt)}
and let σ ∈ M̂. If the limit

lim
t→0〈φ, πσ,ν(αt(λt(ft)))ψ〉

exists for every φ,ψ ∈ L2(K)σ, uniformly in ν ∈ a∗, then the limit

lim
t→0 πσ(αt(λt(ft)))

exists in C0(a∗+,σ,K(L2(K)σ)).

Proof. Let S ⊆ K̂ be the union of the K-isotypical supports of {ft} for the left and
right translation actions, and let

L2(K)σS = Image
(⊕
τ∈S
Vτ⊗HomK(Vτ, L

2(K)σ) −→ L2(K)σ)
)
.
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This is a finite-dimensional subspace of L2(K)σ, and the operators πσ,ν(ft) vanish
on its orthogonal complement for all ν and all t. If for any given ν ∈ a∗ the limits

lim
t→0〈φ, πσ,ν(αt(λt(ft)))ψ〉 (5.2.2.1)

exist for all φ,ψ ∈ L2(K)σS, then the limit

lim
t→0 πσ,ν(αt(λt(ft)))

exists in K(L2(K)σ). If the limits (5.2.2.1) exist uniformly in ν as φ and ψ range over
an orthonormal basis for φ,ψ ∈ L2(K)σS, then the limit

lim
t→0 πσ(αt(λt(ft)))

exists in C0(a∗+,σ,K(L2(K)σ)), as required.

Lemma 5.2.2.2. Let σ∈M̂+, let ν∈a∗+,σ and let t 6=0. If ft∈C∗r(Gt) is represented by a
smooth and compactly supported function on Gt, and if φ,ψ∈C∞(K)σ, then

〈
φ, πσ,ν(αt(λt(ft)))ψ

〉
=

∫
a

∫
n

(
φ∗∗ft∗ψ

)(
exp(−tY) exp(−tX)

)
eiν(X)etρ(X) dX dY,

where φ∗(k) = φ(k−1).

Proof. It follows from the definition of the scaling automorphisms αt and the
morphism πσ that

〈
φ, πσ,ν(αt(λt(ft)))ψ

〉
=

∫
G

ft(g)
〈
φ, πσ,t−1ν(g)ψ

〉
|t|−ddg. (5.2.2.2)

If we insert into this formula the definition of the L2-inner product, then we obtain∫
G

ft(g)〈φ, πσ,t−1ν(g)ψ〉 |t|−ddg

=

∫
G

ft(g)
(∫

K

φ∗(k−1)
(
πσ,t−1ν(g)ψ

)
(k) dk

)
|t|−ddg,
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and rearranging, and making the substitution g := kγ−1 we get∫
G

ft(g)〈φ, πσ,t−1ν(g)ψ〉 |t|−ddg

=

∫
K

∫
G

φ∗(k−1)ft(kγ
−1)
(
πσ,t−1ν(kγ

−1)ψ
)
(k) dk |t|−ddγ. (5.2.2.3)

Now, according to the definition of the principal series representations (see Subsec-
tion 3.3.2, (

πσ,t−1ν(kγ
−1)ψ

)
(k) = e−(ρ+it−1ν)H(γ)ψ(κ(γ)).

Inserting this into the right-hand side of (5.2.2.3) we obtain∫
K

∫
G

φ∗(k−1)ft(kγ
−1)e(−ρ+it

−1ν)H(γ)ψ(κ(γ)) |t|−ddγ dk. (5.2.2.4)

If we use the formula for the Haar measure on G given in Lemma 2.6.0.8, then we
obtain from (5.2.2.4) the integral∫

K

∫
a

∫
n

∫
K

φ∗(k−11 )ft
(
k1 exp(−tY) exp(−tX)k−12

)
× φ(k2)e(−ρ+it

−1ν)(tX)e2ρ(tX) dk1 dX dY dk2.

This is ∫
a

∫
n

(
φ∗∗ft∗ψ

)(
exp(−tY) exp(−tX)

)
eiν(X)eρ(tX) dX dY,

as required.

Lemma 5.2.2.3. Let σ ∈ M̂+ and let ν ∈ a∗+,σ. For any φ,ψ ∈ L2(K)σ, we have

lim
t→0 〈φ, πσ,ν(αt(λt(ft)))ψ〉 =

∫
a

∫
n

(φ∗∗f0∗ψ)(e, X+ Y)eiν(X) dX dY.

The convergence is uniform in ν ∈ a∗+,σ.

Proof. This follows immediately from Lemma 5.2.2.2 above and (4.3.1.1).

Now we can prove the main theorem of this section.
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Proof of Theorem 5.2.0.1. According to Lemma 5.2.0.2, we only need verify that the
limit in the statement of the theorem exists for a generating family of continuous
sections, and we shall use Lemma 5.2.1.3 to work with the generating family of
continuous sections {ft} associated to the smooth, compactly supported, left and
right K-finite functions on NGK. Lemma 5.2.2.3 shows that for every σ∈M̂+ and
every ν∈a∗σ,+ the individual matrix coefficients of πσ,ν(αt(λt(f))) converge to limits
as t→0, uniformly in ν. Lemmas 5.2.1.5 and 5.2.2.1 complete the proof.

5.3 Embedding of the Reduced Group C∗-Algebras

5.3.1 The Embedding Morphism

Let f ∈ C∗r(G0). Extend f in any way to a continuous section {ft} of {C∗r(Gt)} and
then form the limit

α(f) = lim
t→0 αt(λt(ft)) (5.3.1.1)

in C∗r(G).

Theorem 5.3.1.1. The formula (5.3.1.1) defines an embedding of C∗-algebras

α : C∗r(G0) −→ C∗r(G).

Proof. Since both λt and αt are isometric,

‖ lim
t→0 αt(λt(ft))‖ = lim

t→0 ‖ft‖ = ‖f0‖.
Moreover if {f ′t} is a different extension of f to a continuous section, then

‖ lim
t→0 αt(λt(ft)) − lim

t→0 αt(λt(f ′t))‖ = ‖ lim
t→0 αt(λt(ft − f ′t))‖ = 0.

So the limit is independent of the extension, and it defines an isometric ∗-homomorphism,
as required.
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5.3.2 Mapping Cone Fields

We begin with a very elementary construction:

Definition. Let β : B→ A be an embedding of a C∗-algebra B into a C∗-algebra A.
The mapping cone continuous field of C∗-algebras over R associated to β has fibers

Cone(β)t =

A t 6= 0

B t = 0.

and the continuous sections are all those set-theoretic sections {ft} for which the
function

t 7→
ft t 6= 0

β(f0) t = 0

from R to A is norm-continuous.

We shall apply this construction to the embedding from Theorem 5.3.1.1. In
particular, we have

Cone(α)t =

C∗r(G) t 6= 0

C∗r(G0) t = 0.

The continuous sections {ft} are defined from norm-continuous functions f : R→
C∗r(G) where f(0) ∈ α[C∗r(G0)], and thus f0 = β−1(f(0)).

Theorem 5.3.2.1. The fiber isomorphismsαt ◦ λt : C∗r(Gt) −→ C∗r(G) t 6= 0

id : C∗r(G0) −→ C∗r(G0) t = 0

define an isomorphism of continuous fields from the deformation field {C∗r(Gt)} to the
mapping cone field for the embedding

α : C∗r(G0) −→ C∗r(G).

Proof. By Proposition 4.4.0.2 It suffices to show that for any continuous section {ft}
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of {C∗r(Gt)}, the image section of the mapping cone field is continuous. But the
image section is {f̂t}, where

f̂t =

αt(λt(ft)) t 6= 0

f0 t = 0.

This is obviously a continuous section of the mapping cone field away from t=0,
and continuity at t=0 is proved using Theorem 5.2.0.1 and the definition of α.

5.4 Characterization of the Mackey Bijection

The previous accounts of the Mackey bijection have all been organized around the
concept of minimal K-type of an irreducible representation of G. In particular, in
Chapter 3, we showed the Mackey bijection through the highest weight theorem
for the complex case. Compare [AA19]. Here we shall give a different treatment
that is organized around the embedding

α : C∗r(G0) −→ C∗r(G),

and hence around the family of rescaling automorphisms {αt}.
Recall that Ĝ0 consists of equivalence classes of irreducible unitary representa-

tions of G0. We can parametrize this as (M̂× a∗)/W. We will denote the elements
of Ĝ0 by π(σ, ν), where σ ∈ M̂ and ν ∈ a∗. Also recall that Ĝr consists of equiva-
lence classes of irreducible, tempered, unitary representations, that is, the unitary
principal series representations πσ,ν. Denote the elements of Ĝr by ι(σ, ν).

5.4.1 The Principal Series as Representations of the Motion
Group

Lemma 5.4.1.1. The composition of the principal series representation πσ,ν =

IndGQ σ⊗ eiν of the connected complex reductive group Gwith the morphism

α : C∗r(G0) −→ C∗r(G)
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is the unitary representation IndKnp
Mnp σ⊗ eiν of the motion group G0.

Proof. The Hilbert space of the representation π = IndKnp
Mnp σ⊗ eiν is the completion

of the space of smooth functions f : G0 → C such that

f(g · (m,X)) = σ(m)−1e−iν(X)f(g)

in the norm associated to the inner product

〈f1, f2〉 =
∫
K

f1(k)f2(k) dk.

The action of G0 is by left translation. The Hilbert space identifies with L2(K)σ by
restriction of functions to K, and in this realization the action of G0 is

(π(k, X)ψ)(k1) = e
iν(k−1

1
k·X)ψ(k−1k1).

The matrix coefficient associated to φ,ψ ∈ L2(K) and f ∈ C∞
c (G0) is therefore

〈φ, π(f)ψ〉 =
∫
K

∫
K

∫
g/k

φ(k1)f(k, X)e
iν(k−1

1
k·X)φ(k−1k1) dk dk1 dX.

Making the change of variables k2 := k−11 kwe get

〈φ, π(f)ψ〉 =
∫
K

∫
g/k

∫
K

φ(k1)f(k1k2, X)e
iν(k2·X)φ(k−12 ) dk1 dX dk2,

and then the further change of variables Z := k2·X gives

〈φ, π(f)ψ〉 =
∫
K

∫
g/k

∫
K

φ(k1)f(k1k2, k
−1
2 ·Z)eiν(Z)φ(k−12 ) dk1 dZ dk2.

Now let us insert into the integral above the formula

(φ∗∗f∗ψ)(k, Z) =
∫
K

∫
K

φ(k1)f(k1 · (k, Z) · k2)ψ(k−12 ) dk1 dk2

=

∫
K

∫
K

φ(k1)f(k1kk2, k
−1
2 ·Z) ψ(k−12 ) dk1 dk2.
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We obtain
〈φ, π(f)ψ〉 =

∫
g/k

(φ∗∗f∗ψ)(e, Z)eiν(Z) dZ.

But Lemma 5.2.2.3 shows that this is precisely 〈φ, πσ,ν◦α(f)ψ〉, and the proof is
complete.

In the following lemma and in the next subsection we shall make use of the
classifcation of irreducible representations of the compact connected group Kν by
highest weights. Rather than choose a dominant Weyl chamber for the action of
the Weyl groupWν on M̂, we shall associate to a given irreducible representation
τ theWν orbit of all possible highest weights for all possible choices of dominant
Weyl chamber. See Corollary 3.2.2.3. We shall use brackets, as in [θ] (with θ ∈ M̂),
to denote this orbit.

Lemma 5.4.1.2. The composition of the principal series representation

πσ,ν = IndGQ σ⊗ eiν

of the connected complex reductive group Gwith the morphism

α : C∗r(G0) −→ C∗r(G)

decomposes as a direct sum

⊕
[θ]∈M̂/Wν

m(σ, θ) · π(θ, ν)

as a representation of G0, wherem(σ, θ) is the multiplicity with which the weight
σ occurs in the representation of Kν with highest weight θ.

Proof. We showed in the Lemma 5.4.1.1 that πσ,ν◦α is the induced representation
IndKnp

Mnp σ⊗eiν. Let us analyze this representation by induction in stages:

IndKnp
Mnp σ⊗eiν ∼= IndKnp

Kνnp IndKνnp
Mnp σ⊗eiν

As in the proof of Lemma 5.4.1.1, we can realize IndKνnp
Mnp σ⊗eiν on the Hilbert space
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L2(Kν)
σ, and in this realization an element X ∈ p acts as multiplication by the

function
k 7−→ eiν(k

−1·X) (∀k ∈ Kν).

But if k ∈ Kν then by definition, ν(k−1·X) = ν(X). So the subgroup p of Kν n p acts
on L2(Kν)σ by the unitary character exp(iν). It follows that

IndKνnp
Mnp σ⊗eiν =

⊕
τ∈K̂ν

m(τ) τ⊗eiν,

where m(τ) is the multiplicity with which τ∈K̂ν occurs in L2(Kν)σ. By the Peter-
Weyl theorem,m(τ) is the multiplicity with which the weight σ occurs in τ; com-
pare the proof of Lemma 5.2.1.5. The lemma follows from this and the classifi-
cation of irreducible representations of the connected group Kν by their highest
weights.

5.4.2 Characterization of the Mackey Bijection

Theorem 5.4.2.1. There is a unique bijection

µ : Ĝr −→ Ĝ0

such that for every ι ∈ Ĝr, the element µ(ι) ∈ Ĝ0 may be realized as a unitary subrepresen-
tation of ι ◦ α.

Proof. The existence part of the theorem is handled by the Mackey bijection from
[Hig08], which we reviewed in Chapter 3, which is the map

µ : ι(σ, ν) 7−→ π(σ, ν).

Indeed by Lemma 5.4.1.2, the representation π(σ, ν) occurs within ι(σ, ν) with
multiplicity one.

As for uniqueness, suppose we are given any bijection µ, as in the statement of

80



the theorem. It follows from Lemma 5.4.1.2 that µmust have the form

µ : ι(σ, ν) 7−→ π(θ, ν)

for some θ ∈ M̂/Wν with θ ≥ σ. So for each fixed ν ∈ a∗, we obtain from µ a
bijection of sets

µν : M̂
/
Wν −→ M̂

/
Wν

defined by
µ : ι(σ, ν) 7−→ π(µν(σ), ν).

We need to show that Aν is the identity map for all ν.
Now it follows from Lemma 5.4.1.2 that µ−1

ν has the property that

µν
(
[σ]
)
≥ [σ] ∀ [σ] ∈ M̂/Wν,

and so of course the inverse bijection has the property that

µ−1
ν

(
[σ]
)
≤ [σ] ∀ [σ] ∈ M̂/Wν.

for all σ ∈ M̂/Wν. It follows from this that µ−1
ν maps each of the finite sets

Sσ = { [θ] ∈ M̂/Wν : [θ] ≤ [σ] }

into itself, and this in turn implies that µ−1
ν is the identity map, as required.
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Chapter 6 |
Main Result for the Case of
SL(2,R)

In this chapter we adapt the results given in Chapter 5 to the case of G = SL(2,R).
We will show that there is an embedding C∗r(G0) → C∗r(G). To do this we shall
construct a rescaling automorphism in the Fourier transform picture. Recall (4.5.2.3)
that the Fourier transform picture is

C∗r(G)
∼=

 ⊕
n∈N

n6={−1,0,1}

K(Hn)

⊕ [C0(a∗,K(L2(K)−))Z/2Z
]
⊕
[
C0(a

∗,K(L2(K)−))Z/2Z
]

where Hn is the representation space of the discrete series and L2(K)± are the
compact picture representation spaces of the principal series. We will call the direct
sum of the compact operators K(Hn) the discrete series component of C∗r(G) and we
call the components with the continuous functions the principal series components.
We will tackle each component separately and then bring them back together again.

6.1 Principal Series Components

In Subsection 4.5.3 we chose some positive Weyl chambers a∗σ,+ ⊂ a∗ so that in
our description of C∗r(G) we no longer need to take into account the intertwining
operators. We will do similar things here and in fact will be easier. Recall that a ∼= R,
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so that then a∗ ∼= R. Also recall that among the principal series representations,
the unitary equivalences are π±,ν ∼= π±,−ν. These equivalences are given by unitary
intertwining operators

Uw,±,ν : L
2(K)± → L2(K)∓

such that Uw,±,νπ±,ν(g) = π±,−ν(g)Uw,±,ν for all g ∈ G. Then for a function

F ∈ C0(R,K(L2(K)±))Z/2Z

we have
Uw,±,νF(ν)U

∗
w,±,ν = F(−ν). (6.1.0.1)

Let {en}n∈Z be the standard orthonormal basis for L2(K), so that given kθ =cos θ − sin θ
sin θ cos θ

, we have en(kθ) = einθ. Then L2(K) decomposes orthogonally into

L2(K)+ and L2(K)− where L2(K)+ has the orthonormal basis {e2n}n∈Z and L2(K)− has
the orthonormal basis {e2n+1}n∈Z. Define

tn(ν) =
Γ( 1

2
(n+ 1+ iν))

Γ( 1
2
(n+ 1− iν))

, n ∈ Z,

where Γ is the classical gamma function. Then tn(ν) are holomorphic and zero free
near R ⊂ C, in fact, |tn(ν)| = 1 for all ν ∈ R. See [Var89, lemma 21, page 243].

Proposition 6.1.0.1 ( [Var89, Proposition 22, page 243]). If ν ∈ R and {en} is an
orthonormal basis, then there is a unitary operator Uν : L2(K)± → L2(K)± such that

Uνen = tn(ν)en

and
U−1
ν π±,νUν = π±,−ν.

It is clear that the unitary operatorUν decomposes as a direct sumUw,+,ν⊕Uw,−,ν.
Furthermore,

tn(ν) =

1 n ≥ 0

(−1)n n < 0.
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See [Var89, page 246]. We can then conclude that Uw,+,0 = Id and Uw,−,0 = W,
where

W(e2n+1) =

e2n+1 n ≥ 0

−e2n+1 n < 0.

By (6.1.0.1), for F ∈ C0(R,K(L2(K)+))Z/2Z, we get

Uw,+,0F(0)U
∗
w,+,0 = F(0),

so we can rewrite the even principal series part of the Fourier transform picture as

C0(R,K(L2(K)+))Z/2Z ∼= C0([0,∞),K(L2(K)+)).

On the other hand, take D+ = span{e2n+1|n ≥ 0} and D− = span{e2n+1|n < 0}, so
that L2(K)− = D+ ⊕D−. For F ∈ C0(R,K(L2(K)−))Z/2Z we have

Uw,−,0F(0)Uw,−,0 = F(0),

which means that F(0) must be block diagonal forD+ ⊕D−. We will then write the
Fourier transform picture as follows

C0(R,K(L2(K)−))Z/2Z ∼= C−
0 ([0,R),K(L2(K)−))

so that if F ∈ C−
0 ([0,∞),K(L2(K)−)) then F(0) is block diagonal under the decom-

position L2(K)− = D+ ⊕D−. Let us take the convention that

C+
0 ([0,∞),K(L2(K)+)) = C0([0,∞),K(L2(K)+)).

Remark. Almost all the principal series representations π±,ν are irreducible except
one. The only reducible principal series is π−,0 which reduces into two limits of
discrete series π1 and π−1, each of which are irreducible. See [Kna86, Proposition 2.7].
The representation spaces of the limits of discrete series are isomorphic toD+ and
D−. The fact that π−,0 is reducible is the reason why we need a special condition on
restricting the domain to some positive Weyl chamber.
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Now we may proceed to construct a scaling automorphism as in Chapter 5. For
t 6= 0, we have standard isomorphisms

λt : C
∗
r(Gt)

∼=−→ C∗r(G)

as in (5.0.0.1), defined by
ft 7→ [

g 7→ |t|−dft(g)
]

where ft ∈ C∞
c (Gt). We define the scaling automorphisms for t > 0

α±,t : C
±
0 ([0,∞),K(L2(K)±))→ C±0 ([0,∞),K(L2(K)±)),

by
α±,t(f)(ν) = f(t

−1ν).

For t < 0, we can define the scaling automorphism the same way as we did in
Section 5.1. We had defined the ∗-morphism

π± : C∗r(G)→ C±0 ([0,∞),K(L2(K)±)),

but we can instead define it as

π± : C∗r(G)→ C±0 ((−∞, 0],K(L2(K)±)).

In this case, for t < 0, we will define the scaling automorphism

α±,t : C
±
0 ((−∞, 0],K(L2(K)±))→ C±0 ([0,∞),K(L2(K)±))

by α±,t(f)(ν) = f(t−1ν).

Proposition 6.1.0.2. Let {ft} be a continuous section of {C∗r(Gt)} represented by a smooth
and compactly supported function f ∈ C∞

c (NKG), and let ν ∈ [0,∞). For any φ,ψ ∈
L2(K)±, the limit of the matrix coefficients

lim
t→0〈φ,α±(π±,ν(λt(ft)))ψ〉
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exists. The convergence is uniform in ν ∈ [0,∞).

Proof. From the definition of the scaling automorphisms α± and the morphisms
π±, we get that

〈φ,α±(π±,ν(λt(ft)))ψ =

∫
G

ft(g)〈φ, π±,t−1ν(g)ψ〉|t|−dim(p) dg.

The right hand side integral is precisely (5.2.2.2). We can then follow the proof of
Lemma 5.2.2.2 to obtain

〈φ,α±(π±,ν(λt(ft)))ψ〉

=

∫
a

∫
n

(φ∗ ∗ ft ∗ψ)(exp(−tY) exp(−tX))eiν(X)eρ(tX) dX dY.

The limit and uniform convergence follows from Lemma 5.2.2.3.

Proposition 6.1.0.3. Let {ft} be a left and right K-finite continuous section of {C∗r(Gt)}.
If the limit

lim
t→0〈φ,α±,t(π±,ν(λt(ft)))〉

exists for every φ,ψ ∈ L2(K)±, uniformly in ν ∈ [0,∞), then the limit

lim
t→0 α±,t(π±(λt(ft)))

exists in C±0 ([0,∞),K(L2(K)±)).

Proof. The proof is precisely the same as the proof for Lemma 5.2.2.1.

6.2 Discrete Series Component

In this section, we define scaling automorphisms for components involving the
discrete series representation spaces. For n ∈ Z− {−1, 0, 1} and t 6= 0 (here, t can
be positive or negative), we define the scaling automorphism

αn,t : K(Hn)→ K(Hn)
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simply by
αn,t(T) = T

for T ∈ Hn. That is, the rescaling automorphisms are trivial on the discrete series
components. Here, we want to show that the limit

lim
t→0 αn,t(πn(λt(ft)))

exists. We begin with a lemma involving matrix coefficients.

Lemma 6.2.0.1. Let {ft} be a continuous section of {ft} represented by a smooth,
compactly supported function f ∈ C∞

c (NKG). Let n ∈ Z − {−1, 0, 1}. For any
v,w ∈ Hn, the limit of the matrix coefficient

lim
t→0〈v, αn,t(πn(λt(ft)))w〉

exists.

Proof. By the definition of αn,t and λt, we get

〈v, αn,t(πn(λt(ft)))w〉 = 〈v, πn(λt(ft))w〉

=

∫
G

ft(g)〈v, πn(g)w〉 |t|−dim(p) dg.

Using the formula for the Haar measure given in lemma 2.6.0.8 we get∫
G

ft(g)〈v, πn(g)w〉 |t|−dim(p) dg

=

∫
K

∫
a

∫
n

ft(k exp(X) exp(Y))〈v, πn(k exp(X) exp(Y))w〉 |t|−dim(p)e2ρ(X) dk dX dY

=

∫
K

∫
a

∫
n

ft(k exp(tX) exp(tY))〈v, πn(k exp(tX) exp(tY))w〉 e2ρ(tX) dk dX dY,

(6.2.0.1)

where the last equality is given by change of variables tX := X. Take the limit of
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the right hand side of (6.2.0.1) as t goes to zero and we get∫
K

∫
a

∫
n

f0(k, X+ Y)〈v, πn(k)w〉 dk dX dY. (6.2.0.2)

Since f0 is smooth and compactly supported in G0, we get that the function

F0(k) :=

∫
a

∫
n

f0(k, X, Y) dX dY

on K is smooth, and in particular bounded. Thus the integral (6.2.0.2)∫
K

F0(k)〈v, πn|K(k)w〉 dk

is bounded. Therefore, the limit exists.

Lemma 6.2.0.2. Let n ∈ Z and let {ft} be a continuous section of {C∗r(Gt)} repre-
sented by a smooth, compactly supported function {ft}. If the limit

lim
t→0〈v, αn,t(πn(λt(ft)))w〉

exists for every v,w ∈ Hn, then the limit

lim
t→0 αn,t(πn(λt(ft)))

exists in K(Hn).

Thus we can conclude that the limit

lim
t→0 αn,t(πn(λt(ft)))

exists.

Proposition 6.2.0.3. Let {ft} be a left and right K-finite continuous sections of {C∗r(Gt)}.
The limit

lim
t→0

⊕
n∈Z

n 6∈{−1,0,1}

αn,t(πn(λt(ft)))
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exists in
⊕
n∈Z−{−1,0,1}K(Hn) and is given by

lim
t→0

⊕
n∈Z

n 6∈{−1,0,1}

αn,t(πn(λt(ft))) =
⊕
n∈Z

n6∈{−1,0,1}

lim
t→0 αn,t(πn(λt(ft))).

Proof. For all n ∈ Z− {−1, 0, 1}, the restriction of the discrete series representations
decomposes as follows, if n ≥ 1 then

πn|K ∼= τn ⊕ τn+2 ⊕ τn+4 ⊕ · · · ,

and if n ≤ −1 then
πn|K ∼= τn ⊕ τn−2 ⊕ τn−4 ⊕ · · · .

For example see [Lan85, Chapter 9]. It is easy to see that the K-type τm is a
constituent of πn|K for only finitely many n.

By the hypothesis, there are elements u, u ′ ∈ C∗r(K) and a continuous section
{f ′t} of {C∗r(Gt)} such that

ft = u
′ ∗ f ′t ∗ u

and τm(u) and τm(u ′) are nonzero for only finitely many τm ∈ K̂. We can conclude
that πn|K(u) and πn|K(u ′) are nonzero for only finitely many n ∈ Z − {−1, 0, 1}.
Therefore πn|K(ft) is nonzero for only finitely many n ∈ Z− {−1, 0, 1}.

It is then easy to see that

lim
t→0

⊕
n∈Z

n6∈{−1,0,1}

αn,t(πn(λt(ft))) =
⊕
n∈Z

n6∈{−1,0,1}

lim
t→0 αn,t(πn(λt(ft))) ∈

⊕
n∈Z

n6∈{−1,0,1}

K(Hn)

is well defined.

Remark. In general, discrete series representations π are irreducible unitary repre-
sentations. We can write

π|K ∼=
⊕
τ∈K̂

mττ,

where mτ is the multiplicity of the K-type τ in π|K. See [Kna86, equation (8.5)].
By the theorem given in [Kna86, Theorem 8.1], since π is an irreducible unitary
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representation, the multiplicitymτ satisfiesmτ ≤ dim τ for all τ ∈ K̂. Furthermore,
the corollary given in [Kna86, Corollary 12.22(a)] states that if G is linear connected
semisimple with rankG = rankK, then any given K-type, τ, occurs (nontrivially)
in only finitely many discrete series representations. This is a special case of the
uniform admissablilty theorem. See [CCH16, Theorem 5.5].

6.3 The Limit Formula and the Embedding Morphism

Now we define the scaling automorphisms at the level of the reduced group
C∗-algebra. For brevity, let

π =

 ⊕
n∈Z

n6∈{−1,0,1}

πn

⊕ π+ ⊕ π−

be the C∗-isomorphism from C∗r(G) to the Fourier structure picture. If t > 0, we
define

αt : C
∗
r(G)→ C∗r(G)

by the composition

αt = π−1 ◦


 ⊕

n∈Z
n 6∈{−1,0,1}

αn,t

⊕ α+,t ⊕ α−,t

 ◦ π. (6.3.0.1)

In the case that t < 0, let π ′ be the C∗-isomorphism

π ′ : C∗(G) −→
 ⊕

n∈Z
n/∈{−1,0,1}

K(Hn)

⊕C0((−∞, 0],K(L2(K)+))⊕C−
0 ((−∞, 0],K(L2(K)−)),
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and define αt by the composition

αt = π−1 ◦


 ⊕

n∈Z
n 6∈{−1,0,1}

αn,t

⊕ α+,t ⊕ α−,t

 ◦ π ′.

Theorem 6.3.0.1. If {ft} is any continuous section of the continuous field {C∗r(Gt)}, then
the limit

lim
t→0 αt(λt(ft))

exists in C∗r(G).

Proof. By Lemma 5.2.1.3, there is a generating family of continuous sections that
are represented by smooth and compactly supported functions onNKG and are left
and right K-finite. If {ft} is such a continuous section, then by Proposition 6.1.0.3,
Proposition 6.2.0.3, the formula (6.3.0.1), and the fact that

[⊕
n πn

]
⊕ π+ ⊕ π− is

isometric, we get that
lim
t→0 αt(λt(ft))

exists in C∗r(G). By Lemma 5.2.0.2, we conclude that the limit exists for any contin-
uous section of {C∗r(Gt)}.

We can now define an embedding of the reduced group C∗-algebras. Let
f0 ∈ C∗r(G0). Extend f0 in any way to a continuous section {ft} of {C∗r(Gt)} and
define

α(f0) := lim
t→0 αt(λt(ft)) (6.3.0.2)

in C∗r(G). Theorem 5.3.1.1 tells us that (6.3.0.2) is well-defined and isometric. We
can construct the mapping cone continuous field as in Subsection 5.3.2. Then
Theorem 5.3.2.1 gives us the following theorem

Theorem 6.3.0.2. There is an isomorphism of continuous fields from the deformation
continuous field for G = SL(2,R) to the mapping cone continuous field for the embedding

α : C∗r(G0)→ C∗r(G).
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6.4 Characterization of the Mackey Bijection

In this section, we adapt the results of Section 5.4 for the case of G = SL(2,R).
Recall in Section 3.6 that we constructed the irreducible unitary representations

of G0. They are
φν,± = IndG0Mnp σ± ⊗ eiν,

where σ± ∈ M̂, ν ∈ a∗,and ν 6= 0, and

φ0,τn = IndG0Knp τn ⊗ (trivial),

where τn ∈ K̂ and τ 6= 0. In particular, we have φ0,τn(k, X) = τn(k) for k ∈ K and
X ∈ p.

6.4.1 Principal Series Representations

Lemma 6.4.1.1. The composition of the principal series π±,ν of G = SL(2,R) with
the morphism

α : C∗r(G0)→ C∗r(G)

is the unitary representation IndKnp
Mnp σ± ⊗ eiν of the Cartan motion group G0.

Proof. The proof is exactly the same as in the proof of Lemma 5.4.1.1 with σ being
either σ+ or σ−.

Then we have

Lemma 6.4.1.2. If ν 6= 0, then the composition of Lemma 6.4.1.1 π±,ν ◦ α is an
irreducible unitary representation of the Cartan motion group G0. Furthermore,

π±,ν ◦ α = φν,±.

For the case of ν = 0, we have

Lemma 6.4.1.3. The composition of the principal series π+,0 of G = SL(2,R) with
the morphism

α : C∗r(G0)→ C∗r(G)
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decomposes as
π+,0 ◦ α =

⊕
n∈Z

φ0,τ2n .

Proof. By Lemma 6.4.1.1, we have π+,0 ◦ α = IndG0Mnp σ+ ⊗ (trivial). We can realize
this representation on L2(K)+. Recall that

L2(K)+ ∼=
⊕
τn∈K̂

Vτn ⊗ (V∗τn)
+,

where φ ∈ (V∗τn)
+ has the property that

φ(τn(m)v) = σ+(m)φ(v) = φ(v),

for allm ∈M and for all v ∈ Vτn . But,

φ(τn(kπ)v) = φ(e
inπv)

= einπφ(v)

= (−1)nφ(v).

Therefore (V∗τn)
+ 6= 0 if and only if n is even. Therefore, we get

L2(K)+ ∼=
⊕
n∈Z

V2n ⊗ (V∗2n)
+. (6.4.1.1)

See for example Lemma 5.2.1.4. Under the decomposition (6.4.1.1), the action of
IndG0Mnp σ+ ⊗ trivial becomes τ2n on the component V2n ⊗ (V∗2n)

+. We conclude

IndG0Mnp σ+ ⊗ trivial =
⊕
n∈Z

φ0,τ2n .

And finally,

Lemma 6.4.1.4. The composition of the principal series π−, 0 of G = SL(2,R) with
the morphism

α : C∗r(G0)→ C∗r(G)
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decomposes as
π−,0 =

⊕
n∈Z

φ0,τ2n+1 .

Moreover, the compositions of the limits of discrete series representations π1 and
π−1 with the morphism

α : C∗r(G0)→ C∗r(G)

decompose as

π1 ◦ α =
∞⊕
n=0

φ0,τ2n+1

π−1 ◦ α =
∞⊕
n=0

φ0,τ−2n−1 .

Proof. The proof follows precisely as in the proof of Lemma 6.4.1.3, this time,
obtaining

L2(K)− ∼=
⊕
n∈Z

V2n+1 ⊗ (V∗2n+1)
−. (6.4.1.2)

Thus we get
π−,0 ◦ α =

⊕
n∈Z

φ0,τ2n+1 .

Under the decomposition (6.4.1.2), D+ acts nontrivially only on the components
with n non-negative and D− acts nontrivially only on the components with n
negative. So we get

π1 ◦ α =
∞⊕
n=0

φ0,τ2n+1

π−1 ◦ α =
∞⊕
n=0

φ0,τ−2n−1 .
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6.4.2 Discrete Series Representations

Lemma 6.4.2.1. Let n be an integer such that |n| ≥ 2. The composition of the
discrete series representation πn with the morphism

α : C∗r(G0)→ C∗r(G)

decomposes as

πn ◦ α(f) = φ0,τn(f)⊕ φ0,τn+2(f)⊕ φ0,τn+4 ⊕ · · · ,

if n ≥ 2, and

πn ◦ α(f) = φ0,τn(f)⊕ φ0,τn−2(f)⊕ φ0,τn−4 ⊕ · · · ,

if n ≤ −2, where f ∈ C∞
c (G0).

Proof. Let

F0(k) =

∫
a

∫
n

f(k, X+ Y) dX dY.

Also let v,w ∈ Hn, vectors in the representation space of πn. Then by (6.2.0.2)

〈v, (πn ◦ α)(f)w〉 =
∫
K

F(k)〈v, πn|K(k)w〉 dk

= 〈v, πn|K(F)w〉,

so we have
πn ◦ α(f) = πn|K(F).

Furthermore, since

πn|K ∼= τn ⊕ τn+2 ⊕ τn+4 ⊕ · · · n ≥ 2,

πn|K ∼= τn ⊕ τn−2 ⊕ τn−4 ⊕ · · · n ≤ 2,
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we get

πn ◦ α(f) = τn(F)⊕ τn+2(F)⊕ τn+4 ⊕ · · · n ≥ 2,

πn ◦ α(f) = τn(F)⊕ τn−2(F)⊕ τn−4 ⊕ · · · n ≤ 2.

On the other hand,

φ0,τn(f) =

∫
K

∫
p

f(k, X)φ0,τn(k, X) dk dX

=

∫
K

∫
p

f(k, X)τn(k) dk dX

=

∫
K

F(k)τn(k) dk

= τn(F).

We can then conclude

πn ◦ α(f) = φ0,τn(f)⊕ φ0,τn+2(f)⊕ φ0,τn+4 ⊕ · · · n ≥ 2,

πn ◦ α(f) = φ0,τn(f)⊕ φ0,τn−2(f)⊕ φ0,τn−4 ⊕ · · · n ≤ 2,

and we are done.

6.4.3 Characterization of the Mackey Bijection

We recall the Mackey bijection µ : Ĝr → Ĝ0 given in Section 3.6. It is defined by

µ :



π±,ν 7→ φν,± ν > 0,

π+,0 7→ φ0,τ0 ,

D1 7→ φ0,τ1 ,

D−1 7→ φ0,τ−1 ,

πn 7→ φ0,τn |n| ≥ 2.

(6.4.3.1)
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Theorem 6.4.3.1. There is a unique bijection

µ : Ĝr → Ĝ0

such that for every [π] ∈ Ĝr, the element µ([π]) ∈ Ĝ0 may be realized as a unitary
subrepresentation of π ◦ α.

Proof. The existence is given by (6.4.3.1). From Lemma 6.4.1.2, Lemma 6.4.1.3,
Lemma 6.4.1.4, and Lemma 6.4.2.1, the bijection satisfies the necessary condition.

As for uniqueness, suppose there is another bijection

µ0 : Ĝr → Ĝ0

that satisfies the stated condition of the theorem. By the given condition we must
have

µ0 : π±,ν = φν,±,

for ν > 0. We will proceed by process of elimination. Note that φ0,τ0 is contained
as a subrepresentation only in π+,0 ◦ α, so we must have µ0(π+,0) = φ0,τ0 . Next,
φ0,τ1 is contained as a subrepresentation only in D1 ◦ α, so we have µ0(D1) = φ0,τ1 .
Likewise, since φ0,τ−1 is contained only inD−1 ◦ α, we have µ0(D−1) = φ0,τ−1 . Now,
φ0,τ2 is contained in both π+,0 ◦ α and in π2 ◦ α. But µ0(π+,0) has already been
defined, so we must have µ0(π2) = φ0,τ2 . Next, φ0,τ3 is contained in both D1 ◦ α
and in π3 ◦ α, but µ0(D1) is already defined, so we must have µ0(π3) = φ0,τ3 . We
continue in this way to get µ0(πn) = φ0,τn for n ≥ 2. Similarly, we must have
µ0(πn) = φ0,τn for n ≤ −2, and so we conclude µ0 = µ.
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Appendix |
Sketch of Proof of Fourier Struc-
ture Theorem

In this appendix we will sketch a proof of Theorem 4.5.2.3, by taking the proof
from [CCH16] which uses the language of Hilbert C∗-module and translating it into
our context. For the full proof to the Fourier structure theorem for a real reductive
group, see [CCH16].

1 Hilbert C∗-Module and the Action of the Reduced

C∗-Algebra

Let G be a real reductive group with Iwasawa decomposition KAN and a parabolic
subgroup S =MAN with Langlands decomposition. Let L =MA be its Levi factor.
Let σ ∈ M̂ and ν ∈ a∗ so that eiν ∈ Â. Then σ⊗ eiν is a representation of L on the
representation space Hσ,ν. Also, Hσ is the representation space of σ ∈ M̂.

The C∗-algebra C∗r(G) acts on the left of C∗r(G/N) by convolution and C∗r(L)
acts on the right, making C∗r(G/N) a Hilbert bimodule. Naturally C∗r(L) acts on
Hσ,ν, so we can define a new Hilbert space C∗r(G/N) ⊗C∗r (L) Hσ,ν on which C∗r(G)
will act from the left. The following theorem is given in [CCH16, Proposition
4.2], [Cla13, Corollary 3.5], and [Rie74, Theorem 5.12]:

Theorem 1.0.1. Given a tempered representation τ of L on Hτ, there is a mapping from
C∗r(G/N)⊗C∗r (L) Hτ onto a dense subset of IndGS Hτ that unitarily intertwines the action
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of C∗r(G).

Define a C0(Â)-module C0(Â,Hσ). Note that L =MA acts on C0(Â,Hσ), with
the following rule: letting F ∈ C0(Â,Hσ), the actions are a.F : ν 7→ ν(a)F(ν) and
m.F : ν 7→ σ(m)F(ν). In particular, the mapping evν maps C0(Â,Hσ) to Hσ,ν. It
is clear that C∗r(L) acts on C0(Â,Hσ), so we have the parabolically induced Hilbert
module

C∗r(G/N)⊗C∗r (L) C0(Â,Hσ),

upon which C∗r(G) will act. We can define

IndGS C0(Â, hσ) := {f : G→ C0(Â,Hσ)|f(gman) = δ(man)σ(m)−1f(g)},

where δmakes the space unitary.
The above theorem applies even in the case of Hilbert modules:

Theorem 1.0.2. There is a mapping Λ from C∗r(G/N) ⊗C∗r (L) C0(Â,Hσ) onto a dense
subset of IndGS C0(Â,Hσ) unitarily intertwining the action of C∗r(G).

Theorem 1.0.3 ( [CCH16, Corollary 4.12]). The C∗-algebra C∗r(G) acts as compact
operators on the Hilbert module C∗r(G/N)⊗C∗r (L) C0(Â,Hσ).

Corollary 1.0.4. C∗r(G) acts as compact operators on IndGP C0(Â,Hσ).

Sketch of Proof. It should be clear that

K(C∗r(G/N)⊗C∗r (L) C0(Â,Hσ) ∼= K(IndGS C0(Â,Hσ)).

Now use Theorem 1.0.1.

Let us describe the action of C∗r(G) on IndGS C0(Â,Hσ). First, we look at the
action of G on IndGS C0(Â,Hσ). Let F ∈ IndGS C0(Â,Hσ) and g ∈ G. We will let π ′σ be
the representation of G on IndGS C0(Â,Hσ). Then, for x ∈ G, we have

π ′σ(g)F(x) = F(g
−1x),
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and thus for f ∈ C∗r(G), we get

π ′σ(f)F(x) =

∫
G

f(g)F(g−1x) dg. (1.0.1)

This is a compact operator on IndGP C0(Â,Hσ) and is corresponds with the action of
f on C∗r(G/N)⊗C∗r (L) C0(Â,Hσ) by convolution. So we have

π ′σ : C
∗
r(G)→ K(IndGS C0(Â,Hσ)). (1.0.2)

Proposition 1.0.5. πS,σ[C∗r(G)] ∼= π ′σ[C∗r(G)].

The construction of this isomorphism will proceed in a few steps.

Lemma 1.0.6. IndGS C0(Â,Hσ) ∼= C0(Â, IndGS Hσ).

Proof. We define
Ξ : IndGS C0(Â,Hσ)→ C0(Â, IndGS Hσ)

by Ξ(F)(ν)(g) = F(g)(ν) with F ∈ IndGS C0(Â,Hσ), ν ∈ Â, and g ∈ G. This is
invertible, taking G ∈ C0(Â, IndGS Hσ), we have Ξ−1(G)(g)(ν) = G(ν)(g).

We can define an action of C∗r(G) on C0(Â, IndGS Hσ) so that it is compatible with
π ′σ. We define

π ′′σ(f) = Ξ ◦ π ′σ(f) ◦ Ξ−1 (1.0.3)

for all f ∈ C∗r(G). In this way, the action becomes

(π ′′σ(g)V)(ν)(x) = Ξ(π
′
σ(g)Ξ

−1V)(ν)(x)

= (π ′σ(g)Ξ
−1V)(g)(ν)

= Ξ−1V(g−1x)(ν)

= V(ν)(g−1x)⇒ (π ′′σ(g)V)(ν)(g) = V(ν)(g
−1x).

The action of C∗r(G) by π ′′σ is through compact operators on C0(Â, IndGS Hσ).
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Lemma 1.0.7. If X is a topological space and H is a Hilbert space, then

K(C0(X,H)) ∼= C0(A,K(H)).

Sketch of Proof. Note thatC0(X,H) ∼= H⊗C0(X). Then K(H⊗C0(X)) ∼= K(H)⊗C0(X).
Finally K(H)⊗ C0(A) ∼= C0(A,K(H)). See for example [Lan95, Chapter 4].

Let
π ′′′σ : C∗r(G)→ C0(Â,K(IndGS Hσ))

be defined by π ′′′σ (f) = Θ(π ′′σ(f)). Now we describe the action of π ′′′σ . Let φ ∈
IndGS Hσ. Then

π ′′′σ (f)(ν)φ = Θ(π ′′σ(f))(ν)φ

= π ′′(f)(φ)(ν)⇒ (π ′′′σ (f)(ν)φ)(x) = π
′′
σ(f)(φ)(ν)(x)

=

∫
G

f(g)π ′′σ(g)φ(ν)(x) dg

=

∫
G

f(g)φ(ν)(g−1x) dg.

Recall that we can treat φ as a constant function in C0(Â, IndGS Hσ). Moreover,
recall the mapping evν : C0(Â, IndGS Hσ) → IndGS Hσ,ν. So φ(ν) ∈ IndGS Hσ,ν. Thus
we have ∫

G

f(g)φ(ν)(g−1x) dg =

∫
G

f(g)πS,σ,ν(g)φ(ν)(x) dg

= πS,σ,ν(f)φ(ν)(x).

So we have π ′′′σ (f)(ν)φ = πS,σ,ν(f)φ(ν) = πS,σ(f)(ν)φ(ν), thus concluding that
π ′′′σ = πS,σ. This proves Proposition 1.0.5.
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2 Decomposition of the Reduced Group C∗-Algebra

Following the notation in [CCH16], define

C∗r(G)S,σ ⊂ K(C∗r(G/N)⊗C∗r (L) C0(Â, IndGS Hσ))

to be the image of C∗r(G) as compact operators on C∗r(G/N)⊗C∗r (L) C0(Â, IndGS Hσ).
Two pairs (S1, σ1) and (S1, σ2) are associate if there is an element ofG that conjugates
the Levi factor of S1 to the Levi factor of S2 and conjugates σ1 to a representation
unitarily equivalent to σ2 (see [CCH16, Definition 5.2]). Then

Theorem 2.0.1 ( [CCH16, Proposition 5.17]). The C∗-algebra homomorphism

C∗r(G)→⊕
[S,σ]

C∗r(G)[S,σ]

where [S, σ] is the associate class of the pair (S, σ).

Recall from Corollary 4.15 that the actions of C∗r(G) are unitarily equivalent
on C∗r(G/N) ⊗C∗r (L) C0(Â, IndGS Hσ) and IndGS C0(Â, IndGS Hσ). Combine this with
Proposition 1.0.5 and we get that

C∗r(G)[S,σ]
∼= πS,σ[C

∗
r(G)] ⊂ C0(Â,K(IndGS Hσ)),

thus we can conclude

Theorem 2.0.2. C∗r(G) ∼=
⊕

[S,σ] πS,σ[C
∗
r(G)].

3 Structure of a Component of the Reduced Group

C∗-Algebra

To finish, we look at the structure of πS,σ[C∗r(G)]. Recall that we defined Wσ =

{w ∈ NK(a)|Ad∗w σ ∼= σ}/M. We can also define Wσ,ν = {w ∈ Wσ|Ad∗w ν = ν}.
Now define a fixed-point algebra C = C0(Â,K(IndGS Hσ))Wσ . F ∈ C if Uw,σ,νF(ν) =
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F(Ad∗w ν)Uw,σ,ν for all intertwining operator generated from all w ∈Wσ. It is then
obvious that

πS,σ[C
∗
r(G)] ⊂ C0(Â,K(IndGS Hσ))

Wσ .

We wish to show that

Proposition 3.0.1. πS,σ[C∗r(G)] = C0(Â,K(IndGS Hσ))Wσ .

Before proving the proposition, we state a definition, some lemmas and a
famous theorem:

Theorem 3.0.2 (Harish-Chandra’s Completeness Theorem). Fixing σ and ν, the span
of all intertwining operatorUw,σ,ν, generated fromw ∈Wσ,ν, is exactly the full commutant
of πS,σ,ν.

Lemma 3.0.3. Let H be a Hilbert space. Suppose A ⊂ K(H) and B ⊂ B(H) are C∗-
algebras such that B is finite-dimensional. ThenM ′ = N if and only ifN ′ ∩K(H) =

M.

Idea of Proof. We can consider A,B ⊂Mn(C) as C∗-algebras. Then it is elementary
that M ′ = N if and only if M = N ′′ which follows from a so-called double
commutant theorem. In general, given A and B as in the hypothesis, any element
in A can be approximated by finite rank operators (which are equivalent to n× n
matrices). On the other hand, since B is finite-dimensional, it is isomorphic to
Mn1(C) ⊕ · · · ⊕Mnk(C) (see [Mur90, Theorem 6.3.8]). We then can see that, by
approximation of the n× nmatrices, that the conclusion is true.

Definition ( [Dix77, Definition 11.1.1]). Let A be a C∗-algebra, and B a sub-C∗

algebra of A if the following conditions are satisfied:

1. For every irreducible representation π of A, π|B is irreducible,

2. and if π and π ′ are inequivalent irreducible representations of A, then π|B and
π ′|B are inequivalent.

Lemma 3.0.4 ( [Dix77, Lemma 11.1.4]). Let A be a liminal C∗-algebra with Haus-
dorff spectrum, Â, and B a rich sub-C∗-algebra of A. Then B = A.
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proof to Proposition 3.0.1. It suffices to show that πS,σ[C∗r(G)] is a rich subalgebra of
C0(Â,K(IndGS Hσ))Wσ . A representation of C0(Â,K(IndGS Hσ))Wσ is of the form evν
defined by evν(F) = F(ν), which is a compact operator on IndGS Hσ,ν. According
to [Dix77, Proposition 5.4.13], evν decomposes into a direct sum of irreducible
representations. Let evν = ⊕rν,i so that rν,i is an irreducible representation with
representation space Hi ⊂ IndGS Hσ,ν. Note for any w ∈Wσ,ν we have

Uw,σ,νF(ν) = F(ν)Uw,σ,ν (3.0.1)

But now suppose that rν,i is not irreducible when restricted to πS,σ[C∗r(G)].
Suppose we can decompose Hi into Vi ⊕Wi so that rν,i is invariant on Vi andWi

when restricted to πS,σ[C∗r(G)].
Note that the Harish-Chandra Completeness Theorem tells us that

span{Uw,σ,ν|w ∈Wσ,ν} = {πS,σ,ν(f)|f ∈ C∗r(G)} ′,

and using the lemma, we get that

span{Uw,σ,ν|w ∈Wσ,ν}
′ ∩K(IndGS Hσ,ν) = {πS,σ,ν|f ∈ C∗r(G)}. (3.0.2)

By (3.0.1) and (3.0.2), we must have that F(ν) = πS,σ,ν(f)(ν) for some f ∈ C∗r(G). But
then we would be able to decompose rν,i(F) = rν,i(πS,σ(f)) into invariant operators
on Vi and Wi, which is a contradiction. We can then conclude that rν,i must be
irreducible when restricted to πS,σ[C∗r(G)].

As for the second part of the definition of a rich sub-C∗-algebra, suppose that
rν,i and rν,j are inequivalent (i 6= j and for now, we are considering within one evν)
representation of C0(Â,K(IndGS Hσ))Wσ on Hilbert spaces Hi and Hj respectively.
But suppose that rν,i|C∗r (G) and rν,j|C∗r(G) are equivalent. Then there is an invertible
unitary operator U : Hi → Hj such that

Urν,i(πS,σ(f)) = rν,j(πS,σ(f))U

UπS,σ,ν(f)|Hi = πS,σ,ν(f)|HjU
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for all f ∈ C∗r(G). Let U0 be an operator on IndGS Hσ = ⊕Hi so that U0|Hi = U and
U0|Hj = U

∗ (qualitatively, if we restrict our attention to Hi ⊕Hj, we can view U0 as U∗

U

). Then

U0πS,σ,ν(f) = πS,σ,ν(f)U0

for all C∗r(G). By Harish-Chandra’s completeness theorem, we must have that
U0 ∈ span{Uw,σ,ν|w ∈Wσ,ν}. It is then clear that for all

F ∈ C0(Â,K(IndGS Hσ))
Wσ

we have U0F(ν) = F(ν)U0 ⇒ U0 evν(F) = evν(F)U. If we restrict to Hi we get
Urν,i(F) = rν,jU, which is a contradiction. We conclude rν,i|C∗r (G) and rν,j|C∗r (G) are
inequivalent whenever rν,i and rν,j are inequivalent.

Now suppose ν 6= ν ′ and rν,i and rν ′,j are inequivalent but rν,i|πS,σ[C∗r (G)] and
rν ′,j|πS,σ[C∗r (G)] are equivalent. Let Hi be the representation space of rν,i and H ′j

the representation space of rν ′,j. There is an invertible unitary transformation
U : Hi → H ′j such that for all f ∈ C∗r(G),

Urν,i(f) = rν ′,j(f)U

UπS,σ,ν(f)|Hi = πS,σ,ν ′(f)|H ′jU.

Let H0 and H ′0 be so defined that IndGS Hσ,ν = Hi ⊕ H0 and IndGS Hσ,ν ′ = H ′j ⊕ H ′0.
Then let us extend U to U0 so that U0|Hi = U and U0|H0 = 0 (in this sense, think of

U0 : Hi ⊕H0 → H ′j ⊕H ′0 as

U 0

0 0

). Then it is clear that

U0πS,σ,ν(f) = πS,σ,ν ′(f)U0

for all f ∈ C∗r(G). Such U0 can only exist if there is a w ∈Wσ such that Ad∗w ν = ν ′.
Then evν ∼= evν ′ , so we can consider rν,i and rν ′,j to be subrepresentation of the
same evν, and follow the argument from the previous paragraph.
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Theorem 2.0.2 and Theorem 3.0.1 proves Theorem 4.5.2.3.
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