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Frank Kasper Topologically Close Packed (TCP) phases are a wide class of intermetallic phases known to occur in a wide variety of metallic alloy systems, often occurring where elements have different radii and electronic properties. They are known as detrimental phases in alloys, occurring in many of the most technologically significant alloys. The formation of these phases often leading to poor mechanical properties and detriment to corrosion properties.

There has been great progress since Kasper in understanding the structure and occurrence of TCP phases, however modeling of these phases has still been a difficult task using the CALculation of PHAse Diagram (CALPHAD) method. High solubility, magnetism, and complex structure all provide additional challenges in modeling these phases within the context of CALPHAD. Such challenges have led to the adoption of multiple models for describing a single phase, and has been an impediment to the development of higher order databases.

In many situations it is the choice of the modeler to either retain compatibility or to increase physical accuracy. In the following work the criteria for sublattice models will be discussed and identified. Following this the sublattice models of common TCP phases will be reviewed with the previously identified criteria. Development of an updated TCP phases will be demonstrated for the sigma phase. Discussion of how High throughput methods can be incorporated into the creation of CALPHAD models (density functional theory, optimization and machine learning methods) will also be included. Finally revised sublattice models will be presented with the intent for future modelers to coordinate their efforts between disparate and higher order systems.
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Chapter 1

Introduction

Background

Frank Kasper TCP Phases

Frank Kasper Topologically Close Packed (TCP) phases are a wide class of intermetallic phases known to occur in a wide variety of metallic alloy systems, often occurring where elements have different radii and electronic properties. In fact it was suggested by Kasper that atomic arrangements in intermetallic phases are determined by radii completing close packing requirements. These phases are ubiquitous for their complex structures and high solubility. (See Figure 1-1).

![Figure 1-1: Solubility ranges of select TCP phases with ideal stoichiometry marked](image)

TCP phases are of great interest due to their formation in many technologically important alloy systems. The brittle nature and high solubility in these structures have led to them being...
dubbed detrimental phases; best known for causing significant deterioration of mechanical properties in highly alloyed steels, illustrated in Figure 1-2. For this reason it is often the goal to model their precipitation and subsequently avoid their occurrence. Modeling of TCP phases and there stability has become one of the primary goals of the CALPHAD community.

![Figure 1-2: Precipitation of σ-Phase in highly alloyed steels. Data above showing embrittlement of ferritic austenitic duplex steel](image)

There has been great progress since Kasper in understanding the structure and occurrence of TCP phases, however modeling of these phases has still been a difficult task using the CALPHAD method. In the following paragraphs these challenges will be outlined so that the task of modeling them might be better understood.

**Need for improved models for complex solids**

Often it is the choice of the modeler to select the appropriate sublattice models for describing the system in question under the given constraints. In this way multiple models for a phase can be employed with great success despite describing the same structure. While this practice might be more than adequate for describing a single binary or ternary system, it often leads to issues when developing multicomponent databases. To be explicit, it is often the situation that sublattice
models between databases are incompatible. This is unfortunate as there are cases where it has led to the adoption of suboptimal sublattice models just to retain compatibility in making larger databases. This is no small issue as one of the major thrusts of the CALPHAD community is in building higher order databases.

The large solubility found in TCP phases presents an additional challenge to the CALPHAD community as current models don’t accurately describe the site occupancies found in these structures. There have been many recent efforts to update (but not restructure) sublattice models to include more solubility and therefore make them more applicable to a larger number of systems. Historical approaches to include solubility in the absence of definitive experimental data has been to model one sublattice as component A, one as component B, and to include mixing on a third sublattice. The decision on which of these sites to include solubility on has been somewhat arbitrary and often creating a model that spans the entire observed solubility range was the primary concern. This often leads to models which pair sites having dissimilar solubility, leading to models which cannot reproduce experimentally observed site occupancies.

Even among models which adequately reproduce site occupancies, metastable states are often not considered. For calculations where only stability is needed (such as producing phase diagrams) this works perfectly well. As stated earlier it is often the goal when modeling tcp phases to avoid their formation in real processes which occur outside of equilibrium. Inclusion of metastable and even unstable states into a model will aid in these predictions. Additionally such models can provide better extrapolation to higher order systems. Such knowledge of non equilibrium states is crucial to development of high entropy alloys and functionally graded materials where wide compositions spaces are often explored.

At this point it should be obvious that if multiple incompatible descriptions can be used successfully, then incorrect phase descriptions can be made to give correct results. This is a problem that is not unique to TCP phases and is an issue intrinsic to the CALPHAD method in
general. There are two ways in which an incorrect phase description can give correct results, in so much as phase diagrams and equilibria are concerned.

The first is that because the energies in CALPHAD are relative it is necessary to define a reference state for the system, so that they may be compared. Phase equilibria between phases are dependent only on the relative energies and not their absolute values. It is because of this that incorrect energies in one phase in the system can be propagated to others in optimizing the database. The result is a phase description in which the equilibria match in so much as parameters have been optimized to do so, but where site properties or others do not. It is for this reason that experimental validation and first principle calculations of thermodynamic properties pertaining to individual phases is critical to producing a database that extrapolates well to higher order systems.

A second way that incorrect phase descriptions, in particular incorrect sublattice models, can produce correct equilibria is in the optimization of the phases themselves. Given enough degrees of freedom in optimizing parameters their energies can be made to give energies on the convex hull. On other words parameters can be made to give results for the equilibrium structure rather than the structure they represent. This is an incorrect way to represent equilibrium as it becomes impossible to correctly represent metastable states. The analogy has often been made between equilibrium and the surface of a lake. Where in the surface of the lake obscures the lakes’ bed (metastable/unstable states). In this case any given parameter can be fit to give the value of this energy surface. In doing so you lose the ability to rigorously describe anything below this surface. Metastable states become important for understanding and predicting phase transitions under realistic conditions, and extrapolating to higher order.
Scope

The following work will explore common topologically close packed structures which form in metallic systems, often of great industrial significance. More specifically relevant experimental findings and historical descriptions used in CALPHAD for representing these phases will be reviewed so that the current method for modeling these phases can be assessed. In this way we hope to better understand the crystallography present. In the following chapters a criteria for developing sublattice models will then be proposed and applied to the aforementioned phases. To better match the physical structure to models, solubility and ordering will be considered. Finally, it will be demonstrated how first principles calculations can be integrated into this approach in an efficient high throughput manor to build more physical sublattice models. Demonstration of this methodology will be performed on the sigma phase.
Chapter 2

Theory

Criteria for sublattice models in complex solids

To develop better sublattice models for TCP phases and propose a criteria for modeling them it is first and foremost important to understand what is intended to be captured in a sublattice model. A sublattice model within the context of CALPHAD is conceptually very simple. It is a way of representing a given phase in a system as a combination of lattices. Each site in the sublattice should possess the same properties and thus be grouped. For as simple as this is it can be a daunting task to perform. Selecting how and when to combine sublattices and which constituents sit on a given site is not trivial. In the absence of experimental results such choice often comes down to the expertise of the modeler, what their goals ultimately are, and what is computationally tractable. Ideally a sublattice model can capture the same crystal structure experimentally observed, both in sites and occupation, and for this reason crystallography is often the first thing that should be considered when selecting/developing a model. This leads to the first criterion, Wyckoff positions.

Wyckoff Positions

A crystal structure can be simplified to just a few symmetrically unique positions called Wyckoff positions. These crystallographic positions are significant in that each of the sites described by a Wyckoff position have the same atomic environment, meaning that the properties
(coordination, occupancy, and bonding) of sites within the crystal are divided along these positions. The ideal sublattice model would define a sublattice for each Wyckoff position containing all of the sites of that Wyckoff position. The result of doing so would be general model which can be applied to any binary/ternary system in which the phase might be found. Additionally, Wyckoff positions are well known for all but the most complicated of phases making it a general approach.

Basing a sublattice model on Wyckoff positions alone doesn’t come without fault as this approach can be difficult to practically implement. For phases with relatively few Wyckoff positions the aforementioned approach is ideal, and in many cases has already been implemented. For the C15 laves phase a model based on Wyckoff positions has already been implemented, as will later be discussed. For phases with greater than three Wyckoff positions, as is the case with many TCP phases, this option becomes computationally intensive. Number of parameters needed to describe models with additional sublattices or additional components scales exponentially. A sublattice model containing 5 sublattices for a ternary system would contain 243 parameters. It becomes quite apparent that for developing multicomponent thermodynamic databases that additional assumptions will need to be made. At the very least a sublattice model should consider the Wyckoff positions. It is also worth noting that there are circumstances when modeling magnetic properties and ordering that Wyckoff positions too become insufficient for completely describing the system.

**Coordination Number**

The first assumption that should be made in simplifying sublattice models in cases where the Wyckoff positions lead to computationally intractable results is that based on the
coordination. This method has long been used, and in fact Kasper rules say that sites fill with an arbitrary component in order of coordination. Notation most often used for designating components for describing the order in which they fill sites is to call the component with larger atomic radius A and smaller radius B. Sites with the same coordination are said to fill with component A/B at the same rate and can therefore be combined into the same sublattice. Larger (and more electropositive) elements go to sites of higher coordination as they contain a higher atomic volume and more atoms available for bonding.

While basing a sublattice model on Wyckoff positions and coordination most often leads to a decent result, there are some pitfalls in this approach. The first is an assumption by some that two coordination numbers are approximately the same. This can be seen in some of the TCP phases where as many 6 Wyckoff positions and more than three values of coordination are seen. Even further assumptions are often made that A atoms sit on the highest coordination site(s), B on the lowest, and mixing on any in between. This assumption is often made without merit, not based on experimental data, but for convenience. A second pitfall is the additional complications that come with ternary systems. In ternary/multicomponent systems it becomes unclear which components act as “A” and “B” if not both in the above schema. That is to say that there are cases when going between binary systems that an A atom in one system might act as a B atom in another.

**Experimental Data**

To make the most physically accurate models possible, it is crucial that experiments are used. The pitfalls above are most often made in the absence of experimental data or with limited scope of intended use. The most basic and often most available experimental data are solubility
ranges. As previously stated consideration of solubility has been an important and often one of the primary means of structuring sublattice models historically. Mixing of A and B constituents should occur on a sufficient number of sites such that the entire solubility range is covered. Failure to do so results in a model which cannot reproduce the experimentally observed phase equilibria. In addition it is often prudent to include excess solubility for moving into higher order systems. Sublattice models with solubility considerations alone may incorrectly place all of the solubility an a single sublattice. Additional solubility can always be considered by adding mixing to additional sublattices (based on coordination number) to achieve experimentally observed phase equilibria. In the case where site occupancy data is available, determining how to consider solubility becomes a more trivial task.

Among the best experimental data available for the purposes of formulating sublattice models is site occupancies. The reason for such is because site occupancy data reflects the way in which atoms occupy crystal sites. Site occupancies have historically been determined from Mössbauer spectroscopy, limited to relatively simple TCP phases. Further limitations with the method makes it most applicable to iron containing systems\(^3\). Luckily for the CALPHAD community more general methods have been developed using synchrotron. A good model for a given phase should be able to reproduce the experimentally observed trends in site occupancy. That is to say there should be as many sublattices as there are trends in site occupancy, modeled as the corresponding Wyckoff position. Site occupancy data can further inform models in determining solubility. Recent data from synchrotron in many systems indicate that solubility is often higher than is currently modeled.

Critical evaluation of the site occupancies produced from CALPHAD models also provides a means of evaluating thermodynamic databases. The site occupancies provide a means
of probing the relative energies of the endmembers contained in the sublattice model. As an empirical rule the site occupancies for sublattices should not intersect. This is to say that a given site will have preference for a given constituent regardless of the systems composition. To further understand this the 2 sublattice case will be considered in the following.

![Figure 2-1: Demonstration of Gibb’s energy for 2-sublattice system](image)

Trends in site occupancies are determined by the gradient of the Gibbs energy (Figure 2-1) of the system as composition changes between endmembers. This is shown in Figure 2-2 for a general 2 sublattice system. The topology of the Gibbs energy is shown for sublattice Y1 and Y2 with the red curve showing the path the system takes and the dashed line showing where site occupancies between sublattices are equivalent. The corresponding site occupancy vs system composition plot is also shown.
This is to say that for a given system that there is one endmember that is most energetically favored, often the stoichiometric composition many TCP phases are said to possess, and converge to at low temperatures. Mixing between that endmember and adjacent ones may result in a decrease in energy. Any endmember deviating from this ideal case results in an increase in energy. In order for the sublattice site occupancies to cross the dashed line a complex interaction is necessary, or endmembers must be energetically equivalent. This can be summarized as a sublattice will always have more or less preference for a component regardless of the specific composition, and for trends to cross the affinity for a component would need to change relative to others. In higher dimension systems such as is the case for many of the TCP phases which will hence forth be considered, the chances of endmembers being energetically similar increases, meaning that the accuracy of first principle calculations becomes more significant. Such assessment should be considered in future work as a means of validating endmember energies. Reproducing the site occupancies however doesn’t guarantee that the energies relative to the standard element are accurate but only relationships between different configurations for the phase.

Figure 2-2: Demonstration of topology of the Gibbs free energy in a 2-sublattice system and the corresponding site occupancies.
For this reason it is important when modeling to include other thermodynamic properties. This long been the gold standard in CALPHAD modeling. Proper databases use properties related to the Gibbs free energy (Enthalpy/Heat capacity, etc) to fit parameters. Heat capacity is a great choice in fitting thermodynamic databases as its value is not dependent on reference state as are quantities in units of energy (Enthalpy). Inclusion of such data insures that parameters in revised sublattice models are not arbitrarily fit, but represent the real properties of a given structure.

While the inclusion of thermodynamic data is easy to implement for the case of stoichiometric structures where only one equilibrium structure can be found and models don’t include solubility (or very limited solubility). Previous discussion in chapter one compared equilibrium to the surface of a lake. In this way it is often impossible to synthesize or sufficiently characterize a given metastable state. The end members on which databases are built are in themselves metastable. In many of the models which will be considered this presents an issue as experimental data is unavailable for fitting parameters of most or all endmembers. First principles calculations (based on density functional theory) provides an attractive solution, providing energetics for a given unit cell of atoms. In later sections methods of practically implementing first principles calculations will be discussed.

**Physical accuracy vs simplicity and the tradeoff therein**

No conversation about the philosophy and considerations for modeling is complete without discussion of the tradeoff between physical accuracy and simplicity. While it is often convenient and even necessary to put crystal sites in neat boxes called sublattices, the real world often has other plans. Physical phenomena are often complicated, and requires models with
sufficient complexity to represent them. It is for this reason that it is often the choice of the
modeler and the availability of resources to decide how much physical accuracy can be captured.
In producing CALPHAD models for TCP phases it is impractical to produce large models in high
order systems. While first principles can be used to augment gaps in experimental data they too
show rather unfavorable scaling for higher order systems. First principles calculations too show
tradeoffs between accuracy and computational resources. Use of Debye model over phonon
calculations is often necessary in modeling sublattice models of TCP phases, and will be
discussed in the methods section. Further supporting calculations and considerations for
magnetism can also add to the tradeoff between simplicity and accuracy. All these factors
contribute to the choice of sublattice model acting as just as important a criterion as the
previously discussed. In some cases this trade off may lead to the necessity for multiple models.

Sublattice models in complex solids

Laves Phases

Not a single phase but actually a family of phases all with tetrahedral sites shared
between A and B components, the laves phases have an ideal stoichiometry of AB₂, often being
called by either there prototype or their Strukturbericht names. The atomic radii of components
must satisfy the stoichiometry and near close packing seen in these phases. This provides an ideal
ratio of radii of 1.225 between components⁴. In practice there is some deviation from this, but
offers a criteria for predicting their formation. The laves phases range from relatively simple
crystallography to moderately challenging and as such they are well suited for analysis in this
work. The most common Laves phases seen are the C14, C15, and C36 (Strukturbericht
designations); each with a different number of sites/Wyckoff positions.
The simplest among these is the C15 laves phase otherwise referred to as the MgCu$_2$ phase. The phase contains two Wyckoff positions (see figure 2-3). Wyckoff positions being as few as they are means modeling the phase is reasonable. Databases containing this phase in many cases even contain mixing parameters$^5$ while the phase in other systems is still modeled as a stoichiometric compound$^6,7$. The main issues seen in literature for this phase are less choice of model and more in obtaining accurate stability, as is the case for the Cr-Nb system (see assessments$^5,8-11$).

<table>
<thead>
<tr>
<th>Site</th>
<th>Coordinates</th>
<th>C.N.</th>
<th>Space Group: Fd3m(227)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8a</td>
<td>(0.125,0.125,0.125)</td>
<td>16</td>
<td>Prototype: MgCu2</td>
</tr>
<tr>
<td>16d</td>
<td>(0.5,0.5,0.5)</td>
<td>12</td>
<td>Binary systems: Cr-Nb, Cs-Bi, Rb-Bi</td>
</tr>
</tbody>
</table>

Figure 2-3: Crystallographic information for Laves C15 phase$^{66,67}$

Increasing in complexity is the C14 phase also known by its prototype structure of MgZn$_2$. The C14 phase contains three Wyckoff sites yet is still most often modeled the same as the C15 phase, with a model of (A,B)$_2$(A,B), in the case where extended solubility is considered. The two sublattice model works well for most binary systems, but may present issues when going to higher order systems as previously discussed. Two sublattice models for this system aren’t forward compatible and with the relatively manageable number of Wyckoff sites there have been attempts to make models more physically accurate. One such notable attempt has been made in the Fe-Ti binary to model by Hari Kumar$^{12}$ where the phase is modeled as (B, Va)$_2$(A,B)$_4$(B)$_6$ with great success. The model implemented by Kumar doesn’t include solubility of A (Ti) atoms onto B (Fe) sites because the difference in atomic radii is large and solubility is hypothesized to be more likely achieved through vacancies. Solubility on the iron rich side being provided by vacancies is also supported by literature$^{13}$ in the Fe-Yb system, but comes down to the particular
Further assessments consider 3 sublattices, such as that in the Fe-Ni-Ti system by Keyzer et al. However the most recent assessment of the Fe-Ti binary as part of the Fe-Ti-V system the 2 sublattice model is adopted, while claiming to have used the model of their processors with small modifications. This could be in part because vacancies aren’t considered in their assessment, opting for the model (Fe,Ti,V)$_2$.(Fe,Ti,V).

<table>
<thead>
<tr>
<th>Site</th>
<th>Coordinates</th>
<th>C.N.</th>
<th>Space Group:</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>(0,0,0)</td>
<td>12</td>
<td>P6$_3$/mmc(194)</td>
</tr>
<tr>
<td>4f</td>
<td>(0.33,0.66,0.06241)</td>
<td>16</td>
<td>Prototype: MgZn$_2$</td>
</tr>
<tr>
<td>6h</td>
<td>(0.17036,0.34072,0.25)</td>
<td>12</td>
<td>Binary systems: Ca-Mg, Zr-Re, K-Na, Ta-Fe, Nb-Mn, U-Ni, Mg-Zn, Fe-Ti</td>
</tr>
</tbody>
</table>

The C36 laves phase, otherwise referred to by its prototype MgNi$_2$, suffers the most of the three phase by the limitation of a two sublattice model as previously discussed in prior phases. The phase contains 5 Wyckoff positions and the unit cell is relatively large with 24 atoms making the 2-sublattice model a significant simplification. The two sublattices in this simplification are made by coordination number. That is to say that the 4e and 4f1 sites are combined on one sublattice and the remaining sites on the other. Despite this it can be seen in a recent assessment of Zr-Cr in the Zr-Nb-Cr system that the two sublattice model was adopted in order to stay consistent in the multicomponent database. In similar fashion to the C14 phase, there have been attempts to add additional sublattices to the C36 phase. The Zr-Cr system has also been modeled as (B)$_2$(A,B)$_4$(A,B)$_6$ by Zeng et al. Which is a simplification based on combining the 6g/6h sites as well as 4e/4f on the basis of coordination. Others have proposed modeling the phase in a similar manner where (B)$_4$(A,B)$_6$(A,B)$_{12}$ which is compatible with the one implemented by
Zeng. Reason for treating the low coordination 4f site as exclusively component B in literature is for the sake of simplicity, however the site likely contains some solubility.

<table>
<thead>
<tr>
<th>Site</th>
<th>Coordinates</th>
<th>C.N.</th>
<th>Space Group:</th>
</tr>
</thead>
<tbody>
<tr>
<td>4e</td>
<td>(0,0,0.09373)</td>
<td>16</td>
<td>P6/mmc(194)</td>
</tr>
<tr>
<td>4f</td>
<td>(0.33,0.66,0.84417)</td>
<td>16</td>
<td>Prototype: MgNi₂</td>
</tr>
<tr>
<td>4f</td>
<td>(1/3,2/3,0.12501)</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>6g</td>
<td>(1/2,0,0)</td>
<td>12</td>
<td>Binary systems: Nb-Zn, Sc-Fe, Th-Mg, Hf-Cr, U-Pt</td>
</tr>
<tr>
<td>6h</td>
<td>(0.16461,0.32922,1/4)</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2-5: Crystallographic information for Laves C36 phase

**µ Phase**

Increasing in complexity from laves phases is the µ phase sometimes referred to by its ideal stoichiometry of A₆B₇. While the laves phase contains only 2 different interatomic coordination’s the µ phase contains four (seen in figure 2-6) as well as lower symmetry. The phase contains solubility where B component can occupy A sites as well as the reverse. In fact A atoms in one binary can act as B atoms in another. Such reversal is observed between the Co-W and Co-Nb systems leading to some higher order databases modeling the different stoichiometry as separate phases altogether as pointed out by Jingjun et al.¹⁸, only further enforcing the need for better sublattice models focused on producing higher order systems. This combined with 5 Wyckoff sites makes selecting a sublattice model unclear. Several different models have been proposed for modeling the µ phase and several others have been proposed based on various considerations mentioned in section 2.1.
The first and simplest model is two sublattices \((A,B)\) and \((A,B)\) where the first contains all low coordination sites (less than 14) and the second containing the remaining sites. As explored in the previous section this is the case where coordination is said to be roughly equal between sites without any just justification to do so. The two sublattice model for the \(\mu\)-phase has been implemented in the Co-Mo system as recently as 2003\(^{19}\), however recent assessments for binary systems have included additional sublattices. Ansara also proposes a two sublattice model in his work on modeling TCP phases\(^{17}\). Arguments have been made against the 2 sublattice model on the basis of it not covering the homogeneity range, however extended solubility can be considered on both sublattices, and comes down to how well the model can reproduce the physical structure. Additionally, a two sublattice model runs the issue of not covering the relatively flexible stoichiometry of the \(\mu\) phase, only being able to produce \(A_6B_7\) or \(B_6A_7\) endmembers.

More frequently used models for the \(\mu\) phase contain 3 sublattices generally made under the assumption that sites with coordination of 14 are combined with coordination of 15. This results in a sublattice model of \((A,B)_4(A)_2(B)_7\), which only just covers the ideal stoichiometry of 0.538, spanning from 0.538 to 0.846 atomic fraction \(B\)\(^{20}\). For this reason various assessments have added additional solubility to the A and B containing sublattices so that the model covers the

<table>
<thead>
<tr>
<th>Site</th>
<th>Coordinates</th>
<th>C.N.</th>
<th>Space Group:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>(0,0,0)</td>
<td>12</td>
<td>R(3m)(166)</td>
</tr>
<tr>
<td>2c1</td>
<td>(0,0,0.167)</td>
<td>16</td>
<td>Prototype: (W_6Fe_7)</td>
</tr>
<tr>
<td>2c2</td>
<td>(0,0,0.346)</td>
<td>15</td>
<td>Binary systems: Co-Mo, Co-Nb, Co-Ta, Co-W, Fe-Mo, Fe-Nb, Fe-Ta, Fe-W, Ni-Nb, Ni-Ta, Zn-Ta, Mn-Si</td>
</tr>
<tr>
<td>2c3</td>
<td>(0,0,0.448)</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>6h</td>
<td>(0.833,0.166,0.257)</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2-6: Crystallographic information for \(\mu\) phase\(^{68,48}\)


compositions generally seen for the phase (see figure 1). This results in one of the most successfully employed model \((A,B)_d(A)_2(A,B)_7\), which has been used for the Co-Ta\(^{21}\), Co-Nb\(^{22}\), and others. The decision to include solubility on the 1a/6h site is generally made on the basis that stoichiometry can flip between elements and on the basis of homogeneity. However there is disagreement on the full homogeneity range encountered in various binary/ternary systems.

It has been recognized that the need to add additional sublattices to the \(\mu\) phase. Several 4 sublattice models have been considered for addressing concerns over homogeneity range. Two in particular are considered by Kumar et al.\(^{22}\). The first being \((A,B)(B)_4(A,B)_2(A)_6\) where 2c1/2c3 sites are combined. Simplicity of modeling is retained by considering mixing on two sublattices. The assumption that these sites will have solubility is reasonable based on coordination, however considering occupation of these sites to be identical may present issues as more experimental data collected. The second model presented, \((A,B)(B)_2(A,B)_4(A)_6\), is considered on the basis of increased solubility but later disregarded for its disadvantageous combinatorics. Other models considered elsewhere in literature are similar differing only in how they consider solubility, making them compatible. In at least two recent assessments a 4-sublattice model has been employed, the Co-Nb-W\(^{18}\) and Co-Ta\(^{23}\) systems.

In the literature where various sublattice models are considered arguments have been on the basis of coordination or homogeneity range. For many of these assessments, only structural data and phase equilibria were available, with solubility on the 1a site well known\(^{24,25,26}\). In 2002 and 2004 a studies were performed using Rietveld refinement of X-ray powder diffraction to determine the experimental site occupations of Ta–Ni, Mo–Co, Mn–Si, and Nb–Ni systems\(^{27,28}\). This data has been replotted in figure 2-7 so trends in site occupancy can be seen. Sites contain moderate solubility with the exception of the 6c2 site which is almost exclusively component A (Ta, Mo, Mn, Nb). The 16h sublattice is the primary B containing sublattice and shows a distinct trend in occupancy. The 3a site additionally shows unique occupancy behavior seen in the Co-Mo
system. This would indicate that at least 3 sublattices are needed to describe the phase in the three binaries shown.

\[ \mu \text{ phase site occupancies (at\%)} \]

**Figure 2-7:** Experimentally derived site occupancies obtained (quenched from 1275K) replotted by system for convenience. X and Y axis plotting X(A) and Y(A) respectively.\textsuperscript{27,28}

**χ phase**

With simpler complexity and a larger unit cell in the χ-phase, also referred to as α-Mn or Al_{12}Mg_{17}. The phase contains the majority of its 58 atoms on 2 of its 4 sublattices (figure 2-8). Information on the phase is relatively limited in large part due to the limited number of systems in
which it forms, the most technologically relevant being in the Mn containing systems and in the Cr-Fe-Mo ternary, occurring in duplex stainless steels.

<table>
<thead>
<tr>
<th>Site</th>
<th>Coordinates</th>
<th>C.N.</th>
<th>Space Group:</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>(0,0,0)</td>
<td>16</td>
<td>I4-3m</td>
</tr>
<tr>
<td>8c</td>
<td>(0.636,0.635,0.635)</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>24g1</td>
<td>(0.392,0.392,0.714)</td>
<td>13</td>
<td>Prototype: a-Mn, Al12Mg17</td>
</tr>
<tr>
<td>24g2</td>
<td>(0.372,0.372,0.179)</td>
<td>12</td>
<td>Binary systems: Mo-Re, Cr-Fe-Mo, Al-Mg</td>
</tr>
</tbody>
</table>

Figure 2-8: Crystallographic information for χ phase

In Mn containing systems the phase is generally modeled from SGTE as a single sublattice\textsuperscript{29}, treating the phase as a solid solution. This is due in part to the solubility seen in the phase where in the Mn-Fe binary it can accommodate up to 35at% Fe. However as mentioned in the most recent assessment the phase has been observed to have ordering\textsuperscript{30}, potentially necessitating the need for more sublattices through an order disorder model.

The most common approach for the phase combines the 2a/8c sites to give a 3-sublattice model which is typically sufficient in binary systems. Despite limited information on the phase experimental site occupancies in the Mo-Re system are available (figure 2-9)\textsuperscript{31}. From this three trends in occupancy can be seen among the sites, indicating that 3 sublattices (in the case of the Mo-Re system) are sufficient for modeling the phase. It is also seen that solubility must be considered on all sublattices.
Yet another intermetallic phase known for its stability in technologically important alloys is the $\delta$ phase, sometimes referred to as P phase or MoNi. This phase is most prominently known for its occurrence in the Mo-Ni binary, often forming in highly alloyed Nickle alloys. It is for this reason that it is the main intermetallic seen in Ni-based superalloys, causing detriment much like other TCP phases discussed here. The structure of the phase is quite complex in the context of CALPHAD modeling. It contains 14 Wyckoff sites which are always reduced to 4 for the purposes of modeling. Such simplification is made by coordination number. From this considerations of the structure are often further simplified to 3 sublattices on which the coordination 15 and 16 sites are combined. This leaves a sublattice model of

---

**Figure 2-9:** Site occupancies for the Mo-Re $\chi$ phase as well as calculated trends from recent assessment.

---
(Ni)$_{24}$(Mo, Ni)$_{20}$(Mo)$_{12}$ which is currently in use as of the most recent assessment\textsuperscript{34} retaining the model of its predecessors\textsuperscript{35,36,37}.

<table>
<thead>
<tr>
<th>site</th>
<th>Coordinates</th>
<th>C.N.</th>
<th>Space Group:</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>(0.4519,0.1153,0.5322) (0.4424,0.3662,0.5971) (0.3882,0.0523,0.2748) (0.1337,0.0707,0.2157) (0.3768,0.4358,0.8567) (0.0680, 0.1442,0.9529)</td>
<td>12</td>
<td>P2(_1)/2(_1)/2(_1) (19)</td>
</tr>
<tr>
<td>20</td>
<td>(0.2648,0.1993,0.7486) (0.3136,0.2464,0.0740) (0.0029,0.1969,0.6767) (0.1885,0.0157,0.4960) (0.1031, 0.4192,0.9133)</td>
<td>14</td>
<td>Prototype: NiMo</td>
</tr>
<tr>
<td>8</td>
<td>(0.1763,0.4832,0.6425) (0.0338,0.3398,0.1807)</td>
<td>15</td>
<td>Binary systems: Ni-Mo</td>
</tr>
<tr>
<td>4</td>
<td>(0.2289, 0.2865, 0.4098)</td>
<td>16</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2-10: Crystallographic information for Delta-phase\textsuperscript{33}

**R-Phase**

The R-Phase is an interesting case as it was historically considered to be a ternary compound, and was completely overlooked in binary systems\textsuperscript{38}. The phase is seen in ternary systems containing Titanium, Iron, Manganese, and Silicon\textsuperscript{39}. Modeling the phase faces similar considerations as the δ phase in that it contains 11 Wyckoff sites which must be condensed if there is any chance of modeling it. As a phase that occurs most readily in ternary systems, coupled with relatively low symmetry makes information on the relatively scarce in literature. With the most in depth studies being in the Fe-Mo system, one of the few binaries in which it is stable. The ideal stoichiometry for the phase is Fe\(_{32}\)Mo\(_{21}\). The most Recent assessment by Rajkumar et al.\textsuperscript{40} places the R-phase with a model of (Fe)\(_{32}\)(Mo)\(_{18}\)(Fe,Mo)\(_{3}\) constraining the phase to have relatively limited solubility. The model also fails to consider coordination in constructing sublattices, instead basing it on energetics from first principles making it suited only for
describing low energy states. This is in opposition to models used in previous assessments which divide sublattices differently. In particular a model employed in describing the Fe-Mo-C ternary\textsuperscript{41} uses \((\text{Fe})_{27}(\text{Mo})_{14}(\text{Fe,Mo})_{12}\) in which the coordination 15 and 16 sites are combined, assumed to be occupied entirely by Molybdenum. This model possesses the ability to describe higher solubility than needed to describe Fe-Mo, which may be necessary to describe ternary systems.

<table>
<thead>
<tr>
<th>Site</th>
<th>Coordinates</th>
<th>C.N.</th>
<th>Space Group:</th>
</tr>
</thead>
<tbody>
<tr>
<td>27a</td>
<td>(0.0,0)</td>
<td>12</td>
<td>R-3(148)</td>
</tr>
<tr>
<td></td>
<td>(0.0,0.1956)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.2459,0.4197,0.1647)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1052,0.3877,0.0667)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1393,0.0212,0.3038)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1969,0.225,0.2315)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12b</td>
<td>(0.1265,0.1759,0.1031)</td>
<td>14</td>
<td>Systems:</td>
</tr>
<tr>
<td></td>
<td>(0.2687,0.1132,0.0348)</td>
<td></td>
<td>Fe-Mo, Ti-Mn, Co-Cr-Mo, Co-Mn-Mo,</td>
</tr>
<tr>
<td>6c</td>
<td>(0.2579,0.033,0.1817)</td>
<td>15</td>
<td>Mo-Mn-Fe, Ti-Mn-Si, Nb-Mn-Si, Ta-Mn-Si, Mo-Mn-Si,</td>
</tr>
<tr>
<td>8d</td>
<td>(0.0,0.4265)</td>
<td>16</td>
<td>W-Mn-Si, V-Ni-Si</td>
</tr>
<tr>
<td></td>
<td>(0.1115,0.3996,0.2889)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2-11: Crystallographic information for R-Phase\textsuperscript{69}

**Demonstration of improved model for \(\sigma\)**

As one of the most iconic intermetallic TCP phases, the \(\sigma\) phase is one of the most studied phases and for good reason. Its occurrence can be seen in multiple binaries, often effecting highly alloyed steel. Its structure is sufficiently complex so as to provide a challenge yet sufficiently simple for first principles calculations. As such the \(\sigma\) phase will act as the model phase for the methods discussed in this work. In this way we can explore how first principles and the criteria previously outlined can be procedurally applied to CALPHAD modeling. The Fe-Cr-Ni system will serve as the demonstration of this workflow, necessitating additional considerations for magnetic states among endmembers.
Several different sublattice models have been successfully employed for the \( \sigma \) phase. Incompatibility between these various models has previously been an impediment to building higher order databases, and ultimately comes down to decision between maintaining compatibility or increasing physical accuracy. The most common among these models in use at the time of publication is the 10-4-16 model in which sites are combined based on coordination number of the given site. In this description the 2a and 8i2 sites are combined (C.N. 12) and the 8i1 and 8j sites (C.N. 14) are combined\textsuperscript{42,43}. Historically the 4f site is modeled with exclusively B(Cr) occupation\textsuperscript{17} and to a lesser extent the 2a/8i2 as being exclusively A(Fe). Other sublattice models exist with even less physical accuracy including the 10-20 model where coordination (C.N. >12) of the 4f and 8i1/8j sites are considered to be the same\textsuperscript{44}. Yet another model, the 8-4-18 model contains even less physical accuracy and as such has fallen out of favor for the aforementioned models\textsuperscript{43}. Due to high solubility of \( \sigma \) phase there have been great strides to add solubility to multiple sublattices\textsuperscript{45}. In the most recent assessment of the \( \sigma \) phase by Jacob et al.\textsuperscript{46} the (Cr,Fe)\textsubscript{10}(Cr,Fe)\textsubscript{4}(Cr,Fe)\textsubscript{16} model was adopted as it more accurately includes solubility on all sublattices. Further attempts outside of the Fe-Cr binary have also been made to include additional physical accuracy.

<table>
<thead>
<tr>
<th>sites</th>
<th>Coordinates</th>
<th>C.N.</th>
<th>Space Group: ( P 4/mnm )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>(0,0,0)</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>4f</td>
<td>(0.3984,0.3984,0)</td>
<td>15</td>
<td>Prototype: Fe\textsubscript{50}Cr\textsubscript{50}</td>
</tr>
<tr>
<td>8i1</td>
<td>(0.463,0.131,0)</td>
<td>14</td>
<td>Systems: Fe-Cr, Co-Cr, Fe-V, Mo-Re, Cr-Mn, W-Re, Nb-Pt, Ta-Pd, others</td>
</tr>
<tr>
<td>8i2</td>
<td>(0.739,0.066,0)</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>8j</td>
<td>(0.183,0.183,0.252)</td>
<td>14</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2-12: Crystallographic information for \( \sigma \) Phase\textsuperscript{69}
While including solubility is a vast improvement in modeling the \( \sigma \) phase it still fails to capture the experimental trends in site occupancies. The issue being that 3-sublattice models don’t contain enough degrees of freedom, even if solubility is considered on each sublattice. The major limitation of previous models has been in their ability to describe the site occupancies on each Wyckoff position. From figure 4-3 it is observed that the site occupancies from experimental data follow at the very least 4 separate trends. It is also clear that the common assumption that the 4f site can be modeled as purely chrome is not valid, and in fact all of the sites contain high solubility, unable to be considered purely A or B. In addition, the most recent assessment of the Fe-Cr \( \sigma \) phase fails to capture the correct behavior with the 4f, over predicting the solubility of iron. Additionally, the 2a/8i2 sites under predict the solubility of iron.

Recently the Co-Cr \( \sigma \) phase has been modeled based on the Wyckoff positions, which is to say with 5 sublattices\textsuperscript{47}. This shows promise as a physically accurate model demonstrating the extraordinary computational power that is available to today’s researchers. Site occupancy plots generated with this model appear reasonable but the authors fail to compare this plot to experimental data, most likely because it isn’t available in literature. It is for this reason that the current work will implement a 5-sublattice model physically based on the Wyckoff positions. This model will then be extended into ternary Fe-Ni-Cr system including solubility on each sublattice. Due to the large amount of information required about metastable states in the \( \sigma \) phase, it is necessary that first principle calculations be employed to find finite temperature properties.
Chapter 3

Methods

High throughput DFT with DFTTK

Overview

Density Functional Theory, often affectionately referred to with a host of other atomistic techniques as first principles, has become an increasingly powerful tool for producing CALPHAD databases. It provides a means for filling gaps between experiments, and in many cases provides results more quickly than can be achieved experimentally. DFT however has more than the ability to just fill in between missing experiments, allowing researchers exacting control over a system, with the ability to individually control atoms. This allows for the calculation of formation energy of stable and unstable structures alike. With ever growing accuracy of DFT software and power of computational resources it is becoming more feasible to generate thermodynamic databases from first principles alone. To do this however robust workflows must be developed, incorporating domain knowledge, so that structures might stand a chance of being calculated in a high throughput manor.

It is with this spirit that the work presented in the following chapter outlines a procedure for a robust workflow for the calculation of finite temperature properties from DFT. This workflow was built using Atomate software for building and managing first principles calculations. The Atomate software provides a means for adding structures from Materials Project\textsuperscript{48} as well as from files or crystallographic data. Atomate software boast the ability to create and run complex material science calculations through relatively easy statements. It is built in python utilizing pymatgen, custodian, and FireWorks libraries making it easy to modify and scale for high
throughput calculations as are seen here. Atomate includes standard workflows which can be used to get various properties. Additional tools are provided for managing and storing results in databases, and using databases for cloud computing. Ease of use, and management tools are of particular interest to this work for building robust workflows for DFTTK. Functionality for building and managing workflows is maintained from Atomate software. The general workflow for finite temperature calculations is detailed below.

An overview of the workflow can be found in Figure 3-1 and will be referred to in the following sections. In the naming convention in use by Atomate the workflow consist of firetasks (not shown) joined together to create fireworks, usually in the form of a VASP calculation, which are joined to make a workflow. Multiple workflows can be created programmatically enabling high throughput calculations.

Figure 3-1: Outline of developed Work flow built into software termed Density Function theory Tool Kit (DFTTK)

It is here once again stressed that there are always tradeoffs even in the creation of computational workflows, much in the same way that was discussed in the context of CALPHAD databases. Two main tradeoffs mush be balanced, the first being attention to detail and capacity.
The larger the number of structures in need of calculation the less attention to detail a researcher can achieve. Finding a balance in this relies on domain knowledge for robustness providing much needed validation in multiple steps of the workflow. The second and possibly more general issue is the tradeoff between accuracy and speed. While domain knowledge provides a solution to the previous trade off it offers no solution for directly increasing accuracy in many cases. The workflow outlined here attempts to balance this in the most reasonable way possible.

Density Functional Theory Tool Kit (DFTTK) calculates all energies from first principles calculations through Vienna Ab-initio Simulation Package (VASP). Generalized Gradient Approximation (GGA) implemented by Perdew, Burke, and Ernzerhof (PBE)\textsuperscript{14} was assumed for the exchange-correlation. Projector augmented-wave (PAW) method\textsuperscript{15} is used in this work to describe electron-ion interactions with vasp recommended PAW\_PBE pseudopotentials which are best suited for work in alloys, more specifically cr\_pv, fe, and ni was used in this work.

**Relaxation**

Endmembers are first fully relaxed in volume, cell shape, and ionic positions simultaneously (isif=3) to find the equilibrium structure. To insure the accuracy of these calculations and insure compatibility with Materials Project database an energy cut-off of 520 is used as default. Furthermore to insure accuracy, DFTTK supplies kpoints to vasp with results in a kpoint grid density of 8000 ([5,5,9] in the case of σ phase). Elements displaying magnetism are set to ferromagnetic by default. Magnetic moments may also be supplied as a site property in calculation allowing any configuration to be investigated. Choice of configurations is outside of the scope of the workflow. The magnetic moments of the σ phase as it applies to metastability will be discussed in later chapters.
**E-V Curve**

An energy-volume (E-V) curve is then constructed from the given number of deformations and deformation fractions supplied upon calling the workflow. In calculating the $\sigma$ phase 7 volumes spanning ±7% the equilibrium volume were used in constructing the E-V curve. For each deformation, static calculations using the tetrahedral method and Blöch corrections are performed. DFT calculations yield the electronic structure and quantities related to the Helmholtz energy for a given atomic structure under given volume $V$ and temperature $T$.

$$ F(V,T) = E_c(V) + F_{vib}(V,T) + F_{el}(V,T) $$

Where $E_c(V)$ is the energy predicted at 0 K directly from DFT (i.e. VASP) without contribution from zero-point vibrational energy. $F_{vib}(V,T)$ is the lattice vibrational free energy which can be calculated from either the Debye model or phonon calculations, and $F_{el}(V,T)$ the thermal electronic contribution can be evaluated from the electronic densities of state. The thermal electronic contribution to the Helmholtz energy is estimated based on the electronic density of states (DOS) in terms of the Fermi–Dirac statistics for metallic systems. It should be noted that in the case where pressure effects are ignored, the Helmholtz energy can be equated to Gibbs energy.

It should be noted here that calculations of TCP phases which exhibit magnetism present an additional challenge of metastability. There remains the possibility at each point in the E-V curve that magnetism could be that for a metastable state. This results in one or more points in the curve being higher in energy than that of equilibrium, which can be seen as a jump in the curve. Additional issues can arise at smaller volumes where magnetism can drop significantly to small
values causing a similar jump. Recent endeavors into improving the code have provided a means of preventing this (discussed in 3.1.5), but at the time of calculation these improvements have not been incorporated.

**Debye Model**

Vibrational contributions to the Helmholtz free energy ($F_{vib}$) can be found through either phonon calculations or Debye model. The workflow supports either of these options, and can be accomplished by providing a phonon supercell matrix and setting the phonon parameter to true. In this work use of the Debye model was necessitated by the large number of structures (endmembers) used to describe the phase, and as such will be detailed below. Vinet Equation of State (EOS) using 4 parameters was fit to the E-V curve$^{19,20}$. The formulation for the EOS was as follows:

$$E(V) = a - \frac{4B_0 V_0}{(B'_0 - 1)^2} \left\{ 1 - \frac{3}{2} (B'_0 - 1) \left[ 1 - \left( \frac{V}{V_0} \right)^{\frac{1}{3}} \right] \right\} \exp \left\{ \frac{3}{2} (B'_0 - 1) \left[ 1 - \left( \frac{V}{V_0} \right)^{\frac{1}{3}} \right] \right\}$$ (2)

Here $B_0$ and $B'_0$ are fitting parameters, and $V_0$ is the equilibrium volume. There is a subtle difference to the way in which DFTTK treats this fitting to the EOS which may differ from other softwares. The software imposes the limitation that information regarding the EOS is only known for values within bounds set by the calculated E-V curve. This may in instances lead to insufficient information when reaching higher temperatures. Here once again implementation of improvements is planned and detailed in section 3.1.5. The following formulation for the Debye model was used to obtain finite temperate properties$^{18}$:
\[ F_{\text{vib}}(V, T) = \frac{9}{8} k_B \theta_D(V) - k_B T \left\{ D \left( \frac{\theta_D(V)}{T} \right) + 3 \ln \left( 1 - e^{-\frac{\theta_D(V)}{T}} \right) \right\} \] (3)

Where \( T \) is temperature, \( k_B \) is Boltzmann’s constant, \( D \) the Debye function, and \( \theta_D(V) \) the Debye temperature given as:

\[ \theta_D(V) = \frac{\hbar}{k_B} (6 \pi^2)^{\frac{1}{3}} f(\sigma) \left( \frac{V}{n} \right)^{\frac{1}{3}} \left( \frac{B_0}{M} \right)^{\frac{1}{2}} \left( \frac{V_0}{V} \right)^{\gamma} \] (4)

Where \( B_0 \) the bulk modulus, \( V_0 \) the equilibrium volume, \( M \) the atomic mass, and \( \gamma \) is the Debye-Gruneisen parameter which is determined from the fitting parameters of the fit EOS. The scaling factor \( f(\sigma) \) is as follows:

\[ f(\sigma) = \left[ 2 \left( \frac{2}{3} \frac{1+v}{1-2v} \right)^{\frac{3}{2}} + \left( \frac{11}{3} \frac{1+v}{1-v} \right)^{\frac{3}{2}} \right]^{-\frac{1}{3}} \] (5)

The Poisson ratio \( \nu \) of 0.25 was selected for the Debye model fitting due to the brittle nature of the \( \sigma \) phase. While this quantity can be obtained from first principles, the necessary calculations require a significant amount of computational resources.

**Checking and validation steps**

At the present there is a single main validation step implemented into the code with another to be added to the workflow. The first is a symmetry check on the relaxed structure. Comparing it to the input structure. In order to accomplish this code from the Alloy Theoretic Automated
Toolkit (ATAT)\textsuperscript{49} was incorporated. More specifically the Check relax feature which returns a value for the amount of relation a structure has undergone. Offending structure which fall above the cutoff are then handled through the use of inflection detection\textsuperscript{50}.

Inflection detection provides a means for defining the energetics of mechanically unstable phases by finding the inflection point in the energy when relaxing a structure. Failure to do so may yield a relaxed structure which is approaching a mechanically stable phase rather than the one being calculated. It is therefore the energy of the inflection point which is taken to be the relaxed structure\textsuperscript{50}. Full discussion on inflection detection is important for understanding the energetics of mechanically unstable phases but is outside the scope of this work.

There are currently additional plans to add a validation step after calculation of the E-V curve. As was mentioned before, there are occasions, especially when working in magnetic systems where calculation of points along the E-V curve will fail to yield the equilibrium structure. In these cases a point will be above the E-V curve resulting a poor fit of the EOS. To combat this an algorithm is proposed in which points with large error relative to the EOS fit are excluded and an adjacent volume calculated. This can be procedurally run a number of times to produce E-V curves with a better fit, or in the event of a failure to produce a better fit exclude the point from the fitting altogether. Another check may be included by running the Debye model to insure deformations are sufficiently spaced from the equilibrium volume so as to insure the fit EOS produces results at higher temperature. This is necessitated by the fact that DFTTK imposes boundary conditions on the OES fitting set by the largest deformations. In this way the majority of issues in calculating finite temperature properties of TCP phases exhibiting magnetism are solved.
Overview of Software and Capabilities

Thermodynamic modeling of the Cr-Fe-Ni system, through use of optimization software in the spirit of the CALPHAD methodology, was built on pure element data adopted from the SGTE database\(^5\). The phase description used in this work for \(\Sigma\) phase is \((\text{Cr,Fe,Ni})_2(\text{Cr,Fe,Ni})_4(\text{Cr,Fe,Ni})_8(\text{Cr,Fe,Ni})_8(\text{Cr,Fe,Ni})_8\). The Gibbs energy for a 5 sublattice model of the \(\sigma\) phase can be written as follows:

\[
G_m = \sum_i \sum_j \sum_k \sum_l \sum_m y_i^{2a} y_j^{4f} y_k^{8i1} y_l^{8i2} y_m^{8i3} G_{i:j:k:l:m} - T S_m
\]

(6)

Here \(i,j,k,l,m\) are indices containing the elements for the ternary system (Cr,Fe,Ni), and \(y\) is the site occupancy of a particular sublattice. \(G_{i:j:k:l:m}\) is the Gibbs energy of a particular endmember with the configuration given by the indices. \(S_m\) is the molar entropy. Due to the number or degrees of freedom due to endmembers no mixing parameters were used in this model.

Selection of model parameters

Creation of model parameters was done through Extensible Self-optimizing Phase Equilibria Infrastructure (ESPEI) software, an open source tool made for fitting and optimizing parameters in the CALPHAD method. Derivatives of the Gibbs energy, either from experiments or first principles\(^5\), are used to parameterize the Gibbs energy of each phase individually in the compound energy formalism (CEF). The form of fit parameters take the following:
ESPEI fits single phase data to create phase descriptions, in this case for the σ phase. Enthalpy, Entropy, and Heat capacity data from previously mentioned first principles calculations are used for parameter selection. It is important to note that all of the values used for parameter selection including heat capacity are referenced to the pure element data. This is done so as to minimize any systematic error that might be introduced from first principles calculations.

**Optimization to phase equilibria**

Upon generation of parameters data was then added to the last major assessment of the Cr-Fe-Ni ternary. As is typical for solution phases, generated parameters were optimized to phase equilibria data. ESPEI also provides a means for doing this through the use of Markov Chain Monte Carlo (MCMC). Zero phase fraction data was taken from literature and used for optimization. Once again due to size and complexity of the model, which potentially contains in excess of 1000 variables of which to fit, it was not feasible to fit every degree of freedom independently. Instead an offset and composition term were collectively introduced to all parameters in the σ phase giving model parameters the functional form of:

\[
G = a + bT + cT^2 + dT^3 + eT\ln(T) + OFFSET + y_{FeXSFE}
\]

The offset term which takes the form of \(A + BT\) reduces the degrees of freedom to just two variables enabling the use of MCMC functionality from ESPEI. The introduction of this offset term does not change the relationship between endmembers, as it is assumed that any discrepancies from first principles data is systematic in nature and not dependent on composition.
The compositional term was added taking the form of CT adding an additional degree of freedom to the model. This added term allows for a better match to phase equilibria data and to account for any compositionally depended discrepancies that are present in first principles results. First order temperature terms were selected because the Debye model often fails to accurately predict entropy. First order terms offer a constant change in entropy, which is the first derivative of Gibbs energy.

Chapter 4

Analysis

DFT calculations for σ phase

In calculating the σ phase it was found that the pure Fe σ endmember was 10 kJ/mol atom more stable than previously reported. Upon investigating this, it was found that previous attempts in calculating this endmember and likely others may have only calculated a metastable state, and therefore not found the most relaxed structure. Attempts to replicate this were made by constraining the magnetic moments. This is demonstrated in Figure 4-1 by changing the “NUPDOWN” setting within VASP which holds the total magnetization constant while performing volume relaxations. It can be seen the result from the current work falls along the minima of this curve indicating that the equilibrium magnetization was found.
The average magnetic moment per atom is similar to that of BCC iron at just under 2.5.

Without the ability to individually constrain the magnetic moments it is impossible to replicate previous results, however when the total magnetic moment for the cell is held to the same value reported by Pavlû et al. it is observed in Table 4-1 that the individual magnetic moments for each Wyckoff position are similar in value. Looking at a brief overview of other endmembers we see similar trends in relative stability as is observed from Pavlû.

Table 4-1: Comparing the magnetic moments from Pavlû et al. and magnetic moments in the current work when total magnetic moment is held at the same value

<table>
<thead>
<tr>
<th></th>
<th>2a</th>
<th>4f</th>
<th>8i1</th>
<th>8i2</th>
<th>8j</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pavlû</td>
<td>1.10</td>
<td>2.29</td>
<td>2.00</td>
<td>1.22</td>
<td>1.87</td>
<td>1.75</td>
</tr>
<tr>
<td>C.W.</td>
<td>0.84</td>
<td>2.38</td>
<td>2.01</td>
<td>1.03</td>
<td>1.92</td>
<td>1.70</td>
</tr>
</tbody>
</table>

The current body of work includes Ab initio calculations for all 243 endmembers in the Cr-Fe-Ni system, with many of the less stable ternary endmembers having been calculated for the first time. A complete summary of these results can be found in supplementary materials as well.
as in a dataset hosted by Citrine\textsuperscript{59}. The binary endmembers for the Cr-Fe and a comparison of results from literature are presented in Table 4-2. It is clear from literature results that there is some disagreement in the formation energies for endmembers for $\sigma$ phase. Such discrepancies between results are likely due to the propensity for large structures with magnetism to find local minima when relaxed, leading to metastable states. Pure element endmembers (also shown in Table 4-2) of the $\sigma$ phase have been calculated and compared with the literature. While nonmagnetic endmembers match well with literature there is some discrepancy in the pure Fe/Ni endmembers.
<table>
<thead>
<tr>
<th>X(Cr)</th>
<th>2a</th>
<th>4f</th>
<th>8t1</th>
<th>8t2</th>
<th>8j</th>
<th>a</th>
<th>c</th>
<th>Current Work</th>
<th>Energy</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Fe/1.56</td>
<td>Fe/2.56</td>
<td>Fe/2.31</td>
<td>Fe/1.98</td>
<td>Fe/2.25</td>
<td>8.592</td>
<td>4.511</td>
<td>7.423/25.571*</td>
<td>17.6*/17.643*/25.777**</td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td>Cr/0.73</td>
<td>Fe/2.4</td>
<td>Fe/2.34</td>
<td>Fe/1.91</td>
<td>Fe/2.16</td>
<td>8.620</td>
<td>4.541</td>
<td>6.801</td>
<td>16.2304667**</td>
<td></td>
</tr>
<tr>
<td>0.13</td>
<td>Fe/0.64</td>
<td>Cr/1.1</td>
<td>Fe/2.05</td>
<td>Fe/1.5</td>
<td>Fe/1.83</td>
<td>8.471</td>
<td>4.488</td>
<td>7.322</td>
<td>14.5989333*/15.277*</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>Cr/-0.69</td>
<td>Cr/-0.78</td>
<td>Fe/2.0</td>
<td>Fe/1.19</td>
<td>Fe/1.74</td>
<td>8.441</td>
<td>4.491</td>
<td>8.937</td>
<td>14.7404**</td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>Fe/1.79</td>
<td>Fe/2.16</td>
<td>Cr/1.04</td>
<td>Fe/1.18</td>
<td>Fe/1.9</td>
<td>8.620</td>
<td>4.517</td>
<td>10.05</td>
<td>12.3438667**</td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>Fe/1.04</td>
<td>Fe/2.12</td>
<td>Fe/1.81</td>
<td>Cr/1.12</td>
<td>Fe/1.84</td>
<td>8.545</td>
<td>4.497</td>
<td>8.659</td>
<td>13.6278667**</td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>Fe/1.28</td>
<td>Fe/2.26</td>
<td>Fe/1.97</td>
<td>Fe/1.36</td>
<td>Cr/-0.67</td>
<td>8.642</td>
<td>4.527</td>
<td>8.837</td>
<td>12.3618667**</td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>Cr/-0.79</td>
<td>Fe/1.8</td>
<td>Cr/-0.68</td>
<td>Fe/0.83</td>
<td>Fe/1.73</td>
<td>8.503</td>
<td>4.468</td>
<td>6.473</td>
<td>11.3723333**</td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>Cr/0.14</td>
<td>Fe/1.75</td>
<td>Fe/1.73</td>
<td>Cr/-0.81</td>
<td>Fe/1.71</td>
<td>8.484</td>
<td>4.468</td>
<td>10.417</td>
<td>14.9353333*/14.897**</td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>Cr/-0.26</td>
<td>Fe/1.87</td>
<td>Fe/1.57</td>
<td>Fe/0.82</td>
<td>Cr/-0.4</td>
<td>8.446</td>
<td>4.421</td>
<td>8.823</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>Fe/0.42</td>
<td>Cr/0.2</td>
<td>Cr/-0.12</td>
<td>Fe/0.17</td>
<td>Fe/1.39</td>
<td>8.393</td>
<td>4.383</td>
<td>8.596</td>
<td>11.8938**</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>Fe/0.29</td>
<td>Cr/0.2</td>
<td>Cr/-0.78</td>
<td>Cr/0.03</td>
<td>Fe/1.39</td>
<td>8.438</td>
<td>4.440</td>
<td>10.917</td>
<td>13.4388**</td>
<td></td>
</tr>
<tr>
<td>0.47</td>
<td>Cr/0.11</td>
<td>Cr/-0.05</td>
<td>Fe/0.07</td>
<td>Fe/0.64</td>
<td>Cr/-0.19</td>
<td>8.446</td>
<td>4.409</td>
<td>10.040</td>
<td>11.8932667**</td>
<td></td>
</tr>
<tr>
<td>0.47</td>
<td>Cr/0.16</td>
<td>Cr/0.14</td>
<td>Fe/-1.03</td>
<td>Cr/0.12</td>
<td>Fe/1.32</td>
<td>8.461</td>
<td>4.476</td>
<td>13.340</td>
<td>14.6826667*/12.351**</td>
<td></td>
</tr>
<tr>
<td>0.47</td>
<td>Cr/-0.32</td>
<td>Cr/0.28</td>
<td>Cr/-0.19</td>
<td>Fe/0.35</td>
<td>Fe/1.38</td>
<td>8.398</td>
<td>4.420</td>
<td>8.701</td>
<td>11.4282667**</td>
<td></td>
</tr>
<tr>
<td>0.53</td>
<td>Fe/0.97</td>
<td>Fe/1.73</td>
<td>Cr/-0.11</td>
<td>Cr/-0.24</td>
<td>Fe/1.54</td>
<td>8.512</td>
<td>4.523</td>
<td>12.582</td>
<td>15.0587333**</td>
<td></td>
</tr>
<tr>
<td>0.53</td>
<td>Fe/0.09</td>
<td>Fe/-0.29</td>
<td>Cr/0.03</td>
<td>Cr/0.02</td>
<td>Cr/0.01</td>
<td>8.443</td>
<td>4.322</td>
<td>6.912</td>
<td>10.5867333*/4.626**</td>
<td></td>
</tr>
<tr>
<td>0.53</td>
<td>Fe/0.11</td>
<td>Fe/1.83</td>
<td>Fe/1.32</td>
<td>Cr/-0.2</td>
<td>Cr/-0.09</td>
<td>8.488</td>
<td>4.421</td>
<td>10.735</td>
<td>12.9557333**</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>Cr/-0.02</td>
<td>Fe/1.78</td>
<td>Fe/1.32</td>
<td>Cr/-0.17</td>
<td>Cr/-0.09</td>
<td>8.489</td>
<td>4.455</td>
<td>13.044</td>
<td>14.2452**</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>Cr/-0.02</td>
<td>Fe/0.39</td>
<td>Cr/0.03</td>
<td>Fe/0.09</td>
<td>Cr/0.02</td>
<td>8.457</td>
<td>4.353</td>
<td>8.026</td>
<td>10.7022**</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>Cr/-0.08</td>
<td>Fe/0.84</td>
<td>Cr/0.04</td>
<td>Cr/-0.15</td>
<td>Fe/1.22</td>
<td>8.455</td>
<td>4.491</td>
<td>15.129</td>
<td>16.2182**</td>
<td></td>
</tr>
<tr>
<td>0.67</td>
<td>Fe/0.17</td>
<td>Cr/0.15</td>
<td>Fe/-1.0</td>
<td>Cr/0.22</td>
<td>Cr/-0.01</td>
<td>8.508</td>
<td>4.410</td>
<td>11.055</td>
<td>12.4726667**</td>
<td></td>
</tr>
<tr>
<td>0.67</td>
<td>Fe/0.01</td>
<td>Cr/0.0</td>
<td>Cr/0.0</td>
<td>Fe/0.0</td>
<td>Cr/0.0</td>
<td>8.487</td>
<td>4.345</td>
<td>4.864</td>
<td>8.34866667*/5.626**</td>
<td></td>
</tr>
<tr>
<td>0.67</td>
<td>Fe/0.12</td>
<td>Cr/0.2</td>
<td>Cr/-0.0</td>
<td>Cr/-0.14</td>
<td>Fe/1.39</td>
<td>8.516</td>
<td>4.521</td>
<td>12.904</td>
<td>14.1716667**</td>
<td></td>
</tr>
<tr>
<td>0.73</td>
<td>Cr/0.04</td>
<td>Cr/0.07</td>
<td>Fe/0.99</td>
<td>Cr/0.15</td>
<td>Cr/0.03</td>
<td>8.516</td>
<td>4.444</td>
<td>11.998</td>
<td>13.6821333**</td>
<td></td>
</tr>
<tr>
<td>0.73</td>
<td>Cr/0.01</td>
<td>Cr/0.01</td>
<td>Cr/0.0</td>
<td>Fe/0.01</td>
<td>Cr/-0.0</td>
<td>8.506</td>
<td>4.368</td>
<td>5.871</td>
<td>9.2623333**</td>
<td></td>
</tr>
<tr>
<td>0.73</td>
<td>Cr/0.1</td>
<td>Cr/0.23</td>
<td>Cr/-0.02</td>
<td>Cr/-0.04</td>
<td>Fe/1.25</td>
<td>8.452</td>
<td>4.508</td>
<td>13.635</td>
<td>15.1301333**</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>Fe/0.0</td>
<td>Fe/0.06</td>
<td>Cr/0.0</td>
<td>Cr/0.0</td>
<td>Cr/0.0</td>
<td>8.548</td>
<td>4.453</td>
<td>15.745</td>
<td>14.9980**</td>
<td></td>
</tr>
<tr>
<td>0.87</td>
<td>Cr/0.02</td>
<td>Fe/0.25</td>
<td>Cr/0.02</td>
<td>Cr/-0.03</td>
<td>Cr/-0.01</td>
<td>8.517</td>
<td>4.468</td>
<td>18.277</td>
<td>16.2450667*/14.111**</td>
<td></td>
</tr>
<tr>
<td>0.93</td>
<td>Fe/0.01</td>
<td>Cr/0.01</td>
<td>Cr/0.0</td>
<td>Cr/0.0</td>
<td>Cr/0.0</td>
<td>8.643</td>
<td>4.477</td>
<td>11.285</td>
<td>12.6585333**</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Cr/-0.0</td>
<td>Cr/-0.0</td>
<td>Cr/0.0</td>
<td>Cr/0.0</td>
<td>Cr/-0.0</td>
<td>8.571</td>
<td>4.482</td>
<td>13.708</td>
<td>12.209*/13.394*/13.2**</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>Ni/0.56</td>
<td>Ni/0.54</td>
<td>Ni/0.57</td>
<td>Ni/0.59</td>
<td>Ni/0.56</td>
<td>8.367</td>
<td>4.451</td>
<td>9.474</td>
<td>8.719*/16.5**</td>
<td></td>
</tr>
</tbody>
</table>

Table 4-2: Fe-Cr end members compared with literature

*non-magnetic structure
As discussed previously the Debye model was used in this work due to the volume of calculations considered. In the following we will evaluate the finite temperature properties so as to assess the ability of the Debye model to capture the thermodynamics of TCP phases. The most critical of the properties for this type of assessment are the heat capacities. Heat capacity is an ideal quantity as it is common in literature and does not require a reference state like quantities related to the energy of the system. In looking at the data between various endmembers (hosted on Citrine Informatics) it is seen that all endmembers are practically identical in heat capacity value at low temperature. A comparison between experimental data⁶⁰ and the most stable endmember at similar composition in figure 4-2. In addition the weighted pure element σ endmembers are shown. Disagreement can be seen between first principle calculations with reasonable Poisson ratio and experimental data. Because the temperatures below 1000K are primarily controlled by Poisson ratio exploration of this value is shown. While a value of 4.5 gives good agreement with experimental data, it is unreasonable for a brittle phase such as σ (and most TCP phases).
It was for this reason that this endmember was further investigated through use of elastic calculations to compute the Poisson ratio. The results are shown in Table 4-3, and can be summarized as showing the Poisson ratio to be 0.278, far closer to the assumed value than what would satisfy experiments. At the present time a full explanation isn’t available for the discrepancy in heat capacity data, however the Debye model may be limited in its ability to describe the heat capacity and should be exercised with this in mind. Luckily multiple options exist, one of which is to use phonon calculations which may give better results. Yet another option is to assume all compositions behave similarly to the experimental data available at given composition. This is reasonable as first principles data shows similar low temperature behavior for all endmembers. Yet another way to proceed to exclude heat capacity data from parameter generation. In the work presented here first principles heat capacity data is included for consistency as well as demonstration of the method.

Figure 4-2: Above shown the effect of changing Poisson ratio of heat capacity in comparison to Downie 1984. Weighted pure element σ structures shown averaged (W.P.E)
Table 4-3: Summary of elastic calculation results

<table>
<thead>
<tr>
<th>Structure</th>
<th>Calc.</th>
<th>Lit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr-Cr-Cr-Fe-Fe</td>
<td>0.278</td>
<td>------</td>
</tr>
<tr>
<td>Bcc-Fe</td>
<td>0.296</td>
<td>0.32</td>
</tr>
<tr>
<td>Bcc-Cr</td>
<td>0.296</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Creation of the $\sigma$ phase thermodynamic database

Upon completion of first principles calculations analysis, including how to proceed with discrepancies in the heat capacity, quantities were parameterized. From this a thermodynamic phase description was constructed in the manor detailed in the methods section (3.2.2) the site occupancies were plotted. As previously mentioned the major limitation of previous models has been in their ability to describe the site occupancies on each Wyckoff position. The most recent assessment of the $\sigma$ phase fails to capture the correct behavior with the 4f, over predicting the solubility of iron. Additionally, the 2a/8i2 sites under predict the solubility of iron.

![Figure 4-3: Site occupancies for Fe-Cr from most a.) recent assessment and b.) the present work with experimental data](image)

The current model also shown in Figure 4-3 is able to much better predict the solubility of the 2a and 8i2 sites, and more closely resembles the trends in experimental occupancy of the other 3 sublattices. In addition site occupancy data can be predicted for much more than the Fe-Cr...
binary and in fact can be predicted for any composition in the ternary. Site occupancies for Fe-Ni cannot be calculated from previous phase descriptions as the 4f sublattice contains neither Fe nor Ni in its’ description. For compositions outside of what is stable such as in the Fe-Ni and Cr-Ni (Figure 4-4) binaries there is no experimental data to compare to however the site occupancies are reasonable and match the trends in energy seen from first principle calculations. It should also be noted that other ternary databases may not generate the plots presented in Figure 18 sublattices exist which contain neither element. As mentioned in our criteria the site occupancies offer a diagnostic. It should be noted that the site occupancies shown in Figure 4-3 are seen crossing between sublattices, in the previous description from Pavlů et all, and in the current description. This is likely due to metastable states caused by magnetism or limitations of DFT.

![Figure 4-4: Site occupancies for a.) Cr-Ni, and b.) Fe-Ni from current work](image)

This initial phase description was then added to an open source database for the ternary system more specifically that of Miettinen53. Parameters for the σ phase were then optimized with ESPEI in the method previously outlined. Parameters were fit to experimental data44,54,61,62 through the universal offset/compositionally dependent terms so that the energetics of the system can be adjusted uniformly. It would be incorrect in this case to modify individual values in this case as it may over fit the system. Which is where a model requires more/unnecessary parameters
than are available to describe the data which is available for the system. The offset and compositional terms are meant only to correct for systematic differences which maybe present from DFT. It is important for fitting parameters to be structured as such for two reasons. The first being that modification of these parameters does not modify the site occupancies, which is to say that the energetic relationships between endmembers are not altered. Altering these relationships could be of detriment as experimental data present is only available from first principle calculations and site occupancies, and not determined by phase equilibria. Additional reason for structuring fitting parameters in this way come from an effort not to provide too many degrees of freedom for fitting. If for example a second compositional term were to be added; the value of these terms may ‘wonder’ while still maintaining the ability to provide the same energetics. It is for this reason that fitting parameters should be selected such that they aren’t directly dependent on each other’s values.
In order to further assess the quality of the first principles data and of the optimized database parameters it is necessary to compare the thermodynamic properties of the 5-sublattice model with that of previous assessments. The properties for the Cr-Fe binary are shown in Figure 4-5, and have been calculated from PYCALPHAD open source software. In models where mixing takes place over multiple sublattices, there are potentially many internal degrees of freedom present, which presents an issue when assessing and creating databases. It can become difficult to determine which if any parameter is an outlier in a database where only the convex hull is calculated. In PYCALPHAD this is solved by showing each endmember as well as the mixing between them producing an envelope of energies and further providing insight into the energetics of the system. This is invaluable as a diagnostic tool in assessing databases as it shows which if any endmembers are outliers such that they can be further investigated and rectified. Entropy for the phase matches well with previous assessments falling between previous assessments. Finally, the phase diagram for the Fe-Cr binary is shown in figure 4-6 with experimental data used for optimization plotted. The majority of the phase equilibria data comes from Cook⁵⁴, past that data in literature available in literature is more sparse. Decent agreement
has been reached for the invariant reaction for which data from De nys\textsuperscript{63} and Hertzman\textsuperscript{42} is most relevant. The homogeneity region does show some disagreement relative to the other phase boundaries, however this is consistent with previous assessments. The shape of the single phase region is discussed by Jacob\textsuperscript{46}.

Figure 4-6: Optimized $\sigma$ phase in Fe-Cr binary phase diagram with experimental data plotted\textsuperscript{42,54–56,63}.

Chapter 5

Discussion

Sublattice models in other phases

As previously discussed the goal of this work is not only to demonstrate the method for selection and creation of physically accurate sublattice model, but also to propose such models
for TCP phases. In this work phases considered were the laves C15/C14/C36, $\mu$, $\chi$, $\delta$, R, and $\sigma$ phases. In the following chapter the previously reviewed crystallographic and experimental data relevant to the criteria set forward will be critically reviewed and an ideal model proposed. Where needed several models may be proposed for the tradeoff of convenience vs physical accuracy. The models proposed will also account for increased solubility which is often found from site occupancy data. Solubility on some sublattices may not be necessary for a particular binary/ternary system but is included here to be as general as possible.

For the laves C15 phase only 2 Wyckoff sites are present making choice of model trivial. The ideal sublattice model is (A,B)2(A,B) which is also ideal for multicomponent systems. With a relatively simple sublattice model it is tractable to compute mixing between sublattices (SQS/Dilute) to give more fidelity. Moving up in complexity is the C14 phase where 3 Wyckoff sites are present. Modeling still remain relatively simple for 3-sublattices, and being based on the Wyckoff sites, is forward compatible for multicomponent systems. This is in spite of a recent assessment abandoning the 3-sublattice model in favor of the 2-sublattice. The ideal model for C14 laves phase should take the form (A/Va,B)2(A,B)4(A,B)6. It should also be noted that in several cases vacancies (shown as Va) have also been modeled, and comes down to experimental observation in the particular system. For the C36 laves phase 5 Wyckoff sites are present making choice of sublattice model less obvious. Based on the criteria set forth simplification based on coordination leaves a three sublattice model of (B)2(A,B)4(A,B)6 or (B)4(A,B)8(A,B)12. Both of which are compatible with each other and can be used interchangeably by adjusting the energy to be per mole atom. These models are ideal in binary systems, but caution should be exercised in multicomponent systems, especially where experimental data might show this simplification not suitable. Finally, the success of 2 sublattices for the sigma phase can’t be denied and is often applicable because of the large difference in atomic radii seen in systems in
which they form. In many cases for binary systems it may be suitable to use this model, but should be avoided for forward compatibility.

For the Mu phase which has increased complexity yet it is less clear to select an ideal sublattice model, with 5 Wyckoff positions present. This has led to the adoption of several sublattice models of 2, 3, and 4 sublattices. Most often either based on the ideal stoichiometry, or on the homogeneity range. In CALPHAD modeling homogeneity range is not as significant as in stated in many older assessments, this is due to the ability to add increased solubility to accommodate any homogeneity range possible. It is for this reason that the physical accuracy should led choice of model. In looking over experimental data for site occupancy we can observe trends and make a determination of how the model should be structured. Looking at Co-Mo the 3a site changes significantly in occupation constituting the majority of the solubility in that system. In addition the 18h site contains the majority of the B type constituent. In addition the 6c3 shows some difference in its trend for occupation most noticeable in the Ta-Ni system. The remaining site account for the A constituent and show similar trends. It is with this in mind that a model (3a)3(18h)18(6c3)6(6c1/6c2)12 seems most accurate. This is compatible with the model determined in assessments of the co-nb-w\textsuperscript{18} and co-ta\textsuperscript{23} systems, and can be used interchangeably in the same way seen in laves C36. It has the advantage of being based on coordination number (combining the highest occupancy sites). Solubility should be considered on the 18h sublattice in the case of the Mn-Si system as it shows high solubility but may be less necessary in other systems. Solubility considerations for each sublattice may vary in a particular system. As more data is collected in the Mn-Si system is likely that the same trends will be observed as in the previous 3.

Posing a different challenge than the mu phase, the chi phase has a larger unit cell with 58 atoms. As previously discussed the phase has large solubility as shown in Figure 1, making
solubility the main concern in modeling. In review of the experimental site occupancies\textsuperscript{64} for the Mo-Re system trends between the 4 Wyckoff positions can be observed. That is mainly that there are three distinct trends in occupation. The 2a/8c sites have the same solubility characteristics, leading to the conclusion that the (A,B)_{10}(A,B)_{24}(B)_{24} model can be used. It is likely that in other binary/ternary systems solubility must be considered on the 24g2 site, with solubility already implemented in the most recent assessment\textsuperscript{31}. Further site occupancy data would be ideal to confirm the continued success of this model. Utilization of this model is most needed in manganese containing systems where alpha manganese is modeled from SGTE as a single sublattice.

Modeling in the $\delta$ phase is simple relative to some of the other TCP phases discussed. Considering each of the 14 Wyckoff sites is challenging and costly in terms of resources such that simplification based on coordination number is all but required. Choice in modeling is also benefited in that the phase is primarily seen in the Mo-Ni binary system, extending into proceeding ternary systems. In other phases a wide number of constituents need be considered and the choice of model must reflect this, but in the $\delta$ phase only Mo-Ni need be considered. For this reason the existing sublattice model, (A)_{24}(A,B)_{20}(B)_{12}, is likely sufficient with one caveat. This is that extended solubility may need to be considered on A/B sublattices in future assessments which extend into multicomponent systems.

Possessing similar options in modeling to the $\delta$ phase, the R-phase contains 11 Wyckoff sites all of which are combined based on coordination number into 4 potential sublattices. Experimental site occupancies are not available for the system at the time of writing. For this reason the (Fe)_{27}(Mo)_{14}(Fe,Mo)_{12} model is sufficient, but should be used with caution as the phase is most often seen in ternary systems having historically being overlooked entirely in binary systems. Future experiments and assessments may show it necessary that the 4 sublattice model be used, (A,B)_{27},(A,B)_{8}(A,B)_{6}(A,B)_{12}, as solubility of sublattices is often higher than
previous established. Additionally models based on first principles energies alone should be used with caution, as metastability is observed for structures as complex as TCP phases, especially those exhibiting magnetic properties (such as Fe-Mo). Such models should always be used in cooperation with experimental results and not as a replacement.

Table 5-1: Summary of more physically accurate sublattice models

<table>
<thead>
<tr>
<th>Phase</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laves C15</td>
<td>(A,B)$_2$(A,B)</td>
</tr>
<tr>
<td>Laves C14</td>
<td>(A/Va,B)$_2$(A,B)$_4$(A,B)$_6$</td>
</tr>
<tr>
<td>Laves C36</td>
<td>(B)$_2$(A,B)$_4$(A,B)$_6$</td>
</tr>
<tr>
<td></td>
<td>(B)$_4$(A,B)$<em>6$(A,B)$</em>{12}$</td>
</tr>
<tr>
<td>Mu</td>
<td>(A,B)$<em>3$(A,B)$<em>6$(A,B)$</em>{12}$(A,B)$</em>{18}$</td>
</tr>
<tr>
<td>X</td>
<td>(A,B)$<em>{10}$(A,B)$</em>{24}$(A,B)$_{24}$</td>
</tr>
<tr>
<td>Delta</td>
<td>(A)$<em>{24}$(A,B)$</em>{20}$(B)$_{12}$</td>
</tr>
<tr>
<td>R</td>
<td>(A)$<em>{27}$(B)$</em>{14}$(A,B)$_{12}$</td>
</tr>
<tr>
<td></td>
<td>(A,B)$<em>{27}$(A,B)$</em>{6}$(A,B)$<em>{12}$(A,B)$</em>{12}$</td>
</tr>
</tbody>
</table>

Chapter 6

Conclusion

The work presented here aims to serve as a guide for future efforts in modeling TCP phases in the CALPHAD method. Included in this guide is a method for selecting more physically accurate sublattice models in which several criteria were identified in contributing greatly to the crystallography of a phase. These criteria are Wyckoff positions, coordination number and experimental data of which site occupancies are particularly useful. Arguments based off of homogeneity range were also considered. With these criteria in hand, sublattice models for several of the most popular and often challenging TCP phases were critically reviewed and inspected for these criteria. These
phases included several laves phases (C14, C15, C36), $\mu$, $\chi$, $\delta$, R, and $\sigma$ phases. In the preceding chapters the $\sigma$ phase, one of the most iconic TCP phases was assessed and modeled for a ternary system of great technological importance (Fe-Cr-Ni). This included the use of high though put software for first principles calculations, and thermodynamic modeling software. Energetics and thermodynamic properties are compared with recent descriptions of the phase. Finally the ideal models for the TCP phases considered were proposed so that future efforts in modeling these phases are compatible as the community pushes for the development of multicomponent databases.

This work includes several deliverables which are of importance for the CALPHAD community. Work on modeling the $\sigma$ phase has resulted in large amounts of data produced. Such first principles data along with accompanying finite temperature calculations can be found on citrination$^{59}$, and efforts are already underway to use this amassed data for machine learning so that the enthalpy of formation might be predicted in the future. This data can also be of use in producing any given sublattice model for the $\sigma$ phase, and can be used to produce the common 3 sublattice models (10-4-16/8-4-18). In addition the TDB file which has been optimized for the Fe-Cr-Ni $\sigma$ phase is available and will be included in a publication (date journal TBA). Additionally, DFTTK, the software developed for performing high throughput first principles calculations is available on github, and can be downloaded and modified. Additionally ESPEI software can also be found on github. It is the hope of the author that these tools, along with updated $\sigma$ phase data and revised sublattice models may contribute toward the community and aid future CALPHAD modeling.
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