
 
 

 

 

The Pennsylvania State University 

The Graduate School 

 

 

COARSE TO FINE: TUNING MOLECULAR PACKING TO PINPOINT TRIPLET 

PAIR SEPARATION MECHANISMS AND THE ROLE OF MOLECULAR COUPLING 

 

A Dissertation in  

Materials Science and Engineering 

by 

Grayson S. Doucette 

 

© 2019 Grayson S. Doucette 

 

 

Submitted in Partial Fulfillment 

of the Requirements 

for the Degree of 

 

 

Doctor of Philosophy 

 

August 2019 

 

 



ii 
 

 

 

 

The dissertation of Grayson S. Doucette was reviewed and approved* by the following: 

 

 

 

 

 

John Asbury 

Associate Professor of Chemistry 

Dissertation Adviser 

Chair of Committee 

 

 

 

Suzanne Mohney 

Professor of Materials Science and Engineering and Electrical Engineering 

Chair, Intercollege Graduate Degree Program in Materials Science and Engineering 

 

 

 

Joshua Robinson 

Associate Professor of Materials Science and Engineering 

 

 

 

Chris Giebink 

Associate Professor of Electrical Engineering 

 

 

 

 

*Signatures are on file in the Graduate School 

 

 

 

 



iii 
 

ABSTRACT 

 Research and development of renewable energy systems is a national priority. Existing 

technologies cannot fulfill the energy needs of an ever-progressing world. Focusing on solar 

energy, singlet fission (SF) is a potential avenue to improve the performance of existing solar 

technology. By creating two useable charges from a single photon, tandem and photon multiplier 

photovoltaics can make more efficient use of the solar spectrum. Currently, only a small number 

of molecules and polymers have been found to meet the energetic requirements for singlet fission, 

and among those, a broad range of SF rates and yields exists. While many factors influence 

intermolecular singlet fission, the role of molecular coupling in driving both the photogeneration 

of two triplet excitations and subsequent transport are of paramount importance. Many theoretical 

accounts and some experimental work make clear the need to tune coupling to be strong enough 

such that SF occurs rapidly and efficiently while not too strong as to prevent binding and 

annihilation of triplet pairs. Unfortunately, a hurdle in SF research is the means of isolating the 

effect of coupling without drastically altering the electronic structure of molecules and doing so in 

device relevant films. This study takes two steps toward continuous control of coupling to uncover 

mechanistic features of SF as well as to glimpse at the turning point in coupling strength. 

 The first step employs polymorphs of the molecule 6,13-bis(triisopropylsilylethynyl) 

pentacene (TIPS-Pn) to form two distinct molecular packing motifs in thin film samples. These 

motifs alter intermolecular interactions without changing the energetics of isolated molecules. 

Transient absorption was used to observe the effect on the separation of correlated triplet pairs 

(CTP) formed from singlet fission. Mechanistic parallels were drawn by correlating the initial CTP 

separation rates on the femtosecond timescale with triplet transfer controlled diffusion and 

annihilation rates on the nanosecond timescale. Similar polymorph dependence suggested CTP 
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separation occurs via triplet transfer as well. As a result, controlling the efficiency of SF yield 

requires control of both singlet and triplet mixing necessary for CTP formation and triplet orbital 

coupling for separation. The next experimental step honed in on tuning both singlet and triplet 

coupling with the use of pressure to test for a coupling strength tipping point. By focusing on a 

single polymorph of TIPS-Pn, pressure enabled gradual changes in intermolecular distance and 

slip which can have large impacts on coupling without any change to monomer energetics. 

Following similar experimental procedure to the polymorph work, dynamics of CTPs and 

separated triplets showed the onset of geminate recombination at higher pressure. Effectively, 

higher pressure resulted in either stronger coupling between CTPs and the ground state or produced 

significant triplet pair binding energy to prevent their separation. While future work is targeted at 

various pentacene derivatives to tease out which of these scenarios is occurring, the use of pressure 

in continuously tuning molecular interactions is widely applicable to a variety of photophysical 

processes.  
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CHAPTER 1: MOTIVATION AND BACKGROUND 

1.1 Solar Energy Landscape 

Separating science from society is impossible. Humanity’s drive for knowledge and 

progress has been a part of us for millennia. While research in itself is a productive endeavor, 

scientists should understand how they fit in the larger narrative, the relation between their work 

and society, and where they are headed together. Along that theme, the roots of solar energy and 

photovoltaics, which this thesis is a small part of, stretches centuries to its discovery by Edmond 

Becquerel1; however, the solar industry in America only began to bloom in the early 1970s. In the 

midst of the Yom Kippur War, America’s alignment and supply of Israel resulted in an embargo 

set by the Organization of Petroleum Exporting Countries (OPEC) on a number of countries 

including America.2 The fourfold increase in oil prices and destabilization of markets was a turning 

point in global energy policy. Importing created the threat of “oil as a weapon,” bringing worries 

of future retaliation to the forefront. In a reactionary step, The Solar Energy Research, 

Development, and Demonstration Act of 1974 was passed, bringing national focus to solar energy 

research.2  

In the ensuing decade, numerous institutes, programs, and incentives were introduced to 

further the exploration of this budding technology. America was experimenting with solar water 

heating, reflective mirrors, and some of the very first prototype solar panels resembling ones seen 

today.1 Unfortunately, late in the decade and into the 1980s, shifting winds brought a cold snap to 

solar through the Crude Oil Windfall Tax Bill of 1980. The bill cut billions in incentives and 

pushed solar markets into dormancy until the not unforeseen rise in oil prices of the early 2000s.3 

History repeating itself, high dependence on foreign markets and rising gasoline costs spurned new 

legislation and restoration of incentives from prior administrations. Further industrial innovations 
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such as Power Purchase Agreements have led to not only large-scale facilities, but also blossoming 

residential installations.4 Though a few technologies were present at the beginning of this solar 

boom, silicon photovoltaics became the de facto leader of the solar energy industry. The vast 

majority of companies in the 2000s focused on producing single crystal silicon photovoltaics. The 

production is a multi-step process that involves: silicon refinement, wafer manufacturing, cell 

fabrication, and module assembly. Many of these steps are broken up to multiple companies, but 

the key cost drivers are the silicon refinement and the transparent conductor used in module 

assembly. For instance, silicon processing plants may cost upwards of $1 billion to construct.5 

While early in the 2000s competition flourished, in 2008 China began massive investment in its 

solar industry as shown in Figure 1-1, subsidizing production, and decreasing global prices by 

80%.6  While this had the benefit of making solar affordable to many individuals, many foreign 

and domestic manufactures closed operations.5, 7 Furthermore, concentration of manufacturing has 

resulted in an increased barrier for new companies to enter the market.7 Many American 

manufactures have petitioned for America to enforce tariffs against foreign solar panels. However, 

while domestic manufacturers have struggled, the solar jobs market has continued to climb with 

Figure 1-1: Production of Solar Energy by Country in Megawatts sowing rapid growth from Chinese investment. 

Data Compiled by Earth Policy Institute from GTM Research, PV Cell Module Production Data, electronic 

database, updated June 2014 
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over a quarter of a million jobs in 2017.8 The conflicting interests have led to tensions between the 

two halves of the solar industry. 

In 2018, the push from manufacturers finally resulted as a portion of the impact of tariffs 

imposed by Presidential Proclamation 9693 in 2018. The 30% tariff on solar equipment was 

expected to cause decreases in panel installations and loss of jobs; however, initial decline in 

installations were only offset by surplus sold before the implementation of the tariff.4, 9 While 

uncertainty in the market has caused localized destabilization of employment with two years of 

decline, future outlook is mixed. State and federal legislature focused on zero net emission and 

clean energy such as California’s SB 100 and Executive Order B-55-18 may drive employment 

and renewable energy sector growth. Regardless of the rate of adoption, America’s energy future 

is sure to include solar energy as a major component. As a path to avoid tariffs, R&D of emerging 

technologies can provide access to technologies which are cheaper, more efficient, and/or less 

energy intensive than silicon.  

1.2 Silicon’s Shortcomings 

 Solar modules made from silicon come in a variety of types and efficiencies from single 

crystal down to amorphous (24% to 12%).10 This efficiency pales in comparison to the theoretical 

maximum of single-junction silicon (33%) or triple-junction (52%) photovoltaics let alone coal’s 

average of 34%.11-12 Additionally, life cycle analyses of silicon photovoltaics show that overall 

greenhouse-gas emission is five times larger than wind or nuclear energy.13 With these two factors 

limiting the best implementation of solar energy possible, research must target materials which are  

more efficient, less energy intensive to manufacture, or augment the current capabilities of silicon 

solar cells. These technologies, termed third generation, comprise a broad range of possibilities, 
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and the inorganic and organic materials discussed below each try to solve one or more of these 

shortcomings. 

1.3 Inorganic Solutions 

While this thesis concerns molecular solar cells, it is important to maintain perspective of 

other approaches to solving this energy problem. Two current classes of materials are making 

headway: perovskites and quantum dots.14-15 Both classes of material approach the problem from 

a different perspective with their own associated benefits and drawbacks. 

1.3.1 Perovskite Solar Cells 

 Since 2009, the reemergence of hybrid organic-inorganic perovskites (mainly 

Methylammonium Lead Iodide), has been a boon for photovoltaic research.16 With certified 

research-cell efficiencies of 24.5% eclipsing the best single crystal silicon commercial modules 

(24.4%) in only a decade of research, perovskites are on the fast track to commercialization with 

a few companies beginning to create prototype cells.17 This is not only due to their high efficiency, 

but also their ease of fabrication and tolerance for defects.18 One such method is depicted in Figure 

1-2A where two subsequent depositions lead to a fully formed perovskite absorber layer.19-20 Other 

Figure 1-2: Solution processing techniques for thin film solar cells A) spin casting of multiple layers in sequential 

manner and B) doctor blade coating of perovskite active material on a continuously moving substrate 
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methods simplify the process even further to depositing in a single step with all precursors present 

in the same solution.19 The ease of these deposition methods opens roll-to-roll manufacturing as a 

possible scale-up pathway with an arrangement similar to Figure 1-2B.21-22 In roll-to-roll 

processing, a thin film of perovskite is deposited through a die or by a doctor blade (blue in Figure 

1-2B) to create a thin absorber layer. Both of these roll-to-roll methods can be done at very high 

speeds and have been used to manufacture camera film and newspaper. In some estimates for next 

generation solar cells, speeds can produce cells at 198 m/hr,23 a distinct advantage over the current 

silicon production.24 To reach such a goal, perovskites still need fundamental work on their 

stability and a deeper understanding of how their structure affect performance. 

 For many years the source of their efficiency was curious despite their polycrystalline 

nature and high defect densities. As the field has advanced, there have been hypotheses that certain 

vacancy and substitution defects which would be common at grain boundaries as shown in Figure 

1-3 (VMA, VI, VPb) were benign and not catastrophic.18, 25 Others claimed that specific defects 

which appear would be detrimental to performance.26-27  In an effort to pin down the origin of 

defects in perovskites, Stewart et al. built upon previous work28 to observe the impact of solution 

and surface chemistry on the defect landscape of perovskites. To the first point regarding solution 

Figure 1-3: Calculated point defects in organohalide perovskites. While many low energy defects appear within the 

conduction and valence bands of the material, there are only a few deep defects present within the band gap. Figure 

reproduced from ref. [27] 
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chemistry, it was shown that in precursor solutions of PbI2, a dynamic equilibrium exists between 

various iodide oxidation states (PbI3
- /PbI4

2-) These various iodoplumbates were hypothesized to 

result in interstitial iodide reported in prior theoretical studies.26-27, 29  Turning from solution to 

solid phase, work also suggested that the interfaces were not as facile as once thought. Surface 

passivation with ligands suggested that despite the supposed intergranular defect tolerance, surface 

defects offered a route for charge recombination.30  As research has continued over the past decade, 

attention has now turned to perovskite lattice itself as a source of its curiously high performance. 

The dynamic nature of the perovskite crystal lattice has been suggested as a stabilizer of excited 

states, preventing loss due to defect recombination.31 The importance of a flexible crystal lattice 

has implications for the range of materials used in fabricating perovskites (i.e. lead).  In terms of 

stability, a host of options are being investigated from encapsulation and surface passivation to 

cation/anion substitutions and reduced dimensionality.32 Perovskites have made massive leaps in 

technical progress, but solving the aforementioned technical problems of stability as well as 

ensuring the prevention of lead leaching in devices will require years more of research.  

1.3.2 Quantum Dot Solar Cells 

Formed following schemes similar to Figure 1-4, quantum dots are quasi 0D particles 

comprised of 10-100s of atoms. At these length scales, bulk like properties regarding absorption, 

electrical conduction, and stability change drastically. The cause of this is due to the reduction of 

energetic splitting from few atomic states.33 An example of this related to photovoltaic materials, 

PbS, grey/black in its bulk state with a band gap of 0.34 eV, can run the gambit of band gap up 

through 1.55 eV, an enormous range. As an absorbing layer, this tunability opens up the 

opportunity to address one of the most pressing concerns of the silicon solar cell – wavelength 

dependent efficiency.  
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When a semiconductor absorbs energy, an electron is promoted from the valence band 

(VB) to the conduction band (CB) across the band gap (Eg), as seen in the bulk example in Figure 

1-5A. Any additional energy above the band minimum is rapidly converted into heat and lost into 

the surrounding material as depicted by the red arrow. This thermalization process occurs for all 

energies of light above the band gap, leading to greater energy loss with increasing photon energy. 

Turning to the solar spectrum in Figure 1-5B, an overlay of the silicon cell efficiency as a function 

of wavelength shows that the efficiency losses due to thermalization quickly become a dominating 

factor in the overall efficiency of a solar cell. The tunability of quantum dot band gap opens an 

avenue to avoid these thermalization losses. Taking QDs of successively smaller band gap and 

stacking them on top of one another as depicted in Figure 1-5C, each layer absorbs higher energy 

light than the one below. Importantly, each layer absorbs its selected region more efficiently than 

the layers below. As a result, the overall efficiency of a solar cell can be improved with numerous 

layers of QDs. Theoretically, and infinite layer material could be 65% efficient.33 Practically, 

however, a three-junction device could be up to 48% efficient, still a large increase over silicon.  

Figure 1-4: Typical reaction scheme for colloidally grown nanocrystals, in this case lead sulfide nanoparticles. 

After an inert gas purge to remove water, the vessel is heated with precursor injection occurring at or below growth 

temperature. After injection, quantum dots grow for a specified time and the reaction is quenched. 
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Another feature of QDs which makes use of their quantum nature is multiple exciton 

generation (MEG).34 Through the process of MEG, a single photon can produce multiple excited 

states that can be harvested for energy potentially doubling or tripling the efficiency at certain 

wavelengths of light. The process of MEG follows Figure 1-6, where a quantum dot absorbs a 

photon of twice the band gap or greater. This hot excited state can transfer energy to another 

electron in the valence band, forming two charges at the band edge.35 Unfortunately, for quantum 

dots and other inorganic materials, MEG is an inefficient process which relies on either slow 

cooling or energies above 2Eg.
35 Some attempts to increase efficiency have been to alloy QD 

materials, coat QDs in shells, and molecular complexing.36 Recent work by Kennehan et al. has 

shown that in QDs, despite the separation from band-like materials, significant overlap between 

A B 

C 

Figure 1-5: A) Grphical visualization of bands present in bulk materials versus discrete levels predicted for quantum 

dots showing growing Eg with decreasing quantum dot size. B) physical implications of bulk bands in silicon solar 

cells. Below 1100 nm, light is not absorbed. Above 1100 nm where light is absorbed, some losses occur from 

extraction, but at lower wavelength losses occur from the thermalization to the band edge. Figure reproduced from 

ref. [33]. C) Projected quantum dot photovoltaic with multiple layers absorbing specific wavelengths of light and 

transferring charge to the contacts.   
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higher lying excited states causes rapid cooling.37 In effect, the MEG process is in competition 

with a process that is more rapid at smaller QD sizes. As a result of rapid cooling, the efficiency 

of MEG in QDs is typically observed at much higher photon energies than expected as observed 

in 3 electrons being produced from 4Eg.
38 Apart from the limits to MEG, charge transport is another 

area of research focus.  

As synthesized, quantum dots are coated with organic ligands which not only increase 

solubility, but also prevent agglomeration of dots. When cast into a solid film, long organic ligands 

electronically isolate each dot from one another. While behavior of isolated dots are preserved 

(e.g. MEG), transport of charge can only occur via short range hopping (Dexter transfer) between 

dots or longer range Forster resonant energy transfer (FRET) to larger dots.39-40 These avenues of 

charge transport have two implications, the first is that hopping is a short-range mechanism that 

results in much slower charge transport, reducing charge mobility and decreasing device 

efficiency. The second is that hopping or FRET moves charges between QDs of larger bandgap to 

smaller bandgap. Without thermal energy to overcome small energetic barriers between dots, large 

dots act as charge recombination centers in the material, reducing overall cell efficiency. To 

overcome this limitation, long organic ligands are exchanged for short ligands or halide atoms like 

Figure 1-6: Multiple exciton generation in quantum dots from an initially highly excited state (left) which transfers 

energy to a ground state electron (middle) to produce two states excited to the band edge (right). Electrons shown as 

blue circles, holes as white circles. 
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iodide. While transport becomes more bandlike, and therefore easier, coupling increases between 

quantum dots, altering the optical properties.37 Others have improved the dispersion of particle 

size to counteract trapping. Transitioning to commercial scale operations with these methods will 

introduce process design hurdles, but good headway has been made in maturing QD technology.  

1.4 Organic Solutions 

 Compared to inorganic materials, organics typically have much lower charge mobility and 

efficiency. Additionally, unlike the loosely bound electron-hole pairs (excitons) formed in 

inorganic systems after excitation, organics have low dielectric constants which do not effectively 

screen charges from the surrounding environment, resulting in strongly bound excitons.41 The 

large exciton binding energy requires donor and acceptor organic species which can energetically 

and spatially separate formed electrons and holes.42 The separation results in a charge transfer state 

spanning the donor and acceptor materials which can much more easily be separated into 

independently diffusing charges (hole on donor, electron on acceptor) collected at the electrodes.41 

The need for two components has interesting implications for solar cell design as will be discussed 

in each section. Despite the apparent drawbacks of organic photovoltaics, they have a few key 

manufacturing and application advantages over their inorganic counterparts.  

Figure 1-7: Example of donor (left) and acceptor (right) polymers for photovoltaic and semiconductor applications. 

Image reproduced and adapted from ref. [43] 



11 
 

1.4.1 Polymer Solar Cells 

 Comprising a wide class of materials with many different materials, polymer solar cells 

consist of thin films of donor and acceptor polymers. A few examples are outlined in Figure 1-

743, and the common thread among them is conjugation of the polymer backbone that produces a 

π band. Separated charges move within this π band along the backbone and between polymer 

strands.44 Similar to perovskites, polymers can be cast across large areas easily with scale up 

readily achievable for some polymerization reactions. The inherent flexibility of polymer chains 

enables application on flexible substrates or conformal coatings.45 Furthermore, polymer thin films 

are generally transparent (though colored) and can be used in windows, skylights, or other 

transparent application.41  

If the technical hurdles of charge mobility can be overcome, polymers could become a 

large part of the solar energy portfolio. Interchain transport is the dominant mechanism of charge 

transport as shown by the green arrow in Figure 1-8, occurring through a hopping mechanism 

similar to electronically isolated QDs. Because charge hopping is very sensitive to the coupling 

between chains, the packing of polymers and percent crystallinity are of paramount importance.46 

Furthermore, the interface between donor and acceptor polymers is not always well defined as 

shown in Figure 1-8.47 Depending on the selected polymers, the interface may be anywhere on 

the spectrum from completely phase separated to co-crystallized. Controlling how polymers 

interact drives the separation of electron and hole into their respective phases. Where the ideal 

mixture lies and methods to control the interface are subjects of intense research, and identifying 

polymers which have sufficient solubility in one another to form effective interfaces is just as 

difficult.41 Some strategies to control the nanostructure – namely block-copolymers – have been 

employed to construct self-assembled domains with limited success.47  
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1.4.2 Small Molecules 

 Similar to polymers, small molecules (e.g. Figure 1-9) solar cells are formed of thin films 

capable of flexible and conformal applications. However, unlike polymers, small molecules are 

capable of complete crystallization, though using cheaper doctor blading methods results in highly 

polycrystalline devices.48 While polycrystallinity in perovskites is not a death knell, grain 

boundaries in molecular cells significantly reduce charge mobility.49 While small molecules can 

be 100% crystalline unlike their polymer counterparts, this is obtained through slower chemical 

and physical vapor deposition processes which significantly reduces the scalability of solar cell 

fabrication;50 however, this apparent downfall plays directly into one potential advantage of small 

molecule solar cells, namely singlet fission. Singlet fission (SF) is a form of MEG which occurs 

Figure 1-8: Representation of polymer phase interfaces with fully phase separated (left), ordered mixed (middle), 

and completely disordered (right). Each has ramifications not only for energetic alignments but also for the 

efficiency of charge transfer between phases. 

Figure 1-9: Example small molecules used in photovoltaics: perylene diimide (PDI), 6,13-bis(triisoprop-

ylethynlsilyl) pentacene (TIPS-Pn), and fullerene (C60). 
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in a small portion of molecular systems, but does so with up to 100% efficiency.51 Similar to the 

QD case, SF can take advantage of higher energy light that can be converted into multiple lower 

energy triplet (T1) excitations. While alone this is not impressive, the potential of SF comes in 

potentially pairing SF molecules with silicon or another solar cell absorber targeting the lower 

energy light. Using efficient vapor deposition techniques, tandem cells of singlet fission molecules 

and silicon can be fabricated. As an example, the energy levels of a tetracene-Si device is shown 

in Figure 1-10 where the triplet level aligns with the conduction band of Si.52  Theoretically, the 

maximum solar cell efficiency can be increased to 42% if materials with the right energy levels 

are used. As with all the prior materials there are hurdles to implementing this technology, and this 

thesis aims to address one of them; namely, how to control molecular packing to maximize the 

transport and extraction of SF products. Doing so will help inform the fabrication and design of 

tandem cells. 

1.5 Conclusions 

Since the early 1980s, the photovoltaic industry has experienced nearly uninterrupted growth. 

Recently, the market has expanded nearly exponentially with the investment in solar 

manufacturing from abroad. Though this has stymied American manufacturing operations, the 

Figure 1-10: Energy level alignment of Si-Tetracene tandem cell showing the proximity of tetracene triplet level to 

the conduction band of silicon. Diagram reproduced from ref. [52] 
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United States is heading toward greater percentages of electricity production sourcing from 

renewables, with a major player being solar. While silicon cells are a dominant technology, the 

energy intensity of manufacturing and device limitations drive research to find cheaper and more 

adaptable alternatives. Inorganic and organic systems which address these issues are being studied 

worldwide, with some fledgling technologies beginning to appear on the market. However, some 

technologies such as singlet fission capable molecules are still early in the R of R&D. To that end, 

the research presented in this thesis focuses on targeting mechanisms to control intermolecular 

coupling, understand its impact on singlet fission, and proposes future steps to using the knowledge 

gained. 
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CHAPTER 2: CHARGE CARRIER DYNAMICS IN ORGANICS 

The dynamics of excited states in molecular and polymeric systems depend on the nature 

of the excited state as well as the mechanism of transport. Chapter 2 is organized to first provide a 

basic overview of how absorbed light produces excited states relevant to this thesis, the 

characteristics of these excited states, and the avenues through which the ground state is recovered. 

In the first section, absorption in benzene is used as an elementary building block for the molecules 

studied later. The next section discusses mechanisms of charge transport with attention given to 

various types of excitations. The final two sections focus on geminate and non-geminate 

recombination using data collected on model molecular and polymeric systems as a basis to 

describe the modeling of recombination. Building up to benzene, it is helpful to discuss bonding 

in organic systems. 

2.1 Absorption 

2.1.1 Bonding in Conjugated Systems 

A carbon atom with its 6 electrons has the atomic configuration 1s22s22p2, diagrammatically 

represented in Figure 2-1. When entering into a bonding configuration, carbon’s s and p orbitals 

hybridize into sp, sp2, or sp3 configurations as in the center of Figure 2-1.1 Hybridization occurs 

due to the mixing of wavefunction of the s and p orbitals, and the different degrees of hybridization 

produce lower energy bonding configuration than merely s and p. Taking a quantum mechanical 

approach to this description, the hybrid orbitals are linear combination of s and p orbital 

wavefunctions φs and φp..
2 Equations 2-1 and 2-2 show examples of the linear combination of 

atomic orbitals (LCAO) method to mathematically describe the sp3 and sp2 hybrid orbitals. The 

weighting constants ci denote the contribution of each orbital to the overall wavefunction, and 
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adding or subtracting orbitals from one another produces the full complement of sp3 and sp2 hybrid 

orbitals. 

ɰ ὧ• ὧ• ὧ• ὧ•     (2-1) 

ɰ ὧ• ὧ• ὧ•     (2-2) 

Pictorially, this corresponds to the bottom of Figure 2-1 where the unhybridized and 

hybridized orbitals show drastically different distribution of electron density. From these different 

hybrid orbitals, two bonding scenarios arise in Figure 2-2. The first, σ bonds, are produced along 

the axis of the hybrid sp2 orbital with significant overlap occurring between adjacent carbons. The 

second, π bonding, occurs normal to independent pz orbital in sp2 and sp hybridized carbons, also 

shown in Figure 2-2. In the π case, electron density arises between pz orbitals forming a weaker 

bond than σ bonds. Additionally, π bonds only exist in connection with the main σ bonding axis. 

Figure 2-11: (top) orbital energy levels and (bottom) graphical representation of orbitals for both an isolated 

carbon atom and for sp3, sp2, and sp bonding configurations with associated energy for orbitals denoted on the left.  
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However, in conjugated systems, electrons must be able to delocalize across multiple atomic 

orbitals. The sp3 configuration does not provide this capability with only σ bonds available and 

any removal of electrons would simply break the bond. However, the sp2 configuration enables 

delocalization across multiple π bonds as shown in Figure 2-2 because electrons can transition 

between adjacent sp2 hybridized carbon atoms while retaining the σ bond. Termed resonance, the 

ability for electrons to exist in multiple π bonding configurations stabilizes structures and leads to 

drastic changes in absorption as will be seen in 2.1.5. Two effects which break conjugation are sp3 

carbons and changes in nodal structure. The effect of sp3 carbons has been discussed above, but 

nodal structure references the relative phase of adjacent pz orbitals. In bonding configurations (σ 

and π), the phases of adjacent orbitals are identical and the wavefunctions of both orbitals 

constructively interfere in the interatomic space. Alternatively, opposite phases destructively 

interfere into an anti-bonding configuration (σ* and π*), creating a node in the interatomic space 

and in the case of π bonds, breaking conjugation. This concept will be elaborated in the next section 

Figure 2-2: (left) Bonding between two sp2 hybridized carbon atoms showing σ bonding along the interatomic 

axis and π bonds perpendicular to pz orbitals. Antibonding configurations for π orbitals shown below. (right) 

bonding of multiple sp2 hybridized atoms with conjugation through the various p orbital interactions. 



21 
 

exciting electrons to higher lying energy levels occupies molecular orbitals with more complex 

nodal structure. 

2.1.2 Electronic States 

 Building on the previous discussion of delocalization, benzene is a six-carbon ring 

composed of sp2 hybridized carbons delocalizing electrons about the entire ring. Expanding the 

simplistic bonding configuration of benzene Figure 2-4 into all the potential nodal structures, a 

representation of the configurational energy and occupation can be depicted by the Huckel diagram 

and orbitals in Figure 2-4.3 Quantum mechanics dictates that the wavefunction describing benzene 

be overall anti-symmetric and continuous; therefore, the number of potential bonding 

configurations are limited to the six shown. With orbitals coming out of the page, positive and 

negative phases represented as blue and red, respectively. Interactions between areas of electron 

density of identical sign result in bonding and conjugation throughout the ring whereas a change 

in sign between adjacent carbon atoms produces an antibonding configuration. In the lowest 

energy (ground) state, three orbital configurations are occupied, the symmetric a2u state and two 

symmetry related e1g states each with on antibonding nodal plane. The symmetry of these sites 

being the highest energy, the e1g states are considered the highest occupied molecular orbital 

Figure 2-3: Hückle diagram of benzene showing the occupation of the various molecular orbital configurations 

visualized on the right (reproduced from ref. [3]). Higher energy states introduce additional nodes between π bonds. 
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(HOMO), and e2u the lowest unoccupied molecular orbital (LUMO). With filled and unfilled 

orbitals, it is possible for electrons to transition from one orbital to another given energy equal to 

their separation. For benzene, four potential electronic transitions exist: 1e2g←
1a1u, 

1e2g←
1e1g, 

1b2g←
1a1u, 

1b2g←
1e1g. Furthermore, one can consider transitions to triplet states which would be 

lower in energy in all identical transitions (e.g. 3e2g←
1a1u). However, not all transitions are created 

equal.4 

2.1.3 Selection Rules 

 Electronic transitions not only induce a change in the nodal structure of a molecule like 

benzene, but the excitation also alters the quantum mechanical description of the electron involved 

in the transition. For instance, the electron may change electronic shell, angular momentum, and/or 

spin. In a quantum system, the following selection rules dictate how allowed a specific transition: 

ΔS = 0 (spin selection), ΔJ = +/- 1 (angular momentum), and Δυ = 0 (vibrational energy).5 Further, 

in centrosymmetric molecules like benzene (or higher order acenes), a change in symmetry (g↔u) 

is required for electronic transitions to satisfy the change in angular momentum.6 electronic There 

are means to bend these rules, but in general they dictate the probability of a transition occurring, 

and the photophysical pathway following excitation. As an example, the spin selection rule makes 

the transition from a singlet to a triplet manifold forbidden. Therefore, in benzene and other linear 

acenes such as pentacene, the spin singlet (S=0) ground state (S0) does not undergo an excitation 

directly to lowest energy spin triplet (S=1) state (T1), but rather to the lowest energy spin singlet 

state S1. Applying these rules to benzene results in the experimentally observed absorption 

spectrum. 



23 
 

2.1.4 Benzene Optical Absorption 

Compiling all of the prior discussion surrounding molecular orbital configurations with the 

limitations on transitions, benzene’s absorption spectrum (Figure 2-3) can be dissected.7 At first 

glance, there are three main manifolds containing multiple sharp peaks at around 179 nm with 

weaker peaks near 200 nm and 262 nm. Looking at calculated values of Benzene in Table 2-1, 

there are many transitions in the visible and ultraviolet though only three align with the first peak 

present in each manifold. From computational work,  these peaks, in order, correspond to 

1A1g→
1E1u, 

1A1g→
1B1u, and 

1A1g→
1B2u.

6 As expected from the various selection rules (spin, 

angular momentum), a few things become immediately clear. First, direct excitation to any of the 

triplet states are missing and if they occur are very weak. Second, g←g transitions aren’t observed 

due to the Laporte rule. Third, transitions to the same sign are observed, though like the triplet 

absorption are significantly weaker. Finally, absorptions to the second excited state 1b2g are also 

very weakly observed. In summation, the major excitation pathway occurs from S0 (e1g) to S1 (e2u), 

with other forbidden transitions only weakly observed.  

Figure 2-4: Ultraviolet absorption spectrum of benzene from 160-270 nm. Figure reproduced from ref. [7] 

(left) logarithmic axes showing exceptionally strong absorptions around 177 nm and 200nm for the dashed 

liquid phase. (right) low intensity absorptions beginning around 262 nm. 
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While these selection rules explain the 3 manifolds of peaks, to understand the additional 

peaks within each manifold, it is necessary to introduce vibronic coupling in electronic transitions. 

As will be discussed in further detail in Chapter 4, every bond vibrates with a given frequency (ω). 

Due to the quantum mechanical behavior of bonds, vibrational energy is quantized and denoted 

with the quantum number υ. The exact energy of an electron in benzene is then a combination of 

its bonding configuration and vibrational energy. However, the vibrational energy is bond specific 

and for benzene, π to π* transitions are correlated with C=C vibrational modes at ~1650 cm-1. The 

C=C vibration can be approximated as a harmonic oscillator in Equation 2-3 where ω is related 

to the spring constant k through Equation 2-4.  

ὠὼ Ὧὼ       (2-3) 

‫        (2-3) 

Figure 2-5 visualizes this approximation with the quadratic shape of the energy level manifold 

with lines corresponding to different quantized energies of υ. Pictured also is the manifold for the 

S1 state where the offset signifies the difference in nuclear coordinate of these two states. Since 

Table 2-1: Calculated transition energies of benzene electronic transitions, data reproduced from ref. [6] 
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electronic transitions occur much faster than nuclear motion, electronic excitation from S0 to S1 

can be shown occurring in a vertical fashion as the green arrows in Figure 2-5. As a result, 

electrons can be excited from S0 to any of the higher lying vibrational states in S1. It is these higher 

lying vibrational states that give rise to the “vibronic fingertips” in the benzene absorption 

spectrum. 

The intensity of each vibronic fingertip is directly related to the oscillator strength of each 

transition. Referring to the quantum mechanical description, oscillator strength is proportional to 

the magnitude of wavefunction overlap, or extent to which each state’s wavefunction looks like 

the others (including both electronic and nuclear components).5 In Figure 2-5, superimposing 

wavefunctions of each vibrionic state on S0 and S1 one can see the drastic change in the shaded 

area coincident with the ground state wavefunction. The width of the green arrows qualitatively 

depicts the effect on absorption strength of the possible transitions. Collecting these various pieces, 

the absorption in benzene is the result of electronic transitions of π electrons to higher lying states 

which follow the selection rules of transitions and have significant wavefunction overlap.  

Figure 2-5: Harmonic potential representation for absorption between a ground state (S0) and excited state (S1) 

manifold. Due to the extent of wavefunction overlap between the ground vibrational state and higher lying 

vibrational levels of the excited state, the relative oscillator strength. 
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2.1.5 Larger Acenes and Polymers 

 In the case of larger acenes (tetracene, pentacene) and conjugated polymers, the above 

framework is useful in understanding the origin of transitions as well as spectral features. Similar 

nodal structures arise for the π*←π transitions in each case, though the extent of delocalization 

stabilizes the LUMO. This stabilization results in a large decrease in energetic gap between HOMO 

and LUMO levels as demonstrated by redshifted absorption spectra of higher order acenes (Figure 

2-6A).8 In polymeric systems with conjugation along the polymer chain, similar behavior is 

observed though the increase in disorder of both vibrational and rotational energy results in the 

much broader absorption lineshape as exemplified in Figure 2-6B for PTB7Th. 

2.2 Charge Transport 

2.2.1 Excitons and Polarons 

 After an electron is promoted to a higher lying electronic state by absorbing light, a hole, 

or positively charged quasiparticle, is simultaneously produced in S0. At this point the electron and 

Figure 2-6: A) Absorption spectrum for acenes of increasing length demonstrating the effect of extended 

conjugation in red-shifting absorption due to electronic delocalization. Reproduced from ref [8]. B) Absorption 

spectrum for polymer PTB7Th film showing much broader absorption spectrum with smearing of vibrational 

features due to disorder along the chain backbone. 

B A 
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hole are coulombically bound in what is termed an exciton. However, the strength of this binding 

can fall into one of three categories with decreasing strength (increasing size): Frenkel, charge 

transfer (CT), and Wannier-Mott. Visualized within a lattice, Figure 2-7 demonstrates rough 

approximations for the size of each of these excitations with Frenkel spanning a single molecular 

unit, Wannier-Mott at 5 nm or larger, and CT at intermediate distances.9 Wannier-Mott excitons 

are typical of inorganic semiconductors with low binding energy and delocalization over large 

distances. However, as introduced in Chapter 1.4, the low dielectric constant of organics results in 

large binding energies and biases them toward CT and Frenkel excitons. Aside from dielectric 

constant, the energy level, extent of conjugation, and spin multiplicity play into the exciton size. 

For instance, triplets, stabilized through electronic exchange, often have much smaller exciton 

radii than singlets. If the binding energy of the exciton can be overcome, then the exciton can split 

into spatially separated electrons and holes.10 The negative and positively charged particles 

polarize the surrounding lattice, causing localized distortions, termed polarons, which stabilize the 

charged particle as seen in Figure 2-8B. Again, due to the low dielectric constant in molecules 

Figure 2-7: Rough graphical approximation of exciton radii within a lattice having 1 nm separation between lattice 

sites. While these boundaries between types are represented as sharp, in reality the characteristic of an excitation, 

especially within the CT regime is not as well defined. 
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and polymers, this distortion can be quite extensive. This stabilizing force results in an energetic 

well which can inhibit the transport of the electron or hole.11 

2.2.2 Charge and Energy Transport 

  Charge transport can be divided into two regimes, band transport and hopping.12 Where 

inorganic materials produce extended bands which enable rapid charge transport, by and large 

organics typically transport charge via hopping between π molecular orbitals. The periodic 

potential well of organics picture in the bottom of Figure 2-8 in purple means that excitons and 

polarons must transition from well to well in order to diffuse. There are two major mechanism 

which facilitate transfer from well to well, Forster Resonant Energy Transfer (FRET) and Dexter 

energy transfer.  

FRET is an energy transfer process occurring over long ranges (0~10 nm) at relatively slow 

rates (ns). The mechanism is depicted in Figure 2-9A in a dipole-dipole interaction between two 

fluorophores.5 As the excited state oscillates within its potential well, the oscillating electric field 

it produces a dipole which can induce a dipole in another molecule. If the oscillations are resonant 

with one another, energy transfer can occur where the initially excited molecule undergoes a 

deexcitation, simultaneously exciting the resonant ground state molecule.5 The rate of energy 

transfer follows Equation 2-5, where the individual dipoles of the donor and acceptor are μD and 

μA. As a limit to the length scale of FRET, the rate rapidly falls off at a separation distance R6.  

Ὧ       (2-5) 

The potential for FRET was briefly discussed in regard to quantum dots, but for molecular systems 

an indicator if FRET may occur is whether the absorption and emission spectra of two molecules 

have significant overlap. This overlap condition indicates that identical resonant frequencies can 
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be found between molecules. Though FRET is not a major charge transfer mechanism in singlet 

fission, it has shown use as an energy transfer mechanism in hybrid organic-inorganic systems, 

potentially impactful for tandem silicon devices.13 The more important mechanism to singlet 

fission is Dexter energy transfer.  

Rather than a dipole-dipole mediated process, Dexter energy transfer is an electron transfer 

process occurring through direct wavefunction overlap. The exchange mechanism follows Fermi’s 

golden rule in Equation 2-6 where kij is the rate of transfer between initial (i) and final (j) states, 

Vij is the coupling between initial and final states, and DWFC is the density weighted Franc-

Condon factor.14  

Ὧ  
ᴐ
ȿὠȿ$7&#     (2-6) 

The coupling term is expressed as an integral between states in Equation 2-7 where bra 

ket notation defines the integral between the two charge configurations where A and B are the 

molecules in Figure 2-9B with * denoting the excited state. The electronic Hamiltonian (H) 

defines the Hamiltonian for A, B, and their mixture.2   

A B 

Figure 2-8: A) Impact of Frenkel exciton on the surrounding lattice, the presence of both positive and negative 

charge screens the surrounding lattice whereas in B) an independent charge causes large distortion in the 

surrounding lattice to stabilize the charge, forming a polaron. The resulting impact on the energy landscape 

produces a larger potential well in the polaron case rather than the exciton.  
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Because wavefunction overlap is a requirement, Dexter transfer typically occurs over much 

shorter length scales than FRET (i.e. nearest neighbor). Despite the smaller reduced range of 

transfer, Dexter exchange can transfer both singlets and triplets, a process forbidden by FRET. For 

triplet transfer in FRET, a spin flip would be required by both molecules, a highly forbidden 

process.5 Alternatively, the exchange of electrons in Dexter circumvents the spin constraints by 

physical exchange of electrons. Where Equation 2-6 provides a quantum mechanical approach to 

the system, Marcus theory expands into a physical model of the weakly interacting molecules.5 

The rate describing this hopping process for molecules A and B from Marcus theory is written in 

Equation 2-8. The rate kij is a function of the orbital coupling component (Jij), reorganization 

energy (λ) describing the energy reform the ground state nuclear configuration, and the driving 

force of the reaction ΔGij.
15  

Figure 2-9: A) FRET occurring between anthracene and tetracene where the emission of anthracene coincides 

with the absorption of tetracene. However, rather than emission-reabsorption the joint oscillation of dipoles 

results in energy transition. B) Dexter energy transfer where direct overlap between wavefunctions of 

neighboring molecules enables exchange of electrons, conserving spin. 

A B 
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ὐ Ὡ      (2-8) 

 From the above equation, the rate of hopping is highly sensitive to both the intermolecular 

coupling and any energetic barriers to transfer captured in the ΔG term. Connecting to Figure 2-

9B, the relative orientation of anthracenes will change Jij and in the case of polarons, increasing 

distortion of an anthracene lattice to stabilize the charge will increase ΔG. Hopping via Dexter 

typically involves transfer to sequentially lower energy states unless incremental energetic barriers 

to slightly higher lying configurations can be overcome. As this diffusion process continues, 

numerous charge recombination and deexcitation processes may occur 

2.3 Charge Recombination 

 Many routes exist to reform the ground state from excitons and polarons, but in regards to 

this thesis only the following will be discussed: fluorescence, intersystem crossing, and triplet-

triplet annihilation. 

2.3.1 Fluorescence 

 In the same harmonic oscillator representation in Figure 2-10A, an excited state is capable 

of making an adiabatic transition vertically from an excited state manifold to the ground state. As 

energy must be conserved, a photon is released. This process of emission is termed fluorescence, 

and as an example, the emission of an anthracene dithiophene derivative is shown in Figure 2-

10B.9 Exhibiting mirror symmetry to absorption, emission follows an identical process to where 

overlap between the excited state and higher lying vibrational levels of the ground state result in 

vibrionic fingertips. However, emission to higher lying states results in lower energy emission than 

absorption due to non-radiative losses to heat. As long as the transition is not inhibited by 
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symmetry or coupling, fluorescence is typically a fast process occurring on the pico- to nanosecond 

timescale. 

2.3.2 Intersystem Crossing 

 The term intersystem crossing refers to a change in spin state of the system (e.g. singlet to 

triplet). For recovery of the ground state the intersystem crossing of interest is between T1 and S0. 

Because the transition from triplet to singlet involves a spin flip, the process is forbidden; however, 

spin-orbit coupling allows this process to occur in many organics.16 Spin-orbit coupling is the 

coupling between orbital angular momentum and electron spin. In heavier atoms and larger 

molecular systems, there can be a high degree of spin-orbit coupling to allow intersystem crossing 

to occur.17 Still a forbidden process though, it typically proceeds slowly on the micro- to 

millisecond timescales and beyond. Similar to fluorescence, without internal conversion pathways, 

the transition from T1 to S0 results in the emission of a photon.  

Figure 2-10: A) Emission between two harmonic oscillators showing vertical transition to higher lying vibrational 

levels resulting in Stokes shifted photoluminescence seen in B) for an F2-TIPS-ADT. 

A 
B 
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2.3.3 Triplet-Triplet Annihilation 

 Intersystem crossing is a relatively slow process, and if triplets exist in high enough 

concentration their interaction can lead to a form of auger recombination termed triplet-triplet 

annihilation (TTA).5 In Figure 2-11, two molecules are pictured undergoing TTA to a triplet state. 

After coming into contact, one undergoes a deexcitation to the ground state and the other is 

promoted to either a higher energy triplet or singlet level. Unlike the previous two photophysical 

processes, triplet-triplet annihilation (TTA) is a non-radiative process since the excess energy is 

used in promoting one species to a higher energy level. After annihilation, excess energy of the 

promoted state is rapidly thermalized, and the newly formed S1 or T1 state can undergo any of the 

aforementioned processes again.9  

2.4 Conclusion 

 Extended conjugation of π bonds arising from neighboring sp2 hybridized carbon atoms 

allow electrons to delocalize across multiple bonds. The absorption properties of molecules and 

Figure 2-11: Triplet-triplet annihilation between two anthracene monomers, where deexcitation and promotion (1) 

and thermalization (2) result in a single triplet exciton and a molecule in the ground state. 
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polymers can vary drastically moving light absorption from the ultraviolet to near-infrared 

depending on the extent of conjugation. In any of these systems, an exciton forms with varying 

strength depending on the material system. Typically charge transfer or Frenkel excitons form 

which are somewhat localized with overlap occurring with only a few nearest neighbor molecules. 

However, these excitons can be separated into independent electrons and holes, forming polarons 

in the process. In organics, the transport of excitons and polarons typically occurs through hopping, 

though FRET is possible in some excitonic systems. Hopping is a short-range transport mechanism 

which is very sensitive to local environment and distribution of electron density in a molecule. As 

a charge diffuses there are a number of potential deexcitation pathways possible which result in 

photoemission ore can occur through non-radiative pathways. Controlling the molecular structure 

and molecular environment are methods to tune charge generation and transport. The work 

regarding singlet fission presented in the following chapters makes use of these in just such a 

manner. 
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CHAPTER 3: SINGLET FISSION AND INTERMOLECULAR COUPLING 

 As outlined in the introduction, singlet fission is a carrier multiplication process which has 

potential for solar energy, catalysis, and spintronic applications. However, to realize the full 

potential of singlet fission materials, the means to tune efficiency must be identified and made 

controllable. Chapter 3 is organized to outline the currently accepted model of singlet fission, work 

authored by others attempting to gain further insight into the process, and where this thesis sheds 

light to better the field’s understanding and control over singlet fission.  

3.1 The Singlet Fission Reaction 

Originally proposed in 1962 as “superexcited states” with excess energy equal to the band gap of 

a material, the potential of excess energy held interest in creating multiple excited states.1 Later in 

1974, experimental evidence for singlet fission and correlated triplet states was observed to occur 

in anthracene.2 Klein and Voltz observed magnetic field dependent fluorescence at excitation 

energies above the threshold hυ≥ 2T1, discovering that one, species with S=1 (triplets) were present 

and two, multiple photons were emitted from one excitation. For a time, singlet fission became a 

novelty until suggested by Nozik et al. as a means of improving solar cell efficiency with quantum 

dots and small molecules as discussed in Chapter 1.3 While the picture of MEG was discussed 

Figure 3-1: Early model of singlet fission between two chromophores. First, a ground state molecule is 

photoexcited. Next, the singlet couples with an adjacent molecule and in the four-electro picture can undergo a 

spin allowed Dexter-like transfer to the correlated triplet pair. Afterward, the pair can sperate into independently 

diffusing triplet excitons. 
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previously, the mechanism of singlet fission in molecules deserves explanation. The original 

pathway proposed in the 1974 followed Figure 3-1.2 In this scheme, one molecule in a pair of 

weakly interacting molecules is excited from the ground state to S1. Interaction between 

neighboring molecules introduces orbital coupling of single-exciton and multi-excitonic states.4 

Furthermore, there is mixing of singlet and triplet manifolds in the multi-exciton picture.5 As a 

small modification to the work in 1974, the reemergence of singlet fission research identified S1≥ 

2T1 as a major limiting condition for an efficient transition from singlet to two triplets.6 If this 

exergonic condition is satisfied, then the four-electron system between two molecules rapidly 

undergoes a spin allowed downconversion to form the correlated triplet pair (CTP) which remains 

overall spin singlet 1(TT).5-6  

At this point, the CTP can either reform the singlet - energetics permitting - or undergo 

spatial and spin decoherence into two independently diffusing triplet excitations.4 If the energetics 

are such that S1 is slightly below 2T1 (endergonic), then the correlated triplet pair recreate the 

singlet and fluoresce.5 Some examples of these endergonic systems include rubrene, tetracene, and 

perylene diimide.7-9 If CTPs successfully separate, diffusing triplets can be collected at contacts or 

relax to the ground state through triplet-triplet annihilation (TTA) or intersystem crossing (ISC) as 

discussed in Chapter 2. For many years Figure 3-1 was maintained as the generally accepted model 

until additional loosely bound CTPs were recently observed which maintain spin coherence while 

no longer occupying adjacent molecules.10-11 Observing this new intermediate was not 

unprecedented, as Frankevich et al. suggest a partially coherent intermediate likely existed in 

1978.12  However, the intermediate state opens up a variety of questions about the loss of spatial 

and spin coherence and the dominating factors to efficient separation of the CTP intermediate. In 
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addition to the mechanistic nuance of CTP separation, each step from CTP formation to TTA has 

a myriad of debated subtleties which the following sections highlight.  

3.2 Correlated Triplet Pair Formation 

3.2.1 Direct or CT Mediated Fission 

 The first focal point in Figure 3-1 is CTP formation S1S0 → 1(T1T1). Figure 3-2 details 

the various proposed routes and electronic configurations which can lead to the CTP product. 

There are initial (S0S1) and final (T1T1) states as well as two charge transfer complexes denoted 

(DD) arising from energy transfer between monomers.13-14 Two general pathways have been 

hypothesized from the various electronic configurations.13 The first is a combination of two 

diabatic transitions, direct overlap between initial and final states (pink arrow) and coupling 

through a virtual intermediate (DD). The second arises when the charge transfer states are 

energetically favorable enough to produce intermediates with finite lifetimes, following either blue 

or yellow pathways.15 Forming real DD states opens recombination channels such as intersystem 

crossing which reduce overall SF efficiency14, and therefore the focus is rarely on this second 

Figure 3-2: Potential coupling of states leading to the correlated triplet pair. In pink is the direct coupling between 

with the CTP. In yellow and blue are two alternate pathways through charge transfer states (DD). Green arrows 

represent the minor coupling through the two different charge transfer states. 
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pathway; however, debate arose regarding the relative importance of the two diabatic transitions. 

Referring to the discussion in section 2.1.3, the probability and rate of a transition depends on the 

orbital overlap of initial and final wavefunction and nuclear coordinates. In these cases, the 

integrals <S0S1|Ĥ|T1T1> and <S0S1|Ĥ|DD><DD|Ĥ|T1T1> describe the overlap terms for the direct 

and CT mediated paths, respecitvely.14 The rate of either mechanism follows Fermi’s Golden Rule 

in Equation 3.1.5 

Ὧ
ᴐ
ȿὠȿ‏Ὁ Ὁ      (3-1) 

 Modifications transforms Equation 3-1 to a Marcus representation in Equation 3-2 where V is 

the coupling between states defined by the integrals written above, λ the reorganization energy, 

ΔG0 the driving energy for singlet fission defined by S1-2T1.  

Ὧ ȿὠȿὩ
Ў

     (3-2) 

Using these descriptions, many theoretical studies examined which pathway dominates, and not 

unexpectedly the specific molecular system and crystalline structure play a heavy role in weighting 

SF toward one or the other.5, 16-18 For instance, the analysis of vibrionic coupling of various spin 

configurations for tetracene and pentacene produces strikingly different results.4 While tetracene 

demonstrates strong coupling in the direct mechanism, the near energetic degeneracy of the DD 

state in pentacene results in nearly an order of magnitude faster rate for the charge transfer 

mediated pathway.4, 19 While pentacene demonstrates large differences in predicted rates, in other 

systems the interference between pathways can cause destructive competition, reducing overall 

efficiency.13 Debate on the effective, controllable, and dominant mechanism will likely continue, 

but it is just one of many parts to building design rules around singlet fission. 
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3.2.2 Spin Multiplicity of the CTP 

 When considering the possible electronic configurations of the resulting CTP, it is helpful 

to remember that these states are overall singlet with spin and spatial coherence. This implies that 

in the coherent state, exchange of electrons is possible between the four interacting states and 

multiple orderings are possible as detailed.11 Reducing purely to an analysis of spin configurations, 

there is the possibility of forming singlet, triplet, and quintet states represented in Table 3-1 with 

S=0,1,2. While theory predicts that each level has some probability of occupation, electronic spin 

resonance (ESR) experiments have shown that in some materials singlet, triplet, and quintet are 

occupied to some extent while resolution between the specific spin state is impossible.20 The 

exchange energy plays a key role in identifying the most energetically stable state.11 Further, due 

to the interaction of four electrons across two molecules, the intermolecular orbital overlap must 

be taken into account. Where orbital overlap exists, exchange from electrons in adjacent molecules 

plays a role in energetic tuning. Evaluating the various electron configurations possible with the 

spin ordering listed in Table 3-1 allows the lowest energy spin states to be calculated. Through 

theory, both the singlet and quintet states were found to be lowest in energy.11 This has unique 

Table 3-2: Possible spin ordering of CTP across singlet, triplet, and quintet possibilities. Reproduced from ref. [11]  
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implications for CTP separation and recombination, and multiple studies have experimentally 

observed the quintet state formation alongside triplet states.21-22  

Time resolved ESR showed an evolving landscape of quintet and singlet species and 

subsequent conversion to independent triplets. It is proposed that singlet-quintet mixing lead to 

population of the 5(TT)0 and 5(TT)±1 state which then can mix with triplet states and/or completely 

separate, resulting in independent triplets.20-21 An interesting note though is the detrimental impact 

of population of 3(TT) levels. Chen et al. discuss that mixing between 5(TT) and 3(TT) allows 

triplet-triplet annihilation within the CTP to produce a single triplet excitation. Additionally, they 

found that under high magnetic field the high spin 5(TT)-2 state results in the highest yield of 

triplets.20 They hypothesize that this is because there is no mixing between singlet and triplet 

manifolds, cutting off possible annihilation mechanisms from ββββ spin ordering. 

 Beyond the need to control mixing of spin states, other work suggests that certain quintet 

states undergo entropic trapping in disordered regions favorable enough to overcome exchange 

stabilization of the quintet.22 This is potentially supported by previous temperature dependent 

studies which identify a non-Ahrrenius temperature dependence.21 Increased yield observed with 

temperature may result in a compounded effect through faster diffusion to disordered regions as 

well as increased -TΔS term upon trapping. While it may appear that the coupling to quintet state 

is inevitable, other experimental work suggests that 1(TT) has limited mixing with other levels.23 

Though the use of magnetic fields alters the occupation of spin states, it is not ultimately settled 

as to which spin species are present immediately after SF or which contribute most to CTP 

separation; however, it is clear that the specific spin pair states play a significant role in both CTP 

formation and separation. 
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3.3 CTP Separation  

While spin decoherence is necessary to finally produce two independent triplets, spatial 

decoherence is subject to slightly different kinetics and energetics. The updated reaction pathway 

in Equation 3-3 highlights the distinction between spin and spatial decoherence. 

 (3-3) 

 As a result, the energetics of transferring triplets becomes a paramount discussion. Two competing 

ideas regarding 1(TT)Ÿ1(T..T) have arisen in recent years. The first used singlet fission in solution 

to track the evolution of the CTP in tetracene.24 From transient emission and absorption 

measurements, emission redshifted from the singlet is assigned to an excimer-like CTP. Due to the 

energetic stabilization of excimers, they form despite S1-2T1 being endergonic. Further, TA 

suggests the formation of the independent triplet after the excimer. However, analyzing the energy 

of TA data suggests that the triplet pair must overcome an energetic barrier of ~200 meV in order 

to separate.24 Diagrammatically this is represented in Figure 3-3A where direct transition into an 

excimer CTP followed by thermally activated separation into triplets. While this the endoergic 

nature of tetracene may play into this observed behavior, others claim that in exoergic systems like 

pentacene triplet-transfer is the underlying mechanism.10, 25-26 Following a Dexter exchange 

Figure 3-3: A) Excimer model where mixing between singlet and triplet states allows for emission of singlet-like 

character from the excimer state. Alternately, the excimer may separate into two independent triplet excitons. B) 

Bound triplet pair model where CTP stabilization energy Eb limits the separation and transport of triplet 

excitations. 
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mechanism, triplet transfer involves exchange of electrons between adjacent molecules allowing 

triplets to proximally separate as shown in Figure 3-3B. Though both of these possibilities hold 

merit, one mechanism could be dominant generally or the exoergicity may drive triplet transfer 

over excimer formation. Regardless of the mechanism of CTP separation, orbital coupling is an 

important energetic driver of separation. While the excimer scenario explicitly defines a CTP 

stabilized with respect to independent triplets, there have been studies which present evidence for 

triplet pair stabilization in other systems.27-28 The depth of this energetic well varies study to study, 

but the strength of intermolecular coupling is raised as a major factor in determining its depth.29 

As a result, excess intermolecular coupling or coupling between CTP states and the ground state 

may induce recombination or internal conversion of CTPs.30  

3.4 Conclusion and Focus of Thesis 

 The above sections dissect singlet fission and the subsequent processes from CTP 

formation to separation. Extensive work in the field has identified contributing intermolecular 

factors that impact the rate and yield of harvestable triplets. However, there are material and 

experimental dependent results which have left two important questions open for investigation. 

The first deals with the mechanism of CTP separation. Debate in the field suggests that two 

possible avenues exists for triplet pairs to separate, and depending on the mechanism different 

molecular parameters may be important. If excimer formation dominates then tuning singlet-triplet 

mixing will be important, but if triplet transfer drives separation then controlling triplet orbital 

overlap between molecules to enhance Dexter transfer will be vital. Chapter 5 answers this first 

question by using varied rates of CTP separation from TIPS-Pn polymorphs. The second question 

in the field is how to approach the optimal intermolecular coupling for fast and efficient singlet 

fission, and in what ways can molecules be designed to target those couplings. Chapter 6 
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demonstrates a novel approach to continuously tune coupling with pressure, and, with the same 

characterization techniques from Chapter 5, the results demonstrate a change in regime to 

excessive coupling strength. Finally, Chapter 7 suggests paths forward to controllably exploring 

the optimization of coupling and molecular changes which may improve the performance of singlet 

fission materials. 
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CHAPTER 4: OPTICAL AND STRUCTURAL CHARACTERIZATION METHODS 

 In this chapter, the methods used to deposit TIPS-Pn films and characterize molecular 

packing, intermolecular coupling, and singlet fission are introduced. In the first section, solution 

methods to deposit TIPS-Pn and control the resulting crystal packing are overviewed. In the 

subsequent sections, the following experimental techniques are reviewed: Absorption 

Spectroscopy, Fourier Transform Infrared Spectroscopy, Transient Absorption, and X-ray 

Diffraction. Additionally, a brief discussion of the theoretical calculations for future reference 

though they were carried out by Jason Munro. Where not already introduced in previous chapters, 

additional fundamental information is provided for the operating principles of each technique.  

4.1 TIPS-Pn Thin Film Deposition and Crystallization 

4.1.1 Spin coating and post-processing 

 One of the most common methods for depositing TIPS-Pn and its derivatives is physical 

vapor deposition. However, while this produces a highly crystalline film, the deposition method is 

not amenable to the overarching goal of large area production methods necessary to be competitive 

in the field of solar energy. Additionally, the strong π-π interactions between chromophores rapidly 

locks TIPS-Pn into the most thermodynamically stable crystal structure. To tune crystallization, 

kinetic rather than thermodynamically products must be accessed. As an alternate method, solution 

casting is used frequently in large scale manufacturing of organic thin films (e.g. photography film, 

polymer solar cells). And while certain solvents result in the same thermodynamically stable 

crystal structure after casting, rapidly evaporating solvents such as dichloromethane (DCM) 

evaporate before crystallization can occur. Standard procedure involved depositing 20 mg/mL 

solutions of TIPS-Pn in DCM on a glass or CaF2 substrate which was then spun at 1600 rpm for 1 

min. For the diamond anvil cell studies (DAC), a drop of solution on the culet of the diamond anvil 
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cell shown in the top of Figure 4-1 evaporated quickly enough for an amorphous film to form. 

After spinning or dropping, the resulting amorphous template was used to produce the polymorphs 

studied herein. For solvent annealing depicted in the left of Figure 4-1, the cast or dropped film 

of TIPS-Pn was placed within a beaker or Petri dish that had been saturated with toluene. The 

solvent vapor caused rapid reorganization and crystallization of TIPS-Pn into the 

thermodynamically stable phase.  After approximately 2 minutes, the film was removed. For 

thermal annealing, depicted in the right Figure 4-1, a film was placed on a hotplate at 80 oC. Slight 

heating of the film allowed minor reorganization into a meta-stable state which forms over the 

course of 5 minutes. Images of the as-cast amorphous film, solvent, and thermally annealed films 

are shown in above each process in Figure 4-1, demonstrating the distinct color changes between 

processing methods. Absorption spectroscopy was then used to track the change in the 

intermolecular coupling. 

4.1.2 Diamond Anvil Cell 

 In high pressure experiments, diamond anvil cells (DAC) are a workhorse to achieve high 

pressures relative to standard pressure. Pictured in Figure 4-2, the diamond anvil cell consists of 

Figure 4-1: Optical photographs of solution cast films of TIPS-Pn showing their color and transparency in the 

amorphous (center), thermally annealed (left), and solvent annealed (right) phases. 
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a piston and cylinder side, each with a diamond culet fixed in place. After depositing a film of 

TIPS-Pn on the top of the piston side diamond, a steel or Rhenium gasket is placed on top of the 

cylinder side diamond. The gasket contains a hole ranging on the order of a few hundred microns 

which allows x-rays and light to pass through both diamonds. The size of the diamond culet 

impacts both the rate of pressurization as well as the opening used in the gasket. Though the size 

of the gasket hole was not a limiting factor in X-ray studies, larger sizes approaching 1mm were 

Figure 4-3: Spectroscopic artifact on the ultrafast timescale occurring at ~300 fs. The origin is suspected to be 

due to the diamond anvil cell surfaces potentially causing reflection or changes in the index of refraction. 

Figure 4-2: Diagram of a diamond anvil cell (DAC) showing the cylinder and piston sides with a diamond seated 

in tungsten carbide disks. Between the diamonds is a still gasket with a drilled hole where both the TIPS-Pn films 

and ruby chips are placed. Symmetrically arranged screws are used to tighten the DAC and increase pressure. 
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preferred for spectroscopic measurements. Unfortunately, the beam sizes used in ultrafast 

experiments were not smaller than the gasket hole, resulting in edge effects in the optical beam 

path. Additional issues in the ultrafast experiments were potentially due to either reflection 

between DAC layers or from minor changes in index of refraction of the film. Figure 4-3 shows 

an example ultrafast kinetic of an empty cell with this artifact present at ~300 fs. After placing the 

gasket, a ruby chip is added to track the pressure through the ruby fluorescence. To close the DAC, 

a pressure medium is required to prevent the collapse of the gasket. In these studies, KBr, Ne, and 

He were all used. While KBr does turn into a clear solid upon pressurization, shifting of the solid 

powder disturbs the TIPS-Pn film, causing amorphization upon decompression. As a result, the 

gaseous mediums were ideal for both X-ray and spectroscopic studies. In all diamond anvil cell 

experiments, pressure was calibrated using the 694.24 nm fluorescence of ruby particles induced 

Figure 4-4: UV-Vis of as-cast and films crystallized in the presence of toluene vapor for films spun on sapphire 

and those dropped on diamond culets. Scatter present in DAC UV-Vis leads to the larger background offset 

compared to sapphire substrates. 
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by 514 nm excitation. Care was given to ensure ruby particles remained at the edge of the diamond 

anvil cell gasket; however, no fluorescence or bleach was observed in transient absorption using 

DACs containing only ruby particles. Exemplary Raman spectra are included in Figure 4-9 with 

overall precision of pressure values given at +/- 0.1 GPa.1 

To ensure that the films cast on the diamond culet were identical to previously studied 

solvent annealed films, the absorption spectra of films deposited via the drop cast method 

described in the text and spin casting methods described elsewhere were compared.2 The 

absorption spectrum for as-cast and solvent annealed films for both substrates are plotted in Figure 

4-4. It is clear that both as-cast and solvent annealed films are nearly identical.  Larger scattering 

present in the DAC absorption experiments account for the difference in baseline offset.  In 

addition to relative peak intensities, it was important to ensure that before and after compression 

Figure 4-5: UV-Vis of TIPS-Pn film before and after compression in diamond anvil cell showing no change in 

major peaks aside from minor background offsets. 
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in the diamond anvil cell that the film did not undergo other crystallization processes. Figure 4-5 

demonstrates that there was almost no change in the film’s absorption, especially of the 0-0 peak. 

During compression the area of collection changed slightly as material shifted in the cell. Care was 

taken to avoid this extra material as much as possible though background offsets might be possible 

due to slightly different reference spectra. 

4.2 Steady State Optical Characterization 

4.2.1 Ultraviolet-Visible-Near Infrared (UV-Vis-NIR) Absorption Spectroscopy 

 In general, the first excited state, S1, for linear acnenes used in singlet fission lies 1.3-3 eV 

above S0, as seen in. This energy range corresponds to 900 – 400 nm, which spans the NIR to UV 

ranges. UV-Vis-NIR spectroscopy is an experimental tool to probe where these electronic 

transitions occur through the dispersion of wavelength absorbed by the sample as in Figure 2-6. 

Also, as discussed in Chapter 2, the absorption profile provides additional information about 

transition vibrionic coupling and oscillator strength. Instrumentally, this is accomplished through 

Figure 4-6, where the light from a Thorlabs lamp is passed through a fiber optic and coupled into 

an OceanOptics USB2000.  Experimentally, the intensity of light passing through standard or 

reference (I0) is collected and compared with the intensity of light passing through the sample or 

film (I).  The absorbance of a sample can then be determined with Equation 4-1 where absorbance 

(A) is calculated through a simple transformation leading to Equation 4-2. 

ὃ ÌÏÇρπρ      (4-1) 

Ὅ ὍὩ      (4-2) 

Light absorption follows Beer’s Law where t is sample thickness and α(λ) is the wavelength 

dependent extinction coefficient. However, spectroscopy experiments should be conducted such 
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that the absorption across a sample (solid, liquid, gas) occurs nearly uniformly. To satisfy this 

condition, dilute solutions and thin films with absorbance well below 1.0 OD are often used.  

4.2.2 Extinction Coefficient Calculation 

For calculation of the extinction coefficient α through Equation 4-3, representative SEM 

micrographs were taken of Solvent and Thermally annealed samples (Figure 4-7 A,B) and 

numerous thickness measurements (b) were recorded. These values were combined with the 

absorption spectra to calculate the extinction coefficients specific to each film. The corresponding 

uncertainty limits were calculated using Equation 4-4. In this analysis, the error in the absorption 

measurement ΔA/A was assumed to be much smaller than Δb/b and thus negligible in the 

calculation of Δα. 

ὃ  ‌ὦ     (4-3) 

Ў‌  ‌
Ў Ў

   (4-4) 

 

Figure 4-6: Diagram of fiber coupled UV-Vis absorption arrangement for film, solution, and DAC measurements. 

Consists of light source, collimating and focusing optics before and after sample, fiber coupler, and OceanOptics 

spectrometer. 
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4.2.3 Fourier Transform Infrared Spectroscopy 

 Fourier transform infrared spectroscopy (FTIR), is an absorption technique similar to UV-

Vis-NIR which probes molecular vibrations and low energy transitions (polarons). Refer to section 

2.1.4 for a more thorough discussion of vibrational energy levels, but here there are two important 

points to make. First, at room temperature only the ground state vibrational energy level is 

populated for many vibrations due to the energy level separation being >>kT. As a result, FTIR 

detects the energy of v1←v0. Higher energy overtones e.g. v0←v2 can be observed experimentally, 

but selection rules for vibrational absorption mean these are forbidden transitions and therefore 

very weak. The second important note for FTIR is that absorption is only observed when a change 

of dipole is present. Demonstrated in Figure 4-8 for CO2, the symmetric stretch of CO2 is not IR 

active whereas the symmetric CO2 bend is. The experimental setup for the FTIR conducted in theis 

1  µm 

B) Thermally Annealed 

1  µm 

A) Solvent Annealed 

Figure 4-7: Representative SEM micrographs of A) solvent and B) thermally annealed TIPS-Pn thin films. 

Figure 4-8: Vibrational frequencies of CO2 for the symmetric stretch (left) at 1480 cm-1 and bend (right) at 526 cm-1.  
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dissertation differs from UV-Vis-NIR in the inclusion of a Michelson interferometer outlined in 

blue in Figure 4-9, consisting of a beam splitter, stationary mirror, and moving mirror. 

Interferometry capitalizes on the wave nature of light by phase shifting two beams of light with 

respect to one another. This phase shift between arising from differences in beam path length 

produces constructive and destructive interference for all wavelengths of light present. This is 

accomplished by changing the position of the moving mirror with respect to the stationary mirror. 

Because an ensemble of wavelengths are present in the infrared beam, an interferogram (Figure 

4-9) is recorded by a liquid N2 cooled HgCdTe through an entire sweep of a mirror. Conducting a 

fast Fourier transform of the interferogram, as in Figure 4-9, converts the spatial domain into  

frequency domain resolving the intensity of IR light at each frequency (wavelength) 

simultaneously. FTIR is significantly faster than dispersive absorption measurements described in 

the previous section in that it can detect and resolve all wavelengths simultaneously where the UV-

Vis-NIR relies on the motion of a monochromator grating to obtain wavelength resolution. 

However, identically, FTIR uses Equation 4-1 to determine the wavelength dependent absorption 

of a sample.  

Figure 4-9: General operation of FTIR spectroscopy where infrared light passes through a beamsplitter. Both 

beams are reflected back to the beamsplitter, passing through the sample and detected by a HgCdTe (MCT) 

detector. One beam path is phase shifted by the moving mirror, causing light interference and resulting in an 

interferogram (middle). Using a fast Fourier transformation (FFT), the interferogram is converted to the 

frequency domain representing the wavelength dispersion of light detected by the MCT. 
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4.2.4 Raman Spectroscopy 

 Whereas infrared spectroscopy relies on the transition dipole of a molecule from ν=0 to 

ν=1, Raman spectroscopy relies on an oscillating polarizability. Because changes in vibrational 

energy alter bond length and electron distribution, the polarizability changes even in the case of 

the symmetric CO2 stretch. Therefore, Raman spectroscopy is able to access various additional 

vibrational modes. Experimentally, a laser beam excites a material to either a real or virtual state, 

as seen in Figure 4-10. The majority of light absorbed is reemitted elastically at the same 

wavelength (Rayleigh scattering); however, two inelastic processes result in the reemission of light 

shifted in energy from the excitation wavelength.  

The magnitude of the shift to lower or higher energy, termed Stokes and anti-Stokes shifts, 

respectively, corresponds to the energy separation between vibrational states. In the above case of 

the symmetric CO2 stretch, light from a 513 nm (19,493 cm-1) laser would be Stokes shifted to 527 

nm (18,967 cm-1). In the studies completed in this thesis, a Renishaw Raman microscope coupled 

to the output of a 513 nm HeNe laser was used to study the vibrational spectra of TIPS-Pn. In 

Figure 4-10: Energy level diagram for Raman where a laser excitation (black) arrow leads to Rayleigh 

scattering (left), stokes (middle), and anti-stokes (right) scattering. Plotted as a function of frequency on the 

left, stokes decreases emitted frequency while anti-stokes increases emitted frequency from the virtual state. 
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addition to the determination of molecular modes, the Raman system was used to track the 

fluorescence of ruby to determine the pressure present in the diamond anvil cell. The fluorescence 

of ruby as a function of pressure is a well-documented phenomenon, and is often used to identify 

the pressure in a diamond anvil cell. In all diamond anvil cell experiments, pressure was calibrated 

using the 694.24 nm fluorescence of ruby particles induced by 514 nm excitation. Care was given 

to ensure ruby particles remained at the edge of the diamond anvil cell gasket; however, no 

fluorescence or bleach was observed in transient absorption using empty DACs as control. 

Exemplary Raman fluorescence spectra are shown in Figure 4-11 for different pressures in a DAC. 

4.3 Time Resolved Optical Characterization 

4.3.1 Time Resolved Transient Absorption Spectroscopy 

 Transient absorption (TA) spectroscopy is an experimental technique used to track the 

evolution of an optically excited sample. The underlying principle of TA is a change in the amount 

of light from a probe beam absorbed by a sample before and after excitation with a pump beam. 

This difference in absorbed probe light (ΔA) corresponds to changes in the population of electronic 

Figure 4-11: Ruby fluorescence recorded on a Renishaw Raman microscope with 514 nm excitation. Shifts to 

higher emission wavelength are due to contraction of the ruby lattice under pressure indicated by the legend in the 

top right. 
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states. Figure 2.12 shows the three basic observables in a TA experiment compared to the initial 

absorption of light by the sample. First, a bleach represents a state vacated by the pump which 

absorbs less probe light after excitation leading to ΔA<0. Next, stimulated emission can be induced 

by the probe, another case where ΔA>0. Finally, an induced absorption is a new state which has 

been populated that is able to absorb light to a new level, decreasing the transmission of light in 

this region and resulting in ΔA>0. Studies herein track these three observables on the ultrafast 

(femto- to nanosecond) and nanosecond (nano- to millisecond) timescales.  

4.3.2 Ultrafast Transient Absorption 

Each time regime has slight differences in the experimental setup and method of obtaining 

time resolution. On the ultrafast timescale, Figure 4-13 outlines the optical arrangement, where 

the 800 nm output of a Quantronix Integra-C is split into two beams each with ~120 fs full width 

half max. The first beam (pump) is sent into an optical parametric amplifier (OPA) which uses 

nonlinear sum frequency generation to produce a 630 nm pulse of 100 μJ/cm2 on the output. The 

second beam (probe) is sent through a sapphire window to produces a visible supercontinuum. As 

each pulse is still ~120 fs, time resolution in the experiment is obtained by spatially displacing the 

pump beam with respect to the probe. An example of P3HT:PCBM induced absorption in Figure 

4-13 can be used to visualize how the pulse timing is used. Looking at the probe delay relative to 

the pump, the probe can arrive to the sample before the pump (t<0), coincident with the pump 

Figure 2-12: Physical observables in transient absorption spectroscopy. Based on the absorption of the ground 

state (left), a bleach represents greater transmission from the loss of a state, stimulated emission caused by 

emission induced by the probe being resonant with a specific energy gap, and induced absorption occurring 

from a newly populated state. 
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(t=0) where a large jump in ΔA, or after the pump has excited the sample (t>0) where the induced 

absorption signal decays as charges recombine. Limited by the length of the stage that spatially 

delays the sample, TA dynamics are traced out to 4 ns.  

4.3.3 Nanosecond Transient Absorption 

Nanosecond transient absorption studies the same physical phenomena, but the 

experimental arrangement differs slightly due to the change in timescale. First, rather than using 

two fs pulses, a single pulsed laser is used as a pump source and the probe instead is a CW lamp. 

While TA is conducted on both in both the visible and infrared regions, special considerations 

were made for TIPS-Pn and the DAC.  In Chapter 5 and 6, a Continuum II Nd:YAG pulse laser 

with FWHM ~10 ns is used to excite Rhodamine 630 at 3.6 × 10-4 M concentration in a dye laser, 

emitting with a peak center ~610 nm. The nanosecond pulse is then overlapped in space with the 

light from a tungsten halogen lamp. Because TIPS-Pn is susceptible to photodegradation under the 

intense light of the tungsten halogen, a Spectral Products CM110 monochromator is placed 

immediately after the lamp to constrict the bandwidth of light incident on the sample. To obtain 

the time resolution on the nanosecond to millisecond timescale, a PC oscilloscope is used as 

Figure 4-13: (left) ultrafast transient absorption experimental setup showing splitting of amplifier output into 

pump and probe beams which overlap at the sample. (right) example TA kinetic trace of P3HT:PCBM showing 

induced absorption arising from the absorption of the CT exciton. Decay over 1 ns due to the recombination of 

electron and hole at P3HT/PCBM interface. 
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described in prior publications.3 The experimental setup is depicted in Figure 4-14. As an example 

of transient absorption data collected in the nanosecond regime, data collected for a PTB7Th-IDIC 

polymer is shown in Figure 4-14 A and B. In A, spectral information is collected in the infrared 

region showing broad polaronic absorptions as well as superimposed vibrational features. For B, 

a wavelength slice at 1250 cm-1 is plotted showing the microsecond timescale of charge 

recombination in these systems. For this experiment, the excitation was 20 μJ/cm2. Unfortunately 

for these experiments the 10 ns pulse duration of the pump limits the ability to bridge data from 

the ultrafast to nanosecond timescales. 

4.3.4 Triplet Extinction Coefficients and Calculation of the Second-Order Decay Constants 

Triplet-triplet annihilation (TTA), one of the central processes studied in this thesis, occurs 

on the nanosecond timescale. The second-order decay of triplet excitons through TTA is described 

by Equation 4-5, 

 Ὧ Ὕ            (4-5) 

Figure 4-14: (left) diagram of nanosecond transient absorption with 532 Nd:YAG driving a dye laser to produce a 

630 nm pump and a continuous probe overlapped at the sample. Lamp intensity is tracked as a function of time 

with a Picotech instruments Picoscope 5000. A) example infrared transient absorption (TRIR) spectra as a function 

of wavelength with select kinetic trace (B) for 1250 cm-1.   
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where [T] is the triplet concentration, τ is the natural (unimolecular) triplet lifetime, Ὧ  is the 

second-order decay constant (bimolecular) describing triplet-triplet annihilation, and t is time.  The 

transient absorption kinetics traces appearing in Figure 2e are well described by the second-order 

decay term as evidenced by their linearity when plotted on a 1/DA versus t scale within the sub-

microsecond time range.  Therefore, the first-order term in Equation 4-6 can be neglected when 

describing the transient absorption data on this time range.  The solution of the corresponding rate 

equation is 

  Ὧ ὸ      (4-6)  

The proportionality of the triplet state absorbance (ΔA) to the triplet concentration [T] can be 

approximated using the Beer-Lambert law as: 

Ўὃ  ‐ὦὝ                (4-7) 

 

where ε is the extinction coefficient of the triplet state at the probe wavelength, and b is the sample 

pathlength.  Thus, the measured change in absorbance can be related to concentration if ε and b 

are known.  Incorporating this relation into Equation 4-7: 

Ў
 
Ў

 Ὧ ὸ          (4-8) 

where the bimolecular rate constant is related to the slope in a 1/ΔA vs. t plot by: 

Ὧ  ςz ίὰέὴὩ‐zὦ     (4-9) 

Thus for ideal 2nd order kinetics, plotting 1/ΔA vs. t results in a line with slope related to the TTA 

rate constant.  The triplet extinction coefficients obtained from excitation energy density 

measurements as reported in earlier work are reproduced in Table 4-1.2  
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4.4 Crystallography and Structure Determination 

4.4.1 X-Ray Crystallography 

 Molecular crystals can be reduced to the lattice represented in Figure 4-15. The lattice 

created has numerous directions where rows of lattice points align as depicted by the dotted line. 

In X-ray crystallography, the location of these atoms can be found by the scattering of X-rays off 

of these rows (planes in 3D). Moreover, the constructive interference of scattering off of multiple 

planes in the crystal are vital or else the detection of reflected rays will be incoherent as is the case 

for amorphous materials. Glass is an excellent example of this diffuse diffraction in Figure 4-15 

where a broad region corresponds to diffraction off of an ensemble of atomic distances. 

Constructive interference leading to well-defined scattering must follow Braggs law in Equation 

4-10 where θ is the angle of the incident rays, n is the diffraction order, λ the wavelength of the X-

rays, and d the interplanar spacing between planes of reflections.  

Table 4-1: Triplet Extinction Coefficients for various film morphologies. 

Polymorph Ε (M-1cm-1) 

Form-I 64 000 

Form-II 120 000 

 

Figure 4-15: (left) representation of molecular lattice showing positions of molecules with a circle and planes with 

dotted lines. Reflected x-rays are shown in blue. (right) example x-ray data collected for perovskites showing 

increases in diffracted x-rays at the angle corresponding to a specific set of planes. An amorphous hump typical of 

glass can be seen from 20-35 2θ. 
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ὲ‗ ςὨÓÉÎ —     (4-10) 

The constructive interference of reflection off of adjacent planes leads to intense x-ray 

intensity detected at angles corresponding to this interplanar spacing. An example diffraction 

pattern is shown in the right of Figure 4-15 for a perovskite sample demonstrating not only intense 

reflections, but also the amorphous glass background. Both of the studies in Chapter 5 and 6 wer 

conducted at synchrotron facilities. The x-rays in such facilities are produced as a byproduct of 

electrons travelling in a curved path at relativistic speeds which oscillate and emit x-ray radiation. 

The wavelengths achieved in this manner are much smaller than conventional K-α radiation 

emitted from atoms struck by high energy electrons.  

In Chapter 5, grazing-incidence wide angle X-ray (GIWAX) measurements were carried 

out at beamline 7.3.3 of Advanced Light Source in Lawrence Berkeley National Laboratory.  

Beamline 7.3.3 operates at an energy of 10.0 keV with λ = 1.2398 Å.  Scattering data were acquired 

at an incident angle of 0.15°. Radially integrated GIWAX scattering profiles are presented as a 

function of the scattering vector, q. For all measurements, film samples were prepared on silicon 

substrates using identical conditions as those detailed in 4.1.1. In chapter 6, powder diffraction 

measurements were carried out at beamline 16-BMD in the High Pressure Collaborative Access 

Team at the Advanced Photon Source in Argonne National Laboratory, beamline 16-BMD. A 

monochromatic beam at an energy of 30 keV (λ = 0.41328 Å) was focused down to a 4 µm x 4 

µm for diffraction experiments. A CeO2 standard was used as a calibrant for the detector distance 

and geometrical corrections. For experiments, a DAC was filled with ground TIPS-Pn crystals and 

a ruby pressure monitor. After closing the cell in an argon atmosphere, the cell pressure was 

monitored via ruby fluorescence. For each pressure, diffraction was collected on a 2D MAR345 
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image plate for a period of 60 seconds while the DAC oscillated in omega and rastered in X and 

Y to improve powder statistics. 

4.4.2 Whole Pattern Fitting 

 Between Chapter 5 and Chapter 6, two different methods of fitting powder diffraction were 

carried out based upon the program used for fitting. For chapter 5, whole pattern fitting was 

conducted with tools available in MDI-JADE XRD Analysis Software. Because synchrotron 

radiation was used to collect data, peak shapes were fit with pseudo-Voigt functions to account for 

Lorentzian broadening.4 To account for known preferential ordering of TIPS-Pn on substrate 

surfaces, spherical harmonics were included in the fitting parameters. Refinement was run until 

<0.01 change in the weighted-profile R (Rwp) occurred between iterations. Table 4-2 contains Rwp 

between films as well as the statistically expected R value (Rex) and the goodness-of-fit χ2. While 

χ2 values lie close to unity and the fits adhere closely to the diffraction patterns, the authors 

acknowledge that significant contribution to lowering Rwp could arise from the large background 

present in Figures 5-2B and 5-2D due to low peak intensities of TIPS-Pn thin films. However, 

molecular modeling of solvent annealed films reproduce the peak ordering of reported packing 

motifs reported by Anthony et al.5 

 Chapter 6 used a slightly different method with Synchrotron 2-D image plate data being 

inputted into GSAS-II6 with CeO standards studied at HPCAT were used as control parameters to 

radially integrate TIPS-Pn 2D diffraction patterns to produce a 1-D pattern. Masking for diamond 

Table 4-2: WPF goodness of fit values Rwp, Re, and χ2
 showing a quality fit with values near 1% for both R 

values and near 1.0 for χ2. 

 Rwp Re χ2 

Solvent Annealed 5.53% 2.10% 2.63 

Thermally Annealed 2.21% 2.07% 1.07 
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peaks was done to prevent their inclusion in Rietveld refinement. For Rietveld refinement, a single 

phase was assumed, initially based on lattice parameters solved for in prior publications and 

submitted to the CCDC #1561748. Each increase in pressure used lattice parameters solved at the 

immediately prior pressure as the initial phase. Backgrounds were fit with a Chebyschev 

polynomial of 12 coefficients. 

 Following background fitting, Rietveld parameters were allowed to vary as follows: U, 

lattice parameters, X, preferential orientation, and W. The atomic positions were not allowed to 

vary during Rietveld refinement due to an inability to resolve hydrogen location. Following this 

procedure, the value of the Durbin-Watson statistic d, χ2 and Rp was minimized. The Durbin-

Watson statistic provides a robust measure of correlation between data and fit, with pressure 

dependent lattice constants and goodness of fit metrics listed below in Table 4-3. Visual inspection 

of fits plotted overtop of data for each pressure shows good agreement. Slight differences in 

amplitude may be accounted for by the constraint of atomic motion. Without the capability of 

single crystal diffraction to isolate the position of atoms with low scattering cross section (H/C), 

atomic motion was fixed in fitting in powder diffraction studies. This stringency in atomic position 

was later addressed with force field calculations and molecular dynamics to allow TIPS-Pn 

molecules to reorient. 

 ὖὠ
Ⱦ Ⱦ

ρ ὄ τ
Ⱦ

ρ   (4-11) 

Across the pressure range of 0.84-4.09 GPa there is a 13.8% decrease in volume which is 

visualized in Figure 6-5 where the decrease in π-π stacking can readily be seen for MD relaxed 

structures. To further support a single phase under pressure, The Birch-Mogniuehan EOS 

(Equation 4-11) can be inspected for large deviations, slope changes, or asymptotes which would 
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suggest phase transitions. While both Chapter 5 and Chapter 6 use the same mathematical 

approach, the slight differences may result in minor differences in calculated charge transfer 

integrals and excitation energies. However, trends should persist between polymorph and pressure 

experiments. 

4.4.3 Molecular Mechanics and Density Functional Theory 

Using the lattice parameters obtained with Jade and GSAS-II, the Forecite package in 

Materials Studio was used to relax the molecular orientation and atomic positions. Again, the 

general approach to relaxing molecular orientation differed slightly between Chapter 5 and 

Chapter 6. For Chapter 5, A 2-stage optimization was performed wherein:  Stage 1:  Side group 

coordinates were fixed to allow the pentacene core atoms to reach an energy-minimized structure.  

Stage 2:  All atomic coordinates were allowed to vary. For Chapter 6, first, the CIF file generated 

from refinement was imported and the lattice parameters were constrained to maintain the location 

of reflections. Next, TIPS-Pn were set as rigid body to prevent unphysical distortions of the acene 

backbone with pressure. With constrains in place, the external pressure was inputted to account 

for the modification of the energy. After setting all of the above, the algorithm was run with fine 

Table 4-3: Pressure dependent lattice parameters and goodness of fit statistics for DAC experiments showing 

gradual decrease in volume as well as low Rp values. Though χ2 is rather high, powder diffraction can make 

obtaining low values difficult. 

Pressure a b c α β γ Volume (Å3) d Rp χ2 

0.00 7.73 7.75 16.93 88.50 77.89 82.18 985    

0.84 7.59 7.58 16.53 90.00 79.81 82.91 927±0.8 0.48 0.87% 28 

1.14 7.56 7.56 16.45 90.20 79.11 82.96 917.4±1 0.35 1.13% 47 

1.24 7.53 7.49 16.35 90.65 79.18 83.26 901±0.7 0.29 1.34% 66 

1.53 7.52 7.43 16.24 91.10 79.24 83.60 886±0.5 0.23 1.55% 88 

1.74 7.45 7.42 16.13 91.73 79.46 83.89 872±0.5 0.52 0.96% 33 

2.09 7.42 7.43 16.06 92.15 79.59 83.92 868±0.5 0.46 0.90% 29 

2.42 7.36 7.40 15.99 92.67 79.52 84.96 852±0.7 0.51 0.82% 24 

3.09 7.25 7.33 15.83 93.58 79.69 87.12 826±0.6 0.60 0.77% 22 

4.09 7.18 7.25 15.65 94.01 79.72 87.22 799±0.5 0.54 0.65% 15 
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quality for 1000 iterations or until convergence at 0.001 kcal/mol in energy. Resulting structures 

were then parsed into pair-wise interactions for the time dependent and time independent density 

functional theory calculations described in the supporting information. 

After molecular mechanics, Jason Munro carried out time-dependent density functional 

theory (TDDFT) calculations employing the Tamm-Dancoff approximation to obtain singlet and 

triplet excitation energies of the different TIPS-pentacene dimers in order to quantify energetic 

driving forces and intermolecular electronic coupling.7 The different dimers correspond to the pair-

1 and pair-2 structures obtained from X-ray data as described in the main text.  

Calculations were performed using the long-range corrected ω-PBE exchange-correlation 

functional (ω = 0.3)8-11 and with a cc-PVTZ expansion for the valence molecular orbitals within 

the Gaussian09 software package.12 These have previously been shown to be effective for 

describing both ground and excited state properties in pentacene molecules.13-14 The long-range 

correction also ensures an accurate treatment of the asymptotic regions of the molecular orbitals 

which play a significant role in electronic coupling.15  

To quantify electronic coupling, triplet-transfer integrals were computed using energy 

differences between adiabatic states of the dimer configurations, known as the “energy splitting” 

method.16-17 Assuming equivalent site energies for the TIPS-pentacene pair states due to the face-

on orientation of the molecules18, the triplet transfer integrals ◄ can be written in Equation 4-12. 

◄
 
       (4-12) 

Where Ὁ  and Ὁ  are the first and second triplet state energies for the dimers obtained using 

TDDFT.  
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4.5 Conclusion 

 To study the intermediate states of singlet fission and the role of intermolecular coupling, 

a host of optical and structural characterization techniques were employed. After each TIPS-Pn 

thin film was deposited, post-processing techniques formed a polycrystalline film which could be 

analyzed with X-ray diffraction to extract lattice parameters and model molecular packing. Density 

functional theory calculations then probed the electronic states pertaining to polymorphs or 

pentacene under pressure. Parallel to these structural probes, absorption and transient absorption 

spectroscopy tracked perturbations to the electronic ground and excited states, respectively. 

Spectra and kinetics of the triplet state collected in conjunction with molecular insight are used in 

the following 2 chapters to explain portions of the CTP separation mechanism and guide molecular 

modifications to singlet fission materials. 
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CHAPTER 5: SF MECHANISTIC INSIGHT WITH POLYMORPHIS 

 Chapter 5 addresses one of the remaining questions identified in Chapter 3.3 pertaining to 

the mechanism of correlated triplet pair separation. The broad range of QY following the initial 

singlet fission step suggests that an energetic barrier to CTP separation is present and that spatial 

decoherence was likely mediated by Dexter-like transport. This nearest neighbor energy transfer 

requires direct wavefunction overlap, and no experimental evidence proved triplet transfer Dexter 

energy transfer in these systems.  To approach this problem, a major concern was isolating changes 

in intermolecular coupling which would influence the CTP separation process without largely 

varying monomer energetics. Therefore, TIPS-Pn was selected as the derivative of choice due to 

its highly efficient SF, spectroscopically distinct CTP, and multiple categorized polymorphs. The 

polymorphism enabled coarse tuning of intermolecular interaction without shifting charge density 

on the chromophore. As will be shown in Section 3, the polymorphs studied exhibit markedly 

different singlet fission rates and triplet transport which are tied to the intermolecular coupling 

through density functional theory (DFT). Through the marriage of experiment and theory, it was 

shown that triplet transport is the likely mechanism of CTP separation in TIPS-Pn and likely other 

SF systems. Furthermore, the use of DFT in predictive analysis suggests that computational 

screening of candidate materials is a valid path to rapidly down select to optimal SF molecules and 

crystal structures. Due to co-first authorship, this chapter has been reprinted with modifications 

from the publication: Grieco C, Doucette G, Munro J, Kennehan E, Lee Y, Rimshaw A, Payne M, 

Wonderling N, Anthony J., Dabo I., Gomez E., Asbury J. “Triplet Transfer Mediates Triplet Pair 

Separation During Singlet Fission in 6,13-Bis(triisopropylsilylethynyl)-Pentacene.” Adv. Funct. 

Mater., 2017, 27(46), 1703929 
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5.1 Introduction 

Recent studies of singlet fission and triplet transport dynamics in organic materials 

revealed that the time scale for these processes depends sensitively on the morphology of the 

films.2-3 Quantum mechanical theory predicts that the dynamics of singlet fission and triplet 

transport should depend on the distribution of interactions among TIPS-Pn molecules.4-6 

Consequently, the rate of this process should depend on the electronic coupling between molecules 

that in turn is influenced by their orbital overlap.3, 7  

To directly quantify the relationship of singlet fission and triplet transport with 

intermolecular interactions TIPS-Pn was used as a model system because it forms multiple 

polymorphs that are spectroscopically distinct.8-9 Furthermore, the exoergic nature of its singlet 

fission process temporally separates the multiple reaction steps in singlet fission, facilitating the 

measurement of consecutive processes.10 Two particular polymorphs were examined, known as 

Form-I and Form-II brickwork, which were discovered by Diao et al. in films prepared by solution 

sheering methods in the context of thin film transistor studies.8 However, such solution-sheered 

films were much thinner than the ~100 nm thickness that is desirable for ultrafast spectroscopy 

studies of singlet fission. Recent work has revealed new routes to isolate similar crystal 

polymorphs in thicker, spin-coated films of TIPS-Pn, having reproducible polymorphic 

homogeneity.3   

Using these spin-coating deposition methods, films were fabbricated containing isolated 

Form-I and Form-II brickwork polymorphs and provide experimental evidence that triplet transfer 

is the dominant mechanism of CTP separation in TIPS-Pn.  Differences in intermolecular packing 

among the polymorphs that are responsible for changes in triplet pair separation and triplet 

diffusion characteristics were then measured. Using whole pattern fitting methods to describe 
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grazing incidence wide angle X-ray diffraction measurements, packing structures and lattice 

parameters were generated are were unique to each polymorph and used them to illustrate how 

density-functional theory (DFT) calculations can provide predictive metrics for CTP separation 

and triplet transport in singlet fission sensitizers. These findings suggest that these simple 

computations combined with quantitative characterization of molecular packing structures can 

serve as screening tools to determine a priori whether new singlet fission sensitizers currently 

being developed11-19 have the potential to undergo fast CTP separation to form independent triplet 

excitons.  

5.2 Singlet fission and triplet transport characteristics of TIPS-Pn films 

Different annealing methods controllably isolated distinct polymorphs of TIPS-Pn in spin-

coated films that were sufficiently thick to enable ultrafast spectroscopic studies. The absorption 

spectra of a thermally annealed (TA) and a solvent annealed (SA) film appear in Figure 5-1A and 

5-1B, respectively. The shaded regions in the spectra highlight the uncertainty limits of the 

absorption coefficients of TIPS-Pn molecules in each phase that arise from uncertainty in the film 

Figure 5-1: The extinction spectrum of A) solvent and B) thermally annealed films. The shaded regions show the 

uncertainty limits calculated from variations in sample thickness. 

A) B) 

0-0 

0-0 
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thickness measurements due in large part to surface roughness. The spectra reveal that the 0-0 

absorption of the SA annealed film occurs at longer wavelength in comparison to the TA film. 

This excitonic redshift has been shown by Pensack et al. to be correlated to the extent of 

delocalization of excited singlet states among TIPS-Pn molecules.7 Consequently, the comparison 

of the absorption spectra demonstrates that molecules in the SA film experience on average 

stronger intermolecular interactions in comparison to those in the TA film.  

 The T1 ­ Tn transition of photo-generated triplet states was used to explore triplet 

dynamics in the TA and SA films of TIPS-Pn via transient absorption spectroscopy. The absorption 

band shown in Figure 5-2A is characteristic of a triplet absorption for TIPS-Pn that has been 

assigned previously.3, 7, 20 Kinetics traces measured at the peak of the T1 Ÿ Tn transition (probe 

wavelength ~520 nm) were used to quantify the dynamics of the triplet populations in the SA and 

TA samples on the femtosecond-picosecond (Figure 5-2C) and the nanosecond-microsecond 

(Figure 5-2E) time scales. The T1 Ÿ Tn transition probed at 520 nm is known to provide a measure 

of both the triplet formation and decay kinetics,20-21 enabling capture of the full range of processes 

involved in triplet separation and annihilation under identical experimental conditions. The energy 

level diagram shown in Figure 5-2B specifies the pump and probe wavelengths and associated 

transitions used for the transient absorption measurements.  The cartoons shown in Figure 5-2D 

and Figure 5-2F highlight the triplet dynamics that are characterized by the measurements in 

Figure 5-2C and Figure 5-2E, respectively.  

The ultrafast kinetics traces in Figure 5-2C exhibit biphasic growth consisting of a 

dominant sub-100 fs timescale component followed by a slower component with a time constant 

of a few picoseconds. Fitting the growth kinetics with a biexponential function quantified the 

amplitudes and time constants describing the singlet fission dynamics.7 The curves overlaid on the 
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kinetics traces reflect the best biexponential fit functions evaluated using a nonlinear least squares 

method.  The biexponential function and procedures used to obtain the best fit of the data have 

been described in a recent publication.3 Table 5-1 summarizes the factor-of-two change in time 

constants of the picosecond rise component comparing the SA and TA films. The time scale of 

this picosecond component has been associated with the separation of CTP intermediates with rate 

constant Ὧ  as represented in Figure 5-2D.7, 10, 22 Though there is little increase in triplet 

population at this point, the observed increase in absorption is due to changes in triplet coupling 

that arises during separation. As triplets separate, the absorption cross section increases, leading 

to greater extinction coefficients for the separated CTP than for closely bound correlated triplet 

pair. 

Figure 5-2: A) Transient absorption spectra showing T
1
 ­ T

n 
transition for TIPS-Pn with a maximum absorption 

occurring at ~520 nm. B)  Energy level diagram of TIPS-Pn showing pumped and probed transitions used in the 

transient absorption measurements. C) ultrafast singlet fission dynamics for the solvent-annealed (black) and 

thermally-annealed (gray) films, showing the two consecutive steps of singlet fission, correlated triplet pair 

formation and separation.  D) Illustration of the correlated triplet pair separation mechanism.  E) Nanosecond triplet 

absorption decays  for the solvent-annealed (“solvent”; black) and thermally-annealed (“thermal”; gray) films.  The 

instrument response function is shown as a black dotted line.  The inset shows the data plotted as 2εb/ΔA vs. t, which 

exhibit linearity as expected for bimolecular decay processes.  F) Illustration of the triplet-triplet annihilation process 

corresponding to the kinetics shown in E). 
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After singlet fission is complete, multiplied triplet excitons are able to diffuse 

independently.22-23 Although the excitation densities used in the present study (~10 mJ/cm2 

absorbed in the samples) were modest for transient absorption spectroscopy measurements, they 

were still high in comparison to conventional steady-state light sources or solar illumination. Such 

excitation densities lead to rapid triplet-triplet annihilation occurring on the nanosecond time 

scale.3 Aside from TTA, recovery of the ground state could occur through phosphorescence, 

internal conversion, or singlet-triplet annihilation. However, phosphorencence was not observed 

as is typical of pentacene thin films, and, on the time scale probed, singlets are no longer present 

ruling out singlet-triplet annihillation. Between internal conversion and TTA, internal conversion 

would result in unimolecular kinetics while TTA should exhibit bimolecular kinetics. Using the 

same T1 Ÿ Tn transition, the decay is (Figure 5-2E) linear  when plotted as 2εb/ΔA versus time t, 

where e is the absorption coefficient at the probe wavelength and b is the film thickness. This 

linearity is characteristic of a bimolecular decay process, such as exciton-exciton annihilation.  

A bimolecular model23-26 has been used to describe triplet-triplet annihilation in the context 

of singlet fission.  The process, depicted in Figure 5-2F, is characterized by the rate equation 

 Ὧ Ὕ            (5-1) 

where [T] is the triplet concentration, τ is the natural (unimolecular) triplet lifetime, Ὧ  is the 

second-order decay constant (bimolecular) describing triplet-triplet annihilation, and t is time. As 

demonstrated in Chapter 4.3.4, the second order decay constant is equivalent to the slope of the 

2εb/ΔA versus t plot from the data in the inset of Figure 5-2E. The evident linearity of the data 

demonstrates the applicability of the bimolecular decay model to describe triplet-triplet 

annihilation under the conditions of the measurements. The second-order decay constants obtained 

from this analysis are tabulated in Table 5-1 for both polymorphs. In the bimolecular triplet-triplet 
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annihilation model,23-26 these second-order decay constants are directly proportional to the 

diffusion constants D of triplets, where RC is a capture radius for triplet-triplet annihilation: 

Ὧ ψ“ὙὈ     (5-2) 

 Therefore, the ratio of second-order decay constants provides a direct measure of the relative 

diffusion constants for triplet transfer within the SA and TA films.25, 27 

The analysis of the singlet fission and triplet-triplet annihilation dynamics in Table 5-1 

provides insight into the assignment of the triplet formation dynamics appearing in Figure 5-2C. 

The sub-100 fs time scale component of the triplet formation dynamics has been assigned to rapid 

formation of CTP states in TIPS-Pn and related derivatives.10 As CTP formation depends on the 

extent of exciton delocalization present in the films, the rate of formation is also dependent on 

molecular packing (See Chapter 3.2). However, it has been shown that the rate of CTP separation 

is independent of exiton delocalization. To identify the mechanism of the second step of CTP 

separation, the polymorph dependence of the picosecond component was scrutinized. Because 

singlet fission is exoergic in TIPS-Pn, this process proceeds on ultrafast time scales, in contrast to 

singlet fission chromophores such as tetracene derivatives.28-29 The assignment of the picosecond 

time scale component has been the subject of debate. However, the ratio of the time constants for 

Table 5-1:  Comparison of first- and second-order rate constants for singlet fission and triplet-triplet 

annihilation between SA and TA films. 

Rate Constant 
Solvent-annealed Film 

(“Form-I”) 

Thermally-annealed film 

(“Form-II”) 

Relative Rate Constant 

(“Form-I” : “Form-II”) 

Singlet Fission, 

Ὧ  (s
-1

) 
(3.9 ± 0.5)  x 10

11
 (2.02 ± 0.08)  x 10

11
 1.9 ± 0.1 

Triplet annihilation, 

Ὧ  (M
-1

s
-1

) 
(4.0 ± 0.2) x 10

10
 (2.0 ± 0.1) x 10

10
 2.0 ± 0.1 
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the picosecond rise component of the SA and TA films Ὧ  is identical within experimental 

precision to the ratio of the corresponding diffusion constants of the triplet excitons obtained from 

the corresponding second-order decay constants Ὧ . This comparison indicates that CTP 

separation and triplet exciton diffusion10 share a common underlying mechanism. Because TTA is 

diffusion-mediated, annihilation is controlled by the rate of triplet energy transfer from adjacent 

pentacenes. Since TTA and CTP separation involves common processes, the conclusion arose that 

CTP separation occurs through triplet transfer as well.   

Assigning triplet transfer as the mechanism of CTP separation opens avenues to use robust 

computational tools to calculate the molecular interactions that determine whether a singlet fission 

material has the potential to undergo rapid and efficient CTP separation to form multiplied triplets. 

Triplet transfer is strongly influenced by electronic orbital interactions between molecules because 

this process involves a spin-forbidden de-excitation step that requires direct wavefunction overlap 

of the donor and acceptor molecules involved in the transfer.30 Therefore it is necessary to 

quantitatively characterize the short-range intermolecular interactions between TIPS-Pn molecules 

in order to accurately predict their triplet transport characteristics.31-32 The ability to controllably 

access different polymorphs of TIPS-Pn with distinct but nearly uniform intermolecular 

interactions enables direct comparison of the effects of changing such short-range interactions on 

the dynamics of singlet fission.  Described in the following sections, the method to determine 

molecular packing arrangements of TIPS-Pn SA and TA polymorphs by analyzing GIWAXS 

measurements is explained. Next the computation of electron and hole transfer integrals from these 

molecular packing arrangements are detailed to showcase a simple predictor of the strength of 

wavefunction overlap that mediates triplet exciton transport.30, 33 It is important to note that 
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controlling polymorphism simplifies this type of analysis because intermolecular interactions can 

be tuned without the need to change the chemical structure of the molecules. 

5.3 Molecular packing structures and their influence on singlet fission 

To obtain accurate input structures for calculating electronic couplings, GIWAXS 

measurements on both SA and TA TIPS-Pn films were conducted. Figures 3A and 3C depict 

geometrically corrected 2D diffraction patterns measured at 0.15o angle of incidence. These 2D 

diffraction patterns were circularly integrated and scaled in q to match an AgBe standard run in 

Bragg-Brentano geometry, producing the diffraction patterns in Figures 3B and 3D. The whole 

pattern fitting (WPF) tool with Rietveld refinement in the MDI JADE XRD Analysis Software 

was used to fit the integrated data, enabling extraction of the lattice parameters of both triclinic 

polymorphs of TIPS-Pn. Also represented in Figures 3B and 3D are the results of the WPF 

procedure,  the residual calculated from the difference between the data and the best WPF trace, 

and the calculated powder pattern reproduced from the previously reported crystallographic 

Table 5-2:  Calculated lattice parameters from whole pattern fitting for TIPS-Pn polymorphs.  

Parameter Single Crystal* Solvent-annealed Film Thermally-annealed Film 

a 7.565 Å 7.81 ± 0.01 Å 8.62 ± 0.03 Å 

b 7.750 Å 7.69 ± 0.01 Å 7.28 ± 0.04 Å 

c 16.835 Å 16.86 ± 0.01 Å 17.03 ± 0.04 Å 

α 89.15o 88.57 ± 0.07o 85.90 ± 0.20o 

β 78.42o 76.00 ± 0.10o 73.50 ± 0.30o 

γ 83.63o 81.60 ± 0.10o 67.90 ± 0.20o 

*Obtained from crystallographic information file made available through [38] 
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information files1. The resulting lattice parameters are listed in Table 5-2 for both polymorphs. 

The associated Rietveld goodness of fit estimate χ2 for solvent and thermally annealed samples is 

2.63 and 1.07, respectively. Because WPF of XRD data leads to fit functions with large numbers 

of parameters, the value of χ2 in this analysis combines a metric describing the quality of a fit to 

the XRD data along with a measure of the constraints of the fit parameters. Because of this, the 

value of χ2 asymptotically approaches unity as the calculated fit provides the best description of 

the data with a minimum number of parameters. The low values of χ2 obtained here indicate that 

the fits accurately reproduce the data without overparameterization. However, in WPF it is 

important to ensure proper reflection ordering, so further details for WPF procedures and 

considerations are described in Chapter 4 and elsewhere.34-35 It is evident that comparing the SA 

and TA structures, the length of lattice parameter c did not change significantly from the calculated 

single crystal peak at 0.381 Å-1 corresponding to the (001) diffraction peak. However, there are 

significant packing differences that led to marked variations in lattice parameters a, b, and γ. 

Below, molecular mechanics solves the specific crystal packing structures obtained from each 

annealing condition and compare the results to prior reports of TIPS-Pn polymorphs.8, 24, 36  

5.4 Crystal Packing Structure Determination 

To determine the crystal packing structures of the SA and TA polymorphs, performing 

molecular mechanics calculations employing the Compass force field on solved unit cells 

optimized the molecular geometry.37-39  The optimization method was adapted from that reported 

by Chen and coworkers, who determined crystal packing structures of TIPS-Pn polymorphs 

accessed via solid-state phase transitions.9  Starting from the single crystal packing structure, first,  

the unit cell parameters determined from WPF of the GIWAXS data were constrained. Next, the 

force field was applied using a series of two minimization steps to allow the molecules to find the 
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lowest energy configurations.  A detailed description of the optimizations is provided in Chapter 

4.  The optimization method was verified by successfully reproducing the single crystal packing 

structure with a maximum slip error of the calculated molecular pair geometries of ~0.2 Å relative 

to the experimental single crystal structure.1 The results of the geometry optimizations for both the 

solvent-annealed and thermal-annealed films are represented in Figure 5-3.  The center-of-mass 

distances and pi-pi stacking distances are provided in the Table 5-2 for reference.   

From these results it is clear that the packing structure of the solvent-annealed film 

resembles very closely that of the single crystal structure (see Appendix A), which is consistent 

with the observation of similar unit cell parameters.  On the other hand, the thermally-annealed 

film packing structure was significantly different, reflective of the significant changes in the a, b, 

and γ unit cell parameters (Table 5-2).  These packing structures and unit cell parameters were 

very close to those determined by Diao and coworkers in  solution-sheared films of TIPS-Pn.8   For 

Figure 5-3: Structural characterization of TIPS-Pn films. GIWAX diffraction data of A) solvent annealed and C) 

thermally annealed TIPS-Pn films. Corresponding angularly-integrated XRD patterns from GIWAX patterns 

demonstrating shifts in peak positions and relative intensities between the B) solvent-annealed and D) thermally-

annealed films.  
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consistency, these polymorphs will be refered to by the definitions established by those authors as 

“Form-I” (solvent-annealed) and “Form-II” (thermal-annealed) 2D-brickwork phases.  

5.5 Polymorph Pairwise Splitting Energy Calculations 

Electronic orbital coupling is known to be a significant contributor to the overall triplet 

transfer rate.30, 32-33, 40-41  The changes in the intermolecular geometries observed for the TIPS-Pn 

polymorphs inevitably result in changes in orbital overlap between chromophores.42-44 As such, 

considering how changes in molecular packing can affect singlet fission and triplet diffusion within 

this framework was vital. This information could be used to predict packing sturctures are ideal 

for singlet fission materials. However, describing these processes simply based on  molecular pair 

arrangemenets is too indirect because orbital overlap is controlled by the locations of the molecular 

orbitals themselves and not necessarily by the relative positions of the atoms alone.   

Molecular orbitals are not immediately known from the geometric structures of the 

molecular pairs, and so a method for determining how molecular packing arrangements influence 

the electronic overlap of TIPS-Pn molecules in their different polymorphs was needed. Charge 

transfer integrals calculations were chosen as a way to gauge anticipated  changes in the orbital 

coupling strength between molecular pairs present in the two polymorphs. It is important to 

Table 5-3:  Distance and angle parameters for optimized unit cell packing arrangements for TIPS-Pn 

polymorphs, Form-I and Form-II brickwork.  Parameters for the single crystal packing structure are provided 

for reference. 

  Single Crystal* Form-I Form-II 

pair 1 pair 2 pair 1 pair 2 pair 1 pair 2 

COM distance 7.565 Å 10.212 Å 7.814 Å 10.134 Å 8.615 Å 8.940 Å 

π-π distance 3.479 Å 3.168 Å 3.410 Å 3.115 Å 3.199 Å 3.338 Å 

Long-axis distance 6.659 Å 9.537 Å 6.970 Å 9.515 Å 7.955 Å 8.444 Å 

Short-axis distance 0.950 Å -1.625 Å 1.248 Å -1.10 Å 1.989 Å -1.239 Å 

Side group tilt angle 174.61
o
 176.80

o
 176.18

o
 

*Single crystal parameters were determined from the cif file made available in the literature.1  

 



83 
 

acknowledge that the charge transfer integrals reported here should be used as qualitative, not 

quantitative, predictors of the rates of triplet exciton transfer determined from the ultrafast 

spectroscopy experiments. However, such calculations are relatively simple and can be performed 

on large molecular systems relevant to new types of singlet fission materials that are being 

explored for practical applications.11-19 Because both triplet transfer and charge transfer depend on 

local orbital overlap interactions,33, 45 these tractable calculations may provide a valuable tool for 

predicting whether potential singlet fission sensitizers will undergo rapid CTP separation to form 

multiplied triplet excitons. Furthermore, with experimentally or computationally determined 

packing structures, this simplistic approach can provide a relative metric for  approximating overall 

orbital coupling strengths in molecular systems other than linear acenes, such as isobenzofuran 

Figure 5-4: Molecular packing arrangements from X-ray diffraction measurements reveal influence that structure 

has on singlet fission and triplet annihilation dynamics. Top and side views of form-I A) and form-II B) packing 

arrangements determined from energy minimized molecular force field calculations constrained to reproduce the 

unit cell parameters of the TIPS-Pn nanocrystalline films.  
 



84 
 

and perylene derivatives.46-47 This approach may be used as a first step toward identifying 

molecular packing arrangements that would lead to efficient triplet pair separation and triplet 

transport in singlet fission mateirals.  

Charge transfer integrals have been used to characterize the electronic coupling of 

semiconducting organic molecules and polymers using methods reported by Bredas and 

coworkers.40, 42-44, 48  A particularly simple and useful approach, the energy splitting method,41 can 

be used to accurately quantify transfer integrals for molecular pair states.49  Importantly, the 

transfer integral (t) is estimated under the one-electron approximation to be equal to half the energy 

splitting of the orbital involved in charge transfer.  For example, the electron transfer integral (telec) 

can be expressed as: 

ὸ              (5-3) 

where ϵi represents the energy of the LUMO+1 and LUMO levels.  A similar expression for hole 

transfer (thole) can be written using the HOMO and HOMO-1 levels.  The energy splitting method 

can be visualized by considering how strongly overlapping (interacting) orbitals will result in 

larger energy splittings, and consequently, stronger coupling values for a given molecular pair 

state. A breakdown in the energy splitting method can result when the site energies of the 

molecules in the pair state are not actually equal, which can occur, for example, in pairs of 

molecules in a herringbone structure.40  However, it can be rationalized that the equal site energy 

assumption is valid for the TIPS-Pn pair states because their relative orientations in both 

polymorph structures are all face-on. 

 To compute the energy splittings of each pair state for the TIPS-Pn polymorphs, a TIPS-

Pn molecule was optimized in a toluene environment using DFT with the polarizable continuum 

model (PCM) at the B3LYP/cc-PVTZ level of theory, and then reconstructed the molecular pairs 
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using intermolecular displacement parameters determined from the force field optimizations found 

in the context of the WPF of the GIWAXS data. The intermolecular displacement parameters are 

tabulated in the Appendix A for reference.  The resulting pair structures are shown in Figure 5-5.  

In order to calculate the transfer integrals, additional DFT calculations were performed using the 

long-range corrected ωPBE functional42-43, 50  (ω = 0.3) on each pair state to compute the HOMO 

and LUMO energy splittings, respectively. This was chosen as it has been shown to be effective 

for describing ground and excited state properties of pentacene51, including the asymptotic regions 

of the molecular orbitals which greatly influence electronic coupling.52 Further computational 

details are provided in the Chapter 4.  The resulting charge transfer integrals obtained from 

Equation 5-3 and its equivalent for holes are summarized in Table 5-4. The results are consistent 

Figure 5-5: Hole and electron transfer integrals calculated from energy splitting method for both dimer pairs of 

Form-I and Form-II with associated π-π stacking distances. 
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with the values computed by Diao and coworkers using the projective method for comparative 

polymorph structures.8  

     However, significantly lower orbital overlap is calculated for pairwise interaction labeled Pair 

1 of the Form-II polymorph.Both electron and hole charge transfer integrals are relatively 

small within this pair. As a consequence, triplet transport maybe restricted to occur primarily along 

Pair 2 interactions in this polymorph, which exhibits moderate charge transfer integrals for both  

lectrons and holes. The reduction in the density of available transport paths in the Form-II 

polymorph is expected to result in a lower overall rate of triplet transport in comparison to the 

Form-I polymorph for which transport can occur via both types of pairwise interactions in the 

crystal. The computational results therefore suggest that subtle changes of the intermolecular 

geometries may have a significant influence on the mechanism and available pathways for triplet 

transport within the polymorphs. This result is qualitatively consistent with the experimental 

observation that triplet transport and CTP separation occur at higher rates in the Form-I polymorph. 

Moreover, the stronger orbital overlap for both pairwise interactions in the Form-I polymorph are 

consistent with its greater average electronic coupling that is inferred from the larger redshift of 

the visible absorption spectrum in Figure 5-1.7 

Table 5-4:  Energy levels resulting from LRC-ωPBE/cc-PVTZ calculations for TIPS-Pn polymorphs in eV. 

Orbital Form-I  Form-II  

pair 1 pair 2 pair 1 pair 2 

LUMO+1 -1.3867 -1.4759 -1.5320 -1.4629 

LUMO -1.6740 -1.6596 -1.5516 -1.6204 

HOMO -6.6684 -6.6929 -6.6815 -6.6344 

HOMO-1 -6.6837 -6.7329 -6.7139 -6.7672 

LUMO Splitting 0.2873 0.1837 0.0196 0.1575 

HOMO Splitting 0.0153 0.04 0.0324 0.1328 
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It’s acknowledged that the charge transfer integrals reported here should be used as 

qualitative, not quantitative, predictors of the rates of triplet exciton transfer determined from the 

ultrafast spectroscopy experiments. Higher level calculations of the triplet transfer integrals using 

constrained DFT methods may be used to obtain amore quantitative comparison of triplet transfer 

between pairs of molecules. It will be interesting to compare the results of these computations to 

the measured triplet transfer dynamics to further explore the mechanism of triplet energy transfer 

and its dependence on molecular packing structures. These computations are currently underway 

using constrained- DFT methods53-54 and will be the subject of a forthcoming publication. 

However, such triplet transfer integral calculations are significantly more computationally 

intensive in comparison to calculation of charge transfer integrals reported here.  

Despite the limitations, both triplet transfer and charge transfer depend on local orbital 

overlap interactions.33, 45 These tractable charge transfer integral calculations may provide a 

valuable tool for predicting whether potential singlet fission sensitizers will undergo rapid CTP 

separation to form multiplied triplet excitons. Additionally, it is clear that simple visual inspection 

of subtle geometric changes in intermolecular packing obtained from analysis of XRD patterns are 

insufficient for predicting differences in orbital interactions. The complex nodal structure of the 

orbitals and subtle differences in π–π stacking distances both contribute to the overall 

intermolecular orbital overlap as is seen in the charge transfer integral values for the pairwise 

interacting molecules represented in Figure 5. Furthermore, with experimentally or 

computationally determined packing structures, this approach can provide a metric for 

approximating orbital coupling strengths in molecular systems other than linear acenes, such as 

isobenzofuran and perylene derivatives.46-47  
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5.6 Conclusions 

 

Ultrafast transient absorption spectroscopy was used to examine the dynamics of singlet 

fission and triplet-triplet annihilation in crystalline films of TIPS-Pn on time scales ranging from 

femtoseconds to microseconds. Singlet fission dynamics in two TIPS-Pn polymorphs identified 

from optical absorption and X-ray diffraction measurements as Form-I and Form-II 2D-brickwork 

were compared. The measurements revealed that the ratio of the time constants for CTP separation 

measured in the polymorphs was identical within experimental precision to the ratio of the 

corresponding triplet-triplet annihilation rate constants of the triplet excitons, supporting the 

conclusion that both processes occurred via triplet energy transfer.  

Furthermore, quantitative structural analysis was combined with quantum chemical 

computations of electronic overlap of molecular pair states in TIPS-Pn crystals were explored to 

predict a priori whether singlet fission sensitizers have the potential to undergo fast separation of 

CTP states. To obtain structures for DFT, quantitative analysis was carried out on the molecular 

packing arrangements of TIPS-Pn molecules in the films of pure Form-I and Form-II polymorphs 

using grazing incidence wide angle X-ray scattering combined with whole pattern fitting and 

molecular mechanics simulations. These molecular pair structures served as input calculations of 

charge transfer integrals that are related to wavefunction overlap interactions that also control 

triplet transfer rates. The findings presented in Chapter 5 suggest that the calculation of molecular 

pair state interactions for a given set of geometric packing arrangements forms a method for 

predicting the rate of CTP separation in the search for new singlet fission sensitizers.  
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 CHAPTER 6: FINE TUNING COUPLING WITH PRESSURE 

There is a limit to how strong the intermolecular coupling should be in singlet fission – too strong 

and coupling causes the triplet pairs to self-trap, which prevents their separation and limits the 

ability to use singlet fission to enhance the efficiency of photovoltaic devices and photodetectors. 

Design rules are needed to guide the development of new singlet fission chromophores that have 

the right balance of coupling and energetics for efficient harvesting of multiplied triplets. In 

Chapter 6, the ability to continuously vary intermolecular coupling through application of external 

pressure in a diamond anvil cell is used to identify regimes of behavior with near ideal 

intermolecular coupling versus coupling that is too high in crystalline films of TIPS-Pn. Ultrafast 

transient absorption spectroscopy revealed the moderate coupling regime where triplet pair 

separation could be accelerated without self-trapping. Further increases of coupling beyond this 

regime led to self-trapping of triplet pairs and reduced the quantum yield for their separation. 

Characterizing the structural and energetic changes in TIPS-Pn crystalline films displayed this 

cross-over and suggested that new molecular systems with slightly stronger coupling such as may 

strike the right balance of these parameters for efficient harvesting of multiplied triplet excitons 

from singlet fission.  

6.1 Introduction 

The rate of singlet fission is sensitive to the extent of coupling between singlet, CT, and 

CTP states, but the rate of CTP separation and subsequent processes depends on triplet transfer 

integrals between molecules.1-4 While coupling can significantly improve the rate and efficiency 

of singlet fission, it also stabilizes the resulting CTPs. In the limit of strong coupling, triplet pairs 

that form on a single molecule or neighboring molecules can experience significant self-trapping 

energies that inhibit their separation as well as couple strongly to the ground state. Because 
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electronic relaxation processes to the ground state are spin-allowed, as long as triplet pairs remain 

spin-correlated as net singlets strongly bound CTPs incapable of undergoing triplet transfer to 

separate have the potential to reform the ground state and  reduce the quantum yield of harvested 

triplet excitons.1, 5. Balancing these two components to an efficient singlet fission device, CTP 

formation and separation, leads to the question: how much is too much? What are the limits of the 

optimal intermolecular coupling among molecules and how are these limits influenced by the 

energetics of the singlet and triplet excitonic states of the molecules?3, 6-9  

A number of investigators have sought to control intermolecular coupling in singlet fission 

systems through chemically bound dimers for well-defined molecular interactions.2, 7, 10-15 Others 

have used substitutions of peripheral groups15-16, crystallization into polymorphs17-22 and co-

crystallization with inert species23-25 to tune intermolecular coupling and crystalline packing 

arrangements. Atomic substitutions19-20, 26-27 have also been used to redistribute electron density 

and alter energy levels of singlet fission sensitizers to tune the interactions that lead to triplet pair 

separation. While these investigations outlined the interplay between energetics and coupling in 

singlet fission systems, it has proven challenging to systematically tune intermolecular coupling 

without also changing other molecular properties. This has made it challenging to develop clear 

design rules from experimental investigations of how molecular structure and energetics influence 

the rate and yield of triplet exciton multiplication and harvesting. 

To investigate the optimal balance of intermolecular coupling and energetics in the singlet 

fission reaction, crystalline films of the model singlet fission chromophore TIPS-Pn were 

compressed (Figure 6-1A) in a diamond anvil cell (DAC). Decades of in situ high pressure 

investigations in DACs have provided valuable insight into the complex interplay between optical 

and electronic properties and their relation to crystal structure of organic optoelectronic 
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materials.28-29 For example, substantial electronic changes have been obtained with compressions 

in various semiconductors including fused-ring aromatics and hybrid perovskites.30-33  

The ability to continuously vary intermolecular coupling through application of external 

pressure is perfect for identifying regimes of behavior with near ideal coupling between TIPS-Pn 

molecules versus coupling that is too high. Pressure-dependent measurements of the energetic 

variation of the electronic states combined with ultrafast transient absorption spectroscopy reveal 

that the rates of singlet fission and triplet pair separation could be increased by an order of 

magnitude without self-trapping. Combining X-ray diffraction and computational modeling of 

TIPS-Pn crystals in the DAC revealed the changes in intermolecular coupling that lead to this 

moderate regime where coupling and energetics are near the ideal balance.  

However, further increases of external pressure lead to substantial energetic changes and 

loss of triplet pairs with estimated triplet pair stabilization energies several times larger than 

thermal energy at room temperature. At such higher pressures, a spin-allowed electronic relaxation 

pathway to the ground state is accelerated significantly in comparison to the lower pressure 

regimes. This, in conjunction with the need for thermal activation to overcome the triplet pair 

stabilization energy, causes the quantum yield for triplet pair separation to be significantly reduced 

in comparison to the moderate coupling regime. The corresponding changes in the TIPS-Pn 

molecular crystals from X-ray diffraction and computational modeling defined the changes in 

structure, energetics and intermolecular coupling that lead to this strong coupling regime. By 

benchmarking the structural changes that underpin these coupling regimes with the model TIPS-

Pn system, it is straightforward to provide well-defined reference points to inform computational 

efforts to identify new chromophores capable of adopting packing geometries and energetics for 

efficient harvesting of multiplied triplets from singlet fission. 
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6.2 TIPS-Pn Absorption Under Pressure and Predicted Behavior 

As with Chapter 5, TIPS-Pn was selected for this investigation because it is an important 

model system to explore the influence of intermolecular coupling on the complete singlet fission 

reaction (Equation 6-1).34  

ὛὛᴼὛὛᴼ ὝὝ ᴼ ὝȣὝ ᴼὝ ὝᴼὛὛ       (6-1) 

The critical intermediate species in the singlet fission process, the CTP 1(TT), forms via an 

exergonic process,1, 35 meaning that the progression of electronic states from the initially formed 

singlet excitons to 1(TT) is energetically “downhill”. The rapid formation of 1(TT) allows the CTP 

separation process to be temporally resolved as it transitions to the spatially separated but still spin 

correlated triplet pair 1(T..T) intermediate.36 This facilitates correlations of the observed dynamics 

of the intermediates with their molecular structures, energetics and intermolecular interactions. In 

this work, dynamic changes to the singlet fission reaction are studied in crystalline films or 

powders of TIPS-Pn.37 The Form-I Brickwork structure is the same polymorph that is adopted in 

thin films that can be accessed by spin coating or drop casting followed by solvent annealing.38-39 

Figure 6-1B represents a series of micro-Vis-NIR absorption spectra of thin films of TIPS-

Pn in the Form-I Brickwork phase that were measured during compression in the DAC over a 

range of pressures from atmospheric to 3.6 GPa. The DAC consisted of two diamonds with 400 

μm culets affixed to tungsten carbide seats. Between the culets, a ~50μm thick steel or rhenium 

gasket with a 100 µm hole defined the size of the sample area. Quasi-hydrostatic pressure was 

generated with neon or argon pressure media, monitored in the DAC using fluorescence from small 

ruby crystals. Between each measurement, the ruby fluorescence was used to track pressure within 

a precision of +/- 0.1 GPa. Other experimental information about compressions in the DAC 

appears in Chapter 4.1.2.  
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The absorption spectrum measured at atmospheric pressure (0.0 GPa) exhibits vibronic 

structure within the S0­S1 transition that is characteristic of crystalline TIPS-Pn films in the Form-

I Brickwork phase with the 0-0 vibronic peak appearing around 690 nm.38 At elevated pressures, 

the positions of the vibronic peaks shift to longer wavelengths, indicating pressure-induced 

changes in the energies of the electronic states due to increased intermolecular coupling. The 

dotted line provides a guide to the eye indicating this shift to longer wavelengths. The vertical line 

marks the 630 nm wavelength at which the TIPS-Pn films were excited in the transient absorption 

studies described below. 

The conceptual diagrams appearing to the right of the absorption spectra in Figure 6-1B 

illustrate the balance of competing processes that are predicted to affect the dynamics of triplet 

excitons as the intermolecular coupling between singlet fission chromophores increases. In the 

Figure 6-1: Increasing intermolecular coupling can enhance triplet separation rates and efficiency. A) A diamond 

anvil cell (DAC) enables continuous tuning of intermolecular interactions using hydrostatic pressure to compress 

TIPS-Pn molecular crystals. B) Increased coupling affects the energies of electronic states observed in visible 

absorption spectra of crystalline TIPS-Pn films in the DAC, which can influence the triplet pair stabilization 

energy DGb. C. Graphical description of how the balance of increased rates of triplet separation versus self-

trapping may influence overall quantum yields (QY) of triplet separation within different pressure regimes. With 

weaker to moderate coupling, triplet pair separation competes effectively with electronic relaxation processes. In 

the strong coupling limit, self-trapping can reduce triplet pair separation, resulting in a decrease of the overall 

quantum yield. 

A) B) 
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weaker to moderate coupling regime, increased intermolecular coupling and triplet transfer 

integral is expected to accelerate the CTP formation, enabling triplet pair separation 1(TT) ­ T + 

T to occur more rapidly and therefore to out-compete electronic relaxation processes that would 

reduce the external quantum efficiency (EQE). However, as the coupling between molecules 

increases, the triplet pair stabilization energy DGb is also expected to rise due to mixing of CT and 

singlet states,5 leading to a cross-over in behavior where further increases of coupling reduce the 

QY for triplet harvesting through self-trapping of the triplet pair states which CTP separation and 

triplet transfer cannot kinetically compete with. Instead, either through direct coupling to the 

ground state, triplet-triplet annihilation (TTA), or singlet reformation, the CTP returns to S0S0. The 

coupling threshold at which this cross-over occurs reveals the answer to the question, how much 

is too much. This investigation seeks to identify whether this coupling threshold can be observed 

and to quantitatively correlate it with the underlying changes in crystalline structure, energetics 

and intermolecular coupling.  

6.3 Pressure Dependent Behavior of Singlet Fission and the CTP 

Experimentally, compression in the DAC allowed examination of the influence that 

changes of intermolecular coupling have on the energies of triplet excitons that form in TIPS-Pn 

following singlet fission. The diagram at the top of Figure 6-2 illustrates the pump and probe beam 

geometries in the DAC that were used for the nanosecond transient absorption spectroscopy 

measurements of the T1 ­ Tn transitions of triplet excitons.  

The transient absorption spectra below the diagram were measured at a 30 ns time delay 

following optical excitation at 630 nm and 200 mJ/cm2 of TIPS-Pn films under a range of pressures 

from atmospheric to 4.0 GPa. Further experimental details about the measurements are provided 

in Chapter 4.3. Two spectral features are visible in the 400-600 nm region. First, a bleach is 
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observed around from 400-450, corresponding to a bleach of S0→S2 absorptions as shown in 

Figure S3. Between these bleach features, an excited state absorption appears around 520 nm in 

the atmospheric pressure measurement, which has been assigned to the T1­Tn transition of TIPS-

Pn.27, 35 Although this feature overlaps the absorption features of the S1 state, the singlet state 

rapidly decays on the fs timescale and the T1­Tn transition has a 2-fold increased oscillator 

strength, providing a clear view of the evolution of triplet states.40 Similar to the S0­S1 transition, 

the T1­Tn transition exhibits a pronounced shift to longer wavelength with increasing pressure as 

highlighted by the dotted line, which serves as a guide to the eye. While triplet excited states are 

generally more localized than their corresponding singlet states, the spectra in Figure 6-2 indicate 

significant changes to the energetic gap between T1 and Tn that may arise from structural 

distortions of the pentacene cores in combination with changes in intermolecular interactions, as 

has been suggested in previous studies.41 The energy diagram in the inset depicts the T1­Tn 

transition that appears in the transient spectra. 

Figure 6-2: Pressure dependent triplet absorptions. Transient absorption spectra of TIPS-Pn crystalline film 

measured in a DAC following optical excitation at 630 nm. Significant changes of the T1 ­ Tn transition are 

observed at various pressures in the spectra measured at 30 ns time delay following optical excitation. 
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 The dynamics of singlet fission within the weaker, moderate, and strong coupling regimes 

were investigated using ultrafast transient absorption spectroscopy of TIPS-Pn films in the DAC. 

Figure 6-3A represents transient absorption kinetics measured by integrating probe wavelengths 

from 520 to 540 nm following optical excitation by a 120 fs pump pulse at 630 nm and 35 mJ/cm2 

intensity. The optical geometry used for the measurement is represented in the diagram above 

Figure 6-2 with the exception that the continuous wave probe used in the nanosecond time-scale 

measurement was replaced by an ultrafast probe pulse. A detailed description of the experimental 

methods used for these measurements appears in Chapter 4.3.2. The ultrafast kinetics traces are 

Figure 6-3: Singlet fission dynamics exhibit different regimes of behavior as coupling increases. A) Singlet fission 

dynamics measured by integrating the probe spectrum from 520-540 nm within the T1 ­ Tn transition of triplets 

formed in TIPS-Pn films in the DAC at a range of pressures. The kinetics are plotted on a logarithmic time axis. The 

transient intermediates involved at various time regimes are indicated at each pressure. The vertical line is a guide to 

the eye indicating the cross over where the dominant process transitions from triplet separation to triplet annihilation 

(TTA). B) The same transient absorption data are plotted as 1/DAbs. versus time in which bimolecular decay kinetics 

have a linear shape. The data reveal that triplet pair separation occurs more quickly at moderate pressures but that 

self-trapping at 4.0 Gpa prevents approximately one-third of triplet pairs 1(TT) from ever separating.  

A) B) 
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plotted on a logarithmic time axis to capture the sequence of events in the singlet fission process 

over a range of time scales. In order, blue/green corresponds to CTP formation, orange CTP spatial 

decoherence into 1(T…T), and pink triplet-triplet annihilation.  

The ultrafast kinetics trace measured at atmospheric pressure (0.0 GPa) in the DAC 

exhibits a biphasic growth that is consistent with prior measurements of singlet fission using the 

T1­Tn transition in the visible spectral range.13, 42 In particular, the dominant sub-100 fs time-

scale growth component has been assigned to the rapid formation of the 1(TT) state in TIPS-Pn 

and related derivatives.36 The wavelength integrated kinetics trace includes some contribution 

from the ground state bleach feature of the S0→S1 band. However, the formation of the singlet 

feature is pulse-limited and so does not contribute to the evolution of the transient absorption 

features on longer time scales. The slower rise component that appears on the few picosecond time 

scale has been assigned to the separation of 1(TT) triplet pair states to form spatially separated, 

spin-correlated triplet pairs and ultimately separated triplets T + T.6, 27, 36, 43 Although the triplet 

excitons retain spin correlation for an extended period of time44, the observed increase in 

absorption is believed to result from changes in coupling of the triplet states as they spatially 

separate.36 The curve overlaid on the data measured at 0.0 GPa represents a biexponential growth 

function used to quantify the time constants of the primary singlet fission and subsequent triplet 

pair separation dynamics.27 A trace indicating the pulse-limited rise (PLR) from the pump and 

probe cross correlation in the DAC appears as the dotted black line in the 0.0 GPa plot in Figure 

6-3A for comparison.  

A kinetic model describing the biphasic growth of the ultrafast kinetics trace due to singlet 

fission and triplet pair separation dynamics has been described in detail.38 This model also captures 

the onset of the triplet-triplet annihilation (TTA) process that leads to the decay of the amplitude 
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of the T1­Tn transition on longer time scales. The vertical line marking the maximum of the 0.0 

GPA kinetics trace in Figure 3A is a guide to the eye indicating the time delay at which the 1(TT) 

triplet pair separation dynamics transition into the TTA process where T1+T1 → T1+S0, eventually 

leading to reformation of TIPS-Pn molecules in their ground electronic states S0S0. 

Figure 6-3B highlights this TTA process by representing the ultrafast transient absorption 

kinetics traces as the inverse transient absorption signal 1/DAbs on a linear time axis. In this 

representation, bimolecular processes exhibit a linear dependence on time as described 

previously.17, 38, 45-46 The same kinetics traces appearing in Figure 6-3A are reproduced in Figure 

6-3B using this different format to highlight the bimolecular decay process by which TTA leads 

to decay of the triplet population in the 0.0 GPa transient absorption measurements in the DAC. 

The time constants for the CTP separation (kTTS)  and the bimolecular decay coefficient (kbi) 

describing the TTA process from the best fit function are summarized in Table 6-1.The 

bimolecular decay coefficients in Table 6-1 are scaled by 2eb, which is the scale factor for 

conversion of DAbs from the bimolecular recombination equation solution in Chapter 4.3.4. The 

data and kinetic modeling confirm that triplet excitons successfully separate from each other on 

the few picosecond time scale in the TIPS-Pn film under atmospheric pressure and undergo 

diffusion controlled bimolecular encounter and annihilation processes, consistent with prior 

measurements of TIPS-Pn outside of the DAC.17  

Table 6-1: Pressure dependent triplet separation and recombination rates compared with square of average 

triplet pair splitting energies among TIPS-Pn molecules relative to 0.0 GPa. 
 

Pressure 0 GPa 1.51 GPa 4 GPa 

kTTS 7 ± 3 ³1011
 s-1 >8 ³ 1012 s-1 ~1 ³ 1012 s-1 

kUNI -- -- ~7 ³ 1011 s-1 

kbi/ ꜗ╫ (5.3 ± 0.5) ³ 10-10 s-1M-1
 
 (52 ± 9) ³ 10-10 s-1M-1 (180) ± 50 ³ 10-10 s-1M-1 

tT/tT,0 1 3 16 
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Upon pressurization of the TIPS-Pn film in the DAC to 1.5 GPa, the transient absorption 

kinetics trace changes with the principal difference being observed in the lack of a picosecond rise 

component corresponding to the triplet pair separation process (Figure 3A, middle). At this 

pressure, the 0-0 absorption band in the S0→S1 transition redshifts by ~100 nm  (Figure 6-1) while 

the peak absorption band of the T1­Tn transition red-shifted by ~30 nm (Figure 6-2). Assuming 

near-identical extinction coefficient with pressure, the increased slope of the data when plotted as 

1/DAbs versus time (Figure 3B, middle) reveals that triplet pairs successfully separate and 

undergo bimolecular TTA on slightly faster time scales than at atmospheric pressure. The data 

therefore reveal that the time scale for triplet separation accelerated markedly and was buried 

within the finite response time of the ultrafast transient absorption measurement within the DAC.  

Fitting the transient absorption kinetics trace measured at 1.5 GPa with the kinetic model 

that included convolution with the instrument response function set an upper limit of the time scale 

for triplet pair separation 1(TT) ­ 1(T…T) of about 120 fs at this pressure. This represents an 

approximate order of magnitude acceleration of the triplet pair separation process in comparison 

to atmospheric pressure. The gray vertical line marks the approximate cross-over from triplet pair 

separation to TTA. In prior work, it has been demonstrated that the rate of triplet transfer between 

molecules is the dominant factor determining the dynamics of triplet pair separation and TTA in 

crystalline TIPS-Pn films.17, 47 Therefore, both the faster TTA kinetics and triplet pair separation 

dynamics are consistent with an increase of the triplet transfer integral between molecules under 

the 1.5 GPa applied pressure. 

Further pressurization of the TIPS-Pn film in the DAC to 4.0 GPa leads to qualitatively 

different singlet fission dynamics in comparison to the lower 0.0 and 1.5 GPA pressure regimes. 

Though noise in the data makes interpreting potential unimolecular character at 1.5 GPa difficult, 
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a clear non-bimolecular component exists at 4 GPa. Kinetic models used to describe the singlet 

fission dynamics were modified to include an exponential decay component resulting from an 

accelerated loss channel in which the 1(TT) triplet pair state decays directly to the ground S0S0 

state (see Appendix).16 This loss channel with rate kUNI is depicted in the kinetic scheme appearing 

in the plot of the 4.0 GPa kinetics trace at the bottom of Figure 3A. The plot of the 4.0 GPa 

transient absorption kinetics as 1/DAbs versus time in Figure 3B highlights the deviation from the 

bimolecular TTA decay process that occurs on the 10 ps time scale as a result of this accelerated 

loss channel. Attempts to fit the transient absorption kinetics measured at 4.0 GPa with the original 

kinetic model used for the lower pressure regimes were unsuccessful.38 Figure A.1 and Figure 

A.2 depict these attempts and demonstrate that the original kinetic model without both the 

unimolecular loss channel and bimolecular TTA decay cannot describe the data within 

experimental precision. 

Overlaid on the 4.0 GPa kinetics traces in both Figure 6-3A and Figure 6-3B are best fit 

curves corresponding to the modified kinetic model, which describes the singlet fission dynamics 

over the entire time regime with high fidelity. The analysis reveals that approximately 43% ° 5% 

of the 1(TT) triplet pairs formed immediately following singlet fission decay directly to the ground 

state via this unimolecular electronic relaxation process on the 10 ps time scale under this pressure 

regime. While the error of the unimolecular component appears small, attempts to fit with 

constraints in on the percent contribution (Figure A.4) suggest the value to be quite accurate. The 

exponential and power law functions describing the unimolecular electronic relaxation and 

bimolecular decay pathways are overlaid on the 4.0 GPa kinetics trace for comparison in Figure 

6-3A with 43% and 57% percent amplitudes, respectively.  
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The observation of a unimolecular electronic relaxation pathway in the TIPS-Pn film at 4.0 

GPa indicates that triplet pairs fail to overcome their triplet pair stabilization energies DGb under 

the applied pressure, potentially undergoing internal conversion as an alternative process.16 This 

is the strong coupling limit depicted in the lower right of Figure 6-1 where the triplet pair 

stabilization energy becomes large in comparison to thermal energy. The increased intermolecular 

coupling under such high pressure also accelerates a spin-allowed relaxation path to the ground 

electronic state with rate constant kUNI @ 7 x 1011 s-1 (Table 6-1). A similar increase of the excited 

state relaxation rate from the 1(TT) triplet pair state was recently observed in pentacene derivatives 

with stronger coupling.16 Understanding the mechanistic origins of these relaxation and self-

trapping process will provide new insight about how intermolecular coupling and energetics 

influence the efficiency with which multiplied triplets can be harvested following singlet fission. 

A clear next step is therefore to investigate the changes to crystalline structure, energetics and 

intermolecular coupling that occurred during compression of the TIPS-Pn films in the DAC in 

order to quantify the moderate and strong coupling regimes that give rise to these behaviors. 

6.4 Evolution of Molecular Packing 

Represented in Figure 6-4A are synchrotron X-ray powder diffraction patterns of TIPS-Pn 

crystals in the DAC that were used to characterize the structural changes that underpin the weaker, 

moderate, and strong coupling regimes identified above. The measurements were conducted at the 

Argonne Advanced Photon Source High Pressure Collaborative Access Team (APS HPCAT). The 

samples consisted of ground TIPS-Pn powder that was packed into the DAC and loaded with ruby 

particles as pressure calibrants. Neon was used as a pressure medium to generate quasi-hydrostatic 

pressure and to avoid strong background scattering. Neon provides an inert, low-background 

medium up to 4.8 GPa whereupon it crystallizes and forms a van der Waals crystal. In the pressure 
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range reported here, neon remains in its fluid state and does not interfere with the diffraction of 

the sample. Between each collection period on the synchrotron beamline (APS, sector 16-BM-D), 

the ruby fluorescence was used to track the pressure within the DAC 

In Chapter 5, structural properties of the Form-I Brickwork phase that forms in TIPS-Pn 

thin films using synchrotron-based GIWAX methods were characterized, which permit 

characterization of thin film samples.17 However, the narrow optical transmission geometry 

through the DAC prevents GIWAX measurements of TIPS-Pn films under compression. 

Therefore, TIPS-Pn powders were used because of the greater scattering cross-section of bulk 

powder. Figure 6-4B compares of an integrated GIWAX diffraction pattern of a Form-I Brickwork 

Figure 6-4: Molecular packing arrangements at different pressures from X-ray diffraction and molecular 

modeling. A) X-ray diffraction patterns of TIPS-Pn films measured in the DAC at a range of pressures λ=0.41 

nm. B) Whole-pattern fitting with Rietveld refinement used to obtain lattice constants of Form-I Brickwork 

structures, demonstrating that TIPS-Pn molecules remain in the Form-I brickwork crystalline phase at all 

pressures within the 0 – 4 GPa range. C) The variation of unit cell volume with pressure was fitted using a Birch-

Murnaghan model. D) Molecular packing arrangements obtained from molecular mechanics simulations 

constrained by the lattice constants from XRD demonstrate significant changes in molecular overlap within the 0 

– 4 GPa pressure range. Comparison of slip between 0 GPa (grey) and high pressure (black/red) show 

progressively larger slip between pairs. 

B) A) 

C) D) 
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TIPS-Pn film from prior measurements at atmospheric pressure17 with the powder diffraction 

pattern measured at 0.84 GPa in the DAC that is reproduced from Figure 4A. The comparison 

confirms that the bulk crystalline phase of TIPS-Pn (space group Pρ) is very similar to the Form-

I brickwork thin film phase, which is the phase most frequently examined in  optoelectronic 

characterization studies.37, 39 Demonstrating that both bulk and thin films adopt the same crystal 

structure, the  behavior of Pρ powder under compression is assumed to be identical to the Form-I 

Brickwork in the film.  

Whole pattern fitting of the powder diffraction patterns in Figure 6-4A was used with 

Reitveld refinement to quantify the changes in lattice parameters (a,b,c,α,β,γ) of the low symmetry 

of Pρ crystalline form of the bulk TIPS-Pn crystals under compression. Procedures for refinement 

can be found in the methods section. An example of a whole pattern fit with Reitveld refinement 

is overlaid on the powder diffraction pattern in Figure 6-4B that was measured at 0.84 GPa.48-50 

A trace representing the residuals is plotted at the bottom of the figure. The comparison 

demonstrates the fidelity of the fitting procedure, which was used to fit the powder diffraction 

patterns at all pressures that appear in Figure 6-4A. The comparisons of the whole pattern fits with 

each diffraction pattern for each pressure are presented in supplemental information. Table 4.3 

summarizes the lattice constants and angles obtained from the whole pattern fits for each pressure. 

Applications of high pressure to organic materials can induce exotic behavior such as 

alteration of chemical bond formation or polymorphic phase transitions. To establish that 

molecular reactions and phase transitions did not occur within the 0 – 4 GPa pressure range, the 

powder diffraction patterns represented in Figure 6-4A were analyzed using two metrics. First, 

inspection of the powder diffraction patterns as a function of pressure indicates that the diffraction 

peaks do not split nor do new diffraction peaks appear at higher pressure. This indicates that no 
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polymorphic phase transitions occur in the TIPS-Pn crystals up to 4.0 GPa. Second, the evolution 

of the volumes of the unit cells of the TIPS-Pn crystals during compression were fit to the Birch-

Murnaghan Equation of State, which describes the continuous compression of a single crystalline 

phase. The smooth compression of the volume changes and good fit to the Birch-Murnaghan 

Equation of State appears in Figure 6-4C and demonstrates that the TIPS-Pn crystals remain in 

their Pρ bulk crystalline form. Finally, upon decompression, the original 0.0 GPa absorption 

spectrum represented in Figure 6-1 was recovered (Figure 4.3), indicating that no chemical 

reactions occurred under compression. 

To obtain the detailed molecular packing arrangements from the powder diffraction 

patterns, a unit cell geometry optimization was performed for TIPS-Pn molecules at each pressure 

using the Materials Studio’s Forecite Package. The crystal information files (CIF) created from 

Reitveld refinement for TIPS-Pn at each pressure helped obtain the corresponding atomic positions 

in Material’s Studio.37 The structures of the TIPS-Pn molecules were assumed to be rigid during 

the molecular mechanics simulations. The simulations were constrained to reproduce the unit cell 

Figure 6-5: Demonstration of volumetric contraction between 0.84 GPa and 4.09 GPa using TIPS-Pn structures 

relaxed by force field calculations. 
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parameters (Table 4.3) obtained from the whole pattern fitting procedure for each pressure. The 

force field describing the interactions of the molecules was applied in a single energy minimization 

step to allow the molecules to find their lowest energy geometries. The detailed procedure for these 

geometry optimizations is provided in supplemental information.  

Figure 6-4D represents two views of the molecular packing arrangements obtained from 

this analysis for the 0.84 and 4 GPa pressure measurements with a focus on the pentacene cores. 

The Form-I Brickwork packing motif exhibits two distinct pair-wise interactions with visible 

changes in both the ring displacements and pi-pi stacking distances across this pressure range. The 

lighter structures in the shadow of the darker structures in both cases indicate the positions of the 

neighboring pentacene cores at 0.0 GPa for comparison to the compressed structures. The changes 

in pi-pi stacking geometries for the full range of pressures examined here are visualized in Figure 

6-5, indicating that pressure-induced displacements are observed while preserving the structure 

and Pρ symmetry of the molecular crystals.  

6.5 TD-DFT Analysis of TIPS-Pn Under Pressure 

The molecular packing arrangements from the above Rietveld and Molecular Mechanics 

were inputs to quantum chemical calculations to quantify the energetics and intermolecular 

couplings that defined the weaker, moderate and stronger coupling regimes relevant to the singlet 

fission dynamics in Figure 6-3. Time-dependent density functional theory (TDDFT) using the 

LRC-ωPBE functional (ω=0.3) and cc-PVTZ basis set was utilized to compute the energies of the 

S1 and T1 states of TIPS-Pn molecules in dimers corresponding to Pair-1 and Pair-2 geometries 

from analysis of the X-ray data.51-53 This basis set and long-range corrected functional were chosen 

as they have been shown to be effective in describing ground and excited state properties of 

pentacene in previous studies,54 including the asymptotic regions of the molecular orbitals which 
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greatly contribute to electronic coupling.55 The excitation energies S0→S1 and energies of T1 above 

S0 for Pair-1 and Pair-2 geometries were computed using these methods for a range of pressures. 

The computed energy splittings for each pair-wise interaction are summarized in Table 6-2 and 

Table 6-3. Figure 6-6A plots the average of the Pair-1 and Pair-2 computed energies versus 

pressure. The corresponding transitions are indicated in the state diagram in Figure 6-6B for 

clarity. The Gray vertical lines indicate pressures in the DAC at which ultrafast transient absorption 

measurements were conducted (see Figure 3). A detailed discussion of the computational methods 

for calculation of the excitation energies appears in 4.3.4.  

 The computed S0→S1 excitation energies in Figure 6-6A exhibit the same trend with 

increasing pressure that is observed in the 0-0 transition in the absorption spectra measured in the 

DAC over the same range of pressures (Figure 6-1B). Namely, the computed singlet excitation 

energies decrease by ~0.1 eV as the pressure increases from 0 to 4 GPa. The calculated energies 

of the T1 state above the S0 energies exhibit a smaller variation of ~0.03 eV over the same pressure 

range (see Figure 6-2), which is consistent with triplet states being more localized than singlet 

states and therefore less sensitive to changes in intermolecular interactions. Additionally, in Table 

6-2 and Table 6-3, the value of T2-T1 also decreases, suggesting that the Tn←T1 transition should 

similarly decrease as is observed in the nanosecond transient absorption. 

The computed S0→S1 excitation energies and the energies of the T1 state above S0 

produced estimates of the driving force for the singlet fission reaction DESF = ES1 – 2ET1 as defined 

in the state diagram in Figure 6-6B. While limits to tractable computations result in quantities that 

differ from experimentally determined values of excitation energies12, the qualitative trends reflect 

the observed changes in structure. The variations of these computed quantities with increasing 
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pressure are depicted in Figure 6-6C suggests that the driving force for singlet fission, associated 

qualitatively with the exergonicity of the reaction, changes little over the 0 – 4 GPa pressure range.  

Consequently, changes in behavior of the singlet fission dynamics in Figure 6-3 are 

thought to arise primarily from changes in the intermolecular coupling between TIPS-Pn 

molecules. That is, the increase of the triplet pair separation dynamics comparing the 0.0 and 1.5 

GPa data arises primarily from the corresponding increase of triplet orbital coupling rather than 

from an increase of the driving force for singlet fission. Similarly, the acceleration of the 

unimolecular decay of 1(TT) triplet pairs to the ground state in the 4.0 GPa singlet fission 

measurements are hypothesized to arises primarily from self-trapping of the triplet pair states 

Table 6-3: Calculated Triplet and Singlet energy levels and splittings for Pair 2. 

 

Table 6-2: Calculated Triplet and Singlet energy levels and splittings for Pair 1. 
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because their strong coupling between singlet, CT, and triplet states stabilizes the triplet pairs in 

comparison to separated triplet excitons. 

 Seeking to quantify changes of the intermolecular couplings between TIPS-Pn molecules 

underpinning these qualitative changes in triplet pair behavior was necessary to better define the 

weaker, moderate and strong coupling regimes in the singlet fission reaction. A useful 

approximation developed by Brédas, Marks, and Ratner56 permits the coupling term in classical 

marcus theory  to be approximated by orbital splitting energies as long as monomer site energies 

are equivalent. The energetic origin of splitting between interacting molecules and the resulted 

splitting energies are illustrated in Figure 6-7A. The triplet splitting energies (tT) were computed 

using TDDFT described above and plotted the tT values for a range of pressures in Figure 6-7B. 

The grey vertical lines again mark the pressures at which ultrafast transient absorption 

measurements were conducted. 

The computations reveal that the splitting energies of the T1 states in the TIPS-Pn crystals 

increased markedly upon compression from 0.0 to 1.5 GPa. Averaging the changes of the splitting 

energies between both Pair-1 and Pair-2 interactions leads to a three-fold increase of the splitting 

energy over this pressure range (Table 6-2 and Table 6-3). The corresponding three-fold increase 

of intermolecular coupling was associated with an approximately ten-fold increase of the rate of 

triplet pair separation (Table 6-1). Because the rate of triplet transfer varies with the square of the 

electronic coupling matrix element56-57, this increase of the rate of triplet pair separation between 

0.0 and 1.5 GPa is consistent with the corresponding changes of intermolecular coupling between 

TIPS-Pn molecules during compression.  

The same analysis applied to the comparison of the average intermolecular coupling 

between TIPS-Pn molecules compressed from 1.5 to 4.0 GPa reveals that their splitting energies 
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undergo a further approximately five-fold increase, indicating a further five-fold increase of 

intermolecular coupling. These changes of intermolecular coupling are summarized in Table 6-1 

as the ratio of the triplet splitting energy at the given pressure divided by the triplet splitting energy 

at atmospheric pressure (tT/tT,0). From the fitting routines in Figure 6-3, approximately 43% of the 

triplet pair states formed following singlet fission experience a unimolecular electronic relaxation 

process back to the ground state on the 10 ps time scale.  

The ultrafast transient absorption kinetics measured at 4.0 GPa in Figure 6-3 showed both 

the rate of the unimolecular relaxation kUNI and the relative quantum yield of this process of 43% 

° 5%. These together enabled calculation of the rate of triplet pair separation at 4.0 GPa using 

Equation 6-2 

πȢτσ      (6-2) 
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Figure 6-6: Influence of pressure on electronic state energies in TIPS-Pn molecules in crystalline films. A) 

Singlet and triplet excitation energies calculated in TIPS-Pn molecules in pair-wise interactions derived from 

XRD crystal structures under various pressures in the 0 – 4 GPa range using TDDFT. Vertical lines indicate 

pressures at which ultrafast singlet fission dynamics were measured (Figure 3). B) Energy diagram depicting the 

relevant electronic states in TIPS-Pn. The difference in energy of the S1 state and twice the T1 state energy 

approximates the energetic driving force for formation of 1(TT) triplet pairs. C) Comparison of the energy 

variation of the electronic states over the 0 – 4 GPa pressure range demonstrating that the driving force for 1(TT) 

state formation remains ~0.5 eV over the pressures at which ultrafast singlet fission dynamics were measured.  

 

C) A) B) 
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assuming that within the 10 ps time window relevant to this analysis only two relaxation pathways 

are available to the triplet pairs; they can either separate with rate kTS or undergo unimolecular 

electronic relaxation with rate kUNI. From this analysis, a rate of triplet pair separation of ~1 x 1012 

s-1 at 4.0 GPa (Table 6-1) is obtained, which is significantly slower than the rate of triplet pair 

separation observed in the moderate coupling regime at 1.5 GPa of at least 8 x 1012 s-1. 

The data reveal that triplet pair separation occurs more slowly at 4.0 GPa even though the 

intermolecular coupling increased five-fold as the pressure increased from 1.5 to 4.0 GPa. As was 

noted earlier, this is a result of the strong coupling regime, where the triplet pair stabilization 

energy DGb causes triplet separation to become an activated process. The framework outlined by 

Figure 6-7: Charge transfer integrals calculated for triplet T1 states. A. Computing the energy splitting of T1 states 

in TIPS-Pn can be used to quantify the intermolecular coupling between molecules. B. Considering both pair-

wise interactions, the average electronic coupling between TIPS-Pn molecules increased approximately three-fold 

as the pressure increased from 0 – 1.5 GPa. A further three-fold increase of average electronic coupling from 1.5 

– 4.0 GPa however led to significant self-trapping of triplet pairs, suggesting a limit to the ideal coupling range 

for optimized triplet harvesting. The vertical lines mark pressures at which singlet fission dynamics were 

measured. 
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Scholes and coworkers is adopted to describe how the triplet pair separation process depends on 

intermolecular coupling and the triplet pair stabilization energy through the use of an electron 

transfer formalism.47, 57 Equation 6-3 represents an expression for the triplet pair separation rate 

kTTSas a Marcus-type rate constant  

 Ὧ
ℏ

Ὄ Ὡὼὴ     (6-3) 

that depends on the reorganization energy l, temperature T, and intermolecular coupling HT, which 

is proportional to computed triplet splitting energies tT in Equation 6-4.  

Ὧ ᶿ
ℏ

ὸὩὼὴ     (6-4) 

Equation 6-3 exhibits the second order dependence of kTTS on intermolecular coupling, 

which is reflected in the measured kTTS values and the square of the computed tT energy splitting. 

To estimate the triplet pair stabilization energy at 4.0 GPa, the ratio of kTTS values measured at 4.0 

versus 1.5 GPa are compared with the ratio of the square of the computed triplet energy splitting 

values measured at the same pressures (Table 6-1). Because in the energy-splitting in dimer model 

approximates the orbital splitting as proportional to the coupling term, their ratio should reflect the 

change in triplet separation rate that would be expected if there was no change in the triplet pair 

stabilization energy as the TIPS-Pn crystal is compressed from 1.5 to 4.0 GPa. To obtain a value 

for the triplet pair self-trapping energy DGtrap from Equation 6-3, the reorganization energy 

reported by Scholes and coworkers of l = 0.37 eV is used.57 From this analysis, a value of DGb = 

0.18 eV is calculated for the triplet pair stabilization energy. As a note, Sirringhaus and coworkers 

reported a value of l = 0.18 eV for the reorganization energy for triplet transfer in TIPS-Pn.5 Use 

of this value leads to a calculated triplet pair stabilization energy of DGb = 0.15 eV. Both values 

are significantly larger than thermal energy at room temperature (0.025 eV) - sufficient to prevent 
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a substantial fraction of triplet pairs from ever separating within their lifetime in this strong 

coupling regime.  

The above findings reveal that there is a balance of intermolecular coupling and energetics 

in the singlet fission reaction in TIPS-Pn that permits dramatic acceleration of triplet pair 

separation without self-trapping or enhancing the rate of relaxation from the triplet pair state to the 

ground state. By complementing ultrafast transient absorption investigation with X-ray diffraction 

and computational modeling, the energetics of TIPS-Pn which lead to this moderate coupling 

regime can be estimated. Using TIPS-Pn as a benchmark in this way permits the findings to be 

used as a guide for the development of other singlet fission chromophores designed for efficient 

harvesting of multiplied triplets from singlet fission.  

It is suggested that conjugated molecules undergoing exergonic singlet fission and that 

have intermolecular coupling approximately slightly higher than TIPS-Pn in the form-I brickwork 

phase at atmospheric pressure should be able to rapidly and efficiently separate triplet pairs for 

harvesting in a variety of applications. Intermolecular coupling significantly greater than this 

threshold leads to self-trapping and fast relaxation from the triplet pair state that opens channels 

for spin-allowed relaxation processes, reducing the yield for triplet pair separation. Fortunately, 

by quantifying the changes of intermolecular coupling and energetics that underpin this moderate 

coupling regime an opportunity to use computational approaches to search for new singlet fission 

sensitizers that may approach this threshold is opened.  

6.6 Conclusions  

Using the model singlet fission sensitizer TIPS-Pn as a benchmark, ultrafast transient 

absorption measurements are reported that explore the effect that an order of magnitude change of 

intermolecular coupling has on the dynamics and energetics of singlet fission. These changes were 
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affected by examining crystalline TIPS-Pn films in a diamond anvil cell (DAC), which applied 

external hydrostatic pressure in the 0 – 4 GPa range, sufficient to markedly enhance the orbital 

overlap of TIPS-Pn molecules in their crystals without changing other structural properties that 

could otherwise influence the singlet fission reaction. A three-fold increase of intermolecular 

coupling above that of TIPS-Pn in its Form-I brickwork phase at atmospheric pressure was 

observed, leading to an order of magnitude increase of the triplet pair separation rate without self-

trapping. However, enhancing the intermolecular coupling significantly beyond this threshold led 

to self-trapping of the triplet pairs and acceleration of the rate of excited state relaxation of triplet 

pairs back to the ground state via a spin conserved process.  

The structural and energetic factors that led to these changes in singlet fission dynamics 

were quantifiusing synchrotron-based X-ray diffraction measurements in the DAC. Whole pattern 

fitting of the diffraction patterns combined with molecular mechanics simulations quantified the 

changes of the molecular packing arrangements of TIPS-Pn molecules during compression. The 

molecular packing arrangements then permitted computational modeling of the changes of the 

intermolecular coupling and energetics of the molecules during compression. These computations 

connected the structural and energetic factors that led to the moderate coupling regime where 

triplet pair separation was accelerated without self-trapping or fast relaxation to the ground state. 

They also distinguished the strong coupling regime where self-trapping of triplet pairs and an 

increased rate of unimolecular electronic relaxation on the picosecond time scale prevented a 

significant fraction of triplet pairs from ever separating.  

The combined experimental and computational methods reported here serve as well-

defined reference points that provide benchmarks for computational efforts to identify new singlet 

fission chromophores that adopt packing geometries in the moderate coupling regime for efficient 
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harvesting of multiplied triplets from singlet fission. The approach can also be applied to 

investigate the structural and energetic factors that lead to efficient triplet pair separation in 

endergonic systems such rubrene or systems with excess exoergicity forming strongly bound 

intermediates such as anthracenedithiophene derivatives.5, 25, 58-59 These efforts will guide the 

development of new molecular systems that preserve more of the initial excited state energy in the 

multiplied triplets for applications in high efficiency photovoltaics and photodetectors with 

quantum yields enhanced by singlet fission. 
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CHAPTER 7: FUTURE WORK AND OUTLOOK 

 Controlling and optimizing the formation and extraction of triplet excitons through singlet 

fission will require the consideration of multiple intermolecular interactions. The work completed 

in this thesis highlight the process of CTP separation and the dependence on intermolecular 

coupling. Through polymorphs of TIPS-Pn it was found that the rate of CTP separation varied 

identically to TTA, a triplet diffusion limited process. Observing identical rate dependence 

suggested that the initial spatial decoherence steps 1(TT) Ÿ 1(T..T) occurred via triplet transfer 

rather than excimer decoherence. Therefore the magnitude of the triplet transfer integral was a 

critical parameter to characterize the CTP separation process. However, modulating the strength 

of triplet orbital coupling can also change the coupling of 1(TT) to the ground state as well as the 

triplet pair stabilization energy. In order to investigate if an optimal mix exists, high pressure DAC 

experiments continuously decreased the intermolecular spacing, resulting in larger intermolecular 

interactions.  

For TIPS-Pn, a threshold indeed exists above which greater internal conversion of the CTP 

from either stronger coupling to the ground state or pair stabilization drastically reduced the yield 

of independent triplet excitons. However, at intermediate pressures the speed of triplet diffusion 

and CTP separation appear to increase without detrimental loss to geminate recombination. 

Therefore, it is expected that there exists a regime of coupling slightly stronger than TIPS-Pn that 

would promote more efficient triplet separation and transport without adverse effects to yield. 

Imagining such a molecule ab initio requires considering the findings of this thesis in addition to 

the contributing factors to CTP formation. Studies suggest that forming the CTP requires 

effectively mixing singlet and triplet states while still allowing quintet manifolds to be populated. 

Unfortunately, as demonstrated, while singlet splitting rapidly changes with pressure, much higher 
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GPa is required to producing significant increase in triplet coupling. Therefore, studying systems 

which create only moderate changes in singlet splitting will likely be a good starting point to obtain 

optimally packed molecules. The following sections discuss two follow-up directions which 

attempt to 1. Identify the deactivation channel of the triplets lost to geminate recombination and 

2. Extend the study to determine the universality of the conclusions of intermolecular coupling 

found in Chapter 6. 

7.1 CTP Loss Pathway 

 Though the DAC work successfully observed geminate recombination of CTPs, the 

photophysical pathway is still unknown. Three possibilities are proposed with the associated 

experiments to determine if one or more are occurring. 

7.1.1 Singlet Reformation 

 Though calculations suggest that driving force of singlet fission is not appreciably 

changing, one potential possibility for geminate recombination is singlet reformation. Calculations 

were limited to 2 molecules and absolute energies for singlet and triplet may change appreciably 

as the range of calculation expand to multiple unit cells. A potential hint may be that the UV-Vis 

and TA measurements suggest a slightly different evolution of the singlet energy. While the 0-0 

absorption of the ground state shifts by nearly 0.34 eV from 0 GPa to 4 GPa, the calculations 

project only a 0.1 eV difference. Again, while only trends are interpretable for the conclusions 

drawn in Chapter 6, one can’t rule out that the singlet may be decreasing in energy larger than 

estimated. If pressure eventually results in S1< 2T1, then this recombination channel may be 

activated. To test for this, pressure dependent photoluminescence studies would identify whether 

emission from the singlet state was occurring. As pressure increases, if the singlet is successfully 

able to reform, then a slow growth of emission would occur near the 0-0 absorption energy.  
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7.1.2 Direct Coupling with Ground State 

 Direct coupling to the ground state may result in either non-radiative or radiative 

relaxation. Similar to singlet reformation, emission from the CTP has been used in prior studies to 

monitor the evolution of the CTP. And as with previous studies, there would be a significant 

decrease in the energy of the emitted photon compared to S1ŸS0 equal to S1-
1(TT). Again, as 

pressure increases, if this emission is observed then it indicates that the CTP can undergo a vertical 

transition to the ground state due to the overall spin singlet nature of the CTP. Alternatively, 

internal conversion would result in non-radiative processes to the ground state. To track non-

radiative processes is somewhat more difficult. A possible method to do so is by tracking the 

formation of a hot ground state on the timescale of CTP separation. Ultrafast mid-infrared transient 

absorption measurements of C=C modes should allow the hot ground state to be tracked under 

compression. While diamond absorbs heavily between 3500-1750 cm-1, C=C modes occurring 

near 1466 cm-1 are in a measurable spectral window. Prior work on TIPS-Pn using CſC has been 

used to observe the growth of a hot ground state.1 Unfortunately, these vibrations lie ~2260 cm-1 

within the diamond absorption. For either radiative or non-radiative case, the intensity emission or 

magnitude of ΔA should scale 1:1 with the fraction of geminate recombination observed from 

fitting the CTP excited state absorption 

7.1.3 Triplet-Triplet Annihilation 

 Triplet-triplet annihilation, like internal conversion, is also a non-radiative process. 

Therefore one might anticipate that making the distinction between ground state coupling and TTA 

would be difficult; however, as shown in Figure 2-11, TTA results in a hot triplet which 

thermalizes. Prior work in our group has shown differences in the infrared between singlet and 

triplet spectrum. Therefore, tracking the spectral evolution of the triplet ESA would show the 
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impact of TTA on the ultrafast timescale which does not correspond to the hot ground state. It 

would be predicted that two infrared ESAs would be produced. One would occur at the frequency 

of the previously observed C=C vibrations altered by the triplet, corresponding to successfully 

separated CTPs. The other however would be slightly shifted due to additional vibrational energy 

from TTA occurring within the CP. Over time, it would be expected that this second peak would 

merge with the first as heat dissipates throughout the crystal. As a function of pressure, the relative 

amplitudes of these two peaks should change as more CTP undergo TTA. Again, the true nature 

of the geminate recombination occurring on the fs timescale is unknown; however, the above 

scenarios and experimental tests would help identify the one or more loss mechanisms occurring. 

7.1.4 Triplet Infrared Signatures 

 The above experiments outline the utility of infrared spectroscopy in observing the 

formation of hot ground and excited states from associated vibrational modes. In addition to 

Table 7-3: Various Pentacene derivatives with associated packing motifs. While some show large degree of overlap 

such as Offset TIPS, others like F8-NODIPS show much less overlap between adjacent molecules. 
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vibrational modes like CſC, broad infrared spectral features have been assigned with specificity 

to the CTP and independent triplets.2 The intensity of the absorption is related to the intermolecular 

interactions which result in either a the CTP which behaves as a multiexciton species, or isolated 

triplet. With these two features both the separation from a multiexciton species and potential 

reformation can be observed as a function of time seen in Equation 1. 

S1S0 Ÿ 1(TT) ← T1 + T1      (1) 

 As a function of pressure, the rate of either processes outlined can be monitored with 

specific focus given to the annihilation process in the nanosecond regime where perturbations to 

the broad PIA would be indicative of evolving interaction between diffusing triplet species.  

7.2 Universality of Coupling Design Rules 

 The previous section identified a few methods to pinpoint the recombination pathway, and 

the methods defined can also be used to study the molecular systems proposed for use below. A 

reason being is that creating drastic changes in the kinetics of singlet fission (e.g. slower) may 

allow clearer result in Section 7.1 to be obtained. Regardless, the below studies aim to examine 

whether the results of Chapter 6 are applicable to any coupling starting point and systems with 

varied SF driving energies. 

7.2.1 Changing Coupling Starting Points 

 TIPS-Pn is a model system for singlet fission, but other pentacene derivatives exhibit 

drastic changes in packing which result in greater modulation of their coupling “starting point” 

relative to TIPS-Pn. Table 7-1 compiles a few alternate molecular systems with the packing motifs 

shown. As singlet and triplet splitting have been shown to be highly sensitive to slip and π-π 

distance, it is expected that the TD-DFT values for these molecules would be strikingly different.  
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As a result, the tipping point observed with pressure would likely change as well. More weakly 

coupled molecules such as TIBS-Pentacene should undergo geminate recombination at higher 

pressures than those that are more strongly coupled like Offset TIPS. Preliminary ultrafast TA data 

of the triplet for TIPS, THS, and TIBS in Figure 7-1 demonstrate that TIBS undergoes TTA at a 

much slower rate than either TIPS or THS. With these systems it is expected that under pressure, 

THS would observe more rapid onset of geminate recombination relative to TIBS. In an ideal 

world, the calculated values for singlet and triplet splitting at which this occurs in both systems 

would be identical. If this is the case, then the theory for coupling can be expanded in a much more 

general and quantitative context. 

7.2.2 Endergonic Singlet Fission 

 While the above study examines relative coupling in pentacene derivatives alone, another 

area to verify the applicability of this tipping point theory is in endergonic singlet fission systems. 

Tetracene and rubrene both have S1>2T1, where the kinetics of CTP formation are slower and the 

Figure 7-1: Ultrafast transient absorption kinetics of T1→Tn showing differences in CTP separation and TTA While 

THS pentacene appears to undergo more rapid annihilation, TIBS pentacene recombines at a much slower rate due to 

decreased intermolecular coupling. 
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yield lower.3-4 While pentacene showed limited variation in the exoergicity of singlet fission on 

the scale of the study in Chapter 6, at higher pressures in Figure 7-2, more drastic changes in the 

energetics are observed. At 10 GPa ~0.2 eV change is expected in the driving force. In the case of 

tetracene, 2T1 is 0.1-0.2 eV higher in energy than S1.
4 At much higher pressures, it is possible that 

tetracene may be converted to an exoergic material similar to pentacene. In this case it would be 

of interest to see whether the kinetic behavior becomes similar to that of TIPS-Pn if a similar 

derivative is used.  

However, an alternate possibility should exoergic behavior be unreachable is whether 

similar pressure dependent behavior is observed with regard to triplet transport. As singlet 

reformation is possible in these systems, enhanced fluorescence under pressure without separation 

of triplets may be possible as well. In either case of exoergic behavior or more rapid singlet 

reformation, endergonic systems pose to be an interesting test for whether design rules can truly 

be universal. 

Figure 7-2: Driving force of singlet fission in TIPS-Pn at high pressure demonstrating minimal change from 0-4 GPa 

and much larger energetic changes above 5 GPa upwards of 200 meV.  
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7.3 Outlook 

 Solar energy will likely grow into a major component of global energy production for years 

to come. Finding creative avenues to improve upon current technology is essential to enable broad 

adoption. Research groups and companies around the globe are delving into many candidate 

technologies with a few startup companies arising to test the market performance of some next 

generation technologies. Unfortunately, singlet fission solar cells have not matured nearly that far. 

There are many fundamental questions and inherent limitations to molecular solar cells that will 

prevent widespread use until they are solved. The techniques and methods of fine-tuning 

intermolecular coupling not only open avenues to deepen our understanding of the singlet fission, 

but also any other intermolecular photophysical process. Further, the research in this direction can 

aid in identifying molecular systems beyond those model ones studied herein which will produce 

the best possible solar devices. Below are two which I think hold great potential for the future. 

7.3.1 Photon Multiplier 

 In Chapter 1.4, the basic operation of a potential singlet fission device was discussed with 

tetracene in electrical contact with silicon. While this is a basic approach to a singlet fission 

sensitized solar cell, the low electronic mobility of organics and difficulties in transferring charge 

to inorganics and metals means that the devices will need significant work to deploy. Additionally, 

the need to integrate transparent contacts are one of the most energetically costly components of 

the solar cell.5 Instead, a device is presented in Figure 7.3 which decouples the singlet fission 

sensitizer from the electrical transport portion. The operation is as follows where photoexcitation 

produces two triplets in the singlet fission material (light blue) which then transport triplet 

excitations short distances to high quantum yield emitters with an electronic transition near the 

band-gap of silicon. Ideally this transition would be inaccessible from direct excitation such as Mn 
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doped ZnSe emission at 560 nm. Regardless, two photons are emitted in the near-infrared which 

silicon can then absorb and make better use of. By removing the need to optimize charge transfer 

to silicon, a film of singlet fission/emitter can merely be deposited on top of already existing silicon 

photovoltaics. This method of singlet fission sensitizer use would remove a huge barrier to the 

technical and cost components to commercialization. Additionally, studies have shown that at all 

light intensities, this device architecture outperforms silicon where the structure in Chapter 1.4 

only begins to demonstrate higher efficiency on cloudless days.6 

7.3.2 Beyond Photovoltaics: Catalysis 

 While the focus of this thesis has been heavily focused on the applications in photovoltaics, 

it is worth mentioning at this point the potential use in photocatalysis. In hydrogen evolution and 

select organic ca, the exchange of two electrons are required.7 Singlet fission offers a rapid way to 

produce two excitations in close spatial proximity. Certain catalytic cobalt complexes which utilize 

produce H2 require two rapid electron transfer events for successful production. In diffusion-

controlled system where two molecules in the excited state must interact with cobalt complexes, 

the efficiency of such systems is limited by the rate of encounter. Instead, if two excitations can 

Figure 7-3: Operation of photon multiplier photovoltaic device where singlet fission material (light blue) transfers 

photogenerated triplets to a high quantum emitter. This emitter has an electronic transition tuned to the band gap of 

silicon, emitting two near infrared photons which silicon can make efficient use of. 
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be produced on nearly coincident sites or the same molecule, a single photoexcitation can power 

rapid sequential electron transfer. While there are only few studies of molecules such as pentacene 

being used for photocatalysis,8 proper tuning of energetic levels and selection of singlet fission 

system can create a straightforward route for efficient photocatalysis. 
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APPENDIX 

 In the following sections, a few experimental considerations and methods of data analysis 

are listed in support of the experimental studies in Chapter 5 and Chapter 6. 

A.1 Ultrafast Power Dependence 

 To avoid higher order decay processes such as singlet singlet-singlet annihilation and auger 

recombination from occurring, excitation densities were kept within the linear response regime. 

To ensure this was the case, films cast on the diamond culet were excited with incident energies 

ranging from 3.8 to 100 μJ/cm2. The resulting kinetic data is plotted in Figure A-1 for each incident 

energy. While bimolecular fitting methods described below are used to extract information on 

triplet separartion rate, a stretched exponential provides an average lifetime for a distribution of 

rates. In the model stretched exponential in Equation A-1, I0 is the initial TA signal, τ the average 

decay constant, and γ a parameter describing the distribution of rates present in the material.  

Ὅ ὍὩ Ⱦ       (A-1) 

0 GPa 

Figure A-1: A. Excitation dependent triplet kinetics showing decreasing lifetime with increasing incident 

energy. Using a stretched exponential function to fit each data set, an average time constant was calculated at 

each excitation energy. B. Plotting the decay constant for each excitation energy shows linearly increasing 

decay rate with incident energy.  
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Equation A-1 was fit to each triplet decay kinetic and the associated time constants plotted in B 

of Figure A-1 against excitation energy. In the plot of time constant to excitation energy, a linear 

relationship suggests the material does not have higher order decay processes occuring. Fitting a 

first order polynomial confirms this linear behavior. 

A.2 Ultrafast Data Modelling 

Fitting of the ultrafast kinetics occurred in two parts. First, the ΔA vs. t were modeled with 

a biexponential rise, corresponding to the formation of 1(TT) and 1(T….T). This biexponential rise 

was convoluted with the instrument response of the ultrafast system (simulated as a gaussian 

pulse). Second, a fit of the decay of ΔA was attempted the most probably electronic processes, 

geminate recombination and triplet-triplet annihilation. First, an exponential equation (Equation 

A-2) describing a completely unimolecular process was attempted. 

ɝ!ὸ ὥὩὯὼ     (A-2) 

 Figure A-2 shows an attempted exponential fit to the 4 GPa data with an exponential 

equation, showing poor description of the data at along the entire interval. 

 

Figure A-2: Attempted exponential fit to 4 GPa data. 
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Second, a power law (Equation A-3) was attempted which corresponds to a range of 

bimolecular processes. This has been used in previous studies to describe the bimolecular 

recombination of polaron species; however, in this case, the bimolecular process is the annihilation 

of independently diffusing triplet excitons.3  

ɝ!ὸ ὥρ ὦὸ
‎
     (A-3) 

 

 While solely a power law is able to describe the data for the 0 and 1. 51 GPa cases, the 

4GPa data plotted in Figure A-3 also shows a poor fit. The general adherence of long time to the 

power law suggested that an additional component was necessary to fully describe the physical 

processes occurring at 4 GPa. As a result, a linear combination of exponential and power laws was 

attempted as two competing processes, separation or recombination of CTPs. This linear 

combination proved to describe the 4 GPa data well and suggested a combination of geminate and 

non-geminate recombination. The relative weighting of each component was investigated to 

determine the sensitivity of the system to the relative amount of geminate and non-geminate 

recombination. Figure A-4 shows various fits attempted with constrained relative weights of 

Figure A-3: Attempted fit to power law function focusing on short time (left) and the entire kinetic trace (right) 

showing underestimation and overestimation of kinetics. 
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exponential and power law components allowing the other parameters to vary. As a result, it is 

evident that a narrow range of weights is possible before the linear combination no longer 

adequately describes the data. 

To investigate further, power law behavior can be indicative of bimolecular recombination 

or other higher order process. In the case of TTA, the process should be bimolecular and follow 

the second order rate law in Equation A-4.4 In this equation [T] is the triplet concentration, τ the 

natural triplet lifetime, and kbi the bimolecular rate constant. For Equation A-4 to apply, kbi must 

be concentration independent.  

Ὧ Ὕ      (A-4) 

Assuming sufficiently high triplet concentration from the listed excitation densities, and 

assuming that intersystem crossing, and hence τ, occurs on timescales much longer than TTA, 

Equation A-4 can be simplified into Equation A-5 

Ὧ ὸ      (A-5) 

Figure A-4: Example fit attempts with constrictions on the relative weighting of exponential (geminate) and 

power law (TTA) components. Exp/Pow From left to right 80/20, 70/30, 57/43 (unconstrained), 30/70, and 

20/80. 
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Because triplet concentration is directly proportional to absorption, Equation A-5 can be 

further substituted to Equation A-6 where ΔA is the TA signal, ΔA0 the TA signal at zero-time 

delay, ε the triplet extinction coefficient, and b the film thickness. Therefore, given the pressure 

dependent ultrafast TA, kbi is proportional to the slope of 1/ΔA.  

Ў Ў
Ὧ ὸ     (A-6) 

Returning to the previous point, for kbi to be concentration independent, the slope of 1/ΔA 

must be excitation density independent. Figure A-5 shows each excitation energy collapsing on a 

common slope for 0 GPa after offsetting with fits to Equation A-5 overlain. Values of kbi are 

shown in Table A-1 Therefore, for each pressure, 1/ΔA was fit and the bimolecular decay 

constants extracted in Table A-2. These values show that there is a continual increase, meaning 

faster TTA occurring between triplets that successfully separate from CTPs. As mentioned in the 

Figure A-5: 1/ΔA versus time for varying excitation densities at 0 GPa. Offsetting each trace to zero collapses 

each decay within error along a unified slope. This demonstrates concentration independence of kbi. 
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main text, in the case of 4 GPa, an additional exponential function was added in order to adequately 

describe the data.  

Table A-1: Values of kbi for bimolecular fits at each pressure fs-1M-1. 

Energy 100 µJ/cm2 34.7 µJ/cm2 11 µJ/cm2 3.8 µJ/cm2 

kbi/ ꜗ╫ 6 ± 1 x 10-5 5.3 ± .5 x 10-5 6.2 ± .7 x 10-5 6 ± 1 x 10-5 

 

Table A-2: Values of kbi for bimolecular fits at each pressure in fs-1M-1. 

Pressure 0 GPa 1.51 GPa 4 GPa 

kbi/ ꜗ╫ 5.3 ± 0.5 x 10-5 52 ± 9 x 10-5 180 ± 50 x 10-5 
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