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Abstract 

Gas storage and transport in shales is very different from sandstones or limestones. This is not 

only due to their inherently lower porosity and substantially lower permeability, but also because 

more complex and fundamentally different physical mechanistic phenomena govern both 

storage and transport. We use gas injection porosimetry to measure the storage of several single-

component gases at supercritical pressures and temperatures on whole core plugs of Marcellus, 

Haynesville, Mancos, and Bakken shales. We find that the storage capacities of all gases far 

exceed helium storage in most shales. This is indicative of densification of gas that is taken up by 

the samples. Possible mechanisms for this densification such as confinement induced-

supercriticality, adsorption, and capillary condensation are evaluated and the case for each is 

presented. Assuming the excess storage, beyond helium derived pore or free-gas volumes, is 

adsorption, adsorbed methane gas is found to account for between 12-75% of total gas-in-place 

(GIP) and is more than 40% of GIP in most cases. Despite being a noble gas, argon storage is found 

to be almost the same as methane. Ethylene gas storage in the Marcellus sample is found to be 

over 96% of GIP. Closer analysis of the data in conjunction with pore surface area estimates from 

LPSA measurements indicates a multilayer adsorption mechanism. This raises questions on the 

applicability of the Langmuir monolayer-model to describe storage in shales. Compositional and 

textural characterization indicates that organic content is a moderately important factor 

controlling gas storage behavior. However, three-dimensional spatial maps indicate that high 

storage is not limited to organic-rich regions. Pore size, rather than composition, appears to be a 

better predictor of storage behavior, with storage being proportional to the prevalence of 

nanopores and to total pore surface area. Gas transport in shale is also multi-mechanistic and 

cannot be separated from the underlying storage mechanisms. A numerical model is developed 

accounting for free-gas and adsorbed-phase diffusion, as well as adsorption-desorption kinetics. 

The model is validated on dynamic in-situ gas concentration data obtained via x-ray CT imaging 

of the Marcellus Shale. Modeling results suggest that concentration-dependent surface diffusion 

is the dominant mechanism controlling gas transport in the Marcellus. It is observed that the 

surface diffusion coefficient can exceed the free-gas diffusion coefficient by up to ten times.  
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Introduction 

Problem Statement 

The resource base of natural gas from shale reservoirs is enormous, with proven reserves of 

464.3tcf in the United States, according to the US Energy Information Agency (EIA) (November, 

2018). At 16.86tcf, shale gas production accounted for 62% of domestic natural gas production 

in 2017 and helped the US meet its entire domestic demand. The importance of shale is only 

going to grow as the US positions itself as a net exporter of gas in the decades to come (EIA 

Annual Energy Outlook 2019). However, recovery efficiencies remain low at about 10%, and 

production strategies that prove successful in one shale do not translate well to other shales 

(Seales, Ertekin, and Wang 2017; King 2010). 

Gas storage in shales is fundamentally different and more complex than in conventional 

sandstones or limestones. Where gas storage in conventional rocks is a simple function of pore 

volume and pressure, adsorption is thought to play an important role in shale (Ambrose et al. 

2010; Clarkson et al. 2016). However, given the low organic content of shales some researchers 

claim adsorption levels are both low as well as insignificant from a commercial production point 

of view (Vega, Dutta, and Kovscek 2013; Heller and Zoback 2014; Seales, Ertekin, and Wang 

2017). On the other hand, recent work by Wang et al. (2017) reported that adsorbed gas could 

account for up to 80% of Gas-In-Place (GIP) in Barnett shale samples for pressures up 13.8MPa 

[2000psi]. Xiong et al. (2016) collated the results from a series of adsorption studies on different 

shales and found that adsorbed gas accounted for between 20-85% of GIP.  

Given the substantial presence of pores in the nanometer range, other physical phenomenon 

such as bubble point suppression (Nojabaei, Johns, and Chu 2013; Pathak et al. 2017; Kamari, Li, 

and Sheng 2018), induced-supercriticality (Luo, Lutkenhaus, and Nasrabadi 2016), and general 

differences in fluid phase behavior (Jin and Firoozabadi 2016) may also affect both gas storage 

and transport in many shales. However, all too often the industrial petrophysical analysis of 

shales remains restricted to porosity and permeability estimations, which are unlikely to 
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meaningfully describe storage and transport behavior in shales as effectively as they do for 

conventional rocks.  

Most studies on the process of gas storage in shales haven’t been comprehensive. Some studies 

focus on investigating storage behaviors in shale surrogates such as nano-porous silica-glass (e.g., 

Parsa, Yin, and Ozkan 2015; Luo, Lutkenhaus, and Nasrabadi 2016). Other studies with actual 

shale specimens tend to measure either only adsorption of hydrocarbon gases or CO2 (e.g., Busch 

et al. 2008; Kang et al. 2011), or, only helium pore volumes. What is missing is efforts to observe 

storage behaviors of different types of gases in shale specimens and connect observations with 

fabric characteristics.   

Numerical models that attempt to describe gas transport in shale also need to account for the 

multi-mechanistic nature of flow in nanoporous media, as well as the peculiarities of gas storage. 

Models of this type include the Dusty Gas Model (Mason and Malinauskas 1983), the coupled 

viscous flow and diffusion model of Ertekin et al. (1986), and the diffusion based model of Fathi 

and Akkutlu (2012) that also accounts for non-linear sorption kinetics. However, most of these 

models are validated using pressure and rate data that are only indirect indicators of underlying 

storage and transport mechanics. There is a lack of good quality experimental data, especially of 

transient in-situ gas concentrations, to constrain and rigorously validate these models. 

Although the gases of broad interest in the context of shales are hydrocarbons for production 

and CO2 for EOR/sequestration, the understanding of gas storage in shales is, in general, 

incomplete. How different gases behave in the nano-porous environment of natural shales is an 

open research question. The answer to this is inextricably linked with rock properties and needs 

a more detailed description of the rock composition and texture than is typically undertaken. 

Finally, storage and transport behaviors go hand-in-hand and description of transport requires a 

clear understanding of what the dominant storage and transport mechanisms are in a given shale 

system. 
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Research Objectives 

The purpose of this research is to investigate the fundamentals of gas storage and transport in 

shales through both experimental and numerical means. The first three chapters are 

predominantly experimental and focused on gas storage behavior, while the fourth is 

predominantly numerical and focused on transport behavior. Specific research goals are as 

follows, 

1. Investigate the mechanics of storage of different types of gases in shales.  

2. Investigate the relationship between gas storage characteristics and physical and 

compositional characteristics of different shales. 

3. Explore the consequences of complex gas storage behavior on transport behavior. 
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1: Storage of Real Gases (Part 1): Storage Capacities 

 

1.1 Background 

The study of gas storage in shales has historically evolved out of the understanding of gas storage 

in conventional sandstone and limestone reservoirs, which essentially expects ‘free gas’ in the 

pore space of the reservoir rock.  However, since the early 1980s several studies have estimated 

that more than 50% of gas storage in shales is, in fact, adsorbed gas (Lu, Li, and Watson 1995; 

Lane, Watson, and Lancaster 1989). An example of such a study is Lane et. al (1989) who used 

production data analysis from 8 Devonian shale fields and estimated that on average around 85% 

gas-in-place (GIP) as being adsorbed.  

Since then, the role of adsorption has been a major point of debate in industry and the research 

community. The experience and learning of the coalbed methane community has been an 

important source of understanding gas adsorption in shales. However, shales are fundamentally 

different from coals in the fact that total organic content (TOC) even in the best of cases tends to 

be only 10% whereas coals are predominantly organic matter. This has led many to expect that 

the quantities of adsorbed gas in shale cannot be very high compared to free gas. Lab-based core 

analysis studies such as Vega et. al (2013), and Heller and Zoback (2014) have indeed appeared 

to confirm this perception. Furthermore, numerical simulation studies such as those by Pan and 

Connell (2015) and Seales et. al (2017) have shown that sorbed quantities are unlikely to make a 

meaningful impact on ultimate recovery efficiencies. As such, the importance of adsorption is 

currently considered to be low by many in the shale gas community.   

Other mechanisms of storage, such as dissolved gas in organic matter, oil and water, or trapped 

by the molecular sieving effect of clays, have been proposed by some authors, but the relative 

contributions of these modalities is also considered to be low (Ross and Bustin 2009; Ambrose et 

al. 2010; Gensterblum et al. 2015). This automatically implies under our current understanding 

of gas storage in shales that free gas must be the bulk of both GIP and produced gas. There are 
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plenty of studies that investigate the volumetric capacity for gas storage in shales by measuring 

porosity using either helium porosimetry and pycnometry, or mercury intrusion porosimetry 

(MIP)  (Yang and Aplin 2007; Ross and Bustin 2009; Chalmers, Bustin, and Power 2012; Sun et al. 

2016). Helium is a low sorbing gas and mercury is a liquid at measurement conditions, and 

therefore these are excellent approaches towards measuring pore volume. However, there is a 

dearth of studies that systematically investigate the storage capacity of real gases in shales. The 

purpose of the experiments presented in this chapter is to investigate the storage capacity of 

different gases in samples from four different shales reservoirs. The principal goal is to quantify 

the proportions of free gas in the rock pores relative to total sample storage. 

 

1.2 Methodology 

 

1.2.1 Gas Porosimetry 
 

1.2.1.1 Experimental Protocol  

Gas porosimetry is a technique where the pore volume of a rock is determined by measuring the 

magnitude of the pressure drop caused by the expansion of gas from a chamber of known volume 

kept initially at a high gas pressure, into the pore space of a sample specimen maintained initially 

at a low pressure inside a pressure vessel. Rock pore space will hereafter be referred to as Pore 

Volume (PV) in this document. Figure 1 shows the pressure vessel and ancillary setup built for 

the experiment. In the context of this experimental setup, the initial high-pressure volume was 

the free space or annular volume surrounding the shale rock specimen mounted inside the 

pressure vessel, plus the volume of the tubing and fitting connections up to the pressure 

transducer on one end of the pressure vessel and the ball valve at the other end.  The annular 

volume plus tubing volumes will hereafter collectively be referred to as Dead Volume (DV). The 

experimental steps followed for pore volume measurements are as follows: 
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1. The rock specimen is mounted into the pressure vessel, and the pressure vessel is closed. 

One port of the pressure vessel is connected to a pressure transducer and another port 

to a ball valve. 

Pressure Decline Porosimetry 

2. A gas line from the analysis gas cylinder is connected to the ball valve, and the ball valve 

is opened for approximately 1-2 seconds during which time the gas fills up the entire dead 

volume. This results in a nearly instantaneous rise in pressure inside the pressure vessel, 

which is registered and recorded by the pressure transducer. The magnitude of the 

pressure rise is approximately equal to the delivery pressure from the gas cylinder 

regulator, and in almost all cases was around 6.9MPa [1000psi], except in the case of 

Ethylene where it was 0.7MPa [111psi]. Due to the low permeability of shales, the 

assumption is that negligible quantities of gas enter the pore volume during this time. 

3. Next, the ball valve is closed, thus creating a closed system downstream of the valve.  

a. Over time, the pressure inside the vessel drops because gas from the dead volume 

permeates into the pore volume. This pressure fall-off is recorded until pressure 

stabilizes. 

Dead Volume Estimation 

b. Upstream to the ball valve, the gas line is disconnected and replaced with a 

connection to a small, known reference volume. 

4. After the pressure stabilizes for a reasonable amount of time, the ball valve is opened 

again for 1 to 2 seconds. This causes the gas to expand into the reference volume, and 

the pressure drops. Once again, the assumption is that the gas within the PV is not 

involved in this expansion, because of the low permeability of shale. This drop in pressure 

provides an estimate of the DV of the system. 

Pressure Buildup Porosimetry 

5. The ball valve is then shut again and the reference volume disconnected, a process that 

takes no more than about 5 seconds.  
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6. The ball valve is then opened once more, this time to the atmosphere for 1 to 2 seconds. 

This causes the pressure to drop to around atmospheric pressure 0.1Mpa [14.7psi].  

7. Lastly, the ball valve is shut. This causes the pressure in the vessel to rise over time, due 

to the expansion of gas from the PV into the DV. The experiment is considered concluded 

when this buildup of pressure stabilizes. 

 

 

Figure 1: Experimental setup used for Gas Porosimetry. Left - Schematic drawing, Right - 
Enlarged image of the pressure vessel and shale sample specimen. 

 

1.2.1.2 Measurement Principles 

The main principle behind Gas Porosimetry is Boyle’s Law as given by,  
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 𝑝𝑣 = 𝑘 (1.1) 

 Where 𝑝, and 𝑣 are pressure and volume, and 𝑘 is a constant. Equation 1.1 describes the 

behavior of an ideal gas in a closed isothermal system. This equation is really a special case of the 

real gas law given by, 

 𝑝𝑣 = 𝑍𝑛𝑅𝑇 (1.2) 

where, Z is the real gas compressibility factor or Z-factor, n is the number of moles of real-gas in 

the system, R is the universal gas constant and T is temperature.  

For the purposes of estimating PV from the Pressure Decline Porosimetry phase of the 

experiment, hereafter referred to simply as the decline phase, the following relationship can be 

derived from equation 1.2, 

 𝑃𝑉 = (

(
𝑝
𝑍)

𝑓
− (

𝑝
𝑍)

𝑖
+ 𝑝𝑎𝑡𝑚

𝑝𝑓

𝑍𝑓
∗ 𝐷𝑉

)

𝑑𝑒𝑐𝑙𝑖𝑛𝑒

 (1.3) 

Where 𝑝𝑖, 𝑝𝑓, and 𝑝𝑎𝑡𝑚 are initial, final and atmospheric pressures respectively.   

The DV required in equation 1.3, is estimated from data from the Dead Volume Estimation phase 

of the experiment, hereafter referred to as the DVE phase by, 

 𝐷𝑉 = (

(
𝑝
𝑍)

𝑓
∗ 𝑣𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

(
𝑝
𝑍)

𝑖
− (

𝑝
𝑍)

𝑓

)

𝐷𝑉𝐸

 (1.4) 

 

The PV can also be estimated from the Pressure Buildup Porosimetry phase of the experiment, 

hereafter referred to simply as the buildup phase, as follows, 

 𝑃𝑉 = (

((
𝑝
𝑍)

𝑓
− 𝑝𝑎𝑡𝑚) ∗ 𝐷𝑉

(
𝑝
𝑍)

𝑖
− (

𝑝
𝑍)

𝑓

)

𝑏𝑢𝑖𝑙𝑑𝑢𝑝

 (1.5) 
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The Pressure–Z-factor relationship for all the gases studied was obtained from the National 

Institute for Standards and Technology (NIST) webbook (https://webbook.nist.gov/).  

The bulk volume (𝐵𝑉) of the rock samples was calculated based on the dimensions of the 

samples. Porosity (𝜙) was calculated as,  

 𝜙 = 𝑃𝑉/𝐵𝑉 (1.6) 

 

1.2.1.3 Sample Preparation and Fluids Selection 

Four different shale samples were used in this study. The physical properties of each of the shale 

is given in Table 1. 

Table 1: Physical properties of shale samples used in this study 

Sample 
Diameter 

(mm) 
Length 
(mm) 

Total Weight 
(g) 

Expected 
Porosity 

Expected 
Permeability 

(nd) 

Bakken 11.74 32 8.5 10-15% 500-5000 

Marcellus 11.8,11.8,12.1 9.5,12,10.7 8.9 2-12% 1-50 

Haynesville 12 35.7 11 5-15% 100-500 

Mancos 12,12 12.3,23.5 11.4 2-10% 500-10000 

 

Before every analysis, each sample was dried in a vacuum oven at 99°C for 24 to 48hours and 

additionally kept under vacuum for an additional 2 to 4 hours without heat. 

Porosimetry measurements on all samples was conducted with Helium and Methane gas, thus 

providing a comparison between a theoretically non-sorbing, near-ideal gas in Helium, and a 

highly sorbing real gas in Methane. In addition, measurements with Argon were conducted on 

the Bakken and Marcellus samples to investigate the behavior of a theoretically inert noble gas. 

Separate characterization on the Marcellus using Xenon and Ethylene gases is discussed in 

Chapter 2.  

https://webbook.nist.gov/
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1.2.1.4 Experiment Design 

It is relevant to point out here some of the considerations and physical constraints related 

specifically to shales that guided the design of the above-mentioned experimental protocol. 

Shales are extremely low in permeability. Prior estimates of permeability for the Bakken and 

Mancos samples were in the 0.5-2μd range, and for the Haynesville samples were in the 50-

250nd range and for the Marcellus sample was in the 1-50nd range. Such low permeabilities 

mean that pressure decline and buildup equilibration durations on large diameter cores can 

become very long, on the order of several days to even weeks. Shales are also highly laminated 

and friable along laminations. This makes coring long intact cores a challenge. Finally, the 

pressure vessels available for this study had a maximum sample length capacity of 38mm.  A 

protocol with sample diameter around 12mm and length around 35mm was selected in an effort 

to balance competing constraints. In the case of the Marcellus and the Mancos, it was not 

possible to core an intact 35mm long sample. Instead, multiple shorter fragments were stacked 

to increase the amount of sample material used in an experiment. In the case of the Marcellus, 

this was an advantage given its ultra-low permeability. The additional surface area available for 

gas penetration from having multiple samples further helped to reduce measurement times. 

Despite this, the Marcellus was the tightest samples, with equilibration taking more than a day 

in almost every case. 

Shales often are associated with low porosity, in addition to low permeability. Given the already 

small rock volume, the magnitude of pressure change during porosimetry was expected to be 

small, and the rate of change slow. In order to ensure measurable pressure changes, i.e. 

sufficiently large pressure drops, it was imperative to minimize the DV. This is why the DV is 

merely the annular volume and tubing volume, and no calibrated reference volume is used for 

the PV calculations as shown in equations 1.3 and 1.5. Having a separate reference volume in 

addition to the DV, as in more conventional porosimetry setups would have resulted in a smaller 

and possibly immeasurable pressure changes. Instead, a calibrated reference volume was used 

for high accuracy measurement of the DV itself (equation 1.4).  
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The challenge of small expected pressure changes in shales is further exacerbated by the ultra-

slow rate of changes. This necessitates a high degree of gas leak resistance. For this purpose, it is 

very important to keep testing the tubing and fitting connections for leaks. On a couple occasions, 

fittings or connections had to be changed out to ensure continued measurement integrity. These 

changes affect the overall DV. This is the main reason why the DV measurement was conducted 

during every single trial. The buildup measurements of PV are an additional and, to an extent, 

redundant source of confirmation of the PV measured during decline.  

 

1.2.2 Gas Adsorption 
 

1.2.2.1 Low-Pressure Surface Adsorption (LPSA)  

Gas adsorption measurements, as the name suggests, are designed to estimate an adsorbed gas 

isotherm for a given rock sample. Room temperature gas adsorption measurements were carried 

out on a Micromeritics ASAP 2040 instrument and cryogenic measurements on a Micromeritics 

Tristar II instrument. Both instruments utilize a volumetric methodology to measure sorbed gas 

quantities. The complete details of the measurement methodology are too involved to be 

described here and are outside the scope of this document. The reader is referred to the 

manufacturer – Micromeritics, for complete details. However, in order to help the reader develop 

an appreciation of the implications of these measurements, a brief and simplified overview of 

the methodology is covered in this section.  

Figure 2 shows a schematic of a general gas adsorption setup. At the heart of the system is a gas 

reservoir including plumbing to pumps, valves, and temperature-pressure measurement devices. 

The volume of this reservoir plus plumbing manifold, hereafter referred to as the manifold, is 

manufacturer calibrated and known with high precision. Electronic actuators can independently 

open and close all valves in the system and are precisely controlled by a computer system. Before 

measurements of sorbed gas capacity are made, the volume inside the sample holder, including 



 
 

 

12 

sample pore volume needs to be measured. This volume is referred to as the ‘free space’ and the 

steps for this are as follows: 

1. The manifold and sample holder are evacuated. 

2. The manifold is then charged to a certain pre-specified pressure, typically close to 

atmospheric with helium gas. During this time, the sample holder is maintained in an 

evacuated state. 

3. Once charging is complete, the valve connecting the manifold to the sample holder is 

opened, and gas from the manifold is allowed to expand into the sample holder. This 

causes the pressure to drop. The magnitude of the drop can be used to calculate the 

volume available to free gas in the sample holder. This includes the sample pore volume. 

Helium gas is used for this calculation because the assumption is that Helium is non-

sorbing, and therefore, all the helium in the sample holder exists in a free state. 

The steps towards estimation of sorbed gas capacity at discrete pressures are similar to the 

measurement of free space. First, the sample holder is evacuated. The steps thereafter are as 

follows: 

1. The manifold is evacuated. 

2. The manifold is then charged with the probe gas to a pressure typically slightly higher 

than the specified pressure at which the adsorption capacity is desired.  

3. Once charging is complete, the valve connecting the manifold to the sample holder is 

opened, and gas from the manifold is allowed to expand into the sample holder. This 

causes the pressure to drop.  

4. The drop in pressure is used to calculate the number of moles of gas introduced into the 

sample holder. 

 𝑛 =
𝑣𝑚

𝑅𝑇
(

𝑝𝑖

𝑍𝑖
−

𝑝𝑓

𝑍𝑓
)  (1.7) 

where, 𝑣𝑚 is manifold volume. 
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5. If the equilibrium pressure is not within a pre-specified tolerance to the desired 

equilibrium pressure, then steps 1-4 are repeated and the moles introduced are added 

up.  

6. Once the equilibrium pressure is within tolerance of the desired equilibrium pressure, the 

quantity adsorbed is calculated as follows, 

 𝑛𝑎𝑑𝑠 = 𝑛𝑇 −
𝑝𝑠𝑝𝑣𝑓

𝑍𝑠𝑝𝑅𝑇
 (1.8) 

where, 𝑝𝑠𝑝 is the specified pressure for which adsorbed moles are to be measured; 𝑛𝑇  

are the total moles of gas introduced at the end of step 5; 𝑣𝑓 is the free space volume. 

7. The moles introduced are reset to zero and steps 1 through 6 are repeated for the next 

specified pressure on the desired isotherm. 

 

 

Figure 2: Schematic of gas adsorption instrument 
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1.2.2.1.1 Sample Preparation  

Three shales samples – the Bakken, Marcellus, and Haynesville were analyzed using LPSA. 

Samples were crushed and sieved through an 80-mesh filter to make sure there were no large 

grains, and all particles were less than 200m in size. This was done in order to facilitate access 

of gas to porosity. Due to scheduling constraints on the gas adsorption systems, all samples could 

not be tested. Given the mineralogically complex, heterogeneous and layered structure of the 

Mancos it was difficult to create a truly representative powder. Therefore, it was considered low 

in priority and not included in the analysis. 

The carcass of the core used to extract plugs for gas porosimetry (section 1.2.1) was used as the 

initial rock material for the crushing and filtering process. In the case of the Bakken and Marcellus, 

this initial material was obtained from the vicinity (adjacent to a few centimeters) of the core 

plug. However, for the Haynesville sample core plug extraction was done by a third-party vendor 

and the proximity of the pre-crushed material to the core plugs could not be fully confirmed. 

However, even in the case of the Haynesville, the gas porosimetry plug and the material used for 

powdering and LPSA analysis were from the same sample parent whole-core. 

All sample powders were ‘degassed’ before LPSA analysis by placing them in the sample tube and 

gas adsorption machine. This included evacuation and heating of samples to 99°C for 4 to 12 

hours and maintenance under evacuation for another 1 to 4 hours at room temperature. The 

extent of degassing was checked periodically by suspending vacuum and measuring the rate of 

rise of pressure in the sample tube. The sample was considered degassed and “clean” when the 

rate of rise of pressure was less than 10bar over a 3min testing interval. 

 

1.2.2.2 Sorption from Porosimetry 

In addition to the above-described methods of measuring gas adsorption isotherms, adsorbed 

gas quantities were also estimated from the gas porosimetry experiment. The total moles of gas 

introduced into the sample were calculated as, 
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 𝑛𝑇 = [
𝐷𝑉

𝑅𝑇
(

𝑝𝑖

𝑍𝑖
−

𝑝𝑓

𝑍𝑓
) ]

𝑑𝑒𝑐𝑙𝑖𝑛𝑒

 (1.9) 

 

The sorbed moles were then calculated as, 

 𝑛𝑎𝑑𝑠 = [𝑛𝑇 −
𝑝𝑓𝑃𝑉ℎ𝑒𝑙𝑖𝑢𝑚

𝑍𝑠𝑝𝑅𝑇
]

𝑑𝑒𝑐𝑙𝑖𝑛𝑒

 (1.10) 

 

The assumption once again is that the pore volume as measured by helium decline porosimetry 

is the true pore volume. For any other gas, the difference between the moles introduced during 

decline and the moles expected at the equilibrium pressure ([𝑝𝑓]
𝑑𝑒𝑐𝑙𝑖𝑛𝑒

) represents sorbed 

moles. It is important to note over here that this assumption that excess gas uptake relative to 

free gas uptake represents sorbed gas is widely practiced. Moreover, it is identical and 

fundamental to the way in which adsorbed gas is estimated via equation 1.8 based on LPSA data. 

Nevertheless, excess uptake is merely indicative of more moles of gas being present than would 

be expected based on the measured pressure-volume-temperature (PVT) data and assumed 

equation-of-state (EOS) for the gas. Therefore, this excess uptake is actually indicative only of a 

denser state of gas than expected based on PVT-EOS data and model. There are other possible 

mechanisms, besides adsorption, that might explain this densification of gas such as induced 

supercriticality or, more generally, confinement induced alterations to fluid behavior that lead to 

densification. Such mechanisms, if indeed prevalent, should be incorporated into improved EOS 

models that are capable of predicting the so-called ‘excess uptake’. We shall explore some of 

these alternate mechanisms of gas densification in Chapter 2. Despite this awareness that 

sorption is only one possible manifestation of the broader phenomenon of gas densification, in 

this chapter we choose to follow convention, and consider all excess uptake (same as ‘densified 

gas’) as sorbed gas.  
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1.3 Results and Discussion 

 

1.3.1 Porosimetry 
Figure 3 shows the results of porosity estimation from the gas intrusion porosimetry experiment. 

In all, 26 porosity measurements were conducted, 24 of which are reported in Figure 3. In all 

cases, the buildup porosity was found to be lower than the decline porosity. The reason for this 

discrepancy is thought to be errors introduced by the assumption in the experimental protocol. 

In contrast to the decline measurements which take 1-2 seconds to begin, before beginning the 

buildup measurements, the dead volume measurement steps, as well as the depressurization of 

pressure vessel to near atmospheric pressure, takes close to 10seconds. It is possible that this is 

sufficient time for the pore pressure to drop, especially for the higher permeability Bakken and 

Mancos samples, thus violating the assumption that pore fluid is not involved during these steps. 

In addition, some of the difference between gas intake during decline, and output during buildup, 

may be attributed to residual sorption, i.e., some of the gas entering the sample during decline 

may remain behind in the sample as sorbed gas at the buildup equilibrium pressure. This latter 

possibility will be explored in later sections of the document. On the basis of the above-

mentioned reasons, in the forthcoming discussion, we will consider the decline porosity numbers 

to be more accurate and a better representation of true storage capacity of the sample for any 

given gas. 

A key observation from Figure 3 is the large difference between porosity derived using helium as 

probe gas and methane, in the case of the Marcellus and Haynesville samples. Based on initial 

expectations of porosity as shown in Table 1, the methane porosities of 43.7% and 37.0% and 

argon porosities of 43.5% and 27.8%, in the Marcellus and Haynesville samples respectively, are 

unexpectedly high. It is unreasonable to expect that such numbers represent actual pore volume 

within the sample. The reader may recall from Section 1.2.1 that these estimations of porosity 

are based upon the assumption that the stored gas in the sample pore space exists as free gas at 

the measured experimental equilibrium pressure. The higher than expected numbers strongly 
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indicate that this assumption is likely to be incorrect for almost all cases given that the methane 

porosity numbers for all samples were higher than the helium porosity. However, the free gas 

assumption may be a particular departure from reality in the case of the Marcellus and 

Haynesville samples. For this reason, the results from the gas porosimetry experiments are 

reported as “Equivalent Porosity”, to indicate storage capacity as equivalent volumes of free gas. 

The measured porosity will hereafter be referred to as 𝜙𝑒𝑞. 

 

 

Figure 3: Equivalent porosity (𝝓𝒆𝒒) estimates from gas intrusion porosimetry experiments 

on four different shale samples using helium, methane and argon gas. 

 

Another interesting observation from Figure 3 is that the argon 𝜙𝑒𝑞 results appear to mirror the 

methane results. For instance, the smallest percentage difference between helium and methane 

𝜙𝑒𝑞 was in the case of the Bakken sample (11.4% vs. 14.9%) and the largest difference in the 

Marcellus sample (11.0% vs. 43.7%). The same pattern was observed from the helium vs argon. 
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data – little difference compared to helium in the Bakken sample (11.4% vs. 13.0%) and a large 

difference in the Marcellus (11.0% vs. 43.5%). This is interesting because one might expect high 

storage in an organic rich sample due to the preferential sorption of a hydrocarbon gas, such as 

methane to organic matter, whereas argon, as a nobel gas, might be expected to behave more 

similarly to helium. The counterindications to such intuition suggests that there may be more to 

gas storage than rock composition-controlled adsorption. Furthermore, the vast differences in 

gas storage capacity within and across shale for different gases indicate that storage behavior 

may be a unique function of the specific form of interaction between a rock and fluid, and it 

cannot simply be characterized based on measurement of pore volume. The similarities between 

the storage behavior in the case of the Marcellus and Haynesville samples are noteworthy.  

Detailed characterization has been done on each sample to investigate the potential reasons for 

such similarities and differences. This characterization-based analysis is discussed in chapter 3. 

 

1.3.2  Sorption 
Based on the standard assumptions of equations 1.8 and 1.10, any gas that is not free gas is 

automatically considered sorbed gas. For the purposes of discussion in the rest of this chapter, 

this assumption shall be maintained, and no other possibility will be considered. Instead, possible 

alternate mechanisms for the excess storage capacity of gases compared to the helium storage 

capacity will be explored in detail in Chapter 2. 

Figure 4 shows the proportion of sorbed gas to total storage as calculated from the porosimetry 

experiment equations 1.9 and 1.10. This is described by the sorbed gas ratio Rs, which is defined 

as, 

 𝑅𝑠 =  (𝑛𝑎𝑑𝑠/𝑛𝑇) (1.11) 

 

The Marcellus sample showed the highest levels of methane sorption relative to total storage at 

around 75%, while the Bakken had the lowest at ~24%. The Haynesville and Mancos samples also 
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had around half their stored gas exist as sorbed gas. Once again, the storage of argon was very 

similar to the storage of methane. These results indicate that the sorption capacities of all, but 

the Bakken shale, are quite large relative to their overall gas storage capacity. Therefore, this 

aspect of storage cannot be ignored from the perspective of Gas-in-Place (GIP) measurements. 

Further studies at higher pressures and with larger samples are justified in order to evaluate the 

relevance of these results at larger scales. Chapter 4 will look into the mobility of this sorbed 

component of storage and implications of this sorbed gas on transport. 

 

Figure 4: Proportion of sorbed gas relative to total storage 

 

Low-pressure gas adsorption or LPSA isotherm measurements were also carried out in order to 

provide independent estimates of sorption capacities. The results of methane adsorption on the 

Bakken, Marcellus and Haynesville samples are shown in Figure 5. As mentioned in section 

1.2.2.1.1,  the Mancos sample could not be analyzed. The LPSA results indicate the same behavior 

as indicated by Figure 4 in the sense that the Marcellus had the largest uptake capacity, while the 

Bakken had the lowest. The Haynesville results were intermediate to the Bakken and Marcellus. 
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Figure 5: Methane adsorption isotherm derived from LPSA 

 

Figure 6 is an attempt to compare the methane sorption capacity results obtained from 

porosimetry on whole core vs. LPSA on powdered sample. The LPSA adsorption isotherm has 

been extrapolated to porosimetry pressures of around 6.9MPa [1000psi] in two ways – 1. Linear 

extrapolation, and 2. Langmuir extrapolation.  

Linear extrapolation as the name suggests is a straight line fit of the Quantity Adsorbed vs 

Absolute Pressure data are shown in Figure 5, and extrapolated to 6.9MPa.  

Langmuir fit of the data, on the other hand, is a linear fit of the data in the following form, 

 
𝑝

𝑣𝑎
=

1

𝑣𝑚𝑏
+

𝑝

𝑣𝑚
 (1.12) 

where, 𝑣𝑎 is the adsorbed gas volume at a given pressure; 𝑣𝑚 is the volume of a monolayer; and 

𝑏 is a constant.  

The 𝑝/𝑣𝑎 vs 𝑝 plot is extrapolated to 6.9MPa. The adsorbed quantity is then given by, 
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 𝑣𝑎 = [
𝑝
𝑝
𝑣𝑎

]

@6.9𝑀𝑃𝑎

 (1.13) 

 

The results of Figure 6 show that the general trend of sorption capacities to be lowest in the 

Bakken, higher in the Haynesville, and highest in the Marcellus, using all three methodologies. 

However, the results from the LPSA analysis are inconclusive when it comes to confirming the 

porosimetry results. The LPSA Linear Extrapolation estimates higher sorption than the measured 

porosimetry results whereas the Langmuir model greatly underestimates it. There are a few 

possibilities to explain this discrepancy. The linear extrapolation may not be the most accurate 

model because as surface sites are saturated at higher pressures, the rate of sorption vs. pressure 

is likely to drop. This may explain the over-estimation from the Linear Extrapolation model at 

high pressures. The Langmuir model is generally considered to be a better model for fitting 

sorption data.  However, it is possible that the LPSA sorption data itself is not equilibrated. Pores 

in shales are extremely small and the permeability really low. Given this fact, it may be that the 

particle sizes were too large and the tolerance on pressure change was too generous during the 

sorption capacity measurements. Therefore, data may have been collected before pressure 

equilibrium at every step along the acquisition of the adsorption isotherm leading to a general 

underestimation of sorbed capacities. However, this is unlikely to be the case for the Bakken 

sample given its higher permeability. One more possibility is that the Langmuir model, or the 

assumption of surface adsorption in the first place is incorrect, and the mechanism of ‘sorption’ 

itself is different. This is what will be explored in the next chapter. 
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Figure 6: Methane sorption capacities @6.9Mpa as measured by porosimetry compare 
against estimates of methane sorption from the LPSA data.  

 

1.4 Conclusions 

This chapter described a series of experiments to estimate the storage capacity of a few different 

gases in 4 shales – the Bakken, Marcellus, Haynesville, and Mancos. The assumption was that gas 

would be stored as either free gas or sorbed gas. The porosimetry experiment was designed to 

reveal both the total storage and the relative proportion of sorbed gas to total storage. Separate 

low-pressure sorption experiments were also conducted to provide independent estimates of 

sorption capacity. 

1. The results of porosimetry experiments indicate that the gas storage capacity of several 

shales for methane and argon is significantly higher than their storage capacity for helium. 

This implies that pore volume measurements are not a good indicator of potential storage 

capacities and specific rock and fluid interactions must be considered. 

2. A large fraction, greater than 40% of the stored gas in all the samples except the Bakken 

is sorbed gas. The Marcellus sample had the highest proportion of sorbed gas to total 

storage at around 75%. 
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3. LPSA measurements qualitatively follow the trends in sorption capacity observed from 

porosimetry measurements. However, there are discrepancies between the porosimetry 

and LPSA measurements when the LPSA data is extrapolated to the porosimetry pressure 

of 6.9MPa. Depending on model selection, Linear extrapolation vs. Langmuir, the LPSA 

data can be extrapolated to overestimate or underestimate the porosimetry data. This 

raises questions over the assumption that the mechanism of gas storage is indeed surface 

adsorption.   
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2: Storage of Real Gases (Part 2): Fluid Behavior 

 

2.1 Background  

In recent years there is a growing consensus among shale oil and gas researchers that the 

properties of fluids in shale pore systems are different from bulk or free fluids. These differences 

include reduced bubble points, increased dew points, and differences in density, viscosity and 

interfacial tension (Nojabaei, Johns, and Chu 2013; Luo, Lutkenhaus, and Nasrabadi 2016; Jin and 

Firoozabadi 2016; Pathak et al. 2017; Kamari, Li, and Sheng 2018).  

Nojabaei, Johns, and Chu 2013 were the first to demonstrate from field production data the 

lowered bubble point in a Bakken oil reservoir, and that this behavior could be explained by high 

capillary pressures. They were able to show this using thermodynamic modeling that accounted 

for nano-porosity in the Bakken shale and therefore, high capillary pressures. A more recent 

study by Kamari, Li, and Sheng 2018 used a similar approach and reached similar conclusions 

based on a model of an Eagleford shale reservoir. They further expanded their analysis to report 

differences in density, viscosity and interfacial tension as a function of pore size. 

Most studies focused on fluid behavior in shales are interested in two-phase shale oil and 

retrograde condensate systems. Framing the problem in terms of capillary pressure inherently 

means assuming that the changes in fluid behavior are due to the presence of a gas and liquid 

interface. However, it has been known for a few decades now that even single phase fluid 

behavior is altered by residence in nano-pores. Thommes and Findenegg 1994 ran experiments 

by using pure fluid SF6 in controlled pore glasses with pore width of 24nm to 31nm. They found 

that the critical temperature of the fluid was shifted downward relative to the bulk critical 

temperature and that fluid density was elevated. Morishige et al. 1997 showed similar results of 

lowered critical temperature for Ar, N2, O2, C2H4 and CO2 gases on mesoporous molecular sieves. 

These results may have a significant bearing on fluid behavior in single phase dry shale gas 

reservoirs and raises questions on the mechanistic underpinnings of altered fluid properties. 
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Research into the fluid phase behavior of single-phase gas in natural shale systems is limited. 

Recent efforts to understand single phase behavior in shales includes primarily molecular 

modeling efforts (Perez and Devegowda 2017; Herdes et al. 2018) and some experimental effort 

on proxies such as silica glass or pure clay minerals (Cole et al. 2010; Luo, Lutkenhaus, and 

Nasrabadi 2016).  

In this chapter, we will take a deeper look into the results of fluid uptake in the shales described 

in the previous chapter in order to uncover more information about their properties. X-ray micro-

CT imaging results using a radio-opaque probe gas xenon will be presented that allows direct 

calculation of in-situ fluid density. These results will be compared against the average fluid 

density estimated from porosimetry. The results will be analyzed to explore alternate possibilities 

to surface adsorption in order to explain the enhanced storage observed.  

 

2.2 Experiments 

2.2.1 X-ray Computed Tomography (CT) 
X-ray CT is a non-destructive imaging technique that can be used to generate three-dimensional 

(3D) maps of an object. The CT system consists of an ionized x-ray source, a detector, a translation 

system, and a computer system that controls motions and data acquisition. X-rays from the 

source pass through the object being imaged and are picked up by a detector resulting in a 2D 

projection of the object. The 3D image reconstruction is based on multiple X-ray measurements 

made through a specimen along different paths, which allow the visualization of its interior 

(Wellington and Vinegar 1987). The resultant images are 3D maps of the object X-ray attenuation 

which is proportional to sample density and atomic number. In a standard grayscale image, dark 

regions indicate materials of low density and atomic number while bright regions indicate high 

density and atomic number. CT images are useful in identifying bedding patterns, fractures, and 

dynamic observation of in-situ fluid transport in natural porous materials and shales. CT images 

in this study were acquired on a GE Phoenix V-TOME X L300 industrial CT scanner. The images 

were reconstructed using GE DatOS software and post-processing was done using Avizo® 9.3. 
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CT imaging was conducted to get direct visual and quantitative evidence of the gas storage and 

transport process in the shale matrix. Figure 7 is a schematic of the experimental setup for the 

gas transport and imaging experiments. The sample was mounted in a specially designed 

pressure vessel made of thin aluminum walls for high X-ray transparency. The physical setup was 

very similar to the porosimetry setup described in section 1.2.1. The arrangement of gas flow 

lines was slightly different in order to mount the setup in the CT scanner as shown in Figure 7. 

The pressure vessel containing the sample had only one port of entry which was connected via a 

T-junction to a ball valve and a pressure transducer. Xenon was used as probe gas because of its 

high X-ray opacity and contrast character. No confining stress was applied in order to maximize 

overall X-ray signal to noise ratio.  Gas was injected as a single pulse and the valve then shut. 

From this point on the sample and surrounding gas became a closed system. Gas from the annular 

space flowed into the pore space within the sample until the pore, and annular pressure-

concentrations reached equilibrium. The small annular and dead space made for a very sensitive 

system allowing for pressure fall-off measurements on samples with extremely low porosity. 

Samples were not jacketed in order to reach full saturation in the shortest possible time which in 

the case of ultra-tight shales can take several days to weeks.  
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Figure 7: (left) Schematic of the pressure vessel containing the sample. (right) Pressure 
vessel and transducer assembly placed inside CT scanner 

 

2.2.1.1 Sample Preparation and Imaging 

The shale used for the gas injection and CT imaging experiment that will be discussed in this 

chapter was the Marcellus. Additional imaging was performed on the Bakken and Mancos 

samples. However, these will be described in chapters 3 and 4.  

The sample in this case was two whole 12mm diameter cylindrical core plugs. The plugs had been 

cored using water as the lubricating fluid and dried at room temperature over several months. 

After the two plugs separated by the O-ring spacer had been set inside the pressure vessel, a 

vacuum was applied to the assembly via the ball valve for 30 hours to evacuate the annular space 

and fractures. At this stage, the first CT image of the assembly was acquired. The X-ray energy 

was 200kV, voxel size 13.8µm, and scan duration 1.35hrs. Next, the 2.84Mpa pulse of Xenon was 

introduced into the vessel, and the valve was shut off. The assembly was imaged immediately 

and then again every few hours for up to 58 hours. After 58 hours the assembly was removed 

from the CT scanner due to scheduling reasons and unavailability of the scanner. The assembly 

was imaged once more a month later to capture the final pressure-concentration equilibrium 
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state. Altogether ten image data sets were collected: fresh (pre-Xenon injection), after Xenon 

injection at 0, 3, 14, 19, 26, 39, 48, 58 hours, and at equilibrium (one month). The pressure fall-

off data was measured continuously for the first 58 hours from Xenon injection.  Pressure data 

was also collected for the subsequent 10 days, and it was observed that the pressure reached 

equilibration in about 7 to 10 days. However, due to a computer error, the 58hour to 10day data 

could not be saved. 

 

2.2.1.2 Porosity and In-Situ Density Calculation  

The only explicit form of porosity detected through imaging of the shale core plugs were some 

occasional fractures. Due to ultra-small pore sizes, almost all the porosity in shale is well below 

image resolution. Porosity calculation was therefore done using image subtractions of initial 

(fresh) and gas saturated (equilibrium) images.  

X-ray CT images are a map of the attenuation of the X-ray beam coming from the source, by 

objects within the beam’s field of view (FOV). Since X-ray attenuation is largely a function of the 

density of the objects within its FOV, the attenuation of a porous medium can be described by 

the following equation, 

 𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥 = 𝐶𝑇𝑠𝑜𝑙𝑖𝑑𝑠 ∗ (1 − 𝜙) + 𝐶𝑇𝑔𝑎𝑠 ∗ 𝜙 (2.1) 

 

Where, 𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥 is the actual measured CT number, 𝐶𝑇𝑠𝑜𝑙𝑖𝑑𝑠 is the CT number of the solid grains 

in the rock matrix, 𝐶𝑇𝑔𝑎𝑠 is the CT number of the gas occupying the pore space, and 𝜙 is porosity.  

Assuming that the only change between each image is the type and quantity of gas inside the 

pore space, porosity can be derived using the fresh and equilibrium datasets as follows: 

 𝜙 =
𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥

@equilibrium
− 𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥

@𝑓𝑟𝑒𝑠ℎ

𝐶𝑇𝑋𝑒𝑛𝑜𝑛
@𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚

− 𝐶𝑇𝑎𝑖𝑟
@𝑓𝑟𝑒𝑠ℎ

 (2.2) 
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Where, 𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥
@equilibrium

 is the measured CT number of the rock matrix filled with Xenon at 

equilibrium conditions, 𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥
@𝑓𝑟𝑒𝑠ℎ

 is the CT number at fresh conditions, 𝐶𝑇𝑋𝑒𝑛𝑜𝑛
@𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚 is the CT 

number of the free Xenon phase at equilibrium, and 𝐶𝑇𝑎𝑖𝑟
@𝑓𝑟𝑒𝑠ℎ

 is the CT number of the free space 

at fresh conditions. The porosity estimate obtained in this way was 51%. This number is too high 

to represent actual porosity given that porosity estimates from other independent techniques 

including, among others, MIP and Helium Porosimetry was in the 1.5-11% range. Just as in section 

1.3.1, this estimation of porosity is, in reality, the equivalent porosity indicating total uptake of 

xenon by the sample. 

To begin to understand the high 𝜙𝑒𝑞 estimation from CT data, one needs to first take a closer 

look at the physics governing X-ray CT numbers. CT numbers are proportional to X-ray beam 

attenuation and are given by the following equation: 

 𝐶𝑇 = 𝜌(𝑎 + 𝑏 ∗ 𝑍3) (2.3) 

where 𝜌 is the density of the material, 𝑎 and 𝑏 are proportionality constants related to the 

Compton Scattering and Photoelectric cross-sections of the material and 𝑍 is the atomic number 

of the material being imaged.  

It can be seen from equation 2.3 that the CT number of the material being measured is a function 

of material density and atomic number. Since the atomic number of a material does not change, 

it follows that the high porosity given by equation 2.2 is due to - 1.) a large density difference 

between the matrix at equilibrium and fresh conditions i.e., a large numerator; and 2.) due to a 

small relative difference between xenon and air CT numbers, i.e., a small numerator. Now the 

numerator data is directly measured in via imaging. The numerator data, on the other hand, uses 

the CT numbers for free-xenon and air in the annular space as an approximation for the CT 

numbers of xenon and air in the pore space. Figure 8 shows the measured CT numbers of free-

xenon for all the images and shows a clear linear relationship with pressure. This is to be expected 

because gas density is also a linear function of pressure. However, in order for the attenuation 

of the matrix to be as high as observed, at a porosity closer to those independently measured, 
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the density of the xenon within the pore space must be higher than the density of free-xenon 

phase, i.e., the numerator in equation 2.2 should be larger than our previous assumption using 

free-xenon CT number. 

 

 

Figure 8: Measured CT numbers of xenon in free-gas phase within the annular and hollow 
spacer regions are linearly proportional to pressure because gas phase density is a linear 

function of pressure. 

 

From equations 2.1 – 2.3, the following expression can be derived for the true in-situ density of 

xenon in the pore-space  

 𝜌𝑋𝑒𝑛𝑜𝑛
@equilibrium

=
(𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥

@equilibrium
− 𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥

@𝑓𝑟𝑒𝑠ℎ
)

(𝑎 + 𝑏 ∗ 𝑍𝑋𝑒𝑛𝑜𝑛
3 ) ∗ 𝜙

 (2.4) 
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The complete derivation of equation 2.4 as well as the proportionality constants 𝑎 and 𝑏 are 

given in Appendix A of this document. 

  

2.2.2 Fluid Densities from Porosimetry 
In addition to X-ray CT, densities of pore fluids can also be estimated from the Porosimetry 

experiment described in section 1.2.1. The key assumption here that enables one to calculate 

fluid density is that the true pore volume of a given shale sample is the pore volume estimated 

from helium decline data. Once the moles of gas of interest, say methane or argon, in the pore 

space, has been calculated using equation 1.9 with the decline data for the gas of interest, and 

the pore volume using equation 1.3 has been calculated using helium decline data, the density of 

the gas of interest can be calculated as follows, 

 𝜌𝑔
𝑝 = (

𝑛𝑇|𝑔 ∗ 𝑀𝑊𝑔

𝑃𝑉ℎ𝑒𝑙𝑖𝑢𝑚
)

𝑑𝑒𝑐𝑙𝑖𝑛𝑒

 (2.5) 

Where, 𝜌𝑔
p

 is the in-situ density of the gas of interest in the pore space;  𝑛𝑇  is the total moles of 

the gas of interest in the pore space at pressure decline equilibrium; 𝑀𝑊𝑔 is the molecular weight 

of the gas of interest; and 𝑃𝑉ℎ𝑒𝑙𝑖𝑢𝑚 is the pore volume estimate for the sample obtained from 

helium decline data. 

 

2.3 Results 

2.3.1 X-ray Computed Tomography (CT) 
Figure 9 shows vertical cross-sectional slices of the sample at fresh and equilibrium states. Both 

images are visualized using the same brightness-contrast setting, and the relative brightness of 

the equilibrium image is due to the presence of xenon in the sample. No image enhancement or 

post-processing has been done to these images. The distinct presence of Xenon is only apparent 

because of the high signal to noise ratio achieved during image acquisition. A strongly attenuating 

material such as Xenon will often cause major beam hardening artifacts, which can make the 
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sample look much darker in the center, gradually brightening towards the outer radius, giving 

the illusion of radial fluid influx(Wellington and Vinegar 1987). However, due to the small 

diameter of the sample and minimal non-sample beam attenuation, the effect of beam hardening 

was negligible.  

 

Figure 9: Vertical cross-sections of the Marcellus sample at the same visualization 
brightness-contrast setting. The final equilibrium state is brighter than the fresh (before 

gas injection) state because of the presence of xenon. 

 

The degree of brightening relative to the fresh state is a function of the concentration or density 

of xenon occupying the pore space of the sample at any given voxel location. Assuming a porosity 

of 7% at every voxel location, this density of xenon was computed using equation 2.4.  The mean 

density of xenon in the pore space calculated this way was 947.1kg/m3. The probability 

distribution of xenon density at all sample locations is given in Figure 10. Vertical lines indicating 

the free-gas density of xenon at 2.8MPa and 22oC, and the liquid density at boiling point (-

108.1oC) are provided for reference. The vast majority of data is significantly higher than the 

expected free-gas density of 181kg/m3. This indicates widespread densification of most of the 
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pore fluid. At the same time, the vast majority of data is also significantly lower than the boiling 

point liquid density of 3100kg/m3. Adsorbed gas is often considered to have the density of the 

liquid phase at boiling point. If this is true, then our data indicates that the pore fluid may not 

actually be adsorbed gas. However, it is also possible that a part of the fluid is adsorbed whilst a 

portion remains in the free gas phase, potentially resulting in an average density intermediate to 

the two phases. The current measurement protocol does not allow the clear and explicit 

differentiation of the densities of the two phases. Another possibility is that the adsorbed gas 

actually has a density lower than boiling point liquid density. For example, the Van der Waal’s 

constant b is often used as an alternative (Heller and Zoback 2014). But even this value of 

2568kg/m3 is much higher than most of the measured distribution. Taking these results with 

xenon as a proxy for other real gases indicates that the excess storage capacity for real gases may 

be explained by densification of gas within the pore space. However, the results also call into 

question our assumptions about adsorbed phase properties and raise the question as to whether 

the densification observed is mechanistically adsorption at all. 
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Figure 10: Distribution of xenon density at every voxel location of the Marcellus sample at 
equilibrium conditions 

 

 

2.3.2 Porosimetry 
Results of pore fluid densities as derived from both porosimetry and CT experiments are 

discussed in this section. Table 2 lists the expected free gas phase densities based on the decline 

equilibration pressure, as well as the actual measured pore fluid density estimated using equation 

2.5 (except for xenon, which is estimated using equation 2.4). The densities at critical point (Pc) 

for the gases used are also provided for reference, as well as the gas relative temperatures (T/Tc) 

at experimental conditions.  
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Table 2: Reference and measured fluid densities from porosimetry experiment 

  

 Fluid Density (kg/m3) 

Methane 
(T/Tc = 1.55) 

Argon 
(T/Tc = 1.96) 

Ethylene 
(T/Tc = 1.04) 

Xenon* 
(T/Tc = 1.02) 

c 162.7 c 535.9 c 214.0 c 1100.0 

free measured free measured free measured free 
measured 
(*from CT) 

Bakken 43.5 56.8 103.4 111.7         

Marcellus 55.7 222.7 122.6 486.6 5.7 162.2 128.0 947.0 

Haynesville 50.2 108.7 116.0 196.0         

Mancos 54.1 92.9 114.9 184.3         

 

It can be seen from Table 2 that in all cases the measured density was higher than the reference 

free gas density at equilibrium pressure. In order to make the results more intuitive, the extent 

of densification is characterized by a ‘densification ratio’ given by, 

 Densification ratio (𝑅𝐷) = (
𝜌𝑔

𝑝

𝜌𝑔
𝑓𝑟𝑒𝑒

)

𝑑𝑒𝑐𝑙𝑖𝑛𝑒

 (2.6) 

 The densification ratio for the different samples for different gases is shown in Figure 11 (A.). A 

densification ratio of 1 would mean no densification. The lowest amount of densification was 

observed in the Bakken sample with 30% higher and only 10% higher than expected densities for 

methane and argon respectively. In all other cases, densification was far more significant and 

greater than 60%. The greatest extent of densification was observed in the Marcellus sample with 

measured fluid density in all cases being at least four times higher than expected free gas density. 

However, the most interesting result was that of ethylene gas which was over 28 times the free 

gas density. This seems anomalously high at first glance and begs the question as to whether 

comparing measured density with the expected free-gas density is the most meaningful way of 

analyzing the data? Figure 11 B. shows the proximity of the measured fluid density to critical 

density as given by, 
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 Critical Proximity (𝑅𝐶) =
𝜌𝑔

𝑝

𝜌𝑔
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

 (2.7) 

Indeed Figure 11 (B.) shows a very different trend especially in the case of the Marcellus sample. 

For argon, ethylene, and xenon, the ratio is quite similar and close to 1. In fact, it is the methane 

result that appears anomalously high. One possible reason to explain this behavior might be that 

the pore fluid is in a near critical state rather than in an adsorbed state. The apparent sorption 

mentioned previously may actually be due to the densification of the gas in the pore space due 

to cohesive forces rather than true adsorption where fluid molecules are adhesively attracted to 

the solid walls. The methane may additionally have a significant component of adhesively sorbed 

gas at a higher density than the rest of the pore fluid (which might be closer to the critical 

density). For all other samples the 𝑅𝐶  is far below 1. This also raises the question as to whether 

the mechanism of densification in the Marcellus is different from the mechanism of densification 

in the Haynesville and Mancos samples, as well as the related question of whether the 

mechanism of densification of hydrocarbon gases like methane is the same or different from 

other gases such as noble gases like argon and xenon?  
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Figure 11: A. (above) Densification ratio; B. (Below) Critical proximity. 
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2.4 Discussion 

Adsorption is defined as the adhesion of fluid molecules to a solid surface. In practice, any 

quantity of gas uptake by a sample that is in excess of free-gas quantities is considered 

‘adsorbed.’ However, the reality is that excess fluid uptake can take multiple forms. One well-

known form of fluid uptake is capillary condensation, wherein gas condenses into a liquid phase 

at pressures lower than saturation pressure when placed in a confined environment such as in 

nano-pores (<1m). This behavior has been clearly and visually demonstrated to occur for single 

component hydrocarbon gases in mesopores (5-50nm) and even in small macropores (>50nm) in 

the range of a few hundred nanometers (e.g., Wang et al. 2014; Parsa, Yin, and Ozkan 2015). 

However, capillary condensation is not adsorption even though it may begin in many cases from 

local sites of solid-fluid adhesion. Fundamentally, capillary condensation is the predominance of 

cohesive forces between fluid molecules in confined environments that results in the 

densification of gas into a liquid state.  

Capillary condensation is a good example of altered fluid behavior in confined environments, i.e., 

condensation at sub-saturation pressures. It has also been shown to be reasonably well predicted 

by the Kelvin equation (L. Wang et al. 2014; Parsa, Yin, and Ozkan 2015). For shales with 

predominantly nanopores, clearly, it is important that one considers these differences in fluid 

properties compared to macroscopic or free fluids. However, the Kelvin equation is only valid for 

fluids at sub-critical temperatures for which the saturation pressures are well defined. What 

about fluids above critical temperature where saturation pressure is not defined? What about 

supercritical fluids which constitute the majority of fluids in an oil or gas reservoir? Does 

alteration of fluid properties due to confinement stop happening? On the contrary, although a 

clear interface between the liquid and gas phase does not exist at super-critical temperatures, 

there continues to exist a transition between gas-like and liquid-like states which can be 

described by the Frenkel line as shown in Figure 12 (Ghosh and Krishnamurthy 2018).  

Another form of excess gas storage or fluid densification is ‘Induced-supercriticality’. Induced-

supercriticality is the alteration of fluid properties as a whole towards the properties of 
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supercritical fluids at sub-critical conditions. This has been demonstrated to happen in 

mesoporous materials by Thommes and Findenegg, 1994 who reported an effective reduction in 

critical temperature for gaseous SF6 in mesoporous glasses of 24nm to 31nm. Similar results for 

several hydrocarbon gases were demonstrated by Luo, Lutkenhaus, and Nasrabadi, 2016.  

One way to think about the alteration of fluid properties during either capillary condensation or 

induced-supercriticality is that the effect of fluid confinement is equivalent to either the 

reduction in critical temperature or the elevation of experienced pressure. The densification of 

fluids observed in this study can also be explained in this way, i.e., by assuming that the effect of 

nanopores is to raise the experienced pressure of pore fluid. This would also be consistent with 

the basic intuitions of altered fluid properties predicted based on high capillary forces, such as 

the model proposed by Nojabaei, Johns, and Chu 2013, but without imagining a gas and liquid 

interface. If indeed the equivalent effect of nanopores is to suppress temperature or elevate 

pressure then even supercritical fluids at conditions around the Frenkel line are likely to see 

significant variations in density and storativity within nanoporous shales.  

We are thus left with two questions – 1. What mechanism or mechanisms is/are responsible for 

‘sorption’ in the context of gas storage in shale?, and 2. Should altered fluid properties in shales 

be attributed only to capillary forces? More research in these areas is advisable which could have 

a significant bearing on estimations of gas in place. 
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Figure 12: Single component fluid phase behavior diagram modified from Ghosh and 
Krishnamurthy 2018. One way to explain the densification of pore fluid is that the 

experienced pressure at equilibrium of pore fluids in higher than surrounding free fluid.  

 

2.5 Conclusions 

In this chapter, we investigated the storage behavior of different gaseous fluids in Bakken, 

Marcellus, Haynesville, and Mancos Shale samples. We demonstrated that the densities of fluid 

in all cases are higher than would be expected if the fluids were in gas phase at the measured 

equilibrium conditions. A detailed analysis based on CT data using xenon in the Marcellus sample 

revealed that the average fluid densities at almost every voxel location of the sample were not 

only higher than the expected gas density, but also lower than typical assumptions of adsorbed 

phase density.  

The gas densification was characterized in terms of two metrics – the densification ratio, and 

critical proximity. The results of these metrics varied greatly across shales, and even within the 

same shale across different gases. This could be indicative of different mechanisms of 
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densification in the various shale-fluid cases. One notable example was ethylene gas in the 

Marcellus sample which showed an anomalously high densification ratio of 28.5, whereas other 

gases were between 4 and 5.2, but critical proximity of 0.76 which was similar to argon and xenon 

at 0.91 and 0.86 respectively. This suggests that the mode of densification in the Marcellus 

sample for ethylene, argon, and xenon gases may be induced-supercriticality. These results 

provoke consideration of the meaning of sorption when evaluating gas storage in nanoporous 

shales. Results are also indicative of altered fluid properties of single-component fluids within 

shales. A matter of significance for the industrial exploitation of shale gas is that these 

observations were made on supercritical fluids and therefore, the underlying mechanisms are 

likely to be consequential for reservoir conditions. 

In the next chapter, we will further characterize the rock fabric and explore underlying 

compositional or structural reasons that explain the densification of pore fluids in shales. 
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3: Rock and Fluids Characterization 

 

3.1 Background  

In Chapter 1 we learned that the storage of gas in shales extends beyond the quantification of 

rock porosity, and that sorption could be responsible for significant excess storage capacity. In 

chapter 2 we learned that the excess storage capacity of shales can express itself in different 

modalities: adsorption, induced-supercriticality or capillary condensation brought about by pore 

confinement, which are mechanistically different processes. Adsorption is the result of adhesive 

forces between fluid molecules and the solid surface and, it is therefore a strong function of the 

chemical composition of adsorbate fluids and the adsorbent solid. On the other hand, the effects 

of pore confinement are a function of pore topology and size distribution.  

In the past, there have been large scale studies analyzing the petrophysical properties of shales, 

such as Yang and Aplin 2007 who studied 30 different shale and mudstone formations. However, 

these studies usually lack a characterization of pore topology and size distribution. Instead, most 

studies measure traditional petrophysical parameters such as porosity and permeability and 

some measure adsorption capacities as well. Adsorption capacities have been shown to be high 

in organic matter surrogates such as coals, charcoals and activated carbons and correlations 

between high TOC shales and adsorption capacities have been reported (Busch et al. 2008; Ross 

and Bustin 2009; Kang et al. 2011; Heller and Zoback 2014). Adsorption capacities of clays have 

also been found to be very high (Busch et al. 2008; Heller and Zoback 2014).  The overall 

consensus currently is that kerogen and organic matter really drives overall fluid storativity in 

shales. Although a study by Schettler and Parmely 1991 has shown adsorption capacity of 

kerogens to be much higher than quartz, it isn’t clear if this is a chemical effect or a consequence 

of the microporosity in organic matter. Indeed, a recent more comprehensive study on organic 

rich shales by Wang et al. 2016 found that microporosity was the key factor controlling methane 

adsorption and storage.  
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Even when quantifications of pore size distribution (PSD) are conducted, the most common 

methods are Cryo-LPSA and MIP. These methods rely on basic assumptions about the state and 

properties of fluid in the pore space, which as discussed in chapters 1 and 2, may or may not be 

appropriate. Furthermore, Cryo-LPSA measurements are inapplicable to characterizing large 

macropores while MIP is a destructive process whose accuracy with fragile and ductile materials 

like shale, is questionable, especially for nanoporosity. In this chapter, an alternate method using 

SEM imaging at multiple scales is presented to estimate PSD. 

The goal of this chapter is to provide detailed characterization of the shale samples that are the 

subject of this study. This includes mineralogic composition (XRD), organic content, and pore size 

distribution (SEM), and surface area (Cryo-LPSA) measurements. The results of the 

characterization is  presented to contextualize the fluid storage results observed in chapters 1 

and 2. Finally, CT imaging is used to directly correlate regions of high and low storage with 

underlying rock composition. 

 

3.2 Compositional Analysis 

Compositional analysis consisted of two primary characterization modalities: 

1. X-ray Diffraction (XRD), and 

2. Total Organic Carbon (TOC) 

 

3.2.1 Mineralogy – X-ray Diffraction (XRD) 
In preparation for compositional analysis, each rock type was crushed into two sizes - 270 and 

325 mesh - corresponding to maximum particle diameters of less than 53µm and 44µm 

respectively.  

XRD was used to identify mineralogical composition. The diffraction spectra were measured on 

a PANalytic X-Pert PRO MPD instrument with beam energy set at 45kv-40ma, for a scan range 

(2𝜃) of 5-70° and scan time of 20 minutes. The spectra of each rock for 270 mesh and 325 mesh 
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samples were virtually identical and therefore quantitative analysis of spectrum was only 

conducted for the 270 mesh. Quantitative analysis was done on Jade software via whole pattern 

fitting (WPF).  

The XRD results are shown in the form of a ternary diagram in  Figure 13. Most clay minerals have 

very similar peak locations on the XRD spectra which makes it challenging to differentiate 

between various clays in mixed layer clay materials such as shale. Therefore, further 

differentiation is not presented here. Any minerals, such as dolomites and salts are grouped along 

with carbonates. The results indicate that all of the samples other than the Mancos were clay 

rich. The Mancos was structurally the strongest of the shales with almost no fissility and had core 

integrity similar to a tight sandstone. The XRD also shows a low proportion of clay which explains 

the structural integrity. 

 

 

Figure 13: Ternary diagram showing mineralogic composition 
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3.2.2 Organic Content 
Organic content or total organic carbon (TOC) was measured on a Shimadzu TOC analyzer. The 

crushed rock powder prepared for mineralogy was used as feed for this analysis. All 

measurements were conducted twice, and the average TOC is reported in Table 3. In general, 

there was little to no difference between the first and second readings. 

It was found that the TOC measured on the Marcellus, Haynesville and Mancos samples were 

between 3.8 and 5.6%. The Bakken, on the other hand, had almost no organic content. The 

correlation between sorbed methane measured as measured in section 1.3.2 and of the 

measured organic content in graphically represented in Figure 14. The correlation was weak with 

a coefficient of only 0.38. 

Table 3: Average TOC Measurements 

Sample TOC% 

Marcellus 3.8 

Bakken 0.1 

Haynesville 5.6 

Mancos 4.8 

 

 

Figure 14: Correlation between sorbed methane content and measured TOC across all four 
samples indicates a weak correlation 
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3.3 Pore Structure Analysis 

 

3.3.1 Scanning Electron Microscopy (SEM) Imaging  
Given the extremely small particle and pore sizes in shale, SEM imaging is a necessary tool for 

visual inspection of samples.  

Image formation in an SEM is similar to regular visible light images as formed by the human eye 

or an optical microscope. The key difference is that the wavelength of photons of visible light 

ranges from 400 to 700nm while electrons range from 0.001 to 1nm. This allows SEM images to 

have a far greater spatial resolution than optical microscopes. The imaging involves the focusing 

of a beam of electrons onto the target material to be imaged, and the reflections of the electrons 

are captured by the detector. The electron beam is continuously steered across the field of view 

of interest and is why the instrument is called a “Scanning” electron microscope. The electron 

reflection intensity data is collected by a detector and associated with the corresponding location 

of the scanning electron beam at any given moment. In this way, a map of the electron reflection 

intensity is created for the user’s region of interest which is the resultant SEM image. In this way, 

the SEM imaging modality makes no assumptions about sample character, and there is little to 

no alteration of raw intensity data in the process of image formation. It is, therefore, an excellent 

starting point for the inspection and characterization of shales. Figure 15 (a) is an image of a 

Marcellus shale sample. Clay platelets are visible as preferentially oriented parallel sheets or 

collapsed sheets that form curtains obscuring the view of most framework minerals. To overcome 

this problem, samples used for quantitative analysis were cured in low exothermic clear 

transparent epoxy for 24hours and mechanically polished with alumina micro-polish of 0.05um. 

This helped maintain sample integrity whilst creating a smooth surface for imaging. This method 

of polishing also provided a wide area available for quantitative imaging compared to other 

approaches like Focused-Ion-Beam (FIB) milling which only yield a few square microns of polished 
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surface. Figure 15 (b) is a panel of images from a polished Marcellus shale sample acquired at 

different scales with compositional features and porosity clearly visible.  

 

(a) 

 

(b) 

Figure 15: (a) SEM image of an unpolished Marcellus sample. Collapsed clay platelets 
(curtains) obscure the view of larger minerals and pores; (b) Images from a polished 
Marcellus shale sample at different length scales including distinctive porosity at high 

resolutions. 
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In addition to helping with qualitative visual interpretations, digital images can also be used to 

derive quantitative information through the use of image processing techniques. The study of 

pores in porous materials such as rock is one such example of quantitative information from 

images. Pores can be seen on well-polished SEM images, and the image processing techniques 

can be used to infer quantitative information about them, such as size, prevalence, variety etc. 

Although pores and porosity are inherently 3D features, SEM images nevertheless provide a good 

first estimate of pore size and structure. SEM images are significantly quicker and cheaper to 

acquire than 3D CT images and, with current technology, can provide far greater spatial 

resolution (up to 1nm).  

The SEM images acquired in this study were processed using the image processing software 

Avizo. Three primary processing steps were applied as follows, 

1. The images were filtered to reduce image noise. The non-local means filter was found to 

be the most suitable because the amount of real information lost in the filtration process 

was negligible. 

2. Portions (pixels) of the image that indicated porosity were identified and marked out in a 

binarization process called segmentation. Each image was different and, accordingly, the 

details of segmentation varied as needed. In general, some combination of interactive 

thresholding and Sobel filtering was applied, as needed, to achieve the most accurate 

segmentation of pores. This process was subjective as it relied on the interpretation of 

the operator to visually confirm that the pores had been correctly identified. Figure 16 

shows the original image and results at the end of steps 1 and 2. 

3. The sizes of the segmented pores were calculated by computing the equivalent diameter 

of continuous regions of connected areal porosity.  

Since pores in shale can be as small as a few nanometers, it was important to get images at high 

spatial resolution. However, in order to obtain higher resolution images, one has to zoom into 

smaller regions of the sample, thereby reducing the overall field of view (FOV). This can mean 

that large macropores may not be fully captured by high-resolution images. For this reason, 
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zoomed-in images at high resolution, as well as images with wider FOV were acquired for every 

sample.  

It is also important to point out here that spatial resolution is not the same as the pixel resolution 

of an image. In order to differentiate between image noise artifacts and true image features with 

reasonable confidence, a clearly observable spatial object should ideally be at least 5 pixels long. 

This sets a lower threshold to the smallest reliably identifiable (after segmentation) pore at 

greater than approximately 5 times the pixel resolution. The highest resolution image acquired 

was on a zoomed-in Haynesville image, at 2.3nm. Therefore, only pore sizes larger than 10nm 

are reported. Unfortunately, this means that micropores and small mesopores (<10nm) were not 

quantitatively identifiable in this study. 

Figure 17 shows the PSD obtained at each scale for each shale sample analyzed. For the Marcellus 

and Haynesville samples, no pores were visible at very wide FOVs (>1mm). However, the Bakken 

did have extremely large macropores, of the order of several microns. For this reason, an ‘ultra-

wide’ scale of imaging was required to capture the full range of pore sizes in the Bakken.  

Results from Mancos sample are not presented here. This is because the Mancos was a highly 

heterogeneous sample and identifying representative 2D planar regions was a major challenge. 

Results from the Mancos sample are discussed in a different context in a later section on CT 

imaging.  

 

MARCELLUS: 

 
Marcellus: Zoomed-In FOV 
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HAYNESVILLE: 

 

 

 

BAKKEN: 

Marcellus: Wide FOV 

Haynesville: Zoomed-In FOV 

Haynesville: Wide FOV 
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Figure 16: (left) Original image; (middle) Filtered image; (right) Blue regions indicating 
identified pore pixels 

 

Figure 17 represents the PSD in the form of total area per pore size. In order to bring data from 

multiple scales of observation into a consistently comparable form, the areas have been 

normalized as follows, 

 (𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝐴𝑟𝑒𝑎)𝑖 =
(𝑃𝑜𝑟𝑒 𝐴𝑟𝑒𝑎)𝑖

𝐼𝑚𝑎𝑔𝑒 𝐴𝑟𝑒𝑎
 (3.1) 

Where, (𝑃𝑜𝑟𝑒 𝐴𝑟𝑒𝑎)𝑖 is the total area occupied by all pores of size 𝑖; 𝐼𝑚𝑎𝑔𝑒 𝐴𝑟𝑒𝑎 is the total 

areal FOV of the image.  

Bakken: Zoomed-In FOV 

Bakken: Wide FOV 

Bakken: Ultra-Wide FOV 
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The PSD was very different for the Marcellus and Haynesville samples with no obvious peaks 

appearing in the range of pore sizes identified. The largest propensity of pores were small 

mesopores. This is consistent with the observation of these samples being extremely low in 

permeability. 

The Bakken sample had the largest pores with almost no nano-porosity. It had a bimodal 

distribution of pores around 1m and 10m. Both kinds of pores appeared to be intergranular 

with the latter appearing to be mostly pores between large quartz and feldspathic grains. The 

smaller pores appeared to be amongst the smaller carbonate grains. 
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Figure 17: PSD acquired from SEM imaging 
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3.3.2 Cryo-LPSA 
One of the most popular ways of characterizing nanoporosity in micro and mesoporous materials 

is Low-Pressure Surface Adsorption (LPSA) at boiling point temperature of nitrogen (Cychosz and 

Thommes 2018). The shape of the adsorption isotherm, as well as the hysteresis between the 

adsorption branch and desorption branches of the isotherm, reveal information about both pore 

characteristics as well as fluid behavior.  

Figure 18 shows the classification of different types of adsorption isotherms as well as 

classifications of hysteresis loops. As per the IUPAC classification, adsorption isotherms of type I 

are indicative of microporous materials. Types II and IV are indicative of non-porous or 

macroporous materials. Types III and IV indicate materials with low adsorptions capacities 

wherein the adsorptive fluid molecules have a greater affinity for one another than for the solid 

adsorbent. Such isotherms provide little information about the underlying structure of the 

porous medium. Type VI is a theoretical isotherm corresponding to a nonporous material with a 

uniform surface (K. S. W. Sing et al. 1985; Webb and Orr 1997).  

Figure 18 also shows the classification of different types of hysteresis loops related to isotherms 

of types I, II and IV. According to K. S. W. Sing and Williams 2004, hysteresis loops of types H1 

and H2 are indicative of rigid mesoporous materials and have well-defined plateaus at high 

relative pressures. Types H3 are indicative of aggregates of platy particles such as clays and are 

linked with a non-rigid underlying pore structure. Type H4 loops are indicative of micropore filling 

followed by multilayer sorption and capillary condensation. In this way, they are indicative of 

materials that simultaneously have micro and macroporosity. 
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Figure 18: IUPAC classifications for: (left) types of Adsorption isotherms (modified from K. 
S. W. Sing et al. 1985); (right) types of Hysteresis loops (modified from Sing and Williams 

2004) 

 

The data acquisition process for the nitrogen adsorption-desorption isotherms (ADI) was similar 

to the process described in section 1.2.2. The only difference was that the measurements were 

carried out in a liquid nitrogen bath at 77K (-195.8oC). Figure 19 shows the measured ADIs for the 

Marcellus, Haynesville and Bakken samples. The Marcellus and Haynesville samples had 

qualitatively similar ADIs with hysteresis loop of type H3 indicating granular and platy pores. This 

fits with the high clay content estimated in these samples during compositional analysis in section 

3.2.1 as well as with visual observation on SEM images. The Marcellus had a much greater initial 

rise in adsorbed content to around 6cm3/g-STP compared to the Haynesville’s 3cm3/g-STP at 

P/P0<0.1. This indicates a higher proportion of microporosity in the Marcellus than the 

Haynesville. As a general rule, a relative pressure of 0.3 is considered to be the upper limit for 

monolayer adsorption, and the adsorbed quantities at higher pressures are due to multilayer 

adsorption and capillary condensation. The hysteresis band, i.e. the difference between the 
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desorption and adsorption branches between 0.5 < P/P0 < 0.8 is indicative of mesoporosity. This 

band was narrower in the Marcellus sample compared to the Haynesville indicating a smaller 

proportion of mesoporosity in the Marcellus.  At P/P0 from 0.8 to 1 the rapid rise in adsorbed 

content due to pore filling from capillary condensation. This rise is slower in the Marcellus, going 

from around 9cm3/g-STP to 11, whereas the Haynesville went from around 4cm3/g-STP to 

10cm3/g-STP. This indicates lesser capillary condensation in the Marcellus than the Haynesville 

meaning that the Marcellus has less macroporosity than the Haynesville. The Bakken sample, on 

the other hand, had a completely different type of ADI resembling a type III isotherm. This 

indicates very low adsorption affinity for the underlying minerals. This too is consistent with the 

high quartz and carbonate, and low clay nature of the Bakken sample as reported in section 3.2.1. 

The Bakken sample has the most rapid rise in adsorbed content at high relative pressures 0.8 to 

1 indicating that almost all the porosity is macroporosity. 

 

Figure 19: Cryo LPSA ADIs measured for the Marcellus, Haynesville and Bakken samples 
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In addition to the qualitative interpretations discussed above, ADIs can also be used to gather 

quantitative information about porosity. The Brunauer-Emmett-Teller (BET) model is a 

commonly applied model to estimate surface area from adsorption data. The BET model is a 

multilayer sorption model that assumes that the formation of the adsorbed monolayer can be 

followed by multiple layers of adsorbed fluid based on the latent heat of liquefaction of the 

adsorbate molecules. The model is mathematically described by the following equation, 

 
1

𝑣𝑎 (
𝑝0

𝑝 − 1)
=

1

𝑣𝑚𝐶
+

𝐶 − 1

𝑣𝑚𝐶
(

𝑝

𝑝0
)  (3.2) 

where, 𝑣𝑎 is the measured adsorbed gas specific volume at a given relative pressure; 𝑣𝑚 is the 

specific volume of a monolayer; and 𝐶 is a constant.  

The specific surface area of the adsorbent can be calculated as follows, 

 𝑆𝐴 = (
𝑣𝑚

22.4
) ∗ 𝐴𝑀𝐶 ∗ 𝑁𝐴 (3.3) 

where, 𝑆𝐴 is adsorbent specific surface area, 𝐴𝑀𝐶  is the molecular cross-sectional area of the 

adsorbate molecule (𝐴𝑀𝐶
𝑛𝑖𝑡𝑟𝑜𝑔𝑒𝑛

= 0.162𝑛𝑚2), 𝑁𝐴 is Avogadro’s constant. 

While applying the BET model, only relative pressure values less than 0.09 were used because 

using data up to 0.3 was resulting in negative C values. However, this did not make a major 

difference to the ultimate surface area calculations. The results of BET analysis is given in Table 

4. The Marcellus had the highest surface area at 28.5m2/g, most likely because of its high 

microporosity. The Haynesville with its higher meso and macro-porosity had a lower specific 

surface area of 12m2/g, and the Bakken had a very low specific surface area of only 2.9m2/g. 

Table 4: Results of BET analysis 

  

Slope 
𝐶 − 1

𝑣𝑚𝐶
 

Intercept 
1

𝑣𝑚𝐶
 

C 
𝒗𝒎 

(cm3/g) 
SA 

(m2/g) 

Marcellus 0.153 0.0004 381.0 6.533 28.5 

Haynesville 0.361 0.0011 324.2 2.764 12.0 
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Bakken 1.499 0.0174 87.1 0.659 2.9 

 

LPSA data can also be used to compute pore size distribution via Barrett-Joyner-Halenda (BJH) or 

Non-Local Density Functional Theory (NLDFT) models. This approach has been applied by some 

shale researchers (e.g., Alnoaimi and Kovscek 2013). However, it is extremely critical to point out 

here that LPSA isotherm data is not a reliable quantitative indicator of macropore sizes, and 

grossly underestimates their prevalence (J. Rouquerol et al. 1994; Jean Rouquerol et al. 2012). It 

is altogether inapplicable for pore size greater than 100nm because the pore size is much larger 

than the adsorbed layer thicknesses. Given the prevalence of macropores noted in all samples 

via direct SEM imaging (section 3.3.1), the application of LPSA for pore size distribution 

calculations is considered inaccurate and unreliable and is, therefore, not reported. 

 

3.3.2.1 Relationship with Methane Sorption from Porosimetry 

The surface area estimations from BET can help provide intuition for the room temperature 

methane sorption results presented in section 1.3.2.  

The monolayer capacity for methane in the different shales can be calculated from their BET 

surface areas as follows, 

 𝑞𝑚
𝑚𝑒𝑡ℎ𝑎𝑛𝑒 =

𝑆𝐴

𝐴𝑀𝐶
𝑚𝑒𝑡ℎ𝑎𝑛𝑒 ∗ 𝑁𝐴

 (3.4) 

Where, 𝑞𝑚
𝑚𝑒𝑡ℎ𝑎𝑛𝑒 is the monolayer capacity of methane in a particular shale, 𝑆𝐴 is the BET surface 

area of that shale sample, 𝐴𝑀𝐶
𝑚𝑒𝑡ℎ𝑎𝑛𝑒 is the molecular cross-sectional area of methane 

(𝐴𝑀𝐶
𝑚𝑒𝑡ℎ𝑎𝑛𝑒 = 0.28𝑛𝑚2), 𝑁𝐴 is Avogadro’s constant. 

Given the quantities adsorbed in a monolayer, the number of such layers required to explain the 

total quantities of sorbed methane observed in the porosimetry (section 1.3.2) experiments can 

be calculated as, 
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 𝐿𝑎𝑦𝑒𝑟𝑠 𝑁𝑒𝑒𝑑𝑒𝑑 =
(𝑞𝑡𝑜𝑡𝑎𝑙)𝑝𝑜𝑟𝑜𝑠𝑖𝑚𝑒𝑡𝑟𝑦

𝑞𝑚
𝑚𝑒𝑡ℎ𝑎𝑛𝑒  (3.5) 

 

Table 5 shows the summary of the sorption capacities estimated from porosimetry, as well as 

estimates based on a single monolayer coverage of methane molecules on the available surface 

area. The number of required layers based on equation 3.5 is also provided. The results indicate 

that the existence of between 2.35 layers for the Bakken to 3.69 layers for the Haynesville would 

explain the sorption quantities measured during porosimetry. A reference ‘trilayer’ calculation is 

provided for adsorbed quantities if there was full coverage of the available surface with exactly 

three layers. The trilayer calculation is a highly idealized estimate because subsequent layers 

following the monolayer usually don’t result in complete surface coverage. In fact, the 

mathematical BET model is itself premised on the possibility of an infinite number of adsorbed 

layers. Therefore, the number of layers calculated do not explicitly represent physical reality. 

Nevertheless, it provides basic intuition for how the sorbed quantities might be distributed in the 

shales samples. This is represented graphically in Figure 20.  

Table 5: Room temperature Methane adsorption capacity estimates:  

Porosimetry vs. BET based 

  

Porosimetry 

(mmol/g) 

BET Area Based 
Monolayer [qm] 

(mmol/g) 

BET Area Based 
Trilayer [3*qm] 

(mmol/g) 

BET 
Layers 

needed 

Marcellus 0.457 0.160 0.480 2.85 

Haynesville 0.219 0.059 0.178 3.69 

Bakken 0.041 0.018 0.053 2.35 
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Figure 20: Estimates of sorbed gas quantities based on porosimetry and BET surface area. 

 

3.3.3 CT Imaging 
The experimental procedure for CT imaging has been described in section 2.2.1. In this section, 

we will discuss the results of imaging with xenon as probe gas on a Marcellus and a Mancos 

sample. The goal of imaging was to identify regions of gas storage and correlate it with underlying 

fabric.  

Marcellus 

Figure 21 shows a horizontal patch of the Marcellus sample in the fresh state and the computed 

xenon density for that patch at equilibrium. The darkest patches in the fresh grayscale image 

likely represent high organic content regions or high porosity regions. The corresponding xenon 

density map shows that these “black” patches are sites of maximum xenon density of over 

1600kg/m3. Intermediate grayscale regions which make up the majority of the map, and are likely 

clay rich, show densities over 800kg/m3. Bright white regions indicating the presence of dense 
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minerals such as carbonates or pyrites appear to correspond to low xenon density. The reader 

will recall from section 2.3.1 that the expected xenon density was 181kg/m3.  

The results indicate that the carbonate-rich regions and pyrite framboids appear to have low gas 

storage. Carbonates and pyrites are typically macroporous with large intergranular porosity. The 

lack of gas uptake at these sites is also indicative of low adsorption capacities and the gas in these 

regions could be mostly free gas, hence the lower density. The high xenon densities in the 

organic-rich regions could be explained by both the high adsorption capacity expected of kerogen 

as well as their microporosity. The microporosity results in very high surface area to volume ratios 

in these regions, thus enhancing adsorption, thereby increasing xenon density. But the most 

interesting observation is the high xenon densities in the clay-quartz rich regions. Clay/quartz 

rich regions make up most of the matrix. High xenon density in these regions implies either that 

they too have high adsorption capacities. This is surprising because quartz minerals are generally 

known to have low adsorption capacities. Therefore, one way to explain the high storage is that 

the adsorption on the clays is very high. Another possibility is that the high gas uptake is a 

function of altered fluid behavior in the mesoporosity of the clay platelets and/or the fine-grained 
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quartz grains. In either case the high amounts of gas storage mean that the sorption capacity of 

these sites is an important component of overall GIP. 

 

Figure 21: (left) CT slice of Marcellus sample at fresh conditions, (right) density map of 
xenon at equilibrium conditions 

 

Mancos 

Just like with the Marcellus, the Mancos too was imaged as a pair of stacked plugs separated by 

a hollow spacer. Figure 23 shows the results of CT imaging with xenon gas on a Mancos sample. 

The equivalent porosity was calculated using equation 2.2. The average equivalent porosity for 

the sample was 12.24%. The reader will recall that the porosity estimate from Helium 

porosimetry (section 1.3.1) was around 5%. This higher equivalent porosity calculated from X-ray 

CT could indicate densification of xenon in the Mancos pore system.  

The Mancos was a layered system and finding a representative slice was challenging. Therefore, 

correlations of gas storage with underlying composition is shown in Figure 23 as a cross plot of 

the CT numbers (Linear Attenuation) before xenon injection (pre-injection) against the calculated 

xenon equivalent porosity. Each point on the graph is an average across a horizontal cross-

sectional slice of the sample. Regions of high linear attenuation correspond to slices with more 
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dense minerals while lower linear attenuation corresponds to lighter layers such as highly porous 

or organic rich layers. In general, the cross-plot indicates high equivalent porosity in regions with 

low linear attenuation and lower equivalent porosity in regions with high linear attenuation. 

Assuming that dense minerals are associated with large macroporosity, the low equivalent 

porosities in these regions indicate that (1.) real macroscopic porosity is small, on the order of 

around 6%., which fits with the helium porosimetry results for the Mancos; and (2.) the 

adsorption capacities of dense minerals is likely low. High equivalent porosities in regions 

indicating lighter minerals and possibly high organic content, shows that sorption may be the key 

driver of xenon uptake.  

 

Figure 22: Results of CT imaging of the Mancos sample with xenon gas 
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Figure 23: Cross plot between the raw CT number (linear attenuation) of the Mancos 
sample at pre-injection condition against the equivalent porosity calculated based on the 

xenon filled images at 48 hours. Regions with high linear attenuation indicate a 
predominance of dense minerals, while lower linear attenuation indicates organic rich 

layers. 

 

 

3.4 Discussion 

The main value of the results presented in this chapter is to contextualize the gas storage and 

phase behavior described in chapters 1 and 2. The reader will recall from chapter 1 that the 

highest storage capacities for real gases was found in the Marcellus sample due to enhanced gas 

uptake beyond free gas. The enhanced uptake was seen to a high but slightly lesser degree in the 

Hayneville, further less in the Mancos, and was minimal in the case of the Bakken. 

Compositional analysis can explain this behavior to some extent. All the samples which showed 

enhanced gas uptake, i.e. the Marcellus, Haynesville, and Mancos, had significant amounts of 

organic content, whereas the Bakken didn’t.  However, this wasn’t a perfect correlation because 

the Marcellus had lower TOC than both the Haynesville and the Mancos and yet had the highest 

gas storativity. This means that adsorption on organic content alone may not explain gas 

adsorption and enhanced storage in shales. Clay content was not good indicator either as Bakken 
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sample was comparable in mineralogy to the Mancos, yet showed extremely different gas 

storage behavior. 

Pore structure analysis was a better explanator of storage. Both SEM and Cryo-LPSA indicated 

high proportion of nanoporosity in the Marcellus and Haynesville samples, and virtually no 

nanoporosity in the Bakken. This raises the possibility that available specific surface area may be 

one of the better indicators of sorption capacity. Indeed, BET surface areas covered in 2 to 4 

layers of adsorbent was shown to explain perfectly the sorbed methane estimates reported in 

section 1.3.2. However, an important caveat is that the BET surface area estimate was derived 

from nitrogen gas adsorption at cryogenic temperature while the methane sorption 

measurements were conducted at room temperature. At room temperature, methane is above 

critical temperature and theoretically supercritical at experimental pressure and temperature 

conditions. The formation of multiple adsorbed layers is, in effect, a liquefaction process. This is 

conceptually tenuous for supercritical fluids. But do the results indicate that this is indeed the 

case? The highest number of layers required to explain the sorbed gas quantities was 3.7 for the 

Haynesville sample, which was also interpreted to have the highest proportion of mesoporosity. 

This leaves open the question raised in chapter 2 that the enhanced uptake could be due to a 

mechanistically different process to sorption. Such alternatives include induced-supercriticality 

in mesopores, or a process similar to capillary condensation but for supercritical fluids.  

Large scale direct imaging using X-ray CT confirmed many of the interpretations drawn from 

compositional and pore size analysis. The regions with high probability of organic content in both 

the Marcellus and Mancos samples were the regions with the highest xenon uptake. However, 

excess uptake of gas was generally widespread, even in regions likely to be quartz/clay rich, 
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further fueling the speculation that pore size or surface area may be the primary driver to gas 

uptake. 

 

3.5 Conclusions 

In this chapter, we reported careful characterization of the shale samples used in this study in 

order to understand and contextualize the gas storage and fluid phase behaviors observed  in 

chapters 1 and 2. The samples in this study were found to represent a fair amount of 

compositional diversity, including mineralogic and organic content diversity. The pore size 

distributions were also significantly different between Marcellus and Haynesville, and the 

Bakken. The key takeaways from the results reported in this chapter are, 

1. In general, high organic content was found to be weakly correlated (R=0.36) with 

enhanced gas storage and there was no clear correlation with other mineralogy either. 

This was visually supported by CT imaging which indicated high storage in most parts of a 

Marcellus except at dense-mineral-rich sites.  

2. Pore size distribution and pore surface areas were found to be good indicators of storage. 

However, porosity and pore volumes were not.  

3. Cross-correlation of Nitrogen LPSA BET SSA data and porosimetry data indicated a 

multilayer sorption mechanism. However, questions on whether multilayer adsorption is 

really possible in supercritical fluids leaves room for alternate mechanistic explanations 

for the gas storage observed. 
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4: Impact of Gas Densification on Transport  

 

Preface 

Portions of the work presented in this chapter have been published in the following article, 

Zhang, M., Chakraborty, N., Karpyn, Z., Emami-Meybodi, H., and Ayala, L. 2019 
“Numerical and Experimental Analysis of Diffusion and Sorption Kinetics Effects in 
Marcellus Shale Gas Transport” in SPE Reservoir Simulation Conference 2019 

The contributions of my co-authors are gratefully acknowledged. 

 

4.1 Background 

In the previous chapters, we have seen evidence of gas densification in most of the shales 

studied. Regardless of the mechanism of the densification process, it would seem reasonable to 

wonder about the implications of the densification process on fluid transport behavior in shales.  

Normally, fluid transport in geologic materials is represented by the Darcy equation (Hubbert 

1957). In reality, gas transport is a combination of at least four types of mechanisms (Mason and 

Malinauskas 1983): 1) Darcy flow - viscous flow in which gas flows as a continuum fluid driven by 

the total pressure gradient; 2) Continuum Diffusion - continuum transport of gas according to 

chemical potential gradients, such as temperature or concentration gradients, arising from 

collisions among fluid molecules of different types; 3) Knudsen Diffusion - Free molecular 

diffusion caused by collision of gas molecules with solid pore walls; 4) Surface Diffusion – 

adsorbed gas moves along the solid surface, and is usually a precursor to multilayer adsorption 

or capillary condensation (Caravella 2016).  

Viscous flow dominates gas transport in large macropores where pore diameters are much larger 

than molecular mean free path. This makes up the vast majority of conventional oil and gas 

reservoir rock such as sandstones and limestones, as well as some shales such as the Bakken 

(with pores mostly >1m). This is why the Darcy equation works so well in most hydrology and 

petroleum engineering related applications. As pore diameters start to get smaller, such as in 
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shales, molecular mean free path starts to become comparable to, or, larger than pore diameter, 

and Knudsen diffusion starts to play a more significant role. In micropores and mesopores with 

strong adsorption affinity, surface diffusion plays a critical role in total gas transport (Hwang and 

Kammermeyer 1966). 

Given their nanoporous structure, there has been longstanding cognizance in the petroleum 

engineering community to account for the complexity of fluid transport phenomenon in 

unconventional tight reservoirs such as coalbed methane and shale (Thimons and Kissell 1973; 

Turgay Ertekin, King, and Schwerer 1986; Javadpour 2009; Wu et al. 2015). These studies have, 

in turn, drawn on the vast catalog of studies on gas transport behavior in microporous media in 

general  (Carman and Raal 1951; Mason and Malinauskas 1983; Do 1998; Siemons, Wolf, and 

Bruining 2007; Fathi and Akkutlu 2012). The Dusty-Gas Model (DGM) (Mason and Malinauskas 

1983) is a popular and comprehensive multi-mechanistic model for multicomponent fluid flow 

through porous membranes which treats the porous medium as simply the N+1th component 

consisting of large molecules fixed in space. The application of the DGM to geologic media has 

been historically limited although it has become more popular in recent years (Chen et al. 2015; 

Wang et al. 2016; Shen et al. 2018). Instead, a more common approach has been to modify the 

traditional diffusivity equation to account for apparent micro-scale effects (Ertekin, King, and 

Schwerer 1986; Javadpour 2009; Wu et al. 2015). For instance, Ertekin, King, and Schwerer, 1986, 

proposed a coupled viscous flow and diffusion model and suggested that Knudsen diffusion was 

the reason for the so-called Klinkenberg effect in natural gas engineering and proposed to model 

it by modifying the apparent permeability via an apparent gas slippage factor. Ertekin and Sung, 

1989, also took into account adsorption by assuming it to always be at equilibrium and applying 

the adsorption isotherm. More recently Fathi and Akkutlu, 2009, 2012, introduced kinetic models 

of sorption and surface diffusion of sorbed gas to the gas transport equations. 

A key issue with the development of models has been the lack of availability of appropriate 

experimental data on key parameters such as in-situ concentrations, surface diffusion 

coefficients, and adsorption kinetics. In addition to other parameters such as permeability and 
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bulk diffusion coefficients, most parameters have to be indirectly inferred from bulk pressure and 

flow rate data (Carman and Raal 1951; Thimons and Kissell 1973; Siemons, Wolf, and Bruining 

2007). The sensitivity of X-ray attenuation to density and density changes makes it a promising 

tool to quantitatively analyze transport dynamics in shales. X-ray CT imaging has been 

successfully applied to quantitively evaluate adsorption kinetics for the case of CO2 sequestration 

in coals (Karacan 2003) in which transport diffusivity was also estimated but in terms of a 

combined (surface and bulk) value based on an indirect method proposed by Gray and Do (1992).  

In this current work, X-ray CT data has been purposefully acquired in order to develop a more 

direct method for the estimation of diffusion and sorption kinetic parameters with the help of a 

purpose-built numerical model. The proposed numerical model is a system of two governing 

equations written for free and sorbed gas phase transport. 3D transient in-situ pore fluid density 

propagation profiles obtained from CT imaging is used to match against the simulated density 

transients. Bulk diffusivity, surface diffusivity, as well as sorption rate coefficients are individually 

obtained from the history matching.    

 

4.2 Methodology 

4.2.1 Experimental Overview 
The experimental data used in this chapter were obtained from the X-ray CT imaging of the 

Marcellus sample described in detail in section 2.2.1, and will be recapped briefly. Xenon gas was 

injected at 2.84MPa into a 12mm diameter Marcellus shale plug mounted in a pressure vessel. 

The pressure vessel was shut-in immediately upon injection of gas, and the resultant pressure 

fall-off over time was recorded as gas from the annular space was slowly taken up by the sample. 

X-ray CT images were periodically collected for the first 58hours in order to capture the transient 

stages of xenon propagation into the sample. Another single 3D image was collected after 30days 

in order to capture the complete pressure and concentration equilibrium state (Figure 9 in 

Section 2.3.1).  Figure 24 shows vertical cross-sectional snapshots of the sample at different times 

following injection of xenon. The transient progression of xenon into the sample from the 
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sample’s external faces and fractures can be seen in the form of regional brightening of the 

sample. For the first 58hours after xenon injection the propagation of xenon in a small, 

approximately 2mm tall, portion of the upper plug was observed to be almost radial. This region 

was numerically extracted for closer observation. Figure 25 shows horizontal cross-sections from 

this extraction region. It can be visually verified that the propagation of the xenon was indeed 

approximately radial for 58hours. 

 
Figure 24: Vertical Cross-Section of the Marcellus sample after xenon injection at (from top 

left) 0, 5, 14, 19, 26, 39, 48, and 58hr, respectively. The continuous bright white regions 
indicate the presence of xenon. The black rectangle shows the numerically extracted region 

where xenon progression was approximately radial for 58hours (Figure 25) 
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Figure 25: 2D horizontal cross-sections of the Marcellus sample from the ‘extraction region 

shown in Figure 24. Contour lines represent xenon concentration at different times. The 
progression in this region was considered approximately radial for the first 58 hours after 

xenon injection. 

Figure 26 shows the quantitative data acquired from the experiment – 1) the pressure fall-off 

over time, and 2) the fluid density as a function of radius. X-ray CT data is a function of the density 

of the material being imaged. Accordingly, the change in X-ray CT numbers between the fresh 

state (before xenon injection) image and the equilibrium state image is a function of xenon 
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density. Change in raw X-ray CT data was mapped to xenon density according to a modified 

version of equation 2.4 given by, 

 ρXenon
t =

(𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥
𝑡 − 𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥

@𝑓𝑟𝑒𝑠ℎ
)

(𝑎 + 𝑏 ∗ 𝑍𝑋𝑒𝑛𝑜𝑛
3 )

 (4.1) 

Where, 𝜌𝑋𝑒𝑛𝑜𝑛
𝑡  is the xenon density at time t; 𝐶𝑇𝑚𝑎𝑡𝑟𝑖𝑥

𝑡  is the CT image for the corresponding 

time t.  

As opposed to the real fluid density calculated according to equation 2.4,  the density calculated 

by equation 4.1 is not corrected for sample porosity and as such represents density if xenon were 

to occupy the entire bulk volume of the sample. These are reported as average radial profiles 

shown in Figure 26. The average density was calculated along concentric vertical cylindrical 

surfaces of unit voxel (voxel size of 13.8m) thickness. This simplifies the 3D data into an effective 

1D radial system. The point of origin represents density data for a line passing vertically through 

the center of the sample, while the maximum value of the x-axis represents average density on 

the outer circular surface of a hollow cylinder passing along the radial edge of the sample. The 

reader will note that the measured density is highest a few millimeters inwards from the outer 

radius of the sample. This is because on the outer radius, gas within pores has closer proximity 

and even possible exposure to free gas in the annulus, and therefore, is likely to have a higher 

rate of desorption compared to gas deeper inside. This prevents the sorbed gas concentration on 

the boundary from rising to the same level as in deeper regions of the sample. Another 

observation is that there is very slow rise in the gas density near the center of the sample, and 

this density is never found to be zero. This is likely because within the first few minutes to hours 

of gas injection high-permeability pathways and connected macropores are rapidly filled by free 

gas. However, sorption being a kinetically controlled process is much slower. Therefore, the 

majority of the gas migrates deep into the sample as a slow advancing front made up 

overwhelmingly of sorbed gas. This could indicate that advective flow ceases to play a major role 

fairly early in the course of the entire experiment. 
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Figure 26: (left) Measured pressure fall-off after xenon injection. (right) Average density of 

xenon in the sample as a function of radius 

4.2.2 Numerical Model 
Mass transport of single-component gas in nanopores is a combination of free-gas viscous (Darcy) 

flow, Knudsen diffusion, and sorbed gas surface diffusion. The transport equations developed in 

this work are written for free and sorbed gas, and take into account adsorption kinetics and 

concentration-dependent surface diffusivity (Figure 27). The primary assumptions in the 

development are,  

1.  Single component (group of similar molecules) gas transport is studied, and thus ordinary 

diffusion is not considered. 

2. Dissolved gas is ignored because the available experimental data was acquired in dry rock 

with no initial oil or water saturation. 

3. The Langmuir model of monolayer gas adsorption is applied. However, in order to 

eliminate pore surface area from the formulation, the sorbed phase is represented in 

terms of mass per unit solid volume following Do (1998). 

4. Isothermal conditions – Temperature dependence of diffusion/sorption is not considered. 

5. The porous medium is considered homogenous. 

 

2000

3000

0 58

P
re

ss
u

re
(k

P
a)

Time (hours)
0

60

0 6

D
en

si
ty

 (
kg

/m
3

)

Radius (mm)

5hr

14hr

19hr

26hr

39hr

48hr

58hr

Equilibrium



 
 

 

74 

 

Figure 27: Gas transport mechanisms and effects considered in the model  

 

4.2.2.1 Transport Equations for Free and Sorbed Gas 

For a pure component system, concentration of free-phase gas is equal to its density ( g ), 

 𝐶 =  𝜌𝑔 (4.2) 

Viscous flux of free gas is given by Darcy’s law, 

 𝐽𝑣 =  −𝜌𝑔

𝑘

𝜇𝑔
∇𝑝 (4.3) 

where k is absolute permeability of the porous media, g  denotes gas viscosity.  

Knudsen diffusion flux caused by gas molecules’ collision with pore walls is given by Fick’s first 

law as, 

 𝐽𝐾 =  −𝐷𝐾∇𝐶  (4.4) 

where Dk is the Knudsen diffusion diffusivity, C is the concentration of the free phase gas in mass 

per unit gas volume.  

Combining equations 4.2 –4.4 with mass conservation principles for the entire porous media 

domain, the transport equation for free phase gas is given by, 

 ∇ [{𝐷𝑘,𝑒𝑓𝑓 +
𝑘

𝜇𝑔𝑐𝑔
} ∇𝐶] =

𝜕(𝜙𝐶)

𝜕𝑡
− 𝑅𝑚  (4.5) 

Bulk gas viscous + diffusive flow

Surface diffusion𝑘𝑎𝑘𝑑
Kinetic model of 

Sorption

Free – gas molecules

Sorbed – gas molecules
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where ϕ is the porosity of the formation, and the fractional volume occupied by free-phase gas, 

Dk,eff  gives the effective Knudsen diffusivity based on the total cross-sectional area of the porous 

media, 𝑐𝑔 =
1

𝜌𝑔

𝜕𝜌𝑔

𝜕𝑝
  is real gas compressibility.  

Further, the free phase transport equation 4.5 can be expressed in a ‘diffusion-like’ format in 

which the combined viscous flow and Knudsen diffusion is characterized by a total effective 

diffusivity Deff  as, 

 ∇(𝐷𝑒𝑓𝑓∇𝐶) =
𝜕(𝜙𝐶)

𝜕𝑡
− 𝑅𝑚 ;      𝐷𝑒𝑓𝑓 = 𝐷𝑘,𝑒𝑓𝑓 + 𝐷𝑣  (4.6) 

Where 𝐷𝑣 =
𝑘

𝜇𝑔𝑐𝑔
 denotes the viscous diffusivity. This expression provides a straightforward 

reference for the comparison between the contributions of viscous flow and Knudsen diffusion 

mechanisms in bulk gas transport in nanopores using diffusivities.  

For sorbed phase transport, surface diffusion flux is given by, 

 𝐽𝑠 =  −𝐷𝑠∇𝐶𝑠 (4.7) 

where Ds is the surface diffusion coefficient, Cs is the concentration of the sorbed phase in mass 

per unit solid volume.  

The governing transport equation for sorbed gas can be written in a form similar to 4.6, 

 ∇[(1 − 𝜙)𝐷𝑠∇𝐶𝑠] =
𝜕[(1 − 𝜙)𝐶𝑠]

𝜕𝑡
+ 𝑅𝑚 (4.8) 

where ( )1 f− is the non-porous fraction of the domain, and also represents the fractional cross-

sectional area of sorbed phase since the solid volume is used to represent the sorbed 

concentration (Do 1998). 

In equations 4.6 and 4.8, the second term on the right-hand-side (Rm) represents the mass 

transfer rate between the free phase and sorbed phase; this term is due to non-equilibrium 

adsorption conditions and is expressed in terms of kinetic models of sorption discussed in the 

next section.  
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4.2.2.2 Sorption Kinetics 

Experimental studies have shown that the assumption of equilibrium adsorption for gas transport 

in porous media holds true only during rapid desorption and if there is significant diffusivity of 

the adsorbed-phase (Carman and Raal 1951; Do and Wang 1998; Siemons, Wolf, and Bruining 

2007). 

Lagergren’s model (1898) originally derived for liquid-solid systems is usually recognized as the 

first equation that calculates adsorption rate under nonequilibrium conditions. The so-called 

Lagergren equation can be expressed in terms of concentration as, 

 
𝑑𝐶𝑠

𝑑𝑡
= 𝑘𝐿(𝐶𝑒 − 𝐶𝑠) (4.9) 

where Ce is the adsorbed phase concentration at equilibrium; Cs is the adsorbed phase 

concentration at a given transient intermediate state; and kL is the adsorption constant.  

Equation 4.9 is a first-order rate equation that is commonly referred to as the linear kinetic 

sorption model (Fathi and Akkutlu 2009) because sorption rate has a linear relationship with 

concentration Cs. 

Langmuir kinetics has been widely applied to describe adsorption at solid-liquid interfaces (Li et 

al.,1994; Liu and Shen, 2008). It describes nonequilibrium sorption rate in terms of monolayer 

fractional coverage (𝜃) as the difference between adsorption rate (𝑟𝑎 = 𝑘𝑎𝐶(1 − 𝜃) and 

desorption rate (𝑟𝑑 = 𝑘𝑑𝜃), 

 
𝑑𝜃

𝑑𝑡
= 𝑟𝑎 − 𝑟𝑑 = 𝑘𝑎𝐶(1 − 𝜃) − 𝑘𝑑𝜃 (4.10) 

where and ka and kd are adsorption and desorption rate constants, respectively; and 𝜃 is the ratio 

of sorbed phase concentration at any time (Cs) to its maximum value (Cms) as (Do, 1998), 

 𝜃 =
𝐶𝑠

𝐶𝑚𝑠
  (4.11) 



 
 

 

77 

Combining equations 4.10 and 4.11, we can rewrite the nonequilibrium sorption rate in the mass 

rate form as, 

 𝑟𝑠 = [𝑘𝑎𝐶(𝐶𝑚𝑠 − 𝐶𝑠) − 𝑘𝑑𝐶𝑠] (4.12) 

Equation 4.12 is also called nonlinear kinetic model of sorption (Fathi and Akkutlu 2012), and will 

be used in this work considering its better consistency with experimental observations (Carman 

and Raal, 1951; Do and Wang, 1998; Siemons et al., 2007). 

Invoking the principle of mass conservation, and based on representing sorbed phase in terms of 

solid volume, equation 4.12 is further rewritten for the porous medium as a whole, 

 𝑅𝑚 = (1 − 𝜙)[𝑘𝑎𝐶(𝐶𝑚𝑠 − 𝐶𝑠) − 𝑘𝑑𝐶𝑠] = (1 − 𝜙)[𝐾𝐶(𝐶𝑚𝑠 − 𝐶𝑠) − 𝐶𝑠] (4.13) 

where 𝑅𝑚 is the mass transfer rate between free and sorbed phases (RHS in equations 4.6 and 

4.8); and K = ka/kd is commonly referred to as the equilibrium constant of adsorption.  

4.2.2.3 Concentration-dependent Surface Diffusivity  

Carman and Raal (1951)’s experimental results have shown that surface diffusivity increases 

rapidly with loading before complete monolayer coverage.  Ash et al. (1963) later found the 

surface diffusivity drops after the monolayer layer is exceeded and increases again during 

capillary condensation.  

Based on our assumption of monolayer sorption, for the period prior to monolayer coverage we 

use the correlation for concentration dependency of surface diffusivity from the famous hopping 

model of surface diffusion (HIO model) of Higashi et al. (1963), 

 𝐷𝑠 = 𝐷𝑠
0

1

1 − 𝜃
  (4.14) 

where 𝜃 is the surface fractional coverage defined in equation 4.11, and Ds
0 is the surface 

diffusivity at zero coverage that can be expressed as, 

 𝐷𝑠
0 = 𝐷𝑠∞ exp (−

𝐸𝑠

𝑅𝑇
)  (4.15) 

where Es is the energy of activation needed for a hop and R is the Boltzmann constant.  
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Equations 4.14–4.15 show that under the assumptions of this study (isothermal, homogeneous 

porous media, monolayer sorption), Ds
0 is a constant value and thus Ds is only dependent on 

sorbed phase concentration. Combining equations 4.14 and 4.11, the final expression of surface 

diffusion coefficient to be used in the sorbed phase transport equation (4.8) is written as, 

 𝐷𝑠 = 𝐷𝑠
0

𝐶𝑚𝑠

𝐶𝑚𝑠 − 𝐶𝑠
 (4.16) 

4.2.2.4 Model Initialization  

The governing equations were solved using a commercial finite-element simulator (COMSOL 

Multiphysics®). The porous medium was approximated as a 2D circular disc of radius r = 6mm.  

Initial conditions for the system of PDEs are, 

𝐶(𝑟, 𝑡 = 0) = 𝐶𝑖𝑛 

𝐶𝑠(𝑟, 𝑡 = 0) = 0 

At the outer boundary (r = rb = 6mm), prescribed free gas concentration (density) for equation 

4.6 was calculated from reported annular-space pressure shown in Figure 26(left). Pressure was 

mapped to density using an Equation of State proposed for Xenon by Beattie et al. (1951), 

𝐶(𝑟 − 𝑟𝑏 , 𝑡) =  𝜌𝑔(𝑝𝑏(𝑡)) 

Sorbed phase concentration at boundary rb was assumed zero i.e. there is negligible sorption at 

the interface of the sample exposed to annular space, 

𝐶𝑠(𝑟 = 𝑟𝑏 , 𝑡) = 0 

The experimental data used for history matching between simulation and experiment were the 

propagation profiles of the total fluid density Figure 26(right). These were calculated from the 

reported phase concentrations from the simulator as the weight-averaged value between bulk 

and sorbed phases, 

𝜌𝑡 = 𝜙𝐶 + (1 − 𝜙)𝐶𝑠 
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The parameters used for history matching were diffusion coefficients (Deff
  and Ds) that control 

the flux, and sorption rate coefficients (kd and K) and maximum sorbed gas concentration (Cms) 

that control the sorption rates. Porosity(ϕ) was considered constant and uniform, and the helium 

porosimetry derived value of 7% for this particular sample was applied. The initial estimates for 

parameter variables were obtained from literature although they were adjusted manually in 

order to achieve the best possible match. It is relevant to note here that although Deff, in principle, 

incorporates the advective component of transport 𝐷𝑣, the latter is neither explicitly measured 

nor estimated from the model. However, if 𝐷𝑣 were independently known, the model could be 

used to evaluate the relative contributions of the advective and diffusive components. However, 

in this case, this was not possible given that experimental data for 𝐷𝑣 was not available. 

 

4.3 Results and Discussion 

The goal of history matching was to aid in the development and refinement of the model, and 

add physical complexity as needed in order to achieve a satisfactory match with the measured 

data. Some early versions of the model included explicit volumetric modeling of free-gas and 

adsorbed gas; linear kinetic model of sorption; non-linear kinetic model of sorption with constant 

surface diffusion etc. The first priority in model development was to qualitatively recreate the 

‘growing peaks’ of gas density near the sample outer radius. This was achieved with the non-

linear sorption model with constant surface diffusivity (Figure 28 to Figure 30). The next step was 

to quantitatively improve the match, which was achieved by incorporating concentration-

dependent surface diffusivity in the model. The result of these two versions with non-linear 

sorption kinetics are discussed in this section. Since additional datasets were not available, blind 

predictions to validate the model on independent data was not possible. 

Figure 28 to Figure 30 present the results from the first history matching attempt, in which 

constant surface diffusivity (Ds) was assumed. Figure 28 provides a qualitative demonstration of 

simulated 𝜌𝑡 distribution evolution propagating into the sample as a radial front. Figure 29 shows 

detailed matches against density propagation profiles along the r direction. It can be seen that 
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the numerical model captures the growing peaks near the outer boundary observed from 

experimental data, which verifies the effect of sorption kinetics. Parameter estimation based on 

history matching is provided in Table 1. Based on the match results of density profiles shown in 

Figure 29, there is an indication that total gas transport behavior is influenced by nonlinear 

effects. This observation is based on the large discrepancies in the matches at later time steps 

(38, 48 and 58 hr). Figure 30 indicates that nonlinear surface diffusivity might be an important 

factor in explaining the discrepancies. This is because based on the comparison between free 

phase and sorbed phase densities, shown in Figure 30, in-situ conditions appear to be mainly a 

function of sorbed phase surface density. 

 

Figure 28: Total density maps showing propagation of xenon gas from the perimeter into 
the sample over time 

5 hr 58 hr Equlibrium



 
 

 

81 

 

Figure 29: Matching results between numerical model and experimental data with constant 
surface diffusivity 

 

Figure 30: Simulated phase concentrations based on constant surface diffusivity 

Table 6: Parameter estimation based on constant surface diffusivity model 
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Deff , cm2/s Ds , cm2/s Cms , kg/m3 K (m3/kg) kd (1/s) 

81.26 10−  
81.25 10−  65  0.098 69.2 10−  

 

Based on these observations, concentration-dependent surface diffusivity was added to the 

model along with the HIO equation (4.16). History matching results are shown in Figure 31. 

Comparisons between Figure 29 and Figure 31 shows clear improvement when nonlinear surface 

diffusion is considered. Parameter estimations are provided in Table 2. The surface diffusivity 

evolution is plotted in Figure 32(B), indicating that the constant surface diffusivity estimation 

given by Table 1 is an averaged value of the early-time evolution history of Ds. Comparing the 

rest of the estimations in Table 1 and 2, most of the parameters are extremely close; the slight 

difference between maximum sorbed concentration (Cms) is because it is related to surface 

diffusivity calculation (equation 4.16) and thus must be re-adjusted with Ds. 

In this example, estimated diffusion coefficients (Deff and Ds) as well as desorption rate coefficient 

(kf) are all found to be close to literature data obtained based on theoretical models or 

experimental measurements for nano-scale porous media (Karacan, 2003; Fathi and Akkutlu, 

2012; Wu et al., 2016). The only exception is that the maximum sorbed phase concentration (Cms) 

which appears to be anomalously small. It is because sorbed phase concentration Cs used in the 

numerical model is an ‘effective’ or ‘equivalent’ concentration distributed evenly in the solid 

volume, rather than the actual density of the monolayer of adsorbed molecules.  
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Figure 31: Matching results between numerical model and experimental data with 
concentration-dependent surface diffusivity 

 

 

Figure 32: (A) surface diffusivity as function of coverage (HIO model); (B) surface diffusivity 
profiles from simulation results 
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Table 7: Parameter estimation based on concertation-dependent surface diffusivity model 

Deff , cm2/s D0
s , cm2/s Cms , kg/m3 K (m3/kg) kd (1/s) 

81.26 10−  
99.35 10−  74  0.095 69.2 10−  

 

Although this model does not account for multilayer adsorption it satisfactorily reproduces the 

qualitative and quantitative trends observed in the measured data, and is therefore a good first 

step in representing the experiment. This is likely because the model currently only requires 

estimates of the maximum adsorbed content which is represented as Cms. We could not currently 

find any way to independently estimate this parameter, and it has been used as a model tuning 

parameter. The next step in improving the model would be to incorporate fabric characterization 

data such as pore size distribution and surface area to further constrain and refine the model. 

This may require the introduction of added physical complexity such as an improved description 

of gas densification, PVT properties, or multilayer sorption mechanism. Independent data from 

other shale samples and further testing and validation of the model is also recommended. Such 

future experiments should also be designed to independently estimate static parameters such as 

Cms in order to simplify the history matching process for dynamic data. 

 

4.4 Conclusions 

In this chapter, we discussed the formulation of a diffusion and non-equilibrium sorption kinetic 

based numerical model to capture bulk and microscale transport in shales. The model was 

validated against experimental data in the form of dynamic density profiles of in-situ pore fluid 

acquired on an organic-rich, nanoporous, ultra-tight Marcellus shale sample. The following 

inferences can be drawn based on these modeling efforts, 

1) Gas transport in shale and can be modeled by accounting for effects of gas diffusion and 

gas adsorption/desorption. 
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2) Adsorption/desorption is a non-equilibrium process during fluid transport and can be 

effectively represented by the kinetic model of sorption. 

3) Under current experimental conditions (room temperature, low pressure), surface 

diffusion is the dominant mechanism affecting transport and in-situ fluid conditions.  

4) Surface diffusivity is shown to be concentration dependent and sorbed gas transport is 

thus a nonlinear phenomenon.  
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Concluding Remarks 

The focus of this research project was to study the fundamentals of gas storage in shales and the 

implication of complex storage mechanisms on transport. Material was sourced from four 

different North American shales – the Marcellus, Haynesville, Mancos, and Bakken, giving us a 

compositionally and texturally diverse set of specimens for experiments. The storage behavior of 

several noble gases and hydrocarbon gases were measured, with helium being representative of 

a non-sorbing ideal gas. Results presented in chapter 1 indicated that gas densification, likely due 

to sorption, plays a significant role in overall gas storage at laboratory conditions. In chapter 2 

we explored the storage data more closely along with additional experiments to find out whether 

the common representation of all excess gas storage as surface adsorption was indeed true, and 

considered alternatives like capillary condensation, induced-supercriticality, and phase behavior 

differences. This analysis revealed some anomalies in the data that may be better explained by 

non-adsorption fluid behavior. Detailed sample characterization presented in chapter 3  helped 

better contextualize the storage and fluid behaviors observed in chapters 1 and 2. Surface area 

data revealed that excess gas storage could be described as a multi-layer adsorption process, 

which is plausible, albeit conceptually tenuous for supercritical fluids. Statistical and image-based 

spatial correlations revealed that mineralogy is not correlated with storage behavior and organic 

content is weakly correlated with gas storage. However, pore sizes and surface area were found 

to be good indicators of storage. A numerical model was developed and presented in Chapter 4 

that accounted for the often-ignored phenomena of diffusion, and adsorption-desorption 

kinetics. This model was shown to satisfactorily describe gas transport in the ultra-tight Marcellus 

Shale sample. This was the sample with the highest pore surface area and sorption for all gases. 

Perhaps unsurprisingly, the model revealed that surface diffusion was the predominant 

mechanism governing fluid transport in this sample.  

The overall conclusion that emerges from this research is that free-gas constitutes a small portion 

of gas storage in nanoporous shales, and that gas storage behavior is much more complex in tight 

nanoporous structures than in conventional reservoir rocks. Shales with predominantly large 
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macropores behave more like conventional rocks despite high clay content. Gas densification, 

likely into adsorbed gas, is a very important storage mechanism that needs to be considered both 

for Gas-in-Place estimations, as well as for prediction of transport properties in nanoporous 

shales. Further research into alternative theories on the mechanism of gas densification such as 

induced-supercriticality, and of fluid behavior in nanoporous environments is also warranted. 
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Recommendations for Future Work 

The results of this study indicate that when single component gas is injected into shales, far more 

can be stored than would be expected if the pore volume were to fill up with only free-gas. This 

indicates a densification of the gas injected into the pore space. The mechanism of this 

densification needs to be more carefully studied so that models of storage can be made more 

physically correct, which is important for accurate calculations of GIP and for predictions of 

transport behaviors. In particular, the distinction between densification due to surface 

adsorption vs. bulk phenomena such as induced supercriticality, or capillary condensation will 

greatly affect our expectations of storage and transport under various conditions of pressure, 

temperature, fluid type, and rock type and texture. It is possible that the observed densification 

is due simultaneously due to multiple mechanisms including sorption, and other mechanisms 

stemming from the confinement of fluid within nanopores. Materials with uniform and 

homogenous composition and a uniform nanopore sized pores would be ideal for isolating the 

contributions of competing densification mechanisms. Experiments with different types of gases, 

as well as at higher pressure-temperature conditions would also be useful to delineate the extent 

of densification at a broader set of conditions than those performed in this study.  

The results of this study also indicate the lack of correlation between the observed densification 

and rock mineralogy. This contradicts our primary expectation that densification is due largely to 

adsorption, given that adsorption is a fluid-surface interaction effect and thus likely to be 

sensitive to solid-fluid compositions. The correlation between rock surface area as storage 

capacity has been clearly demonstrated in this study which warrants a deeper investigation into 

the role of nano-pore topology on adsorption. Molecular modeling studies or other experimental 

studies on controlled pore-size and composition materials could shed light on whether 

adsorption could be enhanced or depressed based on pore geometry and overall topology of the 

pore network. More detailed, composition specific characterization in conjunction with gas 

storage measurements could be used to evaluate the hypothesis that samples with mature 
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organic matter, and by extension - with more nanoporosity, would show higher gas uptake than 

samples with higher content of organic matter but one that is immature.  

The fluid transport model developed in this work was a first step towards representing via a 

conceptual and numerical model the never-before-observed experimental behavior of 

temporally increasing near-boundary concentration of gas injected radially into a shale core. 

Although the model developed matches the experimental data well, independent experimental 

data should be acquired to validate the model. Furthermore, such future data should incorporate 

additional information such as pore size distributions, and independently measure maximum 

ultimate storage capacities. This will further constrain the model and help identify additional 

physical phenomena that may be missing from the current model. 
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Appendix A: X-ray CT Calibration 

For the purposes of this research the CT numbers of a given material was the same as the linear 

attenuation (𝜇) of a material,  

 𝜇 =  −
1

𝑡
∙ log𝑒 (

𝐼

𝐼0
) (A.1) 

where, μ is the linear attenuation coefficient of the material; 𝐼 is the intensity of transmitted X-

rays, 𝐼0 is the intensity of the incident X-rays, t is the sample thickness. 

 

At prevailing experimental X-ray energies, linear attenuation is a function of Compton scatter and 

the photoelectric effect, 

 𝜇 = 𝜌 ∙ (𝛼 ∙
𝑍𝑘

𝐸𝑙
+ 𝛽) (A.2) 

Where, 𝑍 is material atomic number, 𝐸 is X-ray energy, 𝑘 ≈ 3;  𝑙 ≈ 3 , 𝛼 and 𝛽 are constants. 

 

For a X-ray of constant beam energy, i.e., constant 𝐸, equation A.2 can be approximated as, 

 
𝜇

𝜌
= 𝑎 + 𝑏 ∗ 𝑍3 (A.3) 

Where, 𝑎 =  𝛽, 𝑏 =
𝛼

𝐸𝑙 

Equation A.3 is re-arranged form of equation 2.3.  

The coefficients a and b were calibrated using CT measurements of standard materials at 200keV 

as shown in Figure 33. The calibrated values were, 

𝑎 = 3.7 ∗ 10−6  

𝑏 = 0.024 
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Figure 33: Measured data on standard materials to calibrate equation 2.3  
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