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Abstract

This work proposes novel neural temporal models for predicting and synthesizing human motion, achieving state-of-the-art in modeling long-term motion trajectories while being competitive with prior work in short-term prediction, with significantly less computational expense. Key aspects of the proposed system include: 1) a novel, two-level processing architecture that helps in generating "guiding" trajectories, 2) a set of easily computable features that incorporate motion derivative information into the model, and 3) a novel multi-objective loss function that helps the model to incrementally progress from the simpler task of next-step prediction to the harder task of multi-step closed-loop prediction. The results demonstrate that these innovations facilitate improved modeling of long-term motion trajectories. Finally, a novel metric, called Normalized Power Spectrum Similarity (NPSS) is proposed, to evaluate the long-term predictive ability of motion synthesis models, complementing the popular mean-squared error (MSE) measure of the Euler joint angles over time. A user study is conducted to determine if the proposed NPSS correlates with human evaluation of long-term motion more strongly than MSE and finds that it indeed does.
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Chapter 1  
Human Motion Prediction: A background

1.1 Problem Definition

This work addresses the problem of building predictive models of human motion using motion capture data. Specifically, the models explored can be successfully used in forecasting the 3D pose of a human subject conditioned on an initial history (or a set of seed frames). Work on this problem has generally focused on two separate but complementary sub-tasks: 1) short-term motion prediction, where models are generally evaluated quantitatively by measuring mean squared error (MSE) over a short horizon, and 2) long-term motion prediction, where models are evaluated qualitatively by visual inspection of samples to see if they are able to generate plausible trajectories of human motion over long spans of time (i.e. > 2-3 seconds).

Solving the above two problems in human motion prediction is challenging given the high dimensionality of the input data as well as the challenge of capturing the nonlinear dynamics and stochasticity inherently present in human motion. Furthermore, human motion, in strong contrast to the motion of other inanimate objects, depends on the subject’s underlying intent and high-level semantic concepts which are tremendously difficult to model computationally.
1.2 Application

Short-term motion prediction models are useful in applications of motion tracking while long-term models are useful as generative models in areas like computer graphics [4–6]. Models successful in these tasks are also valuable for human gait analysis, studies in the kinematics of human motion, and in human-computer interaction applications [7,8].

1.3 Related Work

Traditionally, models were built in the framework of expert systems and made use of strong simplifying assumptions, such as treating the underlying process as if it was Markovian and smooth or using low-dimensional embeddings [9,10]. Such approaches often led to less-than-satisfactory performance. With the modern successes of artificial neural networks [11] in a variety of application domains, ranging from computer vision [12] to machine translation [13] and language modeling [14], many current, newer models of motion have been become increasingly based on neural architectures. Here recent work on recurrent neural network-based models are reviewed.

Fragkiadaki et. al [1] proposed two architectures: 1) the LSTM-3LR and 2) the ERD (Encoder-Recurrent Decoder as shown in Figure 1.1). The LSTM-3LR consists of 3 layers of 1000 Long Short-Term Memory (LSTM) units whereas the ERD model uses 2 layers of 1000 LSTM units and nonlinear multilayer feedforward networks for encoding and decoding. However, the authors observed that, during inference, the models would quickly diverge and produce unrealistic motion. They alleviate this by gradually adding noise to the input during training which helps in generating plausible motion over longer horizons.

Jain et. al [2] proposed Structural-RNNs (SRNN as shown in Figure 1.2), which take a manually designed spatio-temporal graph and convert it into a multilayer RNN architecture with body RNNs being assigned to model specific body parts and edge-RNNs to model interactions between body parts. This work also uses the noise scheduling technique employed earlier by [1] to alleviate drifting. They
show that their network outperforms previous methods in both short-term motion prediction as well as long-term qualitative motion.

More recently, [3] proposed simple but hard-to-beat baselines on short-term motion prediction as well as a 1-layer seq2seq model [15] with 1024 Gated Recurrent Unit (GRU) units and a linear output decoder for short-term and long-term motion prediction (as shown in Figure 1.3). Additionally, they trained their long-term
model using a sampling-loss as a simpler alternative to noise scheduling in order to alleviate drifting.

Figure 1.3. GRU seq2seq model architecture of Julietta et. al [3]
Chapter 2  |  Data and Preprocessing

2.1 Dataset

In order to stay consistent with previous work on human motion synthesis [1], [2], [3], the Human 3.6 Million (h3.6m) dataset [16] is used, which is currently the largest publicly available motion capture (mocap) database. The h3.6m dataset consists of 7 actors performing 15 different actions. Previous work [1], [2], [3] has particularly focused on 4 out of these 15 categories, e.g., walking, eating, smoking, and discussion when evaluating model performance. Subject #5 is split into disjoint subsets used to create both the validation and test set. To create the test-set, staying consistent with prior work by extracting 8 motion sequences per action type from subject #5, yielding the exact same 32 test sequences as used by [1], [2], [3]. The remaining sequences for subject #5 are then placed into a validation set that is used for tuning hyper-parameters. Further, the data of the other 6 subjects is then used as a training set.

2.2 Preprocessing

Again I adopt the pose representation and evaluation metrics as used previously in [1], [2], [3] to allow for experimental comparability. Pose is represented as an exponential map of each joint. To evaluate our models, we measure the Euclidean distance between predictions and ground-truth in Euler angle-space at various time slices along the predicted sequence. Elaborating briefly, each mocap vector consists of a set of 3D body joint angles in a kinematic tree representation. The
orientation of each joint is represented by an exponential map in the coordinate frame of its parent, corresponding to 3 degrees of freedom per joint. The global position of the body in the x-y plane and the global orientation about the vertical z axis are predicted relative to the previous frame, since each clip has an arbitrary global position. This is similar to the approach taken in previous work [17]. We standardize our input by mean subtraction and division by the standard deviation along each dimension. Please refer to [17] and [18] for further details.
Chapter 3  |  Methods and Models

3.1 Neural Temporal Models

The architecture being proposed for human motion prediction and synthesis is called the Verso-Time Label Noise-RNN model (VTLN-RNN), which consists of a top-level and a bottom-level RNN. Combined, the 2 RNNs have fewer parameters than prior motion deep learning motion synthesis models. The top-level RNN is meant to serve as a learnable noise process inspired by the work of [19] (which runs backwards in time), starting from a sampled initial hidden state ($z_{\phi}$) and is conditioned on the one-hot encoding of the action label. This noise process is used to generate a sequence of $K$ “guide vectors” (where $K$ is the number of future frames we want to predict, or the prediction horizon) that will be subsequently used by the lower-level RNN. The lower-level RNN, or the Body-RNN, runs forward in time, taking in as input at each time step the joint angle vector $x_t$ as well as the corresponding guide vector $p_t$ to generate a prediction of the mocap angles for time-step $t + 1$. In essence, running the VTLN-RNN involves first using the top-level noise process RNN to generate the guide vectors and then using the Body-RNN to integrate both the bottom-up mocap input vectors and the top-down guide vectors to compute the final hidden states $h_t$ and the next-step predictions $\hat{x}_t$. The unrolled model is shown in Figure 3.1. The loss is computed using the Body-RNN’s predicted outputs and the corresponding ground-truth mocap vectors.

In order to sample the initial hidden state of the top-level noise process, it is structured to work like a multivariate Gaussian distribution, drawing inspiration
from the re-parameterization trick [20] and the adaptive noise scheme proposed in [19]. The initial state $z_\phi$ of the top-level noise process is computed as follows:

$$ z_\phi = \mu + \Sigma \otimes \epsilon $$  

(3.1)

where $\epsilon \sim \mathcal{N}(0, I)$, $\mu$ the mean of the random variable, and $\Sigma$ is its covariance, specifically a diagonal covariance. $\mu$ and $\Sigma$ are parameters that are learned along with the rest of the neural network weights using back-propagated gradients during training. This formulation of the hidden state allows the designer to input samples from a simple base distribution, e.g., a standard Gaussian, instead of having to tune the noise parameters, such as its variance manually.

Figure 3.1. VTLN-RNN architecture

In this paper, we use the Gated Recurrent Unit (GRU) [21] to instantiate both the top-level and bottom-level RNNs of the VTLN-RNN due to its simplicity, competitive performance, and ease of training compared to the LSTM [22]. The cell update equations for the top-level GRU remain the same as described in [21] except that we note its non-state input is the action label (which remains fixed over the length of the sequence). However, the cell update equations for the Body-GRU are as follows:

$$ r_j = \sigma([W_r x_t]_j + [U_r h_{t-1}]_j + [V_r p_t]_j) $$  

(3.2)

$$ z_j = \sigma([W_z x_t]_j + [U_z h_{t-1}]_j + [V_z p_t]_j) $$  

(3.3)

$$ \tilde{h}_j^t = \Phi([W x_t]_j + [U (r \otimes h_{t-1})]_j + [V p_t]_j) $$  

(3.4)
\[ h_j^t = z_j h_j^{t-1} + (1 - z_j) \tilde{h}_j^t. \] (3.5)

The motivation behind the VTLN-RNN structure was to hierarchically decompose the motion synthesis problem down to a two-level process, as has been successfully done in neural-based dialogue modeling [23], [24]. The top-level RNN would serve to roughly sketch out a course trajectory that the lower-level RNN would take, further conditioned on actual data and its own internal state. However, unlike the hierarchical neural dialogue models that served as inspiration, in this case the top-level process runs in the backwards temporal direction. This was chosen considering the gradient flow in the unrolled computation graph. If the top-level process starts at time \( t = K \) and works backward to time \( t = 1 \), the parameter updates of the top-level model will depend more heavily on information from the future (or from far later on in a sequence) and this information would be encoded in the synaptic weights related to a specific action type/label. When the top-level process is used to generate the sequence of guide vectors, it creates “hints” or coarsely defined states that the lower-level Body-RNN can then refine based on actual input data or its own closed-loop predictions.

While it is hard to theoretically prove that the top-level RNN is truly “planning” out the ultimate trajectory of the model’s predictions, experiments conducted will show that this two-level process appears to offer some useful regularization, improving model generalization over simpler mechanisms such as drop-out.

Additionally, our model used for both short-term and long-term motion prediction has significantly less parameters compared to [1], [2], [3] and yet achieves state-of-art results as shown in Table 5.5 on long-term motion prediction and is competitive with [3] state-of-art results on short-term motion prediction as shown in Table 5.4.

<table>
<thead>
<tr>
<th>Models</th>
<th>No. of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERD [1]</td>
<td>14,842,054</td>
</tr>
<tr>
<td>LSTM-3LR [1]</td>
<td>20,282,054</td>
</tr>
<tr>
<td>SRNN [2]</td>
<td>18,368,534</td>
</tr>
<tr>
<td>GRU-d (ours)</td>
<td>2,735,670</td>
</tr>
<tr>
<td>VGRU-d (ours)</td>
<td>3,413,047</td>
</tr>
</tbody>
</table>

Table 3.1. Number of parameters of various RNN-based motion models.
3.2 Incorporating Derivatives

Motion derivatives contain crucial feature information which can be used to model local (near past) motion information. From Newtonian mechanics, we know that a body's future trajectory can be calculated accurately given its current position but also its velocity and acceleration (i.e. first and second-order derivatives of position w.r.t time). These features are cheap to compute and do not require any additional model parameters. Motivated by this, motion derivatives are extracted by using a finite backward difference approximation, calculated as follows:

\[ \nabla^n_h f(x) = \sum_{i=0}^{n} (-1)^n \binom{n}{i} f(x - ih) \] (3.6)

where \(i\) is the order of the derivative we would like to approximate, up to \(n\), and \(h\) is a non-zero spacing constant.

Motion derivatives of \(n = \{1, 2, 3\}\) with \(h = 1\) are extracted using the above equation and appended to the vector of joint angles. The linear decoder of our recurrent model outputs only joint angles for the next timestep. During closed loop (i.e. iterative multi-step prediction), we calculate these motion derivatives on-the-fly using the equations above and append them to the joint angles before passing the concatenated vector of joint angles + derivatives as input to RNN at \(t + 1\) timestep.

3.3 Alleviating Drifting

The standard method to train RNNs for sequence prediction tasks is to feed the ground-truth inputs at every timestep \(t\) during training. This is known as open loop prediction. Then, at test time, the model's previous prediction at \(t\) is fed in as input to the model at timestep \(t + 1\). This known as closed-loop (or iterative) prediction. However, a key issue with this method is that the model is unable to recover from accumulation of errors and the RNN predictions degrade significantly over time. This is due to the significant mismatch in the inputs it receives during train (i.e. ground-truth inputs) and test time (i.e. its own noisy predictions from previous timesteps) commonly referred to as "exposure bias". This causes synthesized long-term motion trajectories to quickly diverge from the manifold of plausible
motion trajectories. As mentioned earlier [1] and [2] alleviate this issue by injecting gradually increasing magnitudes of Gaussian noise to inputs during training. [3] used a sampling loss where, during training, the model outputs are fed back to itself. Lamb et. al [25] introduced the method of "Professor Forcing" which addresses this issue by using an adversarial training regime to ensure the hidden states of the RNN are constrained to be similar during train and test time. However, this method is computationally expensive, needs careful hyperparameter tuning, and suffers from stability issues normally encountered in the training of Generative Adversarial Networks. More recently, [26] showed that their method, or auto-conditioning, helps the RNN models produce good qualitative long-term motion by alternating between feeding in ground-truth samples and the model’s own outputs during training.

We can view this problem of using the RNN for multi-step iterative prediction at test time through the prism of multi-task and/or curriculum learning. We ultimately require the RNNs to achieve good performance on the hard-task of multi-step iterative prediction starting from the simple task of one-step prediction. An intuitive way to achieve this would be to gradually make the RNN progress from the simple task of one-step prediction (ground truth fed in at every timestep) to the final goal of multi-step iterative prediction. Defining a composite loss function with separate terms for measuring one-step prediction and multi-step iterative prediction losses, and weighting these terms, would ensure that the network slowly adapts from being able to only predict one-step ahead to becoming capable of multi-step iterative prediction during the course of the training cycle. This intuition forms the basis of our multi-objective loss function defined as follows,

\[
L(\hat{y}, y) = \frac{1}{T} \sum_{t=0}^{T} (\hat{y}_o^t - y^t)^2 + \frac{\lambda}{T'} \sum_{t_1=0}^{T'} (\hat{y}_c^{t_1} - y^{t_1})^2
\]  

(3.7)

where \(y^t\) = ground-truth output at \(t\), \(\hat{y}_o^t\) = model output in open-loop mode at \(t\), \(\hat{y}_c^{t_1}\) = model output in closed-loop mode at \(t_1\). For clarity, I use "open-loop" mode to refer to feeding ground-truth inputs at every timestep to the RNN in order to produce outputs and "closed-loop" mode refers to feeding the model’s own output at \(t\) as input to it at \(t + 1\). For every input sequence of data this loss function requires us to perform the forward pass twice on the RNN network, i.e., i)
to compute \( \hat{y}_o^t \) in open-loop mode and ii) to compute \( \hat{y}_c^t \) in closed-loop mode. The weight term \( \lambda \) is gradually increased using a step schedule over the training cycle starting with a zero value at the beginning. This schedule therefore gradually places greater importance to the loss-term contributed by making closed-loop predictions as the network has learned to make better one-step predictions. From our long-term motion synthesis experiments, we can see that our multi-objective loss function outperforms noise scheduling [1, 2], auto-conditioning [26] and sampling loss devised by [3].

### 3.4 Long-Term Multi-Action Motion Model

Prior work on long-term motion prediction such as that of Fragkiadaki et. al [1], Jain et. al [2] and Julietta et. al [3] have all trained their top-performing models on single-action data. Apart from being computationally expensive to train a new model from scratch per action class, it also highlights shortcomings of the current state-of-art RNN-based long-term motion models. One of the challenges in building a multi-action model is that a given current pose and past trajectory can result in multiple equally plausible/valid future poses (possibly across several action classes), and since these RNN-based models are trained in a maximum likelihood setting, they’re trained to estimate the "average" or "mean" pose from the training data they have seen. This results in the model sometimes averaging poses across action classes and resulting in physically impossible poses and unsatisfactory performance.

In this work, an attempt is made towards this end of building a RNN-based long-term multi-action motion model competitive with the various single-action models (methods) described previously. The multi-action RNN model consists of a 2-layer 512 unit GRU network wherein the RNNs have 2 input embedding matrices; one which maps the input joint angles to the hidden state and the second which receives a 1-hot encoding of the action class. The GRU cell expressions are similar to that of the body-RNN described in section 3.1. Only difference between this multi-action model (referred to as MA-RNN in Table 5.6) and the VTLN-RNN architecture is that both layers operate in forward time. The intuition behind it is that in training the synaptic weights of this second embedding matrix (which takes a 1-hot action label as input) will learn useful action conditional information.
Since this term is also involved in the hidden state transition expression, it can provide useful action conditioned information thereby help alleviate the model from averaging poses across action classes during long-term prediction. Similar to our earlier models, we append motion derivatives of input joint angles and train the model with the novel multi-objective loss function. Further training details is given in section 5.1. As seen from Table 5.6, the MA-RNN model achieves the best (or close to) for all actions except eating, indicating the promise of this model architecture to serve as a strong baseline model for the multi-action task setting.
Chapter 4  |  Evaluation Metrics

4.1 Background

The use of mean-squared error (MSE) as an evaluation metric for models has been the standard practice [1–3] on both the short-term motion prediction and long-term motion synthesis tasks. In short-term motion prediction the evaluation metric needs to capture how well various models are able to mimic the ground-truth data over short-term horizons (i.e. 0-500 milliseconds) as these models are used for motion tracking applications.

However in the long-term motion synthesis task, models need to be evaluated on how well they generate plausible future motion over long-term horizons given some seed frames of motion. Since human motion is inherently stochastic over long time horizons, models can significantly deviate from the ground-truth trajectories and have a large MSE despite producing qualitatively good human motion. This problem has been noted in prior work [1], [2], [3]. There are a variety of causes. For example: if the predictions correspond to walking at a slower pace, the joint angles will be misaligned (frequency-shift) and MSE computed will diverge over time. In the short term, the joint angles may still be similar enough for MSE to meaningfully capture similarity, but in the long term they will become significantly different. Similarly, if a few extra frames of motion are added or removed (phase-shift) compared to ground-truth sequence will result in high MSE values because frames are again misaligned. Therefore, as noted in prior work [1], [2], [3], the use of MSE as an evaluation metric is not appropriate in the long-term task. However,
no attempt had previously been made to suggest another quantitative metric for
evaluation of long-term motion synthesis models.

4.2 Normalized Power Spectrum Similarity

In this work, we propose such a metric based on the following intuition. We can
say that the qualitative essence of any action such as walking, eating, running etc.
can be captured through the frequency signature of joint angles of the body while
performing that action. For walking at a slower pace example, the power spectrum
(obtained from a discrete Fourier transform) would show spikes at a slightly lower
frequency and the addition or removal of few frames would show up as a phase-shift
in the frequency domain. The examples of slow/fast or phase-shifted walking
involve periodic sub-actions, whereas aperiodic actions such as discussion will show
a more uniform spread of power in the frequency domain (this indicates a lack of
periodicity in the action which is also being picked up by the power spectrum).
Measuring similarity of power spectrum between between ground truth sequence
and corresponding generated sequence for the same motion type would account for
these phenomena and correlate better with the visual quality (see user study details
in the following section) of samples compared to MSE. The field of content-based
image retrieval have used EMD [27,28] to quantify perceptual similarity of images
using the EMD distance between their color histograms. Using the intuitions from
above examples and inspired by this success, we propose an EMD-based metric
over the power spectrum that overcomes many of the shortcomings of MSE as an
evaluation metric on the long-term task.

First, let’s introduce some notation and formulation. For a given action class
in the test set, let there be $k$ sequences each of $T$ length and output vector of joint
angles at each time-step be $D$ dimensional. We define $x_{i,j}[t]$ to be the ground-truth
value at time $t$ for $j^{th}$ feature dimension for $i^{th}$ sequence and $y_{i,j}[t]$ to be the corre-
sponding model prediction. Also, let $X_{i,j}[f]$ and $Y_{i,j}[f]$ be the squared magnitude
spectrum of Discrete Fourier Transform coefficients (per sequence $i$ per feature
dimension $j$ ) of $x_{i,j}[t]$ and $y_{i,j}[t]$ respectively. First we normalize $X_{i,j}[f]$ and $Y_{i,j}[f]
w.r.t \( f \) as,

\[
X_{i,j}^{\text{norm}}[f] = \frac{X_{i,j}[f]}{\sum_j X_{i,j}[f]}, \quad Y_{i,j}^{\text{norm}}[f] = \frac{Y_{i,j}[f]}{\sum_j Y_{i,j}[f]} \tag{4.1}
\]

We then compute,

\[
\text{emd}_{i,j} = \left\| X_{i,j}^{\text{norm}}[f] - Y_{i,j}^{\text{norm}}[f] \right\| \tag{4.2}
\]

where, \( \|\cdot\| \) is the \( L_1 \)-norm. Finally, we use a power weighted average over all \( i \) and \( j \) of 1-d EMD distances computed in (4.2) as shown below,

\[
NPSS = \frac{\sum_i \sum_j p_{i,j} \ast \text{emd}_{i,j}}{\sum_i \sum_j p_{i,j}} \quad p_{i,j} = \sum_f X_{i,j}^{\text{norm}}[f] \tag{4.3}
\]

where \( p_{i,j} = \text{total power of } i^{th} \text{ feature in } j^{th} \text{ sequence} \)

to arrive at our scalar evaluation metric for an evaluation set of sequences for a given action class. This metric is referred to as normalized power spectrum similarity (NPSS).

Another interpretation is that, long-term motion synthesis can be viewed as a generative modeling task. Under this interpretation, the evaluation metric must capture differences in the distributions of the ground-truth and predicted motion samples. NPSS captures distributional differences in the power spectrum of joint angles of the ground-truth and predicted sequences. As a result, it is better equipped to model differences in visual quality of motion trajectories. The section 5.2 outlines the details of the user study conducted to support the claim that NPSS is more correlated to qualitative human perception of long-term motion compared to MSE.
Chapter 5  |  Results and Discussion

5.1 Training Details

For the short-term model, the VGRU-r1 (MA), it was trained on all action classes using our proposed multi-objective cost, calculating gradients over mini-batches of 32 samples (clipping gradient norms to 5) and optimizing parameters over 100,000 iterations RMSprop [29] with initial learning rate \( \lambda = 0.0001 \) and decayed by 0.8 every 5000 iterations until 60,000 iterations. Drop-out [30,31], with probability of 0.3, was applied only to the Body-RNN, which was further modified to use skip connections that connect input units to output units, as in [3]. The model was given 50 seed frames and tasked with predicting the next 10 subsequent frames (400 milliseconds). When training for this, the VTLN-RNN is unrolled backwards while the Body-RNN is unrolled forwards, in time, over 60 steps. (Note: MA stands for multi-action, SA for single-action.)

For the long-term models, which were trained on single-action data, parameter optimization was done using RMSprop (\( \lambda = 0.0002 \), decayed by 0.6 every 2000 iterations) over 10,000 iterations with mini-batches of 32 (clipping gradient norms to 1), using, again, our proposed cost function. Models were fed in 50 seed frames and made to predict the next 100 frames (4 sec), which meant that the VTLN-RNN was unrolled backwards and the Body-RNN forwards 150 steps. The input vector to the Body-RNN consisted of joint angles appended with motion derivatives.

For the multi-action long-term model, it was trained with RMSProp optimizer
(\lambda = 0.0001, \text{ decayed by 0.8 every 2500 iterations over 15,000 iterations with mini-batch size of 32 (clipping gradient norms to 5) using the proposed loss function. Model was fed 50 seed frames and made to predict 100 frames (consistent with prior work on single-action long-term models).}

In Tables 5.5, 5.6, 5.7, VGRU-d refers to our proposed VTLN-RNN architecture where the VTLN-RNN and Body-RNN both contain only a single layer of 512 GRU cells. GRU-d refers to a 2-layer GRU model (512 units in each). Both VGRU-d and GRU-d models are trained with our proposed loss and make use of inputs augmented with motion derivatives. VGRU-ac refers to our VTLN-RNN architecture trained with auto-conditioning [26], using the recommended length of 5, serving as a baseline. For all models (short and long-term), hyper-parameters were tuned on the validation set (subset of sequences sampled from subject #5).

5.2 User Study Analysis

We conducted a user study to understand how human judgment of long-term motion correlates with MSE as well as our proposed NPSS. A desirable quantitative evaluation metric for long-term human motion would be one that strongly agrees with human judgment. In order to conduct this study, we considered the 6 models from Table 5.6 (i.e. VGRU-r1(SA), MBR-unsup (SA), MBR-long, VGRU-ac, GRU-d and VGRU-d). In each trial, a user was presented videos of the ground-truth motion and corresponding model predictions from a randomly chosen pair of models (from the list above) for a given test-set action sequence (the ordering of the models was random with identities were hidden from the users). Users were asked to compare model predicted motion trajectories with the ground truth, based on which one possessed better “motion quality”. The users were informed that the phrase “motion quality” referred to similarity/closeness in overall skeletal pose (i.e. overall posture) and joint motion dynamics over the entire sequence, rather than simple point-to-point matches in time, and made their decisions based on this criteria. A sample screenshot of the user survey video is shown in Figure 5.1.

For each of the 4 action classes (i.e. walking, eating, smoking, and discussion) we presented 20 video sequences of the ground-truth with the A versus B comparison as shown in Figure 5.1. Video samples were selected uniformly and randomly.
(without replacement) from all possible, pairwise combinations of the 6 models. We then selected a test sequence for an action class, via uniform random sampling with replacement, and presented the ground-truth motion sequence and previously picked paired model predictions for that sequence. This process is repeated to generate 20 videos (i.e. 20 questions) for each of the 4 action classes. The study involved 20 participants for each of the 4 action class surveys.

Now for the 2 evaluation metrics (i.e. MSE and NPSS) rankings of the models used in the user study were derived. For the MSE metric ranking, the sum of MSE over all timeslices for the long-term window (i.e. 80, 160, 320, 400, 560, 1000 milliseconds is computed which is consistent with prior work [2]). For NPSS, the results in Table 5.1 is used to arrive at ranking of the models for all 4 actions.

Then, using these rankings (MSE and NPSS) for each action class to make predictions for each question in the user survey. As shown in Table 5.2, probabilities of agreement and disagreement with users is computed for MSE and NPSS. Further, a Binomial test of proportions was conducted to test the claim that NPSS agrees better with user judgment than MSE. In this test, $p_1$ is defined as the probability that, on a random sample, NPSS will agree with human ordering/choice while $p_2$ is the probability that MSE will agree with human ordering/choice. The null hypothesis is taken to be $H_0: p_1 \leq p_2$ and the alternative
Table 5.1. MSE and NPSS rankings of long-term motion models

<table>
<thead>
<tr>
<th>Metrics</th>
<th>MSE rankings</th>
<th>NPSS rankings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Walking</td>
<td>Eating</td>
</tr>
<tr>
<td>MSE rankings</td>
<td>1. VGRU-r1(SA)</td>
<td>1. VGRU-r1(SA)</td>
</tr>
<tr>
<td></td>
<td>2. MBR-unsup (SA)</td>
<td>2. VGRU-d</td>
</tr>
<tr>
<td></td>
<td>3. VGRU-d</td>
<td>3. MBR-unsup (SA)</td>
</tr>
<tr>
<td></td>
<td>4. MBR-long</td>
<td>4. VGRU-ac</td>
</tr>
<tr>
<td></td>
<td>5. VGRU-ac</td>
<td>5. GRU-d</td>
</tr>
<tr>
<td>NPSS rankings</td>
<td>1. VGRU-d</td>
<td>1. VGRU-d</td>
</tr>
<tr>
<td></td>
<td>2. GRU-d</td>
<td>2. GRU-d</td>
</tr>
<tr>
<td></td>
<td>3. VGRU-ac</td>
<td>3. VGRU-ac</td>
</tr>
<tr>
<td></td>
<td>4. VGRU-r1 (SA)</td>
<td>4. VGRU-r1 (SA)</td>
</tr>
<tr>
<td></td>
<td>5. MBR-long</td>
<td>5. MBR-unsup (SA)</td>
</tr>
<tr>
<td></td>
<td>6. MBR-unsup (SA)</td>
<td>6. MBR-long</td>
</tr>
</tbody>
</table>

Table 5.2. User agreement ratios for MSE and NPSS aggregated across all actions taking majority user vote as ground-truth. a/b = number of times user’s answers agrees with metric’s answer/ total sequences in user survey across 4 actions

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>NPSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agree</td>
<td>0.4875 (39/80)</td>
<td>0.8125 (65/80)</td>
</tr>
<tr>
<td>Disagree</td>
<td>0.5125 (41/80)</td>
<td>0.1875 (15/80)</td>
</tr>
</tbody>
</table>

Further analysis of the user study results was conducted to support the claim that the proposed NPSS evaluation metric correlates more strongly with human judgment over MSE for specific timeslices \{80, 160, 320, 400, 560, 1000\} milliseconds (used previously by [2], [1], [3]) as well as the sum of MSE scores over all timeslices. There are 80 pairs of generated sequences (and, for each pair, a ground truth sequence). For every comparison between two generated sequences \(A\) and \(B\), there are 20 human judgements determining which one is closer to the ground truth sequence.

A good error measure should correlate well with human judgment in the following manner: if the vast majority of users prefer sequence \(A\) over Sequence \(B\), then the error of \(B\) should be much higher than that of \(A\). On the other hand, if the preference is almost evenly split, then Sequences \(A\) and \(B\) should have similar error.

hypothesis to be \(H_A : p_1 > p_2\) and seek to test the null against the alternative hypothesis. Scientific studies typically set the threshold of statistical significance for p-values to be below 0.01 (smaller p-values would better support the claim that NPSS is a better metric, confirming that \(p_1\) is statistically larger than \(p_2\)). The value obtained is significantly lower than this threshold, i.e., a p-value of \(1.7 \times 10^{-5}\).
This kind of correlation is tested as follows: For each A/B comparison, the Disapproval of A over B is defined as, denoted by Disapproval(A,B), to be the fraction of subjects who preferred B minus the fraction of subjects who preferred A. Thus if A is much worse than B, Disapproval(A,B) will be close to 1 and, if A and B are equally good, Disapproval(A,B) will be 0. If A is much better than B, then the Disapproval(A,B) will be close to -1.

For each A/B comparison, we can also compute

\[
\begin{align*}
\text{NPSS}(A) - \text{NPSS}(B) \\
\text{MSE}_1(A) - \text{MSE}_1(B) \\
\text{MSE}_2(A) - \text{MSE}_2(B)
\end{align*}
\] (5.1, 5.2, or 5.3)

where, NPSS(A) is the NPSS error for sequence A with respect to the ground truth, MSE_1(A) is the sum of MSE scores (with respect to ground truth) over timeslices = \{80, 160, 320, 400, 560, 1000\} and MSE_2(A) is the sum of MSE scores over all of the time slices. The reason for two MSE calculations is that prior work only evaluated MSE at select time slices (so MSE_1 was also computed to ensure consistency with prior work).

For each Equation (Eq. 5.1, 5.2, or 5.3), strong positive correlation means they strongly agree with human judgment while a correlation close to 0 means they do not appear to be related to human judgment. Spearman’s Rank Correlation is used for this task. Both the correlation coefficient and the p-value are reported. The p-value is designed to test the null hypothesis that the correlation is 0. A low p-value indicates that there is evidence against the null hypothesis, or, in other words, a low p-value indicates that there is a correlation and that it is statistically significant. Typically, statistical significance is claimed when the p-value is less than 0.01. We show the results of our correlation test in Table 5.3.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>MSE_1 (Eq. 5.2)</th>
<th>MSE_2 (Eq. 5.3)</th>
<th>NPSS (Eq. 5.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation</td>
<td>-0.143</td>
<td>-0.0638</td>
<td>0.5635</td>
</tr>
<tr>
<td>p-value</td>
<td>0.2049</td>
<td>0.5738</td>
<td>5.23 \times 10^{-8}</td>
</tr>
</tbody>
</table>

**Table 5.3.** Spearman Correlation Results.
The analysis conducted shows that the proposed NPSS has a reasonably large, positive correlation and a very small p-value, meaning that it is strongly correlated with human judgment and the correlation found is statistically significant. Meanwhile, MSE$_1$ empirically shows a small negative correlation and has a relatively high p-value which means that it is still possible for it to be completely unrelated to human judgment (which would be consistent with the observations made in prior work [2], [3]). When the MSE is computed across all time slices (i.e. MSE$_2$) the empirical correlation is even closer to 0. In conclusion, with this analysis included, the user study strongly suggests that the proposed NPSS metric is a much more suitable quantitative metric for evaluating motion sequences generated by statistical motion-synthesis models.

### 5.3 Short-Term Motion Prediction

<table>
<thead>
<tr>
<th></th>
<th>Walking</th>
<th>Eating</th>
<th>Smoking</th>
<th>Discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80</td>
<td>160</td>
<td>320</td>
<td>400</td>
</tr>
<tr>
<td>Zero-velocity</td>
<td>0.39</td>
<td>0.68</td>
<td>0.99</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>0.27</td>
<td>0.48</td>
<td>0.73</td>
<td>0.86</td>
</tr>
<tr>
<td>MBR-unsup (MA)</td>
<td>0.27</td>
<td>0.47</td>
<td>0.70</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.43</td>
<td>0.71</td>
<td>0.87</td>
</tr>
<tr>
<td>MBR-sup (MA)</td>
<td>0.28</td>
<td>0.49</td>
<td>0.72</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>0.23</td>
<td>0.39</td>
<td>0.62</td>
<td>0.76</td>
</tr>
<tr>
<td>VGRU-r1 (MA)</td>
<td>0.34</td>
<td>0.47</td>
<td>0.64</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>0.27</td>
<td>0.40</td>
<td>0.64</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Table 5.4. Short-term results: MSE on test sequences for short-term motion prediction. All models in this Table are trained on multiple actions. VGRU-r1 (MA) refers to our VTLN-RNN with 1 layer (512 GRU unit) and a Body-RNN with 1 layer 512 GRU cells, where the Body-RNN sports residual input-to-output connections as in [3]. For the VGRU-r1, model we have computed mean and standard error over 30 trials.
## 5.4 Long-Term Motion Prediction

<table>
<thead>
<tr>
<th>Models</th>
<th>Walking</th>
<th>Eating</th>
<th>Smoking</th>
<th>Discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGRU-r1(SA) (ours)</td>
<td>1.217</td>
<td>1.312</td>
<td>1.736</td>
<td>4.884</td>
</tr>
<tr>
<td>MBR-unsup (SA) [3]</td>
<td>1.809</td>
<td>1.481</td>
<td>2.794</td>
<td>2.258</td>
</tr>
<tr>
<td>VGRU-ac</td>
<td>1.032</td>
<td>0.842</td>
<td>1.426</td>
<td><strong>1.651</strong></td>
</tr>
<tr>
<td>GRU-d (ours)</td>
<td>0.931</td>
<td><strong>0.836</strong></td>
<td>1.274</td>
<td>1.688</td>
</tr>
<tr>
<td>VGRU-d (ours)</td>
<td>0.887</td>
<td>0.846</td>
<td><strong>1.235</strong></td>
<td>1.777</td>
</tr>
<tr>
<td>MA-RNN (ours)</td>
<td><strong>0.845</strong></td>
<td>0.966</td>
<td>1.292</td>
<td><strong>1.659</strong></td>
</tr>
</tbody>
</table>

### Table 5.5. Long-term motion synthesis results: All models in this table are trained on single-action data (SA = single-action). Top set show short-term models including the (MBR-unsup(SA) = Residual unsup. (MA) from [3] re-trained on single-action) and as well as ours sampled for longer duration to match long-term duration. Bottom set shows long-term models by MBR-long = sampling-based loss (SA) from [3], ERD and LSTM-3LR from [1], SRNN from [2]), our GRU-d and VGRU-d and VGRU-ac. Since the VTLN-RNN architecture samples from a noise distribution for each forward pass, the table shows mean and standard deviation in predictions over 30 trials.

<table>
<thead>
<tr>
<th>Models</th>
<th>Walking</th>
<th>Eating</th>
<th>Smoking</th>
<th>Discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGRU-r1(SA) (ours)</td>
<td>1.217</td>
<td>1.312</td>
<td>1.736</td>
<td>4.884</td>
</tr>
<tr>
<td>MBR-unsup (SA) [3]</td>
<td>1.809</td>
<td>1.481</td>
<td>2.794</td>
<td>2.258</td>
</tr>
<tr>
<td>VGRU-ac</td>
<td>1.032</td>
<td>0.842</td>
<td>1.426</td>
<td><strong>1.651</strong></td>
</tr>
<tr>
<td>GRU-d (ours)</td>
<td>0.931</td>
<td><strong>0.836</strong></td>
<td>1.274</td>
<td>1.688</td>
</tr>
<tr>
<td>VGRU-d (ours)</td>
<td>0.887</td>
<td>0.846</td>
<td><strong>1.235</strong></td>
<td>1.777</td>
</tr>
<tr>
<td>MA-RNN (ours)</td>
<td><strong>0.845</strong></td>
<td>0.966</td>
<td>1.292</td>
<td><strong>1.659</strong></td>
</tr>
</tbody>
</table>

### Table 5.6. Test-set NPSS scores (lower is better). Above the top double line: short-term models, i.e., MBR-unsup (SA), MBR-unsup. (MA) [3] (re-trained on single-action), and ours, sampled for longer duration. Below the line: long-term models, i.e., MBR-long (SA) [3], and ours, such as GRU-d, VGRU-d, & VGRU-ac. MA-RNN refers to our multi-action model

Given the results of our user study, we argue that NPSS should be preferred (over MSE) for measuring model generation quality over long sequences (for predictions made over longer horizons). However, to holistically evaluate a motion synthesis model, we recommend using NPSS in tandem with MSE when evaluating a model's ability to make both short-term and long-term predictions. The results of our user study for NPSS is promising, however, further studies should be conducted to further validate and strengthen our findings.
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Table 5.7. NPSS at 3 different time scales i.e 1) short-term: 0-1 second 2) medium-term: 1-2 seconds 3) long-term: 2-4 seconds window prediction on test set.

For compatibility with prior work, Table 5.5 compares the MSE of Euler angles, measured at particular time slices on test sequences, with competing methods such as LSTM-3LR and ERD [1], SRNN by [2], and MBR-long [3]. Although the short-term model, VGRU-r1 (SA), displays the best performance (lowest mse) until the 1 second mark, it has been noted by [2], [3] and further now corroborated by the results of the user study that MSE is not appropriate for the task of long-term motion synthesis. Table 5.6 shows the results of the proposed NPSS metric for various models evaluated on the test set.

In order to discern the strengths and weaknesses of short-term and long-term models, the NPSS metric is computed on test sequences at 3 different timescales, i.e., 1) short-term: 0-1 s, 2) medium-term: 1-2 s, 3) long-term: 2-4 s along the
prediction timeline for test sequences shown in Table 5.7. Observe that the short-term models (above double line) VGRU-r1 (SA) and MBR-unsup (SA) perform competitively with long-term models (below double line) in the short-term timescale. In the medium-term prediction horizon, the short-term models degrade slightly more than the long-term models, as evidenced by a small gap in the measured NPSS values. However, in the long-term prediction horizon (of 2-4 s), the short-term models degrade significantly relative to the long-term models. This is evidenced by wider gaps in NPSS values. GRU-d and VGRU-d models perform best across all actions and time-horizons, effectively outperforming MBR-long and VGRU-ac.

Finally, Table 5.4 shows MSE results for short-term motion prediction experiments on multi-action data on test set sequences. Zero-velocity is a simple, yet hard-to-beat baseline, introduced in [3], which uses the previous frame as the prediction for current one. As we can see VGRU-r1 model is competitive with the state-of-art short-term MBR model as well the quite powerful, zero-velocity baseline. These results show that our proposed VTLN-RNN architecture, augmented with motion-derivative features and our novel multi-objective loss function, can serve as useful models for short-term motion prediction as well as powerful long-term motion synthesizers.

5.5 Ablation Study

An ablation study was conducted to determine the value of each component of the overall neural architecture for long-term motion synthesis. The components investigated were: 1) the two-level processing mechanism, 2) the integration of the finite-difference motion derivative approximation features, and 3) the multi-objective cost function used to guide parameter optimization.

VGRU-d in Tables 5.8, 5.9 refers to the full two-level processing network (i.e. VTLN-RNN) with derivatives appended and trained using our multi-objective loss. Both the RNNs in the two-level system contain a single layer of 512 GRU units as described in chapter 3. Dropout [30] with a probability of 0.3 was applied only to the Body-RNN (as shown in Figure 3.1). GRU-d in Tables 5.8, 5.9 refers to a regular two-layer network (512 GRU units/cells in each layer) trained with the
proposed loss and derivatives appended. Dropout [30] with probability of 0.3 was applied to both layers of the \textit{GRU-d} model.

\textit{VGRU-d + no-loss} in Tables 5.8, 5.9 refers to a system that is identical to the VGRU-d system (described above) but trained without the proposed multi-objective loss. During the training phase, when predicting the data at time $t + 1$, the ground-truth at time $t$ was fed in as input to the model while at test-time, the model’s own output at time $t$ was used instead, i.e., standard Teacher Forcing. The rest of the training setup was identical to that described for the \textit{VGRU-d} model. \textit{GRU + no-d} in Tables 5.8, 5.9 refers to a system that was identical to that of \textit{GRU-d} except that the finite difference approximations of the \{1, 2, 3\}-order derivatives, as described in section 3.2 of this document, were not appended to the input vector.

Looking at the NPSS results in Table 5.9, we can see that the \textit{VGRU-d} model, with all of the proposed components, achieves the lowest score on 2 out of 4 actions, e.g., walking and smoking, and with a score that is quite close for the act of eating. Discussion itself is a highly aperiodic and extremely difficult-to-model action, especially when only pure joint angle information is exclusively used, which was also noted in prior work [2]. The \textit{GRU-d} achieves the overall second best performance across all 4 actions. Furthermore, when the approximate derivative features are dropped, the performance of the \textit{GRU + no-d} drops significantly across all 4 actions. This indicates that approximate joint angle derivatives play a crucial role in guiding the model to producing smooth, realistic plausible (long-term) motion trajectories (with the added benefit that these finite-difference equations are parameter-free and thus readily/easily calculated). Lastly, observe that for the \textit{VGRU-d + no-loss} in Table 5.9 there is a drastic drop in performance on periodic actions like walking and smoking when compared to aperiodic actions like discussion. Interestingly enough, for discussion, this model ablation achieves the best NPSS score. This possibly indicates that although progress has been made highly aperiodic actions such as discussion where there are no cyclic or obvious cues before the movement of a hand or a leg, purely using motion capture data alone is not a complete solution. Audio-visual information of the surroundings in such cases can give important information in such cases to help the model get a complete picture of the actor and his actions.
Table 5.8. Ablation study on long-term motion synthesis models. The MSE of euler angles on test set sequences is shown.

<table>
<thead>
<tr>
<th>Models</th>
<th>Walking</th>
<th>Eating</th>
<th>Smoking</th>
<th>Discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRU + no-d</td>
<td>1.138</td>
<td>1.147</td>
<td>1.443</td>
<td>1.812</td>
</tr>
<tr>
<td>VGRU-d + no-loss</td>
<td>1.541</td>
<td>0.911</td>
<td>1.474</td>
<td>1.621</td>
</tr>
<tr>
<td>GRU-d</td>
<td>0.931</td>
<td>0.836</td>
<td>1.274</td>
<td>1.688</td>
</tr>
<tr>
<td>VGRU-d</td>
<td><strong>0.887</strong></td>
<td><strong>0.846</strong></td>
<td><strong>1.235</strong></td>
<td><strong>1.777</strong></td>
</tr>
</tbody>
</table>

Table 5.9. Test-set NPSS scores for ablation study models (lower is better).

5.6 Future Work

Possible future avenues to explore in this problem would be to investigate generative variants of the current models that are capable of producing multiple and/or hybrid/unseen actions for long-term motion. The idea of attention model (conditioned on current state and action class) applied to RNN-based models during decoding is also an interesting avenue of exploration for improving the performance in the multi-action setting. A broader study on multiple motion capture datasets would give the NPSS metric more credence. The loss function with separate terms for "open loop" and "closed loop" predictions can be explored in greater detail and depth to help alleviate the exposure bias while using RNNs on any general problem/dataset.
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