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Abstract

In the last few decades, computation power has been increasing, thanks to CMOS scaling, which in turn results in growing demand for high-density memories to meet the large bandwidth requirement. However, CMOS scaling is approaching the end of roadmap and it is experiencing significant challenges such as high power-density, process variation, high standby power, and reliability issues. In addition, the increasing demand for high performance computing (HPC) and integration of multiple cores on a single die have widened the speed gap between logic and memory, that is known as the “memory-wall”. Process variability and standby power are posing severe obstruction towards SRAM/DRAM scaling to future nodes. On one hand, industry and academia began investigating alternative memory technologies, such as Spin-Torque Transfer RAM (STT-RAM), Domain Wall memory (DWM), Phase-Change RAM (PCRAM), Ferro-electric RAM (FeRAM), Resistive RAM (RRAM), and Magnetic RAM (MRAM). These emerging non-volatile memory technologies offer the speed of SRAM, the high density of DRAM, and the non-volatility of Flash memory. On the other hand, the speed gap between the processor and memory impedes the continuous performance improvement of the traditional von Neumann architecture. In order to address this challenge, extensive amount of research is performed to explore the alternative non-von Neumann architectures based on the concept of computing in memory.

Among these memories, spintronic memories (i.e. STTRAM, DWM) have proven to be potential alternatives to replace on-chip SRAM owing to their remarkable high density, zero standby power, high speed, high endurance and CMOS compatibility. Nevertheless, STTRAM suffers from crucial challenges such as high write energy, long write time and poor sense margin. Furthermore, it suffers from process variation induced write latency and write power degradation. Moreover, the sensitivity of magnets to ambient parameters and data persistence makes the spintronic memories vulnerable to tampering and data leakage. In addition to the aforementioned
challenges associated with STTRAM, DWM suffers from shift latency and shift power overhead, aspect ratio mismatch, and segregated read and write heads. The recent experimental studies have revealed that RRAM is a promising alternative to implement main memory due to their small footprint and zero standby power. Therefore, realizing logic operations within RRAM crossbar arrays is a promising approach to implement computing-in-memory systems. However, RRAM crossbar array suffers from sneak-path problem which leads to poor sense margin, higher power consumption, and limited array size.

In the first part of this thesis, we propose the circuit and architectural techniques to improve read yield, write latency, write power and data security of STTRAM. We introduce slope sensing, a destructive sensing technique for elimination of the reference resistance variation in order to enhance read yield of STTRAM arrays. Further, we propose a non-destructive sensing scheme which exploits a voltage feedback and boosting (VFAB) approach to develop large sense margin and substantially reduce sensing power. We introduce a novel and adaptive write current boosting to mitigate process variation induced write latency and write power degradation. In this technique, the bits experiencing worst-case write latency are fixed through write current boosting. Next, we investigate data security of STTRAM last level cache under magnetic attack where we apply low-overhead micro-architecture methods to avoid errors in presence of the magnetic attack.

In the second part of this thesis, we propose circuit and architectural techniques to overcome the design challenges associated with DWM. We apply layout techniques such as sharing of diffusion, bitlines and shift lines in order to enhance bitcell density. Circuit methods such as merged read-write head for improvement of bitcell density and shift gating to reduce shift power are proposed. Furthermore, we apply the micro-architecture techniques such as cache segregation using a novel replacement policy as well as dynamic current boosting based on workload monitoring in order to mitigate shift power and shift latency. Moreover, adaptive write and shift
current boosting is proposed to mitigate process variation induced performance and power degradation.

Lastly, we propose a low-power dynamic computing in memory system which can implement various functions in the Sum of Product (SoP) form in RRAM crossbar array architecture. This technique benefits from the nonlinear characteristic of a selector diode for improvement of the sense margin in order to implement higher fan-in logic gates.
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<td>PL</td>
<td>Pinned Layer</td>
</tr>
<tr>
<td>PUF</td>
<td>Physically Unclonable Function</td>
</tr>
<tr>
<td>RAPY</td>
<td>Read Access Pass Yield</td>
</tr>
<tr>
<td>RDPY</td>
<td>Read Disturbance Pass Yield</td>
</tr>
<tr>
<td>RS</td>
<td>Right-Shift</td>
</tr>
<tr>
<td>RH</td>
<td>High Resistances</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>RO</td>
<td>Ring Oscillator</td>
</tr>
<tr>
<td>RRAM</td>
<td>Resistive RAM</td>
</tr>
<tr>
<td>Sa</td>
<td>Sense Amplifier</td>
</tr>
<tr>
<td>SCIM</td>
<td>Static Computing in Memory</td>
</tr>
<tr>
<td>SE</td>
<td>Sense Enable</td>
</tr>
<tr>
<td>SHE</td>
<td>Spin Hall Effect</td>
</tr>
<tr>
<td>SL</td>
<td>Source Line</td>
</tr>
<tr>
<td>SM</td>
<td>Sense Margin</td>
</tr>
<tr>
<td>SM0</td>
<td>Sense-0 Margin</td>
</tr>
<tr>
<td>SOP</td>
<td>Sum of Product</td>
</tr>
<tr>
<td>SRAM</td>
<td>Static Random-Access Memory</td>
</tr>
<tr>
<td>STTRAM</td>
<td>Spin Transfer Torque RAM</td>
</tr>
<tr>
<td>TDDB</td>
<td>Time Dependent Dielectric Breakdown</td>
</tr>
<tr>
<td>TMR</td>
<td>Tunneling Magnetoresistance</td>
</tr>
<tr>
<td>TRNG</td>
<td>True Random Number Generator</td>
</tr>
<tr>
<td>UF</td>
<td>Utilization Factor</td>
</tr>
<tr>
<td>VFAB</td>
<td>Voltage Feedback And Boosting</td>
</tr>
<tr>
<td>WL</td>
<td>Wordline</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

 Embedded memories play a crucial role in computing systems to support the increasing need of data storage in various applications. For the last few decades, the process of scaling down, known as moor’s law, projects an exponential increase in the number of transistors on a die, reaching up to 10 billion transistors today [1]. Moreover, not only the number of transistors on a single die increases, but also transistors become faster and cheaper each year. Hence, overall computation power increases, which in turn results in growing demand for high-density memories to meet the large data bandwidth requirement. However, power dissipation prevents the frequency scaling as shown in Fig. 1.1(a) [1]. The power densities in state-of-the-art processors are $\sim 65$W/cm$^2$ [2] and is reaching that of nuclear reactors. The power density issue can be mitigated by increasing

Figure 1.1  (a) Operating frequency scaling trend , and (b) On-chip cache size trend as reported in [1].
the number of processor cores which in turn requires larger on-chip cache to take full advantage of multi-core systems. As shown in Fig. 1.1(b), the capacity of on-chip memory increases every year. Fig.1.2 (a) shows that as technology scales, more and more of on-chip area is dedicated to memory. So far, CMOS scaling allows smaller transistor size to increase the capacity of on-chip caches. However, Moore’s law predicts exponential scaling and will not continue indefinitely because of numerous technological challenges [3], such as precision in photo lithographic process, and electrical limitations due to short channel effects. Furthermore, the CMOS scaling is associated with challenges such as increased subthreshold leakage due to Drain Induced Barrier Lowering (DIBL), Gate Induced Drain Leakage (GIDL), Hot Carrier Injection (HCI), Time Dependent Dielectric Breakdown (TDDB), Negative Bias Temperature Instability (NBTI), high power density, velocity saturation due to mobility degradation, and process variations.

In the last few years, the increasing demand for high performance computing (HPC) and integration of multiple cores on a single die have increased the speed gap between logic and memory, the so-called “memory-wall”. Conventional CMOS memories i.e., Static Random Access Memory (SRAM) and Dynamic Random Access Memory (DRAM) have been the popular choices to build on-chip caches and main memory for the last several decades. However, SRAM and DRAM seem to be approaching a brick wall. SRAM and DRAM are volatile memories meaning that they require a constant power supply to retain the state. SRAM cell drastically consumes static (leakage) power, and DRAM cell requires a periodical refresh. On one hand, process variability and standby power are posing severe obstruction towards SRAM/DRAM scaling to future nodes. Fig. 1.2(b) shows that the leakage power is exceeding dynamic power in scaled technology. On the other hand, emerging energy-constrained and bandwidth hungry electronic gadgets demand for larger on-chip cache which cannot be satisfied with SRAM. Thus, the memory hierarchy design must substantially scale in performance, power, and density to sustain the processing demands of next-generation applications.
To circumvent these issues, several emerging non-volatile memory technologies are investigated as an alternative to implement on-chip cache, main-memory and storage such as Spin-Torque Transfer RAM (STT-RAM) [4], Domain Wall memory (DWM) [5], Phase-Change RAM

<table>
<thead>
<tr>
<th>Features</th>
<th>SRAM</th>
<th>DRAM</th>
<th>STTRAM</th>
<th>DWM</th>
<th>RRAM</th>
<th>FeRAM</th>
<th>PCRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density(F²)</td>
<td>50-120</td>
<td>6-10</td>
<td>4-20</td>
<td>~2.5</td>
<td>4-6</td>
<td>20-40</td>
<td>6-12</td>
</tr>
<tr>
<td>R/W power</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>R/W Access Time (nS)</td>
<td>&lt;1/30/50</td>
<td>~2-20/20</td>
<td>~2-20/20</td>
<td>~100/50</td>
<td>50/50</td>
<td>20-50/50-120</td>
<td></td>
</tr>
<tr>
<td>Endurance</td>
<td>&gt;10²¹</td>
<td>10¹⁶</td>
<td>~10¹⁶</td>
<td>~10¹⁶</td>
<td>~10¹⁰</td>
<td>~10¹²</td>
<td>~10¹⁰</td>
</tr>
<tr>
<td>Operating Voltage(V)</td>
<td>0.7-1.2</td>
<td>1.2-3.3</td>
<td>1-1.2</td>
<td>1-1.2</td>
<td>1.5-3</td>
<td>2-5</td>
<td>~3</td>
</tr>
<tr>
<td>Non-Volatility</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Other Power</td>
<td>Leakage</td>
<td>Refresh</td>
<td>No</td>
<td>Shifting</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

To circumvent these issues, several emerging non-volatile memory technologies are investigated as an alternative to implement on-chip cache, main-memory and storage such as Spin-Torque Transfer RAM (STT-RAM) [4], Domain Wall memory (DWM) [5], Phase-Change RAM
(PCRAM) [6-7], Ferro-electric RAM (FeRAM) [8], Resistive RAM (RRAM)) [9], and Magnetic RAM (MRAM) [10] that are explored as potential alternatives to existing memories. These emerging NVM technologies offer the speed of SRAM, high density of DRAM, and the non-volatility of Flash memory.

Table 1.1 compares memory technologies in terms of density, access time, and endurance. Among these memory technologies, spintronic memories (i.e. STTRAM, DWM) have proven to be potential alternatives to replace on-chip SRAM. These memory technologies offer high-density, zero standby power, high speed, high endurance and CMOS compatibility. STTRAM provides small footprint of $\sim 4-20F^2$, extremely good endurance of $> 10^{16}$ and read/write access time of 2-20ns. DWM provides small footprint as low as $2.5F^2$ [11] and similar endurance. Even though read/write access time of DWM is longer due to shift-based access mechanism, very small footprint makes it a promising candidate to implement large on-chip caches. From an industrial standpoint, HP and Hynix are planning to replace flash memory and later DRAM/SRAM with RRAM. Furthermore, Toshiba is planning to implement 512KB STTRAM L2 cache to save power [12]. Everspin released commercialized samples of 64MB STT-RAM [13].

On the other hand, the speed gap between the processor and memory impedes the continuous performance improvement of the traditional von Neumann architecture. To address this challenge, extensive amount of research has been conducted to explore alternative non-von Neumann architectures based on the concept of computing in memory. Von Neumann computing separates memory and processing elements leading to performance and energy bottlenecks due to frequent data transfers. With conventional von Neumann computing struggling to implement high performance and energy-efficient computing systems, there is a pressing need to explore alternative computing models. CMOS switches, although universal, fails to offer additional features to meet this end goal. Recent experimental studies have revealed that RRAM is a promising alternative to implement main memory due to small footprint and zero standby power. Therefore, realizing logic
operations within RRAM crossbar arrays is a promising approach to implement computing in memory systems. Resistive crossbar arrays possess many promising features that can not only enable high-density and low-power storage but also non-von Neumann compute models. Various computing in memory schemes have been proposed to implement dot products in RRAM crossbar array. Digital to analog converter (DAC) and analog to digital converter (ADC) are required as peripheral circuitry to implement dot product in RRAM crossbar array. These architectures can implement matrix multiplication [14] and various computing paradigms such as neuromorphic computing [15-16] and approximate computing [17]. Spintronic devices are also investigated for ultra-low power computing based on artificial neural network. Interestingly, variety of new structures have been proposed to suit particular application e.g., full adders [18], MTJ neurons [19-21] and MTJ synapses [22-24]. Two basic operations in artificial neural network are weighted summation of inputs and thresholding operation. MTJ switching basically behaves as a current thresholding device. Thus, MTJ can be exploited to implement thresholding operation of a neuron in a memristive crossbar array. However, due to small resistance difference between two states of MTJ, STT synapse cannot compete with that of RRAM to implement weighted summation.

Despite all the advantages, spintronic memories suffer from high write energy, long write time, poor sense margin (SM), read disturb and reliability issues such as oxide break down. Furthermore, they bring new data security issues that were absent in volatile memory counterparts such as SRAM. The free layer of MTJ can flip under the influence of external magnetic field that can be exploited by the adversary. In this dissertation, we explore circuit and architectural techniques to address spintronic memories design challenges. In addition, we investigate RRAM crossbar array to implement energy-efficient computing in memory paradigm.
1.1. Contributions

In this dissertation, we have explored STTRAM, DWM and RRAM as alternatives to CMOS to implement memory and computing systems. First, we describe the basic principles of these memories and their design challenges.

In the third chapter, we propose circuit and architectural techniques to improve read yield and write performance of STTRAM which is summarized as follows:

- Due to poor TMR, the voltage/current differential between low and high resistance states of STTRAM decreases which degrades the SM. Furthermore, process variation reduces this difference even further resulting in a poor sense margin. In this chapter we propose, slope sensing, a destructive sensing technique to eliminate reference resistance variation to enhance the read yield of STTRAM arrays. Additionally, we introduce a non-destructive sensing scheme that exploits a voltage feedback and boosting (VFAB) technique to develop large sense margin. Moreover, this method reduces the sensing power significantly by eliminating static current.

- Process variation along with stochastic nature of MTJ switching results in a large spread in the write latency variation. We propose a novel and adaptive write current boosting to address this issue. In this technique, the bits experiencing worst-case write latency are fixed through write current boosting.

In the fourth chapter, we investigate the data security of STTRAM last level cache under magnetic attack. We apply low-overhead micro-architecture techniques to avoid errors in presence of magnetic attack which include:

- Stalling where the system is halted during attack.
- Cache bypass during gradually ramping attack where the last level cache (LLC) is bypassed and the upper level caches interact directly with the main memory.
• Checkpointing along with bypass during sudden attack where the processor states are saved periodically, and the LLC is written back at regular intervals. During attack, the system goes back to the last checkpoint and the computation continues with bypassed cache.

In the fifth chapter, we propose circuit and architectural techniques to address the DWM design challenges as follows:

• At the circuit level, we introduce merged read-write head to increase bitcell density by merging the segregated read and write access transistors and extra wiring overhead. We propose access transistor sizing which optimizes area and latency while reducing the probability of read disturbance. Shift gating by sharing shift circuit among 8 NWs, to reduce shift current is also introduced. Moreover, the shift circuit and write driver capable to work under three operating points namely, fast, medium and slow modes is applied.

• At the architecture level, cache is segregated to take advantage of three operating modes using a novel replacement policy. A dynamic current boosting based on workload monitoring is also proposed to take advantage of proposed write driver and shift circuit.

• We also propose circuit level techniques to implement adaptive write and shift current boosting and exploit them at the micro-architecture level to mitigate process variation induced performance and power degradation.

In the sixth chapter, we propose a low-power dynamic computing in memory system which can implement various functions in Sum of Product (SoP) form in RRAM crossbar array architecture. This design benefits from the nonlinear characteristic of a selector diode to improve sense margin in order to implement higher fan-in gates. In addition, this technique reduces the power consumption associated with logical operation significantly by eliminating the static current.
Introduction to Non-Volatile Memories

As discussed in the previous chapter, CMOS scaling experiencing significant challenges such as high-leakage power, process variation and thermal issues. Thus, there is a need of alternative technologies to replace CMOS technology for both computing and storage applications. This chapter describes the basic principles of STTRAM, DWM and RRAM. First, we explain magnetic tunnel junction (MTJ) which is the basic component in DWM and STTRAM. Next, we briefly explain the underlying physics in modeling the magnetization dynamics of the free layer of the MTJ. Subsequently, we discuss design challenges associated with STTRAM such as low TMR, oxide breakdown, read disturb, process variation and thermal effects, as well as the data security issues.

Afterwards, we describe the basic read and write operations in DWM. We also discuss the key design parameters of DWM and their impact on read/write latency, reliability and memory density. We describe the dynamics of DW motion in nanowire (NW), and investigate the design challenges of DWM such as shift latency, utilization factor, aspect ratio mismatch, and segregated read and write head. Finally, we present the basic principles of RRAM and characterize RRAM design challenges.
### 2.1. Basics Principles of STTRAM

#### 2.1.1. Design Fundamentals of STTRAM

Spin-Torque Transfer Random Access Memory [4] is a promising memory technology for embedded cache due to high-density, low standby power and high speed. STTRAM provides high-density due to 1T-1R structure, and eliminates bitcell leakage owing to the non-volatile nature of the storage element which is a magnetic tunnel junction (MTJ). The MTJ contains a free ferromagnetic layer (FL), a metal oxide (MgO or AlO) and a pinned ferromagnetic layer (PL) (a cartoon is shown in Fig. 2.1). The resistance of the MTJ stack is high (low) if free layer magnetic orientation is anti-parallel (parallel) compared to the fixed layer. The parallel and anti-parallel magnetization state of the FL with respect to PL can represent either a logic ‘0’ or ‘1’, respectively. The configuration of the MTJ can be changed from anti-parallel (AP) to parallel (P) by injecting a write current \(I_w\) greater than critical current \(I_c\) from bit-line to source-line (or vice versa). STTRAM state can be read by asserting wordline (WL), applying a small read current and

![Figure 2.1](image-url)  
**Figure 2.1** (a) Schematic of a Spin Transfer Torque Random Access Memory (STTRAM); and, (b) energy barrier separating the two MTJ magnetization states.
comparing the output voltage with that of reference voltage. The two states of MTJ are separated by an energy barrier ‘$E_B$’ (Fig. 2.1(b)). By injecting a current into MTJ, the FL can be excited to overcome the corresponding energy barrier. Hence, MTJ magnetization can be switched from one state to another. There are two flavors of MTJ, perpendicular magnetic anisotropy (PMA) and in-plane magnetic anisotropy (IMA). The easy axis of in-plane DWM is aligned with the plane of the thin ferromagnetic layer, while it is perpendicular to the plane of ferromagnetic layer in PMA. PMA MTJ offers good thermal stability, low critical current and high access speed [30].

### 2.1.2. Modeling of STTRAM Switching Dynamics

The magnetization reversal time of MTJ is very sensitive to magnetic field. The dynamics of the MTJ free layer is described by the LLG equation [27-28].

$$\frac{\partial \vec{m}}{\partial t} = -\gamma \vec{m} \times H_{eff} - \alpha \gamma \vec{m} \times \vec{m} \times H_{eff} + \frac{I_s G(\psi)}{2e} \vec{m} \times (\vec{m} \times \vec{e}_p)$$  \hspace{1cm} (2.1)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_s$</td>
<td>700 emu/cc</td>
</tr>
<tr>
<td>Demagnetization Field</td>
<td>$4\pi M_s$</td>
</tr>
<tr>
<td>$K_B$</td>
<td>$1.38 \times 10^{-23}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.028</td>
</tr>
<tr>
<td>Exchange Constant (A)</td>
<td>$20 \times 10^{-12}$ J/m.</td>
</tr>
<tr>
<td>Length(l)/Width(w)/Thickness(t) of NW</td>
<td>50e-9 m/95e-9 m/1.2e-9 m</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$1.76 \times 10^{11}$ /G s</td>
</tr>
<tr>
<td>Energy Barrier ($E_B$)</td>
<td>$56k_B T$</td>
</tr>
</tbody>
</table>

Table 2.1 MTJ parameters used.
Where \( \vec{m} \) is the unit vector representing local magnetic moment, \( \alpha \) denotes the Gilbert’s damping parameter, \( \gamma \) is the gyromagnetic ratio, \( I \) is the spin current, \( G(\psi) \) is the transmission coefficient, \( h \) is the reduced Planck’s constant, \( e \) is the charge of electron and \( \vec{e}_p \) is the unit vector along fixed layer magnetization. In the above expression, \( \vec{H}_{\text{eff}} \) is the effective field given by:

\[
\vec{H}_{\text{eff}} = \vec{H}_a + \vec{H}_k + \vec{H}_d + \vec{H}_\text{ex},
\]

where \( \vec{H}_a, \vec{H}_k, \vec{H}_d, \) and \( \vec{H}_\text{ex} \) are the applied, anisotropy, demagnetization and exchange fields, respectively. The first two terms represent precession and damping torques respectively, which govern the dynamics of the magnetization in the presence of an effective magnetic field. The MTJ retention time is exponentially related to MTJ’s thermal barrier (\( \Delta \)) and is given by:

\[
t = t_0 \times e^{k\Delta},
\]

where \( t_0 \) is the inverse of attempt frequency, and \( k \) is a fitting constant. The thermal barrier, in turn, is proportional to free layer volume (\( V \)) and inversely proportional to the absolute temperature (\( T \)) and is given by:

\[
\Delta = \frac{k_u V}{k_B T},
\]

where \( k_u \) is the anisotropy constant, and \( k_B \) is the Boltzmann’s constant. Reducing free layer volume result in lower retention time for both store-0 and store-1.

**Figure 2.2** Simplified band diagram to demonstrate TMR effect in MTJ (a) parallel magnetization (good band matching), and (b) anti-parallel magnetization (poor band matching) of two magnetic layers.
2.1.3. STTRAM Design Challenges

2.1.3.1. Tunneling Magnetoresistance (TMR)

The TMR effect is due to the difference in density of states for spin-up and spin-down electrons in ferromagnetic layers. The TMR effect can be understood by the density of state diagram demonstrated in Fig. 2.2. In the parallel magnetization configuration, electrons with the majority spins (shown by thick arrow) tunnel through the barrier and fill the majority states in the second film while the minority spins tunnel to the minority states. Therefore, there is a good band matching, which leads to a small resistance. When magnetic orientation of two ferromagnetic layers is anti-parallel, the majority spins of the first layer tunnel to the minority states in the second layer and vice versa. This results in a poor band matching which, in turn, leads to a higher resistance. The TMR is defined as [29]:

$$\text{TMR} = \frac{R_H - R_L}{R_L}$$  \hspace{1cm} (2.2)

Where $R_L$ and $R_H$ indicate MTJ resistance in the low and high resistance states, respectively. Higher TMR ratio means larger difference between low and high resistance state and hence, better distinguishability in the read operation. The higher oxide thickness results in the higher TMR ratio [31]. However, thicker oxide results in higher resistance which will slow down the write operation due to the limited voltage headroom. Therefore, low resistance and higher TMR are needed for a robust STTRAM design.

2.1.3.2. Oxide Breakdown

MTJ consists of a thin metal oxide barrier (MgO or AlO) with thickness of around 1.2 nm. Almost all the applied voltage across MTJ is dropped across metal oxide. This can lead to oxide breakdown under high stress conditions known as Time Dependent Dielectric Breakdown (TDDB) [32]. The duration and amount of current flowing through the device determines the breakdown
time. The TDDB exhibits an abrupt decrease in MTJ resistance. It is important that the write voltage is below the breakdown voltage with a proper margin to prevent TDDB. Since the faster switching demands large voltage across MTJ, the maximum switching speed is limited by the breakdown voltage [33].

2.1.3.3. Process Variation and Thermal Effects

MTJ switching is inherently stochastic due to random thermal fluctuation. This results in a non-deterministic switching delay of MTJ magnetization, even for the same environmental conditions. The thermal fluctuations affect the magnetization dynamics in two ways. First, the magnetization is randomly initialized in different angles. Second, the thermal field randomly disturb the magnetization during MTJ switching. The switching probability can be expressed as follows [4][34]:

\[ P_{SW} = 1 - \exp \left\{ -\frac{t}{\tau_0} \exp \left[ -\Delta_0 (1 - \frac{I_W}{I_C}) \right] \right\} \]  \hspace{1cm} (2.3)

Where \( \Delta_0 \) (\( \frac{E_B}{K_B T} \)) is the magnetic memorization energy without any applied current and field (typically 60), \( t \) is the pulse width, \( \tau_0 \) is the inverse of attempt frequency (typically 1n), \( I_C \) and \( I_W \) denote critical and write currents, respectively. Equation 2.3 implies that as \( \Delta_0 \) or the retention time increases, the switching probability decreases. Therefore, there is a trade-off between the retention time and switching speed.

Process variation is another significant factor in memory design. Process variations in the STTRAM is modeled by incorporating variations in MTJ as well as the access transistor. The resistance of MTJ increases exponentially with increased oxide thickness (\( T_{OX} \)) and linearly with decreased cross-sectional area (A). Hence, MTJ switching time is highly sensitive to \( T_{OX} \) and A variations. In addition, process variation results in a large spread in low and high resistance states of MTJ. In non-destructive sensing, resistance of data MTJ is compared against the resistance of
the reference MTJ ($R_{\text{REF}}$) to determine the bitcell content. Therefore, reference resistance as well as data resistance variation may result wrong interpretation of bitcell content. Sensing error occurs where reference resistance overlaps with data resistance as demonstrated in Figure 2.3(a).

The process variation along with the stochastic switching due to random thermal fluctuation leads to huge variation in MTJ switching time. In a STTRAM array with Error Correction Code (ECC), the target write error rate is $10^{-9}$ [36]. In order to achieve target error rate with a constant write current, longer write pulse is required. For example, using the model [37], for 70 uA of write current a write period 24 nS is needed. Note that the write latency is determined based on P→AP switching since it is the worst case of two switching delay. Figure. 2.3(b) shows the write distribution versus write latency for the write current of 70 uA and 85 uA for P→AP switching. It is evident that the worst case write latency reduces by increasing the write current. Note that this distribution has a long tail which determines the write latency.
2.1.3.4. Sense Margin

In order to sense the state of MTJ, data MTJ resistance can be compared against reference MTJ resistance (which is an average of fixed high and low MTJ resistances). In conventional non-destructive voltage sensing, sensing is performed by applying a current into both data and reference MTJ and comparing the output voltage of data MTJ against that of reference MTJ. Due to poor TMR, the voltage/current differential between $R_H$ and $R_L$ decreases which degrades the sense margin. Furthermore, process variation reduces this difference even further (as shown in Fig. 2.3(a)) leading to a poor sense margin. Poor sense margin results in a wrong interpretation of MTJ state.

2.1.3.5. Read disturb

As mentioned earlier, in order to prevent read disturbance $I_{\text{Read}}$ must be less than critical current ($I_C$). $I_C$ depends on current pulse width as follows [4]:

$$I_C = I_{C0} \left\{1 - \left(\frac{K_B T}{E_B}\right) \ln\left(\frac{\tau}{\tau_0}\right)\right\}$$  \hspace{1cm} (2.4)

Where $I_{C0}$ is the critical switching current at 0 K. $E_B$ is the barrier height, $\tau$ is the switching time and $\tau_0$ represents the inverse of the attempt frequency. The read current must be much smaller than the median $I_C$ because repeated write cycles result in a wide variation in $I_C$ [38-39] to ensure non-destructive read.

2.1.3.6. Data Security

STTRAM brings new data security issues that were absent in volatile memory counterparts such as Static RAM (SRAM). This is primarily due to the fundamental dependency of this memory technology on the ambient parameters such as the magnetic field and temperature that can be exploited to tamper with the stored data. The free layer of MTJ flips under the influence of external
magnetic field and temperature that can be exploited by the adversary. As described in Equation 2.1, the adversary can place an external AC/DC magnetic field to alter the $H_{\text{eff}}$ parameter resulting in an uneven flipping of bits under read, write and/or retention [40]. The magnetic field produced by a horseshoe magnet can be used to flip the bits in a STTRAM memory array [40]. Consequently, the magnetic field can be exploited by the adversary for scrambling the data in LLC to launch denial of service (DoS) attack or simply increase the miss rate affecting the overall performance of the system. The existing countermeasures to mitigate the magnetic attack include variable strength Error Correcting Code (ECC) and forced retention [40]. The strength of the ECC is increased (1bit/2bit/4bit/8bit) depending on the magnitude of the attack. A carefully orchestrated DoS attack can result in a severe consequence during the secure data processing and financial transactions to name a few. The magnetic attack can also be carried out when the system is OFF. However, such attacks will not affect the computation as the cache is invalidated on startup. The attacker can gain access to non-volatile data after the authentic user has signed out, by launching unauthorized read and write operation and probing the data buses [92].

![Schematic of a conventional Domain Wall Memory. The MTJ at read and write head and the overhead bits are also shown.](image_url)
2.2. Design Fundamentals of DWM

2.2.1. Basics of DWM

DWM consists of three components: (a) write head, (b) read head, and (c) magnetic nanowire (NW). The read and write heads are similar to the conventional magnetic tunnel junction (MTJ) whereas NW holds the bits in the form of magnetic polarity (Fig. 2.4). The left (right) orientation can be regarded as ‘0’ (‘1’). The most interesting feature of the NW is the formation of domain walls (DWs) between domains of opposite polarities where the local magnetization changes its polarity. Dynamics of the NW is determined by the dynamics of DW. The DWs can be shifted forward and backward by injecting the charge current from left-shift (LS) and right-shift (RS) contacts. Note that the local moments change its orientation under the influence of current that gives the impression of DW propagation in the NW. In essence, the NW is analogous to a shift register. The new domains are injected by first pushing current through shift contacts to move the bits in lockstep fashion to bring the desired bit under write head. Next spin polarized current is injected through the write MTJ (using wBL and SL) in positive or negative direction to write a ‘1’ or ‘0’ in the NW. Read is performed by bringing the desired bit under read head using shift and sensing the resistance of MTJ formed by DW under the read head (using rBL). It should be noted that this new access mechanism makes shifting of DWs critical to the functionality of the memory. The robustness, speed and power consumption of the memory has a significant dependency on DW dynamics in the NW. A number of points that can be observed in this context are: (a) read and write operation is linked with shifting of bits, (b) buffering of bits is required to ensure that the useful bits are preserved in the NW. Therefore, only a fraction of bits from the NW can be used for computation defined as ‘utilization factor’ (UF), and (c) the shift latency depends on the offset from read/write heads. Hence, multiple heads are desirable to reduce the access latency, and (d) bitcell footprint depends on both the NW dimensions as well as the number and size of read/write heads.
2.2.2. Modeling of DWM

For the read and write head we utilized the hspice model of MTJ from nanohub [37]. The DW dynamics in the NW is modeled in verilog-A by solving the Landau-Lifshitz-Gilbert (LLG) for 1D motion [41]:

\[
(1 + \alpha^2)\dot{q} = \frac{\mu_0}{2} \gamma \Delta (H_k \sin 2\psi - \pi H_T) + \alpha \Delta \gamma \left(\mu_0 H_A - \frac{v q}{M_s d}\right) + (1 + \alpha \beta) u \\
(1 + \alpha^2)\dot{\psi} = -\frac{\mu_0}{2} \alpha \gamma (H_k \sin 2\psi - \pi H_T) + \gamma \left(\mu_0 H_A - \frac{v q}{M_s d}\right) + \frac{\beta - \alpha}{\Delta} u
\]

(2.5) (2.6)

Where, \( \dot{q} \) and \( \dot{\psi} \) are the time derivatives of the domain wall position and tilt angle respectively, \( \alpha \) is the damping constant, \( \beta \) is the non-adiabatic spin torque transfer term, \( V \) is pinning potential, \( d \) is the pinning notch width, \( \Delta \) is DW width parameter, \( M_s \) is saturation magnetization, \( H_k \) is demagnetization field, \( H_A \) and \( H_T \) is applied field and \( u \) is a scalar quantity having the unit of velocity. Term \( u \) depends on the current density \( J \), the spin polarization \( P \), saturation magnetization \( M_s \) and Bohr Magneton \( \mu_B \) as follows:

\[
u = \frac{\mu_B P}{e M_s}, \quad \mu_B = \frac{\hbar e}{2m_e}
\]

(2.7)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>Varied (0.01 - 0.02)</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Varied (0.0 - 0.1)</td>
</tr>
<tr>
<td>Bohr magneton(( \mu_B ))</td>
<td>9.27e-24 J/T</td>
</tr>
<tr>
<td>( M_s )</td>
<td>8e5 A/m</td>
</tr>
<tr>
<td>Exchange Constant (A)</td>
<td>1.3e-11 J/m.</td>
</tr>
<tr>
<td>Length(l)/Width(w)/Thickness(t) of NW</td>
<td>1e-6 m/1e-7 m/10e-9 m</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1.76e11 /G s</td>
</tr>
<tr>
<td>Demagnetization Field (Hk)</td>
<td>1600–1800 Oe.</td>
</tr>
</tbody>
</table>
The detailed derivation of the above equation from LLG is provided in [11]. The values of constants used in the model are provided in Table 1. The DW velocity depends on the shift current. Higher current increases the DW velocity but increases the power consumption.

2.2.3. DWM Challenges

The DWM read and write heads are similar to conventional magnetic tunnel junction (MTJ), whereas NW acts as free magnetic layer, and holds the bits in the form of magnetic polarity. Hence, DWM design challenges includes all the challenges associated with MTJ such as limited TMR, stochastic switching, read disturb, and oxide breakdown as described in Section 2.1.3. However, there are other challenges involved with DWM:

2.2.3.1. Shift Latency

As mentioned earlier, shift operation is required to access a bitcell in DWM. The time needed to access a bitcell on a NW depends on its location with respect to the read/write port. Moreover, multiple shift operations are performed in single memory access to read/write all bits of data which poses significant latency and power overhead.

2.2.3.2. Segregated Read and Write Head

The conventional DWM contains segregated read and write heads (Fig. 2.4) to decouple read and write and make head design simple. Although it simplifies the design constraints due to separate read/write head design, this design incurs loss in bitcell density due to the dedicated access transistor and wiring for each head. Furthermore, the separate read and write heads is functionally redundant since both read and write operations cannot be performed simultaneously (unless the shifts need for read and write are identical). This makes the read head to wait until the write head has finished writing and appropriately shifts back the bits into its original place or vice versa.
2.2.3.3. Aspect Ratio Mismatch

DWM suffers from aspect ratio mismatch between NW and access transistor, since the NW is long and narrow and access transistor is wide. Therefore, DWM layout must be optimized to achieve the maximum memory density. In addition, since the shift circuitry is shared among all the local columns in a global column, the shift operation shifts all the NWs at the entire global column. This incurs substantial shift power overhead. Therefore, a gating mechanism is needed to avoid shifting of unassessed NWs.

2.2.3.4. Utilization Factor (UF)

As mentioned earlier, a certain number of bits per NW are dedicated for buffering the functional bits during shift. The number of heads and their positioning in the NW determine the amount of buffer space required for preserving the functional bits. For better bitcell density it is desirable to achieve higher UF which in turn depends on the number of heads, their positioning and the physical dimension of the NW.

---

**Figure 2.5**  
(a) Schematic of the 1T1R structure of RRAM; (b) schematic of the 1D1R structure of RRAM; and, (c) I-V curve of bipolar switching.
2.3. Design Fundamentals of RRAM

2.3.1. Basics of RRAM

As discussed in the first chapter, RRAM is a promising candidate to replace main memory due to small footprint and low standby power. The device structure is an oxide material sandwiched between two metal electrodes (i.e., Top Electrode (TE) and Bottom Electrode (BE)) called metal-insulator-metal (MIM) structure (Fig. 2.5(a)). RRAM bitcell consists of MIM and a selector device which can be either a transistor (1T1R structure as show in Fig. 2.5(a)) or a selector diode (1D1R structure) as shown in Fig. 2.5(b). The 1T1R cell provides the small footprint of 6 \( \text{F}^2 \) whereas footprint as low as 4 \( \text{F}^2 \) can be achieved by 1D1R structure in crossbar memory architecture. There are two types of resistive switching. One type is based on the formation of conductive filament (CF) consisting of oxygen vacancies which occurs in oxide-based RRAM. The second type is based on the conductive filament of metal atoms which is called conductive-bridge RAM (CBRAM). The oxide-based RRAM resistive switching is basically due to the mechanism of oxide breakdown which forms a conduction filament in the oxide. The switching from High Resistance State (HRS) to Low Resistance State (LRS) is called “SET” process, while the opposite switching is called “RESET” process. Usually, fresh RRAM samples require a voltage greater than SET voltage to

![Diagram of RRAM switching mechanisms](image_url)

**Figure 2.6** Forming, SET and RESET switching mechanism in RRAM.
trigger the resistance switching for the next cycles, which is known as the “forming” process. The resistive switching can be categorized into unipolar and bipolar switching. In unipolar RRAM, switching direction depends on the amplitude of the voltage across RRAM and does not depend on the polarity of applied voltage. Therefore, SET/RESET can take place at the same polarity. In bipolar switching, switching direction depends on the polarity of applied voltage. Thus, SET only occurs at positive polarity, while RESET occurs at negative polarity as shown in Fig. 2.5(c).

Typically, in oxide-based RRAM, resistive switching is associated with migration of oxygen ions between electrodes, resulting in the formation of conduction filament. As demonstrated in Fig. 2.6, during the forming process, soft dielectric breakdown due to high electric field leads to the drift of oxygen ions to anode interface. If the anode material is a noble metal, the oxygen ions are discharged as neutral non-lattice oxygen, while they react with oxidizable anode materials to form an interfacial oxide layer [42]. Therefore, the electrode/oxide interface acts as an oxygen reservoir [43]. In the LRS mode, the current flows through the CF. In the reset process, oxygen ions migrate back to the bulk to recombine with the oxygen vacancies which in turn reset the RRAM to HRS. In this thesis, switching model of HFO₂ based bipolar RRAM is used. HFO₂ has gained significant attention due to properties such as simplicity, low operating power and high speed [44].

2.3.2. RRAM Design Challenges

Even though RRAM provides good design metrics such as high density, low standby power, fast access time, and high resistance ratio, it suffers from low endurance, process variation, nonuniformity, and requires low-read voltage for prevention of read disturbance.

To avoid a permanent dielectric breakdown in the set process, it is essential to limit the current called compliance current. During formation/SET process, when CF is formed in the oxide material, the current flowing through RRAM increases abruptly. Therefore, a current limiter is
required to clamp the forming/SET current in order to prevent degradation of HRS and failure of memory device [45]. Due to lower high resistance at saturation region a transistor is a better current limiter. Large capacitance between transistor and RRAM must be avoided in design of 1T1R bitcell. Parasitic capacitance results in overshoot current during SET process which in turn increases the SET current.

RRAM suffers from poor nonuniformity due to extensive parameter variation such as variation of switching voltage as well as resistance variation in LRS and HRS. The variation of resistance switching includes temporal variation (cycle-to-cycle) and special variation (device-to-device). These variations are originated from the stochastic nature of the oxygen vacancies/ion process [46].

High density crossbar array which employs two terminal RRAM at the crosspoint of vertical and horizontal metal wires are proposed [47]. Nonetheless, these architectures suffer from sneak-path problem entailing a poor sense margin, higher power consumption, and limited array size.
Chapter 3

Robust and Low Power STTRAM Design

Conventional CMOS memory i.e., Static Random Access Memory (SRAM) has been the popular choice for embedded memory application for last several decades. However, SRAM seems to be approaching a brick wall. On one hand process variability and leakage power is posing severe obstruction towards SRAM scaling to future nodes and on the other hand, emerging energy-constrained and bandwidth hungry electronic gadgets demand for larger as well as energy-efficient on-chip cache which cannot be satisfied with SRAM. To address the changing landscape of consumer market, there is a corresponding need of changing the design paradigm. Several emerging memory technologies are on the horizon such as STTRAM, DWM and RRAM but there is no clear universal choice for embedded application. STTRAM is promising for Last Level Cache (LLC) due to numerous benefits such as high-density, non-volatility, high-speed, zero leakage, CMOS compatibility [48] and good endurance [4]. The crucial challenges involved in STTRAM are high write energy, long write time and poor sense margin. In this chapter, we propose circuit and architectural techniques to improve read yield, write latency and write power of STTRAM.

3.1. Introduction

Implementation of last level cache using STTRAM is widely investigated. It is accepted that STTRAM reduces the leakage power substantially. In [49] STTRAM is compared against SRAM and DRAM in a single-core processor architecture in terms of area, energy and performance. Then they have explored 3D microprocessor stacking with MRAM. Authors have explored STTRAM cache in multi-processor architecture and investigated costly write operation in
STT-RAM on power and performance [51]. Architectural evaluation of replacing on-chip DRAM with STTRAM has been investigated [50]. Authors proposed a dual-write-speed STTRAM architecture which benefits from the correlation between MTJ device write time and write current [53]. This method offers write latency improvement with relatively small memory cell size. The relationship between write latency and retention time to find optimal retention-time for STTRAM LLC has been explored in [54]. This paper explores adapting data retention time to match the required refresh time of LLC blocks to improve performance and save energy. Most of these works report more than 10% performance degradation due to employing STTRAM LLC architecture. Many works have been made to address the performance and energy overhead of STTRAM LLC. Architectural optimization has been proposed to recover dynamic energy due to store instruction by coalescing stores from L1 to the L2. The idea is to increase the residency of dirty lines in the L1 to accommodate all the stores to that line. This would prevent the line from being prematurely evicted to the L2 and being subsequently move back to the L1 on a near term store miss [58]. In [52], a hybrid design of SRAM L1 caches STTRAM L2 and L3 caches is proposed. Device-architecture space is explored to reduced write power by lowering the thermal energy to trade volatility [55-57]. It can be concluded that STTRAM is great potential to be used as an on-chip random access cache due to high density and low standby power. Moreover, circuit and architectural improvement can be employed to mitigate long write latency to achieve similar performance as that of SRAM cache. In this chapter, we investigate circuit and micro-architectural techniques to address these design challenges.

Due to poor TMR, the voltage/current differential between $R_H$ and $R_L$ decreases which degrades the SM. Furthermore, process variation reduces this difference even further results in poor sense margin. In this chapter, we propose, slope sensing, a destructive sensing technique to eliminate reference resistance variation. In addition, we propose a non-destructive sensing scheme
that exploits a voltage feedback and boosting (VFAB) technique to develop large sense margin. This technique reduces the sensing power significantly by eliminating static current.

We observe that process variation can result in large spread in write and read latency variations. The performance of conventionally designed STTRAM cache can degrade as much as 10% due to process variations. We propose a novel and adaptive write current boosting to address this issue. In this method, the bits experiencing worst-case write latency are fixed through write current boosting.

In summary, we make following contributions in this chapter:

• We propose a destructive slope detection technique using sampling techniques in order to detect MTJ resistance when it switches from high to low resistance state. We have designed a test-chip and performed thorough characterization. We characterized the slope sensing technique with respect to various design parameters such as sampling frequency, ramp current slope, TMR and various flavor of MTJ resistance.

• We propose a low-power and robust STTRAM sensing which exploits voltage feedback and boosting (VFAB) techniques to achieve large sense margin. We perform detailed process and temperature variation analysis to evaluate robustness of VFAB technique.

• We investigate the impact of process variations on the write latency of STTRAM and propose a methodology to enable write current modulation adaptively to mitigate process variation induced write latency degradation.

### 3.2. Improving Read Yield of STTRAM Array

Sense margin of STTRAM depends on TMR which is defined as $100 \times (R_H - R_L)/R_L$ where $R_L$ and $R_H$ are low and high resistance of MTJ respectively. Due to poor TMR, the voltage/current differential between $R_H$ and $R_L$ decreases which degrades the SM. Furthermore, As described in
Section 2.1.3.3, process variation induces large spread in low and high resistance states. The limited TMR and process variation result in poor sense margin. Poor sense margin can result in wrong interpretation of the MTJ state. The STTRAM sensing can be categorized into non-destructive and destructive sensing. In conventional non-destructive voltage sensing, data MTJ resistance is compared against reference MTJ resistance (which is an average of fixed high and low MTJ resistances). Therefore, it suffers from reference resistance variation in addition to data resistance variation. Moreover, sensing is associated with applying a static current into data leg and two reference legs which results in high power consumption. In addition, non-destructive sensing suffers from read disturb. Destructive sensing involves with writing into bitcell that results in significant power and latency overhead. However, destructive sensing eliminates bit-to-bit process variation in MTJ resistance which in turn improves read yield drastically. In addition, it suffers from failures due to unoptimized selection of data and reference currents.

In this Section, we investigate two sensing techniques to improve sense margin. First, we propose a novel slope detection technique to exploit MTJ resistance switching from high to low state using low-overhead sample-and-hold circuit. The proposed sensing technique is destructive in nature and eliminates reference resistance variation. Second, we propose a non-destructive and low-power sensing scheme that exploits a voltage feedback and boosting (VFAB) technique to develop large

![Figure 3.1](image_url)  
Figure 3.1  Taxonomy of STTRAM sensing schemes.
sense margin. Furthermore, VFAB does not require a static current to be injected into data and reference STTRAMs which results in significant power saving.

3.2.1. Classification of Sensing Techniques

Fig. 3.1 shows the taxonomy of various sensing techniques. STTRAM sensing can be broadly categorized into destructive and non-destructive sensing. Several techniques have been proposed under non-destructive sensing. A non-destructive voltage sensing and a sizing methodology to improve the SM of MRAM arrays has been proposed in [59]. Source degeneration scheme is proposed in [60][91] to reduce large sense margin variation. Self-body biasing technique has been proposed in [61] to resolve the small sense margin issue in conventional voltage sensing scheme. In this scheme threshold voltage of load PMOS transistor is adaptively controlled by body bias. Negative resistance read and write technique has been described in [62] to eliminate read disturb and reduce the write power. Reference voltage (V_{ref}) biasing has been explored in [63] to shift margins between polarities to improve the robustness. A non-destructive current mode sensing scheme using current conveyor has been proposed in [64]. In [65-66], a nondestructive self-reference sensing scheme has been proposed by leveraging the dependency of high and low resistance state of the MTJ on the cell current amplitude. Even though this scheme reduces the read latency and power by eliminating two write steps, the sense margin is much smaller than destructive self-reference scheme and conventional nondestructive voltage sensing.

Under destructive sensing, a self-reference sensing has been proposed in [67] to eliminate bit-to-bit process variation in MTJ resistance. Sensing is performed by first storing the voltage of the MTJ by passing a current (I_1), and then after a time interval storing a reference voltage of the same MTJ by passing current (I_2). The variation in MTJ resistance can be eliminated using this self-reference sensing scheme. Although this mechanism incurs high power consumption and long
Table 3.1 Parameters used for process variation study.

<table>
<thead>
<tr>
<th>Device</th>
<th>Parameter</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMOS</td>
<td>$V_{TH}$</td>
<td>460 mV</td>
<td>$A_{VT}/\sqrt{wL}$</td>
</tr>
<tr>
<td>NMOS</td>
<td>$V_{TH}$</td>
<td>500 mV</td>
<td>$A_{VT}/\sqrt{wL}$</td>
</tr>
<tr>
<td>MTJ</td>
<td>MgO Thickness</td>
<td>1.2nm</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>Shape Area</td>
<td>100nm*50nm</td>
<td>10%</td>
</tr>
</tbody>
</table>

read latency due to two write steps, it provides high sense margin and eliminates the need of reference voltage.

3.2.2. Background

3.2.2.1. Non-destructive Voltage Sensing Scheme [59]

The sense circuit identifies the resistance of the data MTJ. In order to make the comparison, data MTJ resistance is compared against reference MTJ resistance (which is an average of fixed high and low MTJ resistances). Fig. 3.2 (a) shows the typical voltage sensing where a reference current is injected in both data leg and reference legs and the resulting voltage is compared by a voltage sense amplifier. Poor sense margin can result in wrong interpretation of the MTJ state. For example, if the offset voltage of the sense amplifier (SA) is +/-25mV, a sense margin of 25mV can be read as either ‘0’ or ‘1’.

3.2.2.1.1. Impact of process variation

MTJ model [37] is used in order to perform process variation analysis. Process-variations for read operation is modeled by incorporating variations in MTJ as well as access transistor [68]. For MTJ we have assumed tunnel oxide barrier and surface area variations. The variations in access transistor is lumped in threshold voltage fluctuation. The mean and standard deviation of these
parameters are provided in Table 3.1. In non-destructive sensing, resistance of data MTJ is compared against the resistance of reference MTJ to determine the bitcell content. Therefore, reference resistance as well as data resistance variation may result in wrong interpretation of bitcell
content. Data0, Data1 and reference voltage distributions and \( R_H \), \( R_L \) and \( R_{\text{Ref}} \) resistance distributions are shown in Fig. 3.2(b). Sensing error occurs where reference voltage overlaps with Data0/1 voltage.

Two critical transistors in STTRAM sense circuit are the PMOS load (PL) and NMOS clamp (NC) (Fig. 3.2(a)). The clamp voltage and clamp transistor size sets the current in the leg. The load transistor sets the output voltage (where the NMOS and PMOS drain currents intersect). The mismatch between matched-pair transistors in the sense circuit degrades the sense margin. Since size of PL is smaller than NC transistor, the sense margin is most sensitive to mismatch between the PL transistors of reference legs (PL\(_R\)) with that of data leg (PL\(_D\)). One sigma of \( V_T \) variation is given by following equation [68]:

\[
\sigma_{V_T} = \frac{A_{V_T}}{\sqrt{W\cdot L}}
\]  

(3.1)

Where \( W \) and \( L \) are the width and length of the transistor and \( A_{V_T} \) is pelgrom coefficient.

Sense circuit is designed to reduce the impact of process variation on SM. This goal is achieved by increasing the width and length of PL transistors to reduce the \( V_T \) mismatch between PL\(_D\) and PL\(_R\), and optimizing other design parameters (NC width, \( V_{\text{clamp}} \) and \( V_{\text{Ref}} \)) to maximize both SM0

Figure 3.4  The impact of clamp voltage on sense margin for \( V_{\text{clamp}} = 0.7 \)V and \( V_{\text{clamp}} = 0.9 \)V.
and SM1. Distributions of SM0 and SM1 for 10000 Monte-Carlo points are depicted in Fig. 3.3 (a). Simulations reveal that 10% of bitcells fail sensing due to SM0 failures and 11.2% fail due to SM1 failures which result in 10.7% total failures for 25mV SA offset. It is evident that non-destructive conventional sensing is prone to process variation. To reduce the large sense margin variation, the source degeneration scheme is used with longer channel length for PL transistors [60]. Source degeneration PMOS (PD) is added to the source of PL transistors to reduce current variation and increase effective resistance which results in SM improvement. Fig. 3.3(b) shows SM0 and SM1 distributions for 10000 monte-carlo points with source degeneration scheme. The simulation reveals 4.7% SM0 failures and 11% SM1 failures which result in 6.9% total failures for 25mV SA offset. Although source degeneration reduces SM0 failures, SM1 failures are still significant which underscores the need for a self-reference scheme to eliminate bit-to-bit variation as well as the mismatch between matched-pair transistors in data and reference legs.

As shown in Fig. 3.4, as clamp voltage increases SM0 reduces while SM1 increases. Therefore, clamp voltage can be exploited as a knob to make a trade of between SM0 and SM1 to minimize the sensing failures. The mismatch between matched-pair transistors in the sense circuit as well as reference resistance variation degrades the sense margin.

3.2.2.2. Destructive Self-reference Sensing Scheme [67]

In self-reference sensing, voltage generated by the data current across the MTJ, and the voltage generated by a reference current across the same MTJ are compared. Therefore, the bit-to-bit variation in MTJ resistance is eliminated. Self-reference sensing scheme works as follows (Fig. 3.5):
1) A read current $I_{\text{Data}}$ is injected into bitcell and the resulting voltage is stored in a capacitor $C_1$. The voltage could be $V_{\text{DataH}} (V_{\text{DataL}})$ if the MTJ resistance is high (low).

2) A zero is written into the MTJ.

3) Another read current $I_{\text{Ref}}$ is applied to generate voltage $V_{\text{Ref}}$ which is stored in capacitor $C_2$.

4) $V_{\text{Data}}$ and $V_{\text{Ref}}$ are compared to determine the bitcell content.

5) The read data is written back to the MTJ.

---

**Figure 3.5**  (a) Self-reference sensing scheme; and, (b) sense circuit timing diagram is also shown.

**Figure 3.6**  I-R characteristics of the two MTJs under process variation. A variation in resistance can change the sense margin.
Considerations for process-variations is important to determine appropriate values of $I_{\text{Ref}}$ and $I_{\text{Data}}$. I-R curves of the two MTJs under process variation are shown in Fig. 3.6. If a current is injected from bitline to source line, MTJ switches from high-to-low resistance state. In contrast, if a current is injected from source line to bitline the MTJ is switches from low-to-high resistance state. The $I_{\text{Data}}$ and $I_{\text{Ref}}$ must be chosen in such a way that to make SM0 positive and SM1 negative. Therefore, the area A3 (which is essentially voltage) should be greater than A2 and less than A1, which results in following inequalities:

$$V_{\text{DataL}} < V_{\text{Ref}} < V_{\text{DataH}} \quad (3.2)$$

$$SM0 = V_{\text{Ref}} - V_{\text{DataL}} > 0$$

$$SM1 = V_{\text{Ref}} - V_{\text{DataH}} < 0$$

### 3.2.2.2.1. Impact of process variation:

To understand the impact of process variation on data and reference current requirement we sweep the bitcell current from bitline to source line. If the bitcell state is low, the voltage across MTJ increases monotonically with current. However, if the bitcell state is high, it switches to low resistance state beyond the critical current. Therefore, the voltage changes from high-to-low. As depicted in Fig. 3.7, $I_{\text{Ref}}$ and $I_{\text{Data}}$ should be chosen carefully to ensure +ve SM for high data and –ve SM for low data. Therefore, $V_{\text{Ref}}$ should be greater than $V_{\text{DataL}}$ and less than $V_{\text{DataH}}$ where $V_{\text{DataL}}$ ($V_{\text{DataH}}$) is the voltage across the MTJ when the stored data is low (high). From Fig. 3.7(a), the optimum $I_{\text{Data}}$ is the current which maximizes SM0+SM1 (i.e., the current where $V_{\text{DataH}}$ is maximum). Optimum $I_{\text{Ref}}$ is chosen in such a way to equalize SM0 and SM1. Fig. 3.7(b) shows the optimum $I_{\text{Data}}$ variation which results in optimum $I_{\text{Ref}}$ variation. We have evaluated two cases for determining robust reference and data current:
Case (a) (Optimum): data and reference currents are bit-to-bit optimal to maximize the sense margins.

Case (b) \((I_{\text{Data}} - \text{Mean}, I_{\text{Ref}} - \text{Mean})\): both data and reference current are the mean value of the current distribution.

Fig. 3.8 shows the SM distribution for 5000 Monte-Carlo points for cases (a) & (b). Case-(a) provides a distribution with lowest standard deviation and higher mean value which results in good sense margins for all bitcells and provides minimum number of failures. However, the number
of failures increase significantly (failure ratio of 1.8%) in case-(b). In addition, SM failure ratio increase to 16% for case-(b) for 50mV SA offset. Even by providing optimum data and reference current for each bitcell, failure ratio is 9.5% for 50mV SA offset. *Hence, there is a need to develop a sensing scheme which eliminates data and reference current.*

### 3.2.3. Proposed Slope Sensing Technique

To eliminate bit-to-bit process variation as well as data and reference current, we propose a reference-less, destructive slope detection technique which exploits the MTJ switching from high to low state to detect memory state. We design a proof-of-concept test-chip using 96kb mimicked STTRAM (using passive resistors) bits in 65nm technology to validate the proposed slope sensing circuit. The resistor values are matched with the experimentally calibrated simulated models to capture the process variations in real MTJ. A single mimicked STTRAM bitcell contains both low and high resistors in parallel and the switching circuit is designed to match the switching latency of real MTJ.

![Slope detection sense circuit](image)

**Figure 3.9** (a) Slope detection sense circuit; and, (b) simplified timing diagram.
3.2.3.1. Slope Sensing Basic Operation

If the MTJ resistance is low, it will only switch with a negative current. The resistance will remain low for positive current. We also note that slope of MTJ V-I curve changes from positive to negative during switching of resistance. Therefore, we propose to sense the change in slope of voltage to detect the MTJ state. A ramp current is injected into bitcell which results in a ramp voltage. If the MTJ resistance state is high initially the slope of voltage will change from positive to negative as the MTJ resistance switches from high to low resistance state while the voltage slope will remain positive if the resistance of MTJ is low initially. Therefore, sensing problem can be simplified to slope detection. If a negative slope is detected then the data is sensed as ‘1’, else the data is sensed as ‘0’. We used high speed sample and hold circuit to detect the slope of voltage across bitcell (Fig. 3.9(a)).

Fig. 3.9(a) shows the proposed sensing circuit with features to inject the ramp current and sample the ramp voltage. The slope of ramp voltage will change from positive to negative if the MTJ switches from high to low resistance. The voltage slope remains positive if MTJ resistance is initially low. The slope detection is performed by sampling the ramp voltage with two sample-and-hold circuits using clocks $\phi_1$ and $\phi_{1d}$ (delayed $\phi_1$). The sampled voltages are stored in $C_1$ and $C_{1d}$ respectively. Finally, $V_{C1}$ and $V_{C1d}$ are compared at the edge of sense amplifier enable (SE). Simplified timing diagram is shown in Fig. 3.9(b).

As shown in Fig. 3.10(a), white triangles are voltages sampled by $\phi_1$ and black triangle are voltages sampled by $\phi_{1d}$. The sense amplifier is enabled after the black triangles. As a result, two consecutive black and white triangle sampled voltages are compared. It is evident that the SM is
positive in positive slope region and negative in the negative slope region. Sense margin depends on sampling frequency, slope of ramp current and MTJ switching time. We have implemented design-for-test features to test the sensing failure by sweeping these parameters. By increasing the ramp current slope, the voltage difference between two consecutive samples will increase which results in higher SM. However, the buffer output voltage ($V_{BUFO}$) may be clamped at $V_{DD}$ by further increasing the ramp current slope which results in SM loss.

**Figure 3.10** Sampling voltage across MTJ: (a) sampling with frequency $f_1$ and $\phi_1-\phi_{1d}$ clock phases which provides poor SM0 and large SM1; (b) sampling with frequency $f_2$ ($f_2 = f_1/2$) and $\phi_1-\phi_{1d}$ clock phases which provides large SM0 but poor SM1; and, (c) double sampling with frequency $f_2$, $\phi_1-\phi_{1d}$ and $\phi_2-\phi_{2d}$ clock phases which results in large SM0 and SM1 while ensure capturing negative slope.
3.2.3.2. Double Sampling

Fig. 3.10 shows impact of two sampling frequencies on sense margin. Note that lower sampling frequency results in more Sense-0 Margin (SM0) since the voltage difference of two consecutive samples is higher as shown Fig. 3.10(b). However, decreasing sampling frequency might cause an error in negative slope detection due to poor SM1. Sampling at higher frequency ensures negative slope detection. However, SM0 loss due to higher sampling frequency results in increased failures (Fig. 3.10(a)). As shown in Fig. 3.10(b), sampling with frequency $f_2$ (where $f_2 = f_1/2$) and $\phi_1-\phi_{1d}$ clock phases provides poor SM1 after MTJ flipping while sampling with frequency $f_1$, $\phi_1-\phi_{1d}$ provides larger SM1. In order to obtain the desired number of samples at lower sampling frequency to ensure negative slope detection (higher SM1) as well as higher SM0, double sampling technique is proposed.

Double sampling can be implemented by lowering sampling frequency and using two sets of sample-and-holds (S/H) with $\phi_1-\phi_{1d}$ and $\phi_2-\phi_{2d}$ clock phases (where $\phi_2$ and $\phi_{2d}$ are delayed $\phi_1$ and $\phi_{1d}$ respectively) to sample voltage across bitcell. Hence two groups of sample-and-hold circuits (SC) are used. From Fig. 3.10(d), sense amplifier is activated after $\phi_{2d}$ (black circle) and $\phi_{1d}$ (black triangles). Therefore, SM is the difference between black and previous white circle voltages which is sensed by 1st sense amplifier or black and previous white triangle voltages which is sensed by 2nd sense amplifier. In the proposed double sampling method, if one of sense amplifiers detects negative slope (SM1) the output is ‘1’ otherwise it is ‘0’. Therefore, the SM1 is the maximum absolute value of SM1 which is provided by two sets of S/H circuits. From Fig. 3.10(b-c), it can be noted that sampling with frequency $f_2$ and $\phi_1-\phi_{1d}$ provides poor SM1 while sampling with frequency $f_2$ and $\phi_2-\phi_{2d}$ provides large SM1. Therefore, double sampling with both $\phi_1-\phi_{1d}$ and $\phi_2-\phi_{2d}$ clock phases provides large SM1 as well as large SM0. Sampling is performed during sense time ($T_{sens}$). Sense time is determined in such a way to ensure all bitcells in high resistance will switch to low
resistance state under process variation. Note that sampling accuracy and robustness can be improved by increasing the number of sample-and-holds and lowering the sampling frequency to achieve larger SM1 and SM0 at the cost of more sense amplifiers.

3.2.3.3. Test Chip Implementation

In this section, we explain the subarray architecture with integrated slope sensing circuit and the test chip design.

3.2.3.3.1. Slope Sensing Circuit Design

Fig. 3.11 depicts the implementation details of slope sensing with two SCs to enable double sampling. To mimic MTJ resistance in the test-chip we used poly resistance. The bitcell contains two high resistances (\(R_H\)) and two access transistors (Fig. 3.11). The bitcell is in high resistance state if WL1 is activated and is in low resistance state if both WL1 and WL2 are asserted (two \(R_H\) are connected in parallel). In order to mimic the switching time variation, we have incorporated a knob to fire WL2 at different times. Our design matches the real MTJ parameters such as, MTJ

![Figure 3.11](image_url)

Figure 3.11 Implementation details of slope detection sense circuit.
resistance, switching time and TMR variability using experimentally calibrated simulation models [37] (details in Section 3.2.3.2.2) and serves as a solid proof-of-concept for the slope sensing scheme.

The ramp current is generated using RC low pass filter to generate a ramp voltage. The output of low pass filter is connected to gate of an NMOS transistor (T_{M1}) to generate a ramp current. Since the T_{M1} is OFF for voltages less than threshold voltage, a speedup transistor (T_{S}) is used to charge the capacitor rapidly to threshold voltage of T_{M1} in order to speed up the ramp current generation process. Next, the ramp current is injected in to bitcell using a PMOS current mirror.

Figure 3.12  Post layout simulation of slope sensing scheme along with timing diagram for sense circuit-1(SC1) and SC2.
which in turn generates a ramp voltage \((V_{RRT})\) at the input of PMOS source follower buffer \((T_{b1})\).

In order to reduce the buffer offset voltage, width of \(T_{b1}\) is larger than \(T_{b2}\). Therefore, buffer offset is approximately the threshold voltage of \(T_{b1}\). In order to reduce the offset voltage further, we use a transistor with low threshold voltage to provide enough headroom for output voltage swing. This reduces the buffer offset voltage to 330mV.

Fig. 3.12 shows post layout simulation of slope sensing. To perform comparison between every two consecutive samples we exploited two NOR latches and two active-low latch enables (\(LE_1\) and \(LE_{1d}\)) for each sense circuit. Comparison is performed at the SE edge. However, the comparison result is stored in the latches at the LE edge. Since \(OUT1\) is connected to latch with \(LE_1\), \(V_{C1}>V_{C1d}\) (\(OUT\) is 0 when \(V_{C1}>V_{C1d}\)) indicates negative SM as a result a ‘1’ will be stored into latch (when \(OUT=0\), ‘1’ will be latched). The latch with \(LE_{1d}\) is connected to \(\overline{OUT}\), thereby, \(V_{C1}<V_{C1d}\) indicates negative SM and output will be set to ‘1’. The outputs of two latches are ORed which indicates that the output is set to ‘1’ if one of the latches capture the negative slope. Bottom figure shows the timing diagram of SC2. The SC2 result in higher SM1 compared to SC1 (-240mV vs -300mV). If one of the sense circuits outputs ‘1’ the double sampling results in ‘1’ since outputs of two SCs are ORed. We designed a test feature to select between single and double sampling to study their impact on sensing errors.

### 3.2.3.3.2. Impact of Process Variation

In order to mimic MTJ using poly resistance, Monte Carlo simulation is performed to characterize the behavior of MTJ under process variation. MTJ model [37] is used in order to perform process variation analysis. For MTJ we have assumed tunnel oxide barrier thickness and
The mean and standard deviation of these parameters are provided in Table 3.1. MTJ is characterized in terms of switching time and resistance variation by performing 1000 points Monte Carlo simulations. Fig. 3.13 shows the $R_L$ and $R_H$ variation for two MTJ configurations under the read operation condition. The model implements a MTJ with TMR of 150%. However, in order to investigate the read failures aggressively, we assume TMR of 100%. Different MTJ resistances is achieved by modifying the MTJ surface area (90nm*30nm for 5K-10K and 50nm*100nm for 2.5K-5K). We consider MTJ area and oxide thickness variation reported [69-70] using the MTJ model. It can be observed that one sigma of resistance variation is around 10% which matches the MTJ variation reported in [71][65]. We have incorporated test features in
the test chip to tune the resistance by -10%, -20% and +10% +20% to mimic the MTJ resistance variation.

The MTJ switching time variation is obtained by performing 1000 points Monte Carlo simulation for different ramp current slope. As mentioned earlier faster system clock frequency (1GHz) results in shorter WL1 period (sensing duration) which in turn demands higher ramp current slope (12 uA/nS). Fig. 3.14 depicts the MTJ switching time for 6uA/nS and 12 uA/nS ramp current slopes. Note that the sigma for both cases are almost 5% (half of clock period). We have incorporated the test feature in the test chip to mimic the MTJ switching time by enabling the WL2 at various clock cycles.

3.2.3.3.3. Array Architecture

Fig. 3.15 shows the array architecture. To study the effect of resistance value on sensing we implemented array of 2.5K/5K and 5K/10K MTJ resistances. The resistances are tunable by +/- 20% to explore the effect of TMR variation on sensing errors. To characterize slope sensing we
swept clock frequency from 100MHz to 500MHz (sampling frequency is $\frac{1}{4}$th of the clock frequency), ramp current slope (5 to 14 uA/nS) and MTJ switching time (9 to 12ns). For conventional sensing, we swept clamp voltage ($V_{\text{clamp}}$).
3.2.3.4. Test Results

In this section, first we explain the conventional sensing experimental result and the impact of TMR and clamp voltage on the sensing failures. Next, we describe the experiential results that presents the impact of ramp current slope, sampling frequency, switching time on sensing failure. Moreover, we depict the shmoo plot as well as impact of process variation on sensing failures. Finally, we compare the conventional sensing failures against slope sensing.

3.2.3.4.1. Conventional Sensing Test Results

Fig. 3.16(a)-(b) shows the conventional sensing failures vs $V_{\text{clamp}}$ for 2.5K-5K and 5K-10K at TMR=100%. By increasing $V_{\text{clamp}}$, the SM0 failures increases while SM1 failures decreases. This plot matches the simulation results discussed in Section 3.2.2.1. A. For 2.5K-5k array the optimum $V_{\text{clamp}} = 0.85V$ which result in minimum failure ratio ($=0.01$). The 5K-10K array results in zero failure ratio at $V_{\text{clamp}} =1.1V$. This is due the higher difference between low/high resistance and reference resistance for 5K-10K than 2.5K-5K array. Fig. 3.16(c)-(d) shows failure ratio vs TMR.

Figure 3.18  Oscilloscope capture of voltage across single-bitcell. Sensing starts by activating WL1 and bitcell switches to low resistance state at the edge of WL2; and, (b) the slope of voltage across bitcell for various current slope settings. Setting 00 indicates the lowest and 11 indicates the highest current slope.
The 5K-10K array performs better than 2.5K-5K array. Fig. 3.17(a)-(b) shows the shmoo plots of 5K-10K and 2.5K-5K arrays with 100% TMR. Note that the 2.5K-5K array fails for all frequency and voltages.

**Figure 3.19** Experimental results: (a)-(b) Slope sensing failure ratio with clock frequency for 2.5K-5K and 5K-10K arrays; (c)-(d) failure ratio with ramp current slope for 2.5K-5K and 5K-10K arrays; and, (f) failure ratio with switching time for double and single sampling method.
3.2.3.4.2. Slope Sensing Test Results

To demonstrate slope sensing, we designed a single bitcell that works at low frequency to capture the high-to-low switching waveforms. Sensing starts by activating WL1 and bitcell switches to low resistance state at the edge of WL2 result in negative slope (Fig. 3.18(a)). Fig. 3.18(b) shows the slope of voltage across bitcell for various current slope settings. Setting ‘00’ (‘11’) provides lowest (highest) current slope. Thus, the negative slope can be captured to determine memory state.

Fig. 3.19(a)-(b) shows the array-level slope sensing failures vs clock frequency for 2.5K-5K and 5K-10K arrays. Note that sampling frequency is one fourth of clock frequency for each S/H circuit. Lower than 250MHz clock result in failures due to voltage clamping. Due to longer WL at slower clock for constant ramp current slope, the peak voltage across bitcell will increase and can get clamped at VDD leading to SM loss. More than 400 MHz clock results in sensing failures due to SM1 loss because of sampling at higher frequency. Fig. 3.19(c)-(d) shows the failure ratio vs ramp current slope. In the case of 2.5K-5K array, the failures increase for ramp current slope lower than 6μA/nS due to SM loss. Ramp current slope greater than 10μA/nS result in sense failures due to voltage clamping. Since MTJ switching time changes significantly due to process variation we have swept it by changing the WL2 assertion time. Fig. 3.19(e) shows the failure ratio with respect to switching time for double and single sampling method for 2.5K-5K array at 500MHz. It can be observed that double sampling method reduces the SM1 failures significantly under MTJ switching time variation. Fig. 3.20(a)-(b) shows the shmoo plot for 2.5K-5K and 5K-10K arrays @ TMR = 100%. Note that slope sensing results in zero error for wide voltage and frequency range. To study the effect of process variation, we have tested 10 chips and plotted the passing frequency for 1V, 0.95V and 0.9V (Fig. 3.21). Note that the passing frequency increases for higher voltage.
Fig. 3.22 shows the comparison of slope and conventional sensing. Slope sensing results in 100X failure reduction for TMR=80% in 5K-10K array and 120X (162X) failure reduction for TMR=100% (80%) in 2.5K-5K array. Fig. 3.23 shows chip microphotograph and features. We have
compared the proposed sensing with state-of-art sensing techniques (Table 3.2). Even though slope sensing read latency is higher and consume more power, it provides higher read yield in presence of process variation.

**Table 3.2** Comparison with other sensing schemes.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Technology</th>
<th>65nm ST Microelectronics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity Conventional sensing</td>
<td>96Kb (6* 16Kb)</td>
<td></td>
</tr>
<tr>
<td>Capacity slope sensing</td>
<td>96Kb (6* 16Kb)</td>
<td></td>
</tr>
<tr>
<td>Subarray (16Kb)</td>
<td>256*128</td>
<td></td>
</tr>
<tr>
<td>Die size</td>
<td>2mm*2mm</td>
<td></td>
</tr>
<tr>
<td>Array Size</td>
<td>0.5mm * 0.5mm</td>
<td></td>
</tr>
<tr>
<td>Supply Voltage</td>
<td>1.2V</td>
<td></td>
</tr>
<tr>
<td>Slope Sensing read time</td>
<td>32nS@500MHz</td>
<td></td>
</tr>
<tr>
<td>Conv sensing read time</td>
<td>16nS@500MHz</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3.23** Chip microphotograph and features.
3.2.3.5. Applications

The proposed sensing can be exploited in applications with reliable read operation which the data will be read only one time and can be discarded afterward such as Network on chip (NOC) buffers and FIFO buffers. Moreover, it can be used in video streaming applications for buffering each video frame where data will be read only one time. In these applications, it is not required to write the data back after reading, thereby, the latency of proposed technique is comparable to conventional non-destructive sensing while the robustness under process variation is improved significantly.
3.2.4. VFAB: A Novel 2-Stage STTRAM Sensing Using Voltage Feedback and Boosting

In this Section, we propose a non-destructive and low-power sensing scheme that exploits a voltage feedback and boosting (VFAB) technique to develop large sense margin. Furthermore, VFAB does not require a static current to be injected into data and reference STTRAMs which results in significant power saving. Significant research has been devoted to improve sense margin. However, they either result in minor improvement in sense margin or consume significant area, power and may also require restoration upon read. In contrast to existing techniques, we present a Voltage Feedback and Boosting (VFAB) technique which provides drastic improvement in sense margin at low design overhead.

3.2.4.1. Proposed VFAB Sensing Scheme

In this section, first we describe the proposed VFAB sense circuit. Next, we describe the simulation results and read disturb analysis to demonstrate the effectiveness of VFAB.

3.2.4.1.1. Basic Operation

The purpose of the sense circuit is to identify the resistance of the data STTRAM (R\text{Data}). To make the comparison, data STTRAM resistance is compared against reference STTRAM resistance (R\text{Ref} = R\text{H}+R\text{L}/2). The proposed VFAB sensing circuit is shown in Fig. 3.24(a). As shown in timing diagram in Fig. 3.24(b), the sensing is performed in two stages, discharge and boost stage. Sensing starts by asserting Y\text{SEL} and precharging C\text{RL}, C\text{BL}, sense circuit output capacitors (C\text{Data} & C\text{Ref}) and boost capacitor (C\text{Boost}) by applying active low PRE signal (precharge transistors are not shown in the sense circuit). In the discharge stage, the WL is asserted and C\text{BL} and C\text{RL} start
discharging at different rates based on the RC time constants. Since \( Y_{SEL} \) is asserted, \( V_{S,FR} \) (\( V_{S,FD} \)) is equal to \( V_{RL} \) (\( V_{BL} \)) approximately. In this stage, transmission gates (\( TG_{R} \) and \( TG_{D} \)) are ON, thereby, \( V_{S,FD} \) and \( V_{S,FR} \) are fed back to the gate of FR and FD respectively. Based on data STTRAM state the lower resistance leg is either data leg or reference leg. The \( V_{GS} \) of feedback...
transistor in lower resistance leg is positive whereas it is negative in higher resistance leg. For example, if \( R_{\text{Data}} = R_{\text{H}} \) then reference leg resistance will be lower than data leg. The \( C_{\text{RL}} \) discharges faster than \( C_{\text{BL}} \) since \( R_{\text{Ref}} \cdot C_{\text{RL}} \) is lower than \( R_{\text{H}} \cdot C_{\text{BL}} \) (note that \( C_{\text{BL}} \) and \( C_{\text{RL}} \) are equal). Thus, \( V_{\text{RL}} \) (\( V_{S_{\text{FR}}} \)) is less than \( V_{\text{BL}} \) (\( V_{S_{\text{FD}}} \)) during discharge stage and \( V_{\text{GS_{FR}}} \approx V_{S_{\text{FD}}} - V_{S_{\text{FR}}} > 0 \) while \( V_{\text{GS_{FD}}} \approx V_{S_{\text{FR}}}-V_{S_{\text{FD}}} < 0 \) (Fig. 3.24 (b)).

As shown in Fig. 3.24(c), FR conducts in subthreshold region whereas FD is completely OFF due to negative \( V_{\text{GS}} \). Since \( V_{\text{GS_{FR}}} < V_{\text{TH}} \) at the end of discharge stage, a common mode boosting technique is employed to the gate of both feedback transistors in order to increase the \( V_{\text{GS}} \) of FR above threshold. In the boost stage, WL is disabled and transmission gates (TG\(_{\text{R}}\) and TG\(_{\text{D}}\)) are turned OFF, the feedback loop is disconnected and Boost signal is asserted. As a result of boosting, gate voltage of both feedback transistors increase while source voltage is almost fixed (Fig. 3.24(b)). Therefore, \( V_{\text{GS_{FR}}} \) increases above \( V_{\text{TH}} \) and FR turns ON strongly as shown in Fig. 3.24(c). Thus, \( C_{\text{Ref}} \) discharges and \( V_{\text{Ref}} \) drops exponentially. Due to boosting, \( V_{\text{GS_{FD}}} \) increases as well however FD stays OFF through careful selection of \( C_{\text{Boost}} \) and \( V_{\text{Boost}} \) to prevent \( C_{\text{Data}} \) from discharging. This results in large sense-1 margin (SM1). Sense-0 works in similar fashion.

### 3.2.4.1.2. Simulation Results

In the following paragraphs, we explain the simulation results in ST Microelectronics 65nm technology in detail. Fig. 3.25(a-b) shows the simulation waveforms when the bitcell resistance is high (\( R_{\text{Data}} = R_{\text{H}} \)). The \( V_{\text{BL}} \) and \( V_{\text{RL}} \) start discharging when WL is asserted. However, the source voltage of feedback transistors (\( V_{S_{\text{FD}}}/V_{S_{\text{FR}}} \)) remains precharged since YD/YR transistors are OFF at the beginning of discharge stage. The YD (YR) transistor turns ON when the \( V_{\text{BL}} \) (\( V_{\text{RL}} \)) drops more than \( V_{\text{TH}} \). Therefore, there is a delay (discharge delay) before the discharging of \( V_{S_{\text{FD}}}/V_{S_{\text{FR}}} \) starts. In this case, \( V_{\text{BL}} \) is greater than \( V_{\text{RL}} \). Thus, \( V_{S_{\text{FD}}} \) start decreasing after longer discharge delay compared to \( V_{S_{\text{FR}}} \) which aids to achieve higher \( V_{\text{GS_{FR}}} \) and lower \( V_{\text{GS_{FD}}} \) at the end of discharge.
stage. As depicted in Fig. 3.25(a-b), \( V_{GS_{FR}} \) is 155mV and \( V_{GS_{FD}} \) is -130mV at the end of discharge stage. Higher \( V_{GS_{FR}} \) is desirable to ensure \( C_{Ref} \) discharges quickly and low \( V_{GS_{FD}} \) is desirable to prevent \( C_{Data} \) from discharging after boosting. To achieve this goal, discharge time (\( t_d \)), \( C_{BL} \), \( V_{Boost} \) and \( C_{Boost} \) can be tuned to maximize sense margin for a given data and reference resistance. Note that, \( C_{BL} \) can be tuned by changing the size of the memory array.

In the boost stage, boost signal is asserted and feedback path is disconnected by disabling WL. Because of boosting, \( V_{GS_{FR}} \) (398mV) raises above \( V_{TH} \) (332mV) and FR turns ON while \( V_{GS_{FD}} \) (164mV) is less than \( V_{TH} \) and FD stays OFF. Consequently, \( C_{Ref} \) discharges and \( V_{Ref} \) drops exponentially while \( V_{Data1} \) stays at \( V_{DD} \) which in turn provides large SM1 (800mV) (Fig. 3.26). \( V_{Ref} \) and \( V_{Data} \) are compared at the rising edge of sense amplifier enable (SE). It is evident that \( V_{Ref} \) cannot drop more than \( V_{S_{FR}} \). Therefore, SM1 is limited by \( V_{S_{FR}} \). The same explanation applies to sensing ‘0’ operation where \( R_{Data} = R_{L} \). In this case, data leg’s feedback transistor turns ON, \( C_{Data} \) discharges and \( V_{Data0} \) drops exponentially which provides large SM0 (990mV) (Fig. 3.26). Similarly, \( V_{Data0} \) cannot drop more than \( V_{S_{FD}} \). Therefore, SM0 is limited by \( V_{S_{FD}} \). The sense circuit
parameters are reported in Table 3.3. It can be noted that $V_{RL}$ and $V_{BL}$ increases after the boosting event (Fig. 3.25(a)). This is due to two factors: 1) during boosting operation, feedback transistor gate voltage is boosted and because of gate-to-source coupling, source voltage also increases which in turn increases $V_{BL}/V_{RL}$. However, since $C_{Boost}$ is higher by an order of magnitude compared to gate-to-source coupling capacitance, the increase in source voltage is insignificant; 2) Since WL is disabled, in case of $R_{Data}=R_H$, $C_{Ref}$ can only discharge into $C_{RL}$ which eventually increases $V_{RL}$ because of charge sharing between $C_{Ref}$ and $C_{RL}$. In other words, since FR transistors is ON and FD is OFF charge sharing only occurs between $C_{Ref}$ and $C_{RL}$. Therefore, $V_{RL}$ increases more than $V_{BL}$ after boosting as depicted in Fig. 3.25(b). It worth mentioning that, $V_{G,FR}$ reduces due to $C_{GD,FR}$ coupling since $V_{Ref}$ decreases after boosting. However, $C_{GD,FR}$ is lower by order of magnitude compared to $C_{Boost}$. Thus, $V_{G,FR}$ reduction due to coupling effect is negligible (~5mV).
3.2.4.2. Design Space Exploration

In this section, we propose a design method to optimize both sense-0 and sense-1 margins. Next, we investigate the impact of various design parameters such as, discharge time (\(t_d\)), boost time (\(t_b\)), \(V_{\text{Boost}}\), \(C_{\text{Boost}}\), supply voltage and TMR on sense margin.

3.2.4.2.1. Design Method to Optimize Sense Margin

A metric “nominal sense margin” (NOM\(_{SM}\)) is defined as a cumulative metric to maximize and equalize both SM0 and SM1 and is defined as follows:

\[
NOM_{SM} = \frac{SM0 \times SM1}{|SM1 - SM0| + 1}
\]  

(3.3)

Design parameters including feedback transistor size, boost time (\(t_b\)), discharge time (\(t_d\)), \(V_{\text{Boost}}\) and \(C_{\text{Boost}}\) are swept in order to maximize NOM\(_{SM}\). The design point that maximizes NOM\(_{SM}\) is selected as the optimum design point. In the following paragraphs, we investigate the impact of various design parameters on the NOM\(_{SM}\) in typical, fast and slow corners. This is achieved by sweeping each design parameter while the other design parameters are optimized. Since the nominal design point does not ensure robustness under process variation. We perform further optimization for process variation in Section 3.2.4.3.

3.2.4.2.2. Impact of Discharge Time (\(t_d\))

Higher positive \(V_{\text{GS}}\) for the feedback transistor in the low resistance leg at the end of discharge period is desirable to ensure it turns ON strongly after boosting and discharges output.

Table 3.3 Sense circuit parameters

<table>
<thead>
<tr>
<th>Device</th>
<th>Parameter</th>
<th>Device</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD/PR</td>
<td>W=1u L=0.12u</td>
<td>C(<em>{\text{BL}})/C(</em>{\text{RL}})</td>
<td>60fF</td>
</tr>
<tr>
<td>FD/FR</td>
<td>W=0.5u L=0.18u</td>
<td>C(<em>{\text{Data}})/C(</em>{\text{Ref}})</td>
<td>3fF</td>
</tr>
<tr>
<td>YD/YR</td>
<td>W=1u L=0.12u</td>
<td>C(_{\text{Boost}})</td>
<td>7.5f</td>
</tr>
<tr>
<td>AD/AR</td>
<td>W=1u L=0.06</td>
<td>R(_{\text{Data}})</td>
<td>5K-10K</td>
</tr>
</tbody>
</table>
node which is connected to sense amplifier quickly in order to develop large sense margin. Simultaneously, a negative $V_{GS}$ for feedback transistor in higher resistance leg is desirable to ensure it remains OFF after boosting and prevents this leg’s output capacitor from discharging. Impact of discharge time on $V_{GS}$ of feedback transistor before boosting in typical (TT), slow (SS) and fast (FF) corners when data STTRAM resistance is high is shown in Fig. 3.27(a). $V_{GS, FR}$ is maximized ($V_{GS, FD}$ is minimized) at 0.8nS, 0.9nS and 1.1nS in fast, typical and slow corners respectively. In slow corner, $V_{TH}$ of YD/YR transistor is higher (460mV in slow corner for 65nm technology) and $V_{S, FD}$/ $V_{S, FR}$ start falling after longer discharge delay. Thus, longer discharge time is required to achieve maximum value of $V_{GS, FR}$ and minimum value of $V_{GS, FD}$ compared to typical and fast corners. Note that, due to lower $V_{TH}$ in fast corner, the discharge delay is shorter, thus, YD/YR turns ON earlier compared to typical corner and source voltage of feedback transistors drops to a lower voltage for a fixed discharge time which results in lower source voltage in fast corner.

Fig. 3.27(b) shows effect of discharge time on sense margin and $V_{GS}$ of feedback transistors at boosting stage when $R_{Data} = R_{H}$. In this case, as discussed in Section II, the V_{Data} node stays at V_{DD} and V_{Ref} node discharges exponentially. It can be observed that both sense-0 and sense-1
margins are low at the beginning of discharge cycle since YD/YR turns ON after a delay. Shorter discharge time results in significant sense margin degradation since $V_{GS_{FD}}$ rises above $V_{TH}$, thereby, $C_{Data}$ discharges and $V_{Data}$ drops which degrades sense margin. Note that sense-1 margins is improved by increasing discharge time since $V_{GS_{FD}}$ is decreased drastically which prevents $C_{Data}$ from discharging. It is evident that $V_{Ref}$ cannot drop more than $V_{S_{FR}}$. Therefore, sense-1 margin is limited by $V_{S_{FR}}$. As discharge time increases the $C_{RL}$ will discharge more and consequently $V_{RL}$ and $V_{S_{FR}}$ will drop to a lower voltage. Therefore, $V_{Ref}$ is clamped at lower voltage which in turn improves sense-1 margin. The same argument applies to sense-0 margin where $V_{Data}$ is clamped by $V_{S_{FD}}$. In this case $V_{Ref}$ stays at $V_{DD}$ and $V_{Data}$ drops. Maximum NOM$_{SM}$ for all corners is achieved at discharge time of 1.2nS.

### 3.2.4.2.3. Impact of Boost Capacitors and Boost Voltage

Boosting speeds up the time that is required for developing large sense margin. The proposed sensing circuit works without boosting since one of feedback transistors conducts in subthreshold region and other one is completely OFF due to negative $V_{GS}$ at the end of discharge stage. However, since output capacitor discharges slowly longer time is required to obtain sufficient sense margin. To speed up sense margin development, boosting mechanism can be exploited which increases $V_{GS}$ of feedback transistor in lower resistance leg which in turn reduces discharge path effective resistance and sense amplifier capacitance discharge time. Large boosting can be problematic since boosting increases $V_{GS}$ of both feedback transistors. Thus, feedback transistor in higher resistance leg might also turn ON and reduce sense margin drastically by discharging higher resistance leg’s capacitor. Therefore, $C_{Boost}$ and $V_{Boost}$ must be selected carefully to realize robust sensing. Feedback transistor gate voltage after boosting is given by:

$$V_{Gp}(boost) = V_{Gp}(discharge) + (V_{Boost} - V_{SF}) \frac{C_{Boost}}{C_{Boost} + C_{GS}}$$  \hspace{1cm} (3.4)
Where $V_{G_P}(\text{discharge})$ is the feedback transistor gate voltage at the end of discharge stage. This equation is derived by assuming feedback transistor and transmission gate leakage are zero. Therefore, we can presume that the electrical charge is conserved. Since feedback transistor’s gate-source capacitance is lower by order of magnitude compared to $C_{\text{Boost}}$, the increase in source voltage after boosting is negligible. Based on equation 2, feedback transistor gate voltage at boost stage increases by increasing $C_{\text{Boost}}$ and $V_{\text{Boost}}$ (as shown in Fig. 3.28(a-b)) or by increasing gate voltage at the end of discharge stage that can be achieved by reducing discharge time.

Fig. 3.28(a) depicts the effect of boost voltage on sense margin in slow, typical and fast corners for discharge time of 1.2nS. It can be observed that the effect of $V_{\text{Boost}}$ on sense-1 margin (where $R_{\text{Data}}=R_{\text{H}}$) in typical corner is insignificant since $V_{GS,FD} < V_{TH} < V_{GS,FR}$ for the entire range of $V_{\text{Boost}}$ (0.5V to 1.1V). In other words, the FD transistor is OFF and FR is ON for $V_{\text{Boost}}$ in range of 0.5V to 1.1V. Therefore, $V_{\text{Ref}}$ drops while $V_{\text{Data}}$ is precharged to $V_{\text{DD}}$. As shown in Fig. 3.28(a) $V_{GS}$ of both feedback transistors reduces as $V_{\text{Boost}}$ reduces. Additionally, $|V_{GS}|$ of both feedback transistors are higher in slow corner and are lower in fast corner compared to typical corner at discharge time of 1.2nS (Fig. 3.27(a)). Hence, sense margin in fast corner degrades for lower $V_{\text{Boost}}$. Figure 3.28 Impact of boost voltage on sense margin; and, (b) impact of $C_{\text{Boost}}$ on sense margin for discharge time of 1.2nS.
This is due to reduction of $V_{GS}$ of low resistance leg feedback transistor below $V_{TH}$ (230mV in fast corner for 65nm technology). Thus, low resistance leg feedback transistor turns OFF which in turn degrades sense margin. In contrast, by increasing $V_{Boost}$, sense margin in slow corner decreases remarkably since $V_{GS}$ of feedback transistor in higher resistance leg increases more than $V_{TH}$ (408mV in slow corner for 65nm technology). As a result, high resistance leg feedback transistor turns ON which in turn degrades sense margin. $V_{Boost}=0.8V$ and $C_{Boost}=7fF$ provide maximum $NOM_{SM}$ in all corners (Fig. 3.28(a)-(b)).
3.2.4.2.4. Impact of Boost Time ($t_b$)

Fig. 3.29 shows the effect of boost time on sense margin for slow, typical and fast corners. It can be observed that sense-1 and sense-0 margins do not increase beyond 1.5nS (2nS) in slow (typical) corner. Since in case of $R_{Data} = R_H$, $V_{Ref}$ is clamped by $V_{S,FR}$. Similarly, in case of $R_{Data} = R_L$, $V_{Data}$ is clamped by $V_{S,FD}$. As shown in Fig. 3.27(a), $V_{GS,FR}$ is higher in slow corner compared to typical and fast corners at discharge stage. Because of higher $V_{GS,FR}$, $C_{Ref}$ discharges faster and provides large sense-1 margin for shorter boost time in slow corner. In contrast, in fast corner, $V_{GS,FR}$ is lower, $C_{Ref}$ discharges slowly and longer boost time is required until $V_{Ref}$ reaches its final value. As mentioned in Section 3.2.4.2, the discharge delay is shorter in fast corner due to lower $V_{TH}$. Therefore, YD/YR turns ON earlier compared to typical corner and source voltage of feedback transistors drop to a lower voltage for a fixed discharge time which results in lower source voltage in fast corner. Therefore, the $V_{Ref}$ is clamped at lower voltage in fast corner since $V_{S,FR}$ is lower at the end of discharge stage. Hence, higher sense-1 margin can be obtained if boost time is long enough to permit $V_{Ref}$ discharges to $V_{S,FR}$. Same argument holds true for sense-0 margin where $V_{Data0}$ is clamped by $V_{S,FD}$. As depicted in Fig. 3.29, sense-0/1 margins in fast corner is greater than slow and typical for boost time of 4nS. It worth mentioning that sense margin in slow corner degrades negligibly after it reaches its maximum value at 1.5nS since high resistance leg’s feedback transistor conducts in subthreshold region, thereby, output capacitor of higher resistance leg discharges gradually which degrades sense margin. Boost time can be tuned to increase the robustness of the design (further discussed in Section 3.2.4.3).

3.2.4.2.5. Impact of TMR

TMR versus sense margin is illustrated in Fig. 3.30. The optimum $R_L$ for each TMR is shown in the figure. This plot is obtained by sweeping $R_L$ for a fixed TMR to achieve maximum $NOM_{SM}$. Note that optimum $R_L$ decreases with TMR. The proposed sensing method provides
sufficient sense margin for low TMR of 25%. As the TMR increases the difference between low and high resistance increases. For higher TMR lower $R_L$ is sufficient to provide large sense margin since the difference between $R_L/R_H$ and reference resistance is enough to achieve sufficient $V_{GS}$ for lower resistance leg’s feedback transistor. Moreover, As mentioned in Section 3.2.4.2.2, the sense margin is limited by source voltage of low resistance leg’s feedback transistor. As optimum resistance reduces the source voltage of feedback transistor reduces, thereby, the lower resistance leg’s output capacitor discharges to a lower voltage resulting higher sense margin. Therefore lower $R_L/R_H$ resistance is desirable to achieve higher sense margin for higher TMR. On the other hand, for lower TMR higher $R_L$ is required in order to achieve higher difference between $R_L$ and $R_H$ in order to achieve higher $V_{GS}$ for low resistance leg’s feedback transistor and higher sense margin.

3.2.4.2.6. Impact of Voltage Scaling

The effect of $V_{DD}$ variation on sense margin is shown in Fig. 3.31(a). It can be observed that by varying $V_{DD}$ from 0.8V (SM1=229mV, SM0=327mV) to 1.4V (SM1=1023mV,
SM0=801mV) sufficient sense margin can be obtained. Unlike conventional sensing which is prone to supply voltage variation the proposed technique is functional for a wide range of supply voltage fluctuation. The NOM is maximized at 1.35V (SM1=1016mV, SM0=991mV). The sense-1 margin degradation at 0.95V is due to increase of \( V_{GS,FD} \) beyond \( V_{TH} \). Thus, \( C_{Data} \) is discharged which degrades sense-1 margin significantly. The optimum design solution for supply voltages in range of 0.8V to 1.2V is depicted in Fig. 3.31(b) (the respective design parameters are also shown). Note that the proposed sensing scheme provides large sense margin even at 0.8V of supply voltage.

### 3.2.4.3. Process, Temperature and Voltage Variation Analysis

#### 3.2.4.3.1. Monte Carlo Simulation Setup

Table 3.4 shows the parameters which is used in the process variation study. In order to perform monte-carlo simulation, we have considered \( R_L \), \( R_H \) and \( R_{Ref} \) as independent random

<table>
<thead>
<tr>
<th>Device Parameter</th>
<th>Mean</th>
<th>Size</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD/PR PMOS Standard ( V_{TH} )</td>
<td>467 mV</td>
<td>( W=1\mu m ) ( L=0.12\mu m )</td>
<td>( A_{VT}/\sqrt{wL} )</td>
</tr>
<tr>
<td>FD/FR NMOS Low ( V_{TH} )</td>
<td>332mV</td>
<td>( W=1\mu m ) ( L=0.12\mu m )</td>
<td>( A_{VT}/\sqrt{wL} )</td>
</tr>
<tr>
<td>YD/YR NMOS Standard ( V_{TH} )</td>
<td>417mV</td>
<td>( W=1\mu m ) ( L=0.12\mu m )</td>
<td>( A_{VT}/\sqrt{wL} )</td>
</tr>
<tr>
<td>AD/AR NMOS Standard ( V_{TH} )</td>
<td>417mV</td>
<td>( W=1\mu m ) ( L=0.06\mu m )</td>
<td>( A_{VT}/\sqrt{wL} \approx 20mV )</td>
</tr>
<tr>
<td>C(<em>{BL}/C</em>{BR}) M2 Capacitance</td>
<td>60 fF</td>
<td>-</td>
<td>6fF</td>
</tr>
<tr>
<td>C(_{Boost}) PMOS Gate Capacitance</td>
<td>7.5 fF</td>
<td>( W=10.5\mu m ) ( L=0.12\mu m )</td>
<td>Variation depends on PMOS transistor variation</td>
</tr>
<tr>
<td>MTJ ( R_L )</td>
<td>5K</td>
<td>( 50*100 \text{ nm}^2 )</td>
<td>( 0.5K )</td>
</tr>
<tr>
<td>( R_H )</td>
<td>10K</td>
<td>( 50*100 \text{ nm}^2 )</td>
<td>( 1K )</td>
</tr>
</tbody>
</table>

(1) \( A_{VT} \) is Pelgroom coefficient which is 4.5mV/\( \mu m \) for ST 65nm technology, (2) [3, 11], (3) ST design kit
variables which means that each of these design parameters vary during each run of monte-carlo simulation. However, the reference resistance is kept same for both data leg with RH and RL. The mean and sigma of transistors used in sense circuit are shown in Table 3.4. The CData and CRef are equivalent capacitance of sense circuit output node and sense amplifier input capacitance. CData/CRef will fluctuate due to variation in the transistors connected to the output node. We employed the same simulation setup for conventional sensing. The simulations are performed in Cadence Spectre using 65nm ST Microelectronic design kit which is very well calibrated with experimental data. Therefore, the simulation results are close estimation of experimental results. We perform monte-carlo simulation in slow, typical and fast corners @90°C and -10°C under supply voltage variation in order to investigate effect of inter die process variation as well as temperature and supply voltage variation on read yield.

3.2.4.3.2. Read Yield

The statistical distribution of sense margin and sense amplifier offset voltage (VSA_OFFSET) caused by process variation can be modeled by Gaussian distribution. Since read access pass occurs when sense margin > VSA_OFFSET, read access pass yield for a bitcell with state 0 or 1 (RAPY0 or RAPY1) can be achieved by combining distribution of VSA_OFFSET and SM0,1 [73]:

$$ RAPY_{0,1} = \frac{\mu_{SM0,1} - \mu_VSA\_OFFSET}{\sqrt{\sigma^2_{SM0,1} + \sigma^2_{VSA\_OFFSET}}} $$

(3.5)

Where $\mu_{SM0,1}$($\mu_VSA\_OFFSET$) is mean sense margin and $\sigma_{SM0,1}$($\sigma_{VSA\_OFFSET}$) is the standard deviation of sense margin. RAPY for a bitcell is defined as the smaller of RAPY0 and RAPY1.

Read disturbance is the other factor which determines read yield. Since read current is injected from bitline to sourceline during read operation, disturbance can only occur when the bitcell resistance is high. In order to prevent read disturbance $I_{Data1}$ must be less than critical current ($I_c$). The statistical distribution of $I_{Data1}$ and $I_c$ caused by process variation can be modeled by
Gaussian distribution. Since read disturbance occurs when $I_{\text{Data}1}$ is smaller than $I_C$, read disturbance pass yield (RDPY) in sigma is given by [73]:

$$RDPY = \frac{\mu_{I_C} - \mu_{I_{\text{Data}1}}}{\sqrt{\sigma_{I_C}^2 + \sigma_{I_{\text{Data}1}}^2}}$$ (3.6)

Where $\mu_{I_C}(\mu_{I_{\text{Data}1}})$ is mean of $I_C$ ($I_{\text{Data}1}$) and $\sigma_{I_C}(\sigma_{I_{\text{Data}1}})$ is the standard deviation of $I_C$ ($I_{\text{Data}1}$).

### 3.2.4.3.3. Sense Amplifier OFFSET voltage Analysis

The Sense Amplifier (SA) offset voltage depends on sense time and sense amplifier size since increasing transistor size decreases the transistor threshold voltage variation. We design the sense amplifier in such a way to reduce the offset while meet the area and delay requirements. We considered sense time of 0.5nS. In order to achieve $V_{\text{SA OFFSET}}$, we fix reference voltage ($V_{\text{Ref}}$) at 400 mV (average reference voltage generated by sense circuit) and sweep $V_{\text{Data}}$ (Fig. 3.32(a)). For each sweep 1000 points Monte-Carlo simulation is performed and table the sense amplifier failure

![Sense Amplifier Circuit](image)

Figure 3.32 Sense amplifier circuit; and, (b) SA offset voltage distribution for 1000 points Monte-Carlo simulations.
ontedistribution is shown in Fig. 3.33(b). The sense amplifier output node (OUT) is initially precharged to ‘1’. If $V_{\text{Ref}} + V_{\text{SA\_OFFSET}} > V_{\text{Data}}$, node OUT is pulled down to ‘0’. Since OUT is initially ‘1’, failure probability of sensing ‘0’ is greater than sensing ‘1’. This distribution can be modeled by a Gaussian distribution with $\mu_{V_{\text{SA\_OFFSET}}} = 8\, \text{mV}$ and $\sigma_{V_{\text{SA\_OFFSET}}} = 16\, \text{mV}$.

**3.2.4.3.4. Design Method for Process and Temperature Variation Tolerance**

The sense margin is very sensitive to feedback transistor threshold voltage fluctuation. In order to realize a robust design in presence of process variation $V_{\text{GS}}$ of feedback transistor in lower resistance leg must be maximized to achieve maximum sense margin during boost stage while $V_{\text{GS}}$ of feedback transistor in higher resistance leg must be minimized to prevent higher resistance leg’s output capacitor from discharging. To achieve this goal, we define a metric, $PVT_{\text{SM}}$, which takes these voltages into account as well as providing large sense0/1 margin as follows:

$$PVT_{\text{SM}} = NOM_{\text{SM}} \times (V_{\text{GS\_FR1}} - V_{\text{TH}}) \times (V_{\text{GS\_FR0}} - V_{\text{TH}})^2 \times (V_{\text{GS\_FD0}} - V_{\text{TH}}) \times (V_{\text{GS\_FD1}} - V_{\text{TH}})^2$$  \hspace{1cm} (3.7)

$V_{\text{GS\_FR1}}$ ($V_{\text{GS\_FD1}}$) indicates $V_{\text{GS}}$ of reference (data) feedback transistor when the data is ‘1’ ($R_{\text{Data}}=R_{\text{H}}$). Similarly, $V_{\text{GS\_FR0}}$ ($V_{\text{GS\_FD0}}$) indicates $V_{\text{GS}}$ of reference (data) feedback transistor when the data is ‘0’ ($R_{\text{Data}}=R_{\text{L}}$). The design point which maximizes $PVT_{\text{SM}}$ is the best design point for process variation tolerance. The difference of $V_{\text{GS}}$ and $V_{\text{TH}}$ determines how strongly a transistor is OFF or ON. Therefore, the objective is to find a design solution which maximizes $V_{\text{od}} = |V_{\text{GS}} - V_{\text{TH}}|$ for both feedback transistors to ensure the feedback transistor in low resistance leg is ON while the other leg is OFF in presence of feedback transistor threshold voltage fluctuation. To achieve this goal, $C_{\text{Boost}}$, $V_{\text{Boost}}$ and discharge time can be tuned.

As depicted in Fig. 3.28(a) $V_{\text{od\_FR}}$ increases while $V_{\text{od\_FD}}$ decreases with higher $V_{\text{Boost}}$. There is a tradeoff between $V_{\text{od\_FR}}$ and $V_{\text{od\_FD}}$. Sense margin degradation due to lower $V_{\text{od}}$ of lower
resistance leg can be compensated by increasing boost time and allowing this leg’s output capacitor to discharge for longer time to improve sense margin. Therefore, in order to improve RAPY, boost time is determined in such a way to provide sufficient sense margin even with lower $V_{od}$ of low resistance leg. Additionally, we select a design point where $V_{od}$ of high resistance leg is greater than that of low resistance leg. As shown in Fig. 3.28(a), in case of $R_{Data}=R_{H}$, $V_{od,FD}$ is $\sim 3X$ higher than $V_{od,FR}$ for $V_{Boost}=0.8V$ and $t_d=1.2nS$. Hence, we can ensure that feedback transistor in high resistance leg would not turn ON under feedback transistor threshold voltage variation. This is achieved by increasing the impact of $V_{od}$ of higher resistance leg ($V_{od,FD1}/V_{od,FR0}$) in PVT$_{SM}$ definition.

As discussed in Section 3.2.4.2.2, slow (fast) corner obtains higher (lower) $V_{GS}$ for both feedback transistors (Fig. 3.27(a)). Therefore, RAPY in slow corner is limited by high $V_{GS}$ of high resistance leg’s feedback transistor and RAPY in fast corner is limited by low $V_{GS}$ of low resistance leg’s feedback transistor. Hence, it is desirable to adjust discharge time in order to achieve lower $V_{GS}$ for high resistance leg’s feedback transistor in slow corner and higher $V_{GS}$ for low resistance leg in fast corner. Even though longer discharge time provides higher $\mu_{SM}$ (Fig. 3.27(b)), it increases $\sigma_{SM}$ (due to lower $V_{od}$ of feedback transistor in high resistance leg) which in turn hurts RAPY significantly. Thus, by reducing discharge time $\mu_{SM}$ is sacrificed to reduce $\sigma_{SM}$ in order to obtain higher RAPY. As depicted in Fig. 3.27(a)–(b), discharge time of 1.2nS provides higher positive $V_{GS,FR}$ in fast corner and lower negative $V_{GS,FD}$ in slow corner when data is ‘1’ as well as higher sense margin.

3.2.4.3.5. Simulation Results

To maximize RAPY, the design parameters are swept and PVT$_{SM}$ is computed for each design point. Next, the design solutions which provide sense margin less than 500mV are eliminated. The design points that maximize PVT$_{SM}$ for all corners are obtained. Subsequently we
run 2000-point Monte Carlo simulation for top 10 candidates to find the maximum RAPY. The best design point results in RAPY of 14.4σ in typical corner (Fig. 3.34(a)). Even though the difference between \( R_L \) and \( R_{Ref} \) is only 5σ, we obtain RAPY of 14.4σ. This is due to following reasons: 1) The RAPY depends on many variables such as feedback and access transistor \( V_{TH} \) variation which will offset the RAPY degradation due to low difference between \( R_L/R_H \) and \( R_{Ref} \); 2) We have considered \( R_H \), \( R_L \) and \( R_{Ref} \) as independent variables in our simulation. For example, if due to process variation \( R_L \) is higher, \( R_{Ref} \) might be higher as well which will cancel the effect of higher \( R_L \) on sense margin degradation; 3) The reported RAPY result is for 2000 Monte-Carlo points which is an estimation of RAPY of the array. In order to achieve more accurate RAPY estimation we have performed 10000 points Monte-Carlo simulation and we achieved RAPY of 13.6σ.

The sense-0 and sense-1 margin distributions for 2000 Monte Carlo points are depicted in Fig. 3.33(a)-(b). The proposed sensing achieves 976mV of sense-0 margin and 807mV of sense-1 margin on average which significantly higher than state-of-the-art sensing methods. Based on simulation results the fast corner at -10°C and slow corner at 90°C are the worst-case corners. Fast

**Figure 3.33** (a) SM0 and, (b) SM1 distribution for 2000 Monte Carlo points (TT). The \( \mu \) and \( \sigma \) are also shown.
corner@-10°C (slow corner@90°C) results in RAPY of 9.8σ (10σ). $V_{\text{Boost}}$ can be tuned to improve RAPY significantly. By increasing $V_{\text{Boost}}$ from 0.85V to 0.95V RAPY$_{\text{FF}}$ is increased from 9.8σ to 18.2σ due to increase in $V_{\text{GS}}$ of lower resistance leg’s feedback transistor. Similarly, by decreasing $V_{\text{Boost}}$ from 0.85V to 0.75V RAPY$_{\text{SS}}$ is increased from 10σ to 12σ due to lower $V_{\text{GS}}$ of higher resistance leg’s feedback transistor. This capability makes proposed sensing promising by providing the ability to improve RAPY significantly through post-fabrication adjustment of $V_{\text{Boost}}$. Fig. 3.34(b) shows the RAPY sensitivity to temperature variation in typical corner. By reducing

![Figure 3.34](image)

**Figure 3.34**  RAPY of top 4 design points which maximize PVT$_{\text{SM}}$. The RAPY improvement achieved by tuning $V_{\text{BST}}$ is also shown; (b) sensitivity of RAPY on temperature in TT corner; and, (c) sensitivity of RAPY with respect to supply voltage variation in TT, FF and SS corners. The $W_{\text{BST}}$ indicates the width of PMOS gate boost capacitor.
the temperature from 27 °C to -10 °C the RAPY is decreased from 14.4σ to 10σ. This is due to increase in $V_{TH}$ of low resistance leg feedback transistor. Fig. 3.24(c) shows the RAPY with respect to supply voltage variation. RAPY is limited by high $V_{GS}$ of high resistance leg’s feedback transistor in slow corner. Since $V_{GS}$ of high resistance leg’s feedback transistor reduces by reducing the supply voltage which results in higher RAPY. Similarly, the RAPY increases in fast corner by increasing the supply voltage. By increasing supply voltage in typical corner the RAPY and sense margin improves since the difference between $V_{Ref}$ and $V_{Data}$ increases with supply voltage increases.

As mentioned in Equation 2.4, in order to prevent read disturbance $I_{Data1}$ must be less than critical current ($I_C$). In this scheme, the $C_{BL}$ discharge current is injected into bitcell during 1.2ns discharge period. From [38-39], critical current density $J_C$ is $7 \times 10^6 A/cm^2$ for switching time of 1.2nS while $J_C$ is $3 \times 10^6 A/cm^2$ for switching time of 4nS. The MTJ cross-sectional area is assumed to be 50nm x 100nm. Therefore, the critical current is 350uA. $I_{Data1}$ must be less than 80% of $I_C$ since repeated write cycles result in a wide variation in $I_C$ [38-39]. From 2000-points Monte Carlo simulations, we obtain $\mu_{I_{Data1}} = 44 \mu A$ and $\sigma_{I_{Data1}} = 3.5 \mu A$. Considering the $I_C$ variation to be 4% as reported in [9], proposed technique achieves RDPY of 16.4σ.

3.2.4.4. Comparison with other Sensing Schemes

We evaluate the proposed sensing by comparing it to conventional sensing [60] in terms of power, sense time, RAPY and RDPY. The results are reported in Table 3.5. We optimized the conventional sensing with source degeneration technique by sweeping all design parameters for 5k/10k bitcell resistance to discover the design solution which maximizes $NOM_{SM}$. We achieved substantially better results for conventional sensing in terms of power, RAPY and RDPY compared to [91] even with higher MTJ resistance variation. The proposed sensing technique achieves 2.43X RAPY improvement in typical corner. In conventional sensing, static current flows from $V_{DD}$ to
ground in data leg and two reference legs which results in high power consumption. However, in the proposed sensing technique power is consumed during precharge phase by precharging $C_{\text{Boost}}$, $C_{\text{BL}}$ and output node capacitors and there is no static current. The average power consumption for sensing ‘0’ and ‘1’ is reported in Table 3.5. Read power in proposed sensing is 4.7X less than conventional sensing. The sense time of proposed sensing is 5.2nS ($t_{\text{PRE}}=0.5\text{nS}$, $t_d=1.2\text{nS}$, $t_b=3\text{nS}$, $t_{\text{SA}}=0.5\text{nS}$) while the sense time of conventional scheme is 4.5nS ($t_{\text{PRE}}=0.5\text{nS}$, $t_{\text{Sense}}=3.5\text{nS}$, $t_{\text{SA}}=0.5\text{ns}$). However, the sense time can be reduced at the expense of RAPY by decreasing boost time.

We compare the proposed VFAB sensing with state-of-the-art sensing techniques in terms of power, sense time and Min (SM0, SM1)/$V_{\text{DD}}$. The results are reported in Table 3.6. The proposed sensing achieves significantly higher $SM/V_{\text{DD}}$ compared to other sensing schemes. The power

<table>
<thead>
<tr>
<th>Sense Scheme</th>
<th>Power</th>
<th>Sense time</th>
<th>Min(SM0, SM1)/$V_{\text{DD}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed VFAB</td>
<td>16.2uW</td>
<td>5.2nS</td>
<td>0.672</td>
</tr>
<tr>
<td>Conventional Voltage Sensing (Source degeneration)[60][91]</td>
<td>76.4uW</td>
<td>4.5nS</td>
<td>0.256</td>
</tr>
<tr>
<td>Slope detection [previous section]</td>
<td>190uW</td>
<td>16nS</td>
<td>180mV</td>
</tr>
<tr>
<td>Self-Reference [67]</td>
<td>~190uW</td>
<td>20nS</td>
<td>40mV</td>
</tr>
<tr>
<td>Voltage driven Non-Destructive Self-Reference [65]</td>
<td>~100uW</td>
<td>15nS</td>
<td>20mV</td>
</tr>
</tbody>
</table>

Table 3.5 Comparison with conventional voltage sensing scheme.

<table>
<thead>
<tr>
<th>RAPY ($\sigma$)</th>
<th>SS +90$^\circ$C</th>
<th>TT +27$^\circ$C</th>
<th>FF -10$^\circ$C</th>
<th>Power (uW)</th>
<th>Energy (fJ)</th>
<th>Sense Time (nS)</th>
<th>RAPY ($\sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv Sensing</td>
<td>6.1</td>
<td>6.5</td>
<td>6.3</td>
<td>76.9</td>
<td>307.6</td>
<td>4.5</td>
<td>16.3</td>
</tr>
<tr>
<td>VFAB Sensing</td>
<td>10</td>
<td>14.4</td>
<td>9.8</td>
<td>16.2</td>
<td>89.6</td>
<td>5.2</td>
<td>16.4</td>
</tr>
</tbody>
</table>
consumption of proposed sensing is significantly lower compared to other sensing schemes. The sensing latency is acceptable compared to conventional voltage sensing and is shorter compared to other sensing techniques.

3.2.4.5. Applications

VFAB provides reliable and low-power read operation. In addition, VFAB is highly voltage scalable. The sense margin depends highly on boost voltage ($V_{\text{Boost}}$), and not the supply voltage ($V_{\text{DD}}$). As shown in Fig. 3.31(b), even low supply voltage of 0.8V achieves large sense margin. Lifetime of MTJs is usually measured with respect to the Time Dependent Dielectric Breakdown (TDDB) mechanism. Read and write operations create voltage drop across the MTJ. The thin oxide barrier experiences high electric field which degrades the reliability of the device. In VFAB, MTJ is under stress only during discharge stage which is very short (1.2ns). In addition, the voltage across MTJ can be lowered by lowering the supply voltage. Therefore, MTJ endurance increases substantially using VFAB. Hence, this technique is highly suitable for on-chip cache application where low-voltage, reliable and high endurance memory is required.
3.3. Improving Write Performance of STTRAM

STTRAM is a promising technology for high density on-chip cache due to low standby power. Additionally, it offers fast access time, good endurance and retention. One of the primary challenges of STTRAM is long write latency. Our analysis indicates that process variations in the STTRAM bitcell increases write latency significantly for large cache (Section 3.3.2). The sources of process variations are summarized in Fig. 3.35(a). Note that the process variations in combination with stochastic nature of MTJ switching result in long tail in write and read latency. This results in significant performance degradation and power overhead. The performance of conventionally designed STTRAM cache can degrade as much as 10% due to process variations. In this work, we model the tail for correct estimation of number of failing bits. We also find that write latency can be lowered by boosting the write current. We propose circuit level techniques to implement adaptive write boosting and exploit them at micro-architecture level to mitigate process variation induced performance and power degradation. The proposed approach is summarized in Fig. 3.35(b). Note that the proposed methodology can be employed dynamically. However, in this work we have investigated the static (one-time programming) column boosting for the sake of
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**Figure 3.35** (a) Various sources of variations in STTRAM bitcell and, (b) the proposed methodology that involves modeling of tail of the distribution and adaptive boosting to accelerate the tail.
simplicity. The proposed technique can also be perceived as a repair mechanism to fix the slow columns.

### 3.3.1. Related Works

In [85], early write termination (EWT) to prevent redundant write operations has been employed to reduce write energy of STTRAM. This method is based on the idea that reading from MTJ consume much less energy and is much faster than writing into MTJ. The basic idea is to sample the resistance of MTJ at early stage of write operation and deactivate write current if the old value is same as new value. Although this technique is a practical and interesting scheme to improve the energy efficiency of STTRAM, it does not provide any solution to reduce the write latency of STTRAM, and also it provides area overhead due to extra sense amplifier which is used in write circuitry.

The impact of inefficient writes is minimized in STTRAM by reducing the number of write operations by using write biasing and hybrid caches in which the frequently written blocks are stored in a write cache [58]. The retention time of STTRAM is exploited to improve the write latency and write power [52]. Read-verify-rewrite scheme is proposed [74] that verifies the success of write operation and rewrites if needed. An improved idea that uses adaptive write period to improve performance while eliminating write errors in STTRAM [75]. A current source based two-step write scheme is proposed to improve the write energy and write latency [69]. Device-architecture space is explored to reduced write power by lowering the thermal energy to trade volatility [55-57]. Interesting circuit-architecture methods e.g., balanced write, flipped MTJ with sequential tag-data access and partial line update, 2T-1R with negative bitline, read optimized bitcell with stretched write cycle [76-79] have also been proposed. Process variation aware cache architectures is proposed in [80] which employs several circuit-level techniques to change the access latency of selected cache line based on the criticalities of load instruction.
For resistive memories such as Phase Change RAM (PCRAM), architectural techniques have been proposed to lower the write power through write termination [81] and improve performance by write pause, morphable MLC and bit pre-conditioning [82-84]. However, process variation induced write and read latency spread mitigation through write and shift current boosting has not been proposed which is investigated in Section 3.3.2.

### 3.3.2. Process Variation Analysis

In this Section, we analyze the impact of process variations in the STTRAM bitcell during read and write operation. We also investigate the modeling of read/write latency distribution and impact of current boosting.

#### 3.3.2.1. Process Variation in Write Operation

Process variation analysis is important due to the size of cache that is employed at the last level. The process variations in the MTJ is modeled by incorporating variations in MTJ as well as access transistor as shown in Fig. 3.35(a). For MTJ we have assumed tunnel oxide barrier and surface area variations. The variations in access transistor is lumped in threshold voltage fluctuation. The mean and standard deviation of these parameters are provided in Table 3.1. The variations in the MTJ can increase the intrinsic thermal energy barrier and resistance of MTJ which in turn can increase the write time. The write latency is asymmetric in nature. We have considered the worst case polarity (high/low transition) for latency analysis.
Fig. 3.36 Write latency distribution for 5000 Monte Carlo points. The curve fitting to model the tail is also shown; (b) write latency distribution using curve fitting model for three different write currents. The worst case MTJ can be accelerated through high write current. The 4 sigma delay is also shown. By boosting the current the number of bits beyond 4 sigma delay can be reduced; and, (c) min, mean and max write latency with write current.

Fig. 3.36(a) shows the Monte-Carlo analysis for 5000 simulation points at typical process corner. It can be noted that performance analysis with mean write latency assumption can result in significant overestimation. The write latency also shows a long tail and the worst case write bits could eventually limit the system performance. In order to gain detailed understanding we use curve fitting based functions in Matlab to model the write latency distribution (especially the tail). Fig. 3.36(a) depicts different models (empirical, Extreme Value Theory, lognormal, inverse Gaussian and loglog) used to fit the distribution in Matlab. Empirical model indicated better match for the
tail. Therefore, we used this model for the cache level analysis. Note that the cache size for our study is 8MB. The curve fitting model is used to extrapolate the distribution to 8MB bits. At 70uA current the worst case write latency is found to be 23ns which is >5X larger than mean value underscoring the need of process variation-aware design (Fig. 3.36(b)). In order to improve the system performance it is crucial to fix the tail of the write latency. The distribution for boosted write currents are also shown in the plot. It can be observed that write current boosting can be used to speed up tail bits and mitigate the impact of process variation on write latency. The distribution also indicates that the number of MTJs beyond µ+4σ point is reduced when write current is boosted. Fig. 3.36(c) plots the max, mean and min latency for different write currents. It can be noted that worst case points can gain significant benefit (as much as 2X) although the mean shows minor improvement from boosting.

**Figure 3.37** Boost enabled write and sense circuit; and (b) simulation results showing write time improvement by enabling write boost.
3.3.2.2. Process Variation Tolerant Design

From the above discussion, it is evident that write current boosting can be used as a knob to mitigate process variation. As depicted in Fig. 3.36(b), write current boosting reduces the number of MTJs beyond 4 sigma delay. Note that the current boosting for write is associated with power consumption. Therefore, these knobs should be used only for the tail bits to improve the performance with minimal impact of dynamic power. The detailed methodology is described in Section 3.3.4.

3.3.3. Subarray Circuit Design

In the previous section we studied the impact of process variation and write current boosting as design time techniques to improve performance under variability. In this Section, we will present the bitcell design, write driver design to enable boosting. The subarray architecture will also be presented to incorporate these designs.

3.3.3.1. Write Driver Design

We propose a novel current mirror based write driver to boost the write current of the column if needed (Fig. 3.37(a)). A reference write current $I_{ref}$ (WR) is mirrored on the leg that is driving BL/SL. The direction of current flow is controlled by the polarity of data to be written ($D_{in}$). The BL (SL) is connected to current source (VSS) if the data to be written is 1 (0). The sizing of PMOS $P_1$ is ratioed wrt to reference leg to generate the required write current. We add an extra PMOS transistor $P_2$ with size $k$ so that extra current needed for the boosting is generated when boost signal is asserted (i.e., $bst=1$). For nominal conditions $P_2$ is disabled by connecting the gate to $V_{DD}$. 

The proposed driver needs 4 transistors for multiplexers and an extra PMOS to generate the boosted current. Considering the fact that gate leakage is negligible and \( bst \) is a DC signal the multiplexers can be designed using minimum sized transistors. Therefore, the area overhead of the proposed boosting can be kept below 1%. Fig. 3.37(b) shows the hspice simulation waveform of magnetization switching during write process for nominal and boosted current.

### 3.3.3.2. Subarray Architecture

Fig. 3.38(a) shows the proposed sub-array design with integrated boost enabled write drivers. There are a total of 64 WLs (32 in each sector) and 512 local columns. Column muxing of 8:1 is used for one global column. A total of 64 global columns provide 64 bits of data in/out. The column area holds read/write circuittries. The write drivers are designed per global column basis. Therefore, boosting a write driver will boost the write current for the 8 local columns. *Note that it is possible to disable the boost for fast MTJs at the cost of decoding complexity.* Furthermore, the power overhead of boosting small number of global columns is found to be minimal (3.3.4).
3.3.4. Cache Design for Adaptive Boosting

In the previous section we explained the subarray circuit design techniques. This section is focused on methodology to identify the slow bits and implementation of current boosting. This is followed by cache organization and simulation results. The limitations and possible improvements are also discussed.

3.3.4.1. Methodology

The proposed boosting is employed after a test routine that screens the slow write bits. The test pattern can be any of the conventional March patterns (e.g., March C [86]) that is performed at different frequencies to determine the write time of the bits in absence of boosting. The columns containing slow write are marked individually. In this context it is worth mentioning that the entire global column is marked slow even if one of the local columns are found slow. This is due to the fact that write drivers are shared per global column basis. Next the same patterns are repeated with the boosted write currents to ensure that the bits pass. Since the amount of current boosting is determined statistically through simulations we expect that all bits will pass after this step. If not, the existing column or row redundancies can be used to replace the remaining slow bits. It is also possible to provide an extra setting in the drivers during design phase to boost the current further.

<table>
<thead>
<tr>
<th>Table 3.7 Processor Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
</tr>
<tr>
<td>SRAM L1-Cache</td>
</tr>
<tr>
<td>LLC Cache</td>
</tr>
<tr>
<td>Main Memory</td>
</tr>
</tbody>
</table>
Fuses are used to program the individual columns for boost/no-boost. The fuse bits are decoded and loaded in the flip-flops to assert the DC signals controlling boost (Fig. 3.38(b)). Note that fuse-based infrastructure is commonly used in micro-processors for redundancy programming, SRAM assist setting etc. Therefore, the proposed technique can be easily incorporated in the system.

### 3.3.4.2. Cache Organization

We have considered a 8MB L2 cache for this study. The L2 cache is divided into following sections (Fig. 3.38(b)): (a) Sub-array, (b) Mat that consists of a group of sub-arrays which share a common pre-decoder. Each mat contains multiple ways. A group of mats provides output cache-line (e.g., 8 mats provide 64 bits each totaling 512 bits) and, (c) Bank that operates independently.

Each subarray contains 512 rows and 512 columns. This amounts to 1Mb data. Each mat is composed of 8 subarrays (SA[7:0]). The write drivers of each subarray receives global column based boost signal. This will require 128 DC tracks (i.e., two tracks per global column) to be routed for each subarray i.e., 512 DC tracks per mat. Note that minimum pitch metals can be used for routing these signals. Each bank contains 8 mats (mat[7:0]) of total size 8MB. There are four independent banks (bank[3:0]) in the cache.

Each way in L2 is implemented in a different subarray in mat for parallelism. The column mux selects the desired BL and senseamp senses bit-cell states in either data or tag array. Each mat provides 64-bits of data by accessing a subarray. For example, way0 is accessed by enabling SA[0] of Mat[7:0] providing 512 bits of cache line. The L1 cache comprises of traditional SRAM.
3.3.4.3. Simulation Setup

We evaluate SRAM and several cases of STTRAM in terms of power and performance. The evaluations are performed on a 4-core Alpha processor in Gem5 [87]. The processor configuration is provided in Table 3.7. Gem5 is modified accordingly to implement variable read and write latencies for STTRAM cache. We simulate process variation for 5000 runs of Monte Carlo and find a model to fit the distribution in Matlab. Next the model is used to estimate the write and read latency distributions for 64 million MTJs. Next the steps described below are followed:

1. The number of MTJs with write latency greater than 4 sigma (N_{wr}) are determined from the latency distribution obtained from Matlab. Similarly, the number of MTJs with read latency greater than 4 sigma (N_{rd}) are determined.

2. N_{wr} and N_{rd} are randomly distributed among the 64 million MTJs. The slow global columns numbers are determined in Matlab and fed to Gem5.

3. Gem5 matches the global columns for each access with the list and finds the number of times the slow global columns are accessed. This information is used to estimate the dynamic power of boosted columns.

<table>
<thead>
<tr>
<th>Cache parameters</th>
<th>Cell Size</th>
<th>Total Area</th>
<th>Read Lat.</th>
<th>Write Latency boost/orig.</th>
<th>Read Energy</th>
<th>Write Energy</th>
<th>Write Pulse (boost/orig.)</th>
<th>Leakage Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRAM</td>
<td>146F^2</td>
<td>17.3mm^2</td>
<td>5ns</td>
<td>4ns</td>
<td>1.1nJ</td>
<td>0.8nJ</td>
<td>-------</td>
<td>10.2</td>
</tr>
<tr>
<td>STTRAM-no-PV</td>
<td>40 F^2</td>
<td>6.9 mm^2</td>
<td>2.9ns</td>
<td>5.2ns</td>
<td>0.9nJ</td>
<td>1.4nJ</td>
<td>3.9 ns</td>
<td>1.72</td>
</tr>
<tr>
<td>STTRAM-WC-PV</td>
<td>40 F^2</td>
<td>6.9 mm^2</td>
<td>6.1ns</td>
<td>22.2ns</td>
<td>0.6nJ</td>
<td>0.7nJ</td>
<td>21ns</td>
<td>1.72</td>
</tr>
<tr>
<td>STTRAM-PV</td>
<td>40 F^2</td>
<td>6.9 mm^2</td>
<td>6.1ns</td>
<td>13.4ns/22.2ns</td>
<td>0.6 nJ</td>
<td>0.7nJ/1.2nJ</td>
<td>12.5ns/21ns</td>
<td>1.72</td>
</tr>
</tbody>
</table>

Table 3.8 Design parameters for different cache configurations (22nm Technology).
The simulations are performed over a wide range of Parsec Benchmarks [88]. For power simulation we used McPAT [89] multi-core power simulator with modified CACTI [90] integrated in Gem5 simulator. We have simulated following cases to evaluate STTRAM under process variations:

(a) STTRAM-no-PV: STTRAM without any process variation.

(b) STTRAM-WC-PV: STTRAM with worst-case write and read latency due to process variation.

(c) STTRAM-bWR: STTRAM with write boosting of slow columns.

(e) STTRAM-bAll: STTRAM with write and read boosting of all columns.

The cache latency and energy are obtained using CACTI [90] and Hspice model of STTRAM. The parameters used for simulations are provided in Table 2. Mean write latency is considered for STTRAM-no-PV whereas worst case write latency is considered for STTRAM-WC-PV (Fig. 3.36(b)). We use write current of 70uA for STTRAM-no-PV and STTRAM-WC-PV and 85uA for boosted cases. For boosted cases, we assume 4 sigma write latencies for normal columns and boosted columns. The write and read energy with and without boosting is also shown in the Table 3.

3.3.4.4. Simulation Results

Fig. 3.39(a) shows the performance result represented by the normalized (normalized to SRAM) instruction per cycle (IPC). STTRAM-no-PV provides 4% performance improvement over SRAM. However STTRAM-WC-PV indicates that process variation can degrade the IPC by 10% on average compared to STTRAM-no-PV. Boosting the write current (STTRAM-bWR) can improve the IPC by 13% compared to STTRAM-WC-PV. The maximum benefit is observed for write intensive benchmarks such as dedup.
Figure 3.39  (a) IPC; (b) L2 total energy comparison; (c) L2 Dynamic energy; (d) L2 Leakage energy.
The STTRAM architecture shows ~6.4X saving compared to SRAM. This is owing to elimination of bitcell leakage and reduction in peripheral leakage (due to less number of peripherals). STTRAM-bAll increases the power for benchmarks dedup and freqmine because they are write intensive. The other benchmarks observe power reduction due to lower peripheral leakage as the run-time is faster with boosted write.

Fig. 3.39(c)-(d) shows the breakdown of total energy into leakage and dynamic energy. The proposed STTRAM-bWR decreases the dynamic energy consumption by 30% compared to STTRAM-WC-PV due to write pulse time reduction. However, it reduces the dynamic energy by 80% relative to STTRAM-bAll. Therefore, the proposed write boosting is effective in improving the IPC (13%) and the energy (30%) in compare to STTRAM-WC-PV.

3.4. Summary

STTRAM is a promising non-volatile memory technology for cache application due to high-density, low standby power, excellent retention, fast access time and good endurance. However, it can suffer from poor sense margin, and severe performance and power degradation due to process variation induced write and read latency variations. In this chapter, we proposed two flavors of sensing techniques to improve read yield of STTRAM: 1) A robust and destructive slope sensing technique to eliminate reference resistance variation; 2) a very low-power and non-destructive sensing scheme that exploits a voltage feedback and boosting (VFAB) technique to develop large sense margin as well as eliminating static current. In addition, we have proposed adaptive write current modulation to mitigate process variation induced write latency and power overhead.

We have designed a test-chip to demonstrate reference-less slope sensing technique. We characterized the slope sensing failures with respect to ramp current slope, sampling frequency and
various resistance values. A 96kb fabricated test-chip in 65nm technology shows that slope sensing reduces failure rate by 120X in 2.5K-5K array\textsuperscript{1} TMR=100\% and 162X in 2.5K-5K\textsuperscript{1} TMR=80\% array compared to conventional voltage sensing.

The proposed VFAB, outperforms conventional sensing in terms of RAPY and power substantially. Simulation results show that proposed sensing achieves RAPY of 14.4\(\sigma\) in typical corner and read power is reduced 4.7X compared to conventional sensing. Additionally, the proposed sensing is voltage scalable and provides excellent sense margin even with as poor TMR as 25\%.

We propose a novel and adaptive write current boosting to address this issue. The bits experiencing worst-case write latency are fixed through write current boosting. Simulations show 80\% power improvement compared to boosting all bit-cells and 13\% performance improvement compared to worst case latency due to process variation over a wide range of PARSEC benchmarks.
Secure Design of STTRAM Last Level Cache

STTRAM is promising for cache applications. However, it brings new data security issues that were absent in volatile memory counterparts such as SRAM. This is primarily due to the fundamental dependency of this memory technology on ambient parameters such as magnetic field that can be exploited to tamper with the stored data. As discussed in Section 2.1.3.6, the adversary can place an external AC/DC magnetic field to alter the $\overrightarrow{H_{\text{eff}}}$ parameter resulting in uneven flipping of bits under read, write and/or retention [40]. The objective is to launch Denial-of-Service (DoS) attack. A carefully orchestrated DoS attack can result in severe consequences during secure data processing and financial transactions to name a few.

In this chapter, we investigate data security of STTRAM last level cache under magnetic attack. The magnetic attack could be gradually ramping and/or sudden in nature. We propose three techniques to avoid errors in presence of magnetic attack, (a) stalling where the system is halted during attack; (b) cache bypass during gradually ramping attack where the last level cache (LLC) is bypassed and the upper level caches interact directly with the main memory; and, (c) checkpointing along with bypass during sudden attack where the processor states are saved periodically and the LLC is written back at regular intervals. During attack, the system goes back to the last checkpoint and the computation continues with bypassed cache.
4.1. **Introduction**

The free layer of MTJ flips under the influence of external magnetic field and temperature that can be exploited by the adversary. The magnetic field produced by a horseshoe magnet can be used to flip the bits in a STTRAM memory array [40]. Therefore, magnetic field can be exploited by the adversary to scramble the data in LLC to launch denial of service (DoS) attack or simply increase the miss rate affecting the overall performance of the system. The existing countermeasures to mitigate magnetic attack include variable strength Error Correcting Code (ECC) and forced retention [40]. The strength of the ECC is increased (1bit/2bit/4bit/8bit) depending on the magnitude of the attack. The ECC design is modular and during normal operation the unused ECC modules are power gated to reduce energy. Although effective ECC introduces significant design overhead. The effect of temperature on the read/write current, latency and bit error rate is presented in [93] however, the mitigation technique is not provided. Moreover, magnetic shielding can be employed to alleviate magnetic attacks [94-95]. The simulation results show that external magnetic field of H=50Oe is degraded to H=10Oe using shielding technique proposed in [94]. However, higher intensity external field may still result in failure of functional bits since the shielding cannot offset the magnetic flux completely. The proposed technique can protect the bits even at arbitrarily high magnetic field intensity. Therefore, the proposed technique can be used in addition to magnetic shielding technique to prevent failure under magnetic attack. Moreover, the shielding techniques associated with extra fabrication cost due to extra mask and materials required for fabrication process. Additionally, the associated cost and area overhead is not desirable in mobile devices such as cellphones and IoTs.

In this work, we consider two types of magnetic attack on STTRAM LLC. In the first case, the strength of the attack ramps up gradually and in the second case strength of the attack ramps suddenly. The gradual ramping attack is more practical when human entity is involved in the attack
process and a permanent magnet or electromagnet is brought closer to the memory manually. The adversary can launch DOS attack by bringing a permanent magnet close to mobile devices such as IoTs and cellphones. The sudden attack applies to scenarios where the adversary has physical access to the memory and has precise control over the magnetic field strength and proximity from the chip. An insider in a computer facility can launch DOS attack by physically accessing the memory. In sudden attack, the functional bits can fail immediately if the field strength is beyond the threshold value.

We assume that the attack signal is generated by the magnetic field sensors [40] that are distributed in the memory array. The sensors are composed of MTJ cells that are less robust than the actual functional bits. The sensor MTJs [40] can sense both gradually ramping attack as well as sudden attack through fail rate. Based on the sensor input we propose a suite of techniques to deal with the attack. A simple stalling is proposed where the execution of instructions is stalled during the ramping attack and the execution resumes from the same state after the attack is removed. Write back of dirty data to main memory is performed before stalling to update the processor state. The LLC is invalidated before resuming the execution since the data cannot be trusted after attack. Although simple, stalling is associated with performance loss during attack event.

Cache bypassing is proposed to continue error-free computation during the ramping attack (Fig. 4.1(a)). The attack sensors detect the attack ahead of time and the system is prepared to enable bypassing. The system needs to write back the dirty data in case of write-back policy to save the modifications made before the attack. Updating main memory must be performed during compensation window (i.e., the time difference between the failure of attack sensors and functional bits) to maintain functional correctness of the system. Updating main memory might consume several clock cycles before the system can continue with the LLC bypass. This step is shown in the figure as “bypass preparation”. After the write-back the bypassing is enabled, and the system runs at lower performance due to long memory latency. In ramping attack, the sensors sense the attack
ahead of time to perform the write back but in case of a sudden attack the functional bits start failing instantly (Fig. 4.1(b)) providing no opportunity to write back the dirty data. We propose checkpointing technique where CPU register values and program counter (PC) are saved (in hard disk) and write back is performed on all cache levels. In the event of an attack, the processor states are loaded with the last saved checkpointed data and the pipeline is flushed. The instructions executed between the last checkpoint and detection of attack are re-executed (Fig. 4.1(b)). The LLC is bypassed during the attack to prevent functional failures. Once the attack has subsided, the LLC is invalidated, and the bypass signal is de-asserted. The system continues to perform checkpointing at regular intervals.

In summary, we make following contributions in this chapter:

- CPU stalling technique to handle ramping attack with least design complexity.
- A novel dynamic LLC bypassing technique that exploits the existing design features to enable safe computing seamlessly under ramping attack.
- Periodic and forced checkpointing with LLC bypass to handle sudden attacks on LLC.

Figure 4.1 Two types of magnetic attacks: (a) gradually ramping attack; and, (b) sudden attack.
4.2. Related Work

Cache bypassing has been proposed previously to increase the performance and effective capacity of LLC without incurring power/area costs of a larger sized cache. The idea is to bypass the blocks which may pollute the cache [96][97]. A significant number of items referenced in a program are accessed very rarely and when they are fetched in cache, they evict other cache blocks. In such cases not only it nullifies the benefit in placing those items in cache, but it also incurs eviction overhead of blocks (which may be one of the frequently accessed blocks) to make way for these not so frequently accessed blocks. Furthermore, since the data is fetched from the main memory in block sizes (512KB/1024KB), fetching one word leads to the eviction of the entire cache line. In such scenarios the best option is to bypass the cache and directly send the requested word to CPU. Intel’s i860 processor provides support for cache bypassing [98]. A load instruction PFLD (pipelined floating-point load) is provided to bypass the LLC to avoid cache pollution. Cache bypassing is proposed for STTRAM LLC since the latency of write operations is 2X higher than read operations which may obstruct other cache accesses on a multi-core system running multiple processes. Therefore, other accesses can be forwarded to the main memory or upper level caches [99]. Similarly, the reusability of cache blocks is very low in GPGPU applications where cache bypassing results is higher performance [100]. A performance gain of 6%-10% is reported in these methods.

Note that the existing bypass techniques noted above are one-way, i.e., they bypass the data coming from main memory to LLC. The data coming from CPU to LLC is not bypassed. Therefore, these techniques cannot be extended for data security where bypass of LLC is desired both from CPU to main memory and vice versa. Furthermore, bypassing needs to be dynamically enabled and disabled depending on attack signal from sensors. Therefore, a bypassing technique using look-aside cache architecture is proposed to bypass LLC form CPU to main memory and vice versa. In
this method system behaves as there is no LLC and performance degrades by 13% if LLC is bypassed during the entire execution time. Before starting bypass, the dirty blocks in LLC needs to be written back to the main memory and after the bypass, the LLC needs to be invalidated.

System-level checkpointing is a mechanism used in modern systems to provide recovery in case of sudden power failure [101]. Micro-architectural checkpointing is also proposed for system recovery from transient faults [102]. The basic approach is to perform computations in epochs during which the underlying hardware is checked for errors, if any fault is detected the results of that epoch is discarded and the system is restored to last known good state. During an epoch the results are held in a speculative state and get committed at the time of checkpointing. System-level state checkpointing has been employed to improve the performance of reorder buffer (ROB) in terms of handling exceptions [103]. Application level self-checkpointing techniques also exists [104], [105]. The checkpointing mechanism proposed in this paper has been adopted from [102]. Since checkpointing is associated with IPC and energy overhead, the period of checkpointing could be tuned according to the occurrences of attack. Initially, the checkpointing can be performed at larger intervals to avoid IPC loss but after detection of an attack the frequency of checkpointing can be increased.

4.3. Attack Models

4.3.1.1. Attack Model

As described in Equation 2.1 in Section 2.1.2, the adversary can place an external AC/DC magnetic field to alter the $H_{\text{eff}}$ parameter resulting in uneven flipping of bits under read, write and/or retention [40]. The objective is to launch Denial-of-Service (DoS) attack. A carefully orchestrated DoS attack can result in severe consequences during secure data processing and financial transactions to name a few. The magnetic attack can also be carried out when the system
is OFF. However, such attacks will not affect the computation as the cache is invalidated on startup. Therefore, we focus on active attacks, i.e. when the system is operational.

4.3.1.2. Attack Sensing

The key objective of the attack sensor [40] is to sense or detect magnetic field attack ‘proactively’ in order to trigger corrective steps for the functional STTRAM array. The sensor output is used to trigger LLC bypass to avoid failures under magnetic field attacks. A small replica of the STTRAM array is used as a sensor. The sensor is embedded in the array (in the peripheral areas) to capture the spatial and temporal nature of the magnetic attack (Fig. 4.2). The sensor array is designed by modifying the actual STTRAM array. The intensity of the attack is sensed through the error rate of the sensor array. High error rate corresponds to higher intensity. The control logic resides in midlogic area and generates address, read/write signals and data and, collects responses to determine error rate from various sensor flavors.

![Sensor array](image)

**Figure 4.2** Embedded attack sensor in memory array [40]. The details of sensor array with peripheral circuits is shown in inset. Control logic is shared among the subarrays and contains the logic to generate address, read, write and data and analyze the response.
The details of sensor design is presented in [40] however, we have summarized it briefly for the sake of clarity. The key idea is to make the MTJ sensitive to magnetic field. This can be achieved by lowering its retention time which is exponentially related to MTJ’s thermal barrier ($\Delta$) and is given by $t = C \times e^{k\Delta}$, where $C$ and $k$ are fitting constants. The thermal barrier, in turn, is proportional to free layer volume ($V$) and inversely proportional to absolute temperature ($T$) and is given by $\Delta = \frac{k_u V}{k_B T}$, where $k_u$ is anisotropy constant and $k_B$ is the Boltzmann’s constant. Reducing free layer volume result in lower retention time for both store-0 and store-1. Therefore, MTJs with low free layer volume can sense both attack intensity and polarity. Moreover, injection of disturb current in opposite polarity than stored value also lowers the retention time (weak write circuit is shown in Fig. 4.2). From [40], a combination of low volume and weak writing can create a timing window of few hundred microseconds before the functional bits start failing. Note that accurate sensing of attack while avoiding misprediction is a research challenge itself and is beyond the scope of this chapter. The sensors are placed only on top and bottom of subarray. The area overhead of the proposed sensors is less than 1% since they are embedded in the transition region of the arrays. Weak writing of sensor bits can cause power overhead. In order to reduce power consumption, the sensors with weak write could be (a) interleaved with normal sensors; and, (b) turned on periodically [40]. Therefore, power overhead can be reduced significantly.

4.4. Prevention Techniques

In this section, we present three countermeasures to protect against data security attacks on STTRAM LLC.

4.4.1. System Assumptions

We assume following features in the system for analysis:
**Attack sensors:** We assume that the attack signal can be asserted by the sensors [40] before the actual bits are affected. Depending on the sensor and memory error rate a signal can also be asserted to indicate whether the attack is gradual or sudden. A failure of sensor array indicates ramping attack whereas failure in both sensor and memory array indicates sudden attack. Memory failures are detected by ECC.

**Look-aside cache:** Look aside cache architecture [104] is a system where the cache is located on the processor bus in parallel with the main memory controller (Fig. 4.3). This design enables both the cache controller and memory controller to service CPU read and write requests simultaneously. If a cache miss occurs, then the request is completed by the memory controller. Fig. 4.3 explains the read/write operation in a look-aside cache architecture. The CPU issues a read/write request and if the requested tag is found in upper level caches (L1, L2) then it is serviced by them. If a miss occurs in upper level caches (step 1), then the request is simultaneously sent to both LLC cache controller and main memory controller as they are connected to the processor bus in parallel (step 2). The cache controller searches the requested tag in LLC and asserts the HIT signal if it is found (step 3). The assertion of HIT signal sends an ABORT signal to the memory controller.

![Figure 4.3](image)

1. CPU issues a read or write request. Requested tag misses in L1 and L2.
2. Both cache controller and memory controller receive request simultaneously.
3. Cache controller searches tag array for requested tag and asserts HIT signal if match is found.
4. Asserted HIT signal is connected to ABORT signal of memory controller, so if HIT=1 memory controller aborts, or else continues to serve the CPU request.
5. If the data is found in cache the cache controller sends the data to CPU.
6. Else the data is received from main memory.

**Figure 4.3** Look aside cache architecture.
controller informing that the tag is found in LLC and the memory controller should abort searching in main memory. The corresponding data is then sent to the CPU from the LLC (step 5). If the tag is not found in LLC, then the HIT and ABORT signals stay de-asserted and the data is fetched by the memory controller. The corresponding data is sent to both CPU and LLC from the main memory (step 6). Therefore, the memory access time is reduced during LLC miss compared to traditional look-through cache.

4.4.2. Preventive Solution: Stalling

The simplest and robust solution is to stall the CPU and wait till the attack is over. If the cache implements write-back policy, then the dirty data is written back to the main memory to save the system state on detection of the attack (for gradually ramping attack) and the CPU is stalled. After the attack is over, the entire LLC is invalidated and the computation starts from the last saved state. The processor’s register contents will remain intact and the computation can resume from the state it was halted. This technique is better than shutting down the entire system because the processor states remains intact and the computation can instantly start after the attack is over. For the user, the machine will appear to be stuck during the attack however, the user is not required to reboot the system. Although simple, this technique will not work for sudden attack since the dirty data will be corrupted (or become untrustworthy). For such scenarios the processor has to be restarted after the attack and the applications can restore the states if application level checkpointing [105][107] is implemented (which is typically the case for common applications such as Microsoft word, powerpoint, firefox). These methods prevent DoS attack successfully as the system does not consume corrupted data. However, both approaches disable computations during attack and result in power loss. The attacker can also exploit these features to drain the battery of the system.
4.4.3. Preventive Solution: Cache Bypass

Cache bypassing enhances the user experience as the computation continues with affordable IPC degradation. We show the necessary steps needed to prepare for bypassing, continue bypassing and exit bypassing (Fig. 4.4(a)). If the sensors indicate a weak attack the LLC is flushed by copying the dirty data and a bypass signal (BP) is asserted. In absence of attack, if the bypass signal is still asserted (indicating the end of attack), the entire LLC is invalidated and the BP signal is de-asserted. Otherwise, no extra steps are needed. In the following paragraphs we explain various stages of bypassing. Preparing for bypassing (Fig. 4.4(a)): If the sensors indicate an attack,
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**Figure 4.4** (a) Control flow to activate/deactivate bypassing; and, (b) processing of read, write requests during bypassing.
the dirty data in LLC is copied to the main memory by asserting the FLUSH signal [108] in the cache controller to ensure correctness. Note that this is possible since the sensors can sense the attack before bits start failing [40]. The FLUSH signal writes back the dirty blocks and invalidates all the cache lines after the write-back. The BP is asserted to indicate the cache controller to bypass the subsequent requests to the main memory. Note that if LLC employs write-through policy then this step is not necessary as the copy of data is immediately written back to the main memory.

_Bypassing mode (Fig. 4.4(b)): _There are four scenarios when the data can leave or enter the LLC namely, read hit, read miss, write hit and write miss. The read hits are forcibly converted to read misses so that the data is read from the main memory instead of cache. Read misses are served normally by sending the data from main memory. Write hits are also forcibly converted to write misses and the data is written only to main memory. In case of write misses the main memory is updated with the new data. During the attack LLC data should not be used for computation or stored anywhere (upper level caches, main memory). Note that new data may be read (written) from (to) the LLC and discarded during bypassing which results in energy overhead. In order to save dynamic energy, the LLC is prevented from performing read or write operations. This can be done by ANDing $\overline{BP}$ with WrEn (write enable) and RdEn (read enable) signals which is generated by the cache controller. In the following paragraphs, we explain the implementation of bypass during various cache accesses:

*(i) LLC read hit (Fig. 4.5(a)): _If the address requested by the CPU is not found in the upper level caches the request is forwarded to the LLC. If tag match happens in LLC and the corresponding valid bit is set, then the data is sent to CPU. In case of tag miss or invalid data in LLC the cycle is completed by the main memory as described earlier. To enable bypass we add a multiplexer and an AND gate to force a LLC miss. Therefore, even if the data is present in LLC the cache controller is tricked to send a miss signal and the data is fetched from main memory. The*
redundant writing of data in LLC with new data can be prevented by gating the write enable discussed before.

\( ii \) **LLC read miss** (Fig. 4.5(a)): If the address requested by the CPU is not found in any level of cache then the request is forwarded to memory controller and the data is read from main memory. A copy of the data is also placed in LLC. In the proposed architecture all the read requests are forced to be a LLC miss and each time the data is taken from the main memory if it is not present in upper level caches.

**Figure 4.5** Bypassing of (a) read, and (b) write request with look-aside cache architecture.
iii) **LLC write hit (Fig. 4.5(b))**: If the write cycle issued by the CPU matches the tag in LLC then the corresponding data is updated. During bypass all write requests on LLC are forced to be a miss and the CPU writes to the main memory directly.

iv) **LLC write miss (Fig. 4.5(b))**: In case of LLC write miss when the requested address is not found the writes are automatically forwarded to the main memory. During bypass, all write requests are forced to be a miss and the main memory is always updated with the new data.

**Exiting bypass mode (Fig. 4.4(a))**: When the attack ends or the system is not under attack then no action is needed. If the system is in bypass mode, then we invalidate the entire LLC after attack since the data cannot be trusted. After the bypass signal is de-asserted the subsequent requests are serviced by the LLC. A hardware interrupt is forced to stall the CPU and prevent updating of LLC during the FLUSH and invalidate operations.

### 4.4.4. Preventive Solution: Checkpointing

We leverage the system-level checkpointing to mitigate the sudden attacks. Fig. 4.6 illustrates the high-level timeline of execution of events performed during a sudden attack. The CPU register values and PC are saved in hard drive. Additionally, LLC dirty blocks are stored in the main memory. Note that write back is performed throughout the cache hierarchy during checkpointing event. When an attack is sensed the system is restored to the last saved checkpoint and the bypass signal is asserted. The system continues to perform with the LLC bypass and the checkpointing is disabled to avoid write back of stale LLC data. After the attack ends, the bypass signal is de-asserted, the LLC is invalidated and a checkpoint is created. The system continues to perform normally with checkpointing resumed. If magnetic attack rises and falls repeatedly and attack frequency is more than checkpointing frequency, the system keeps rolling back to the last checkpoint which is created before first attack rises, thus, CPU is stuck. Therefore, when attack is over, LLC is invalidated and a checkpoint is created.
Two types of checkpointing is implemented in this chapter: 1) periodic, 2) forced. Periodic checkpointing occurs at regular intervals during program execution time. Periodic checkpointing is implemented by using a checkpointing buffer (CPB) which stores indexes of dirty blocks during an epoch (the time between two periodic checkpoints). During checkpointing event, a special hardware embedded in the LLC reads the CPB contents and writes all dirty blocks to main memory. The instructions executed after the checkpoint are discarded in case of roll back. We prevent LLC from writing the data to main memory during an epoch so that the system state remains speculative and the system can recover by roll back in the event of attack.

Figure 4.6  Cache bypass architecture with checkpointing.

Figure 4.7  Control flow diagram of checkpointing.
Prevention of write back during epoch can result in CPU stall when all ways of a set are dirty and there is no candidate for replacement on a LLC miss. This problem is resolved by performing forced checkpointing which is implemented by modifying the LLC LRU replacement policy. On each LLC miss, non-dirty LRU block is selected to be replaced. If all ways of a set are dirty, all ways are written to write buffer and a forced checkpointing is performed. The flowchart of checkpointing is shown in Fig. 4.7. The frequency of forced checkpointing is dependent on the LLC associativity and epoch period. By increasing the associativity of LLC and reducing the epoch period forced checkpointing frequency can be reduced. Fig. 4.8 shows the number of forced and periodic checkpoints during execution time of each benchmark.

4.4.5. Checkpointing for Write-through Policy

LLC with write through policy can also be leveraged to mitigate sudden attack. In write through policy, the data is written to both cache and lower level memory. Therefore, main memory is always updated. Only CPU registers and PC needs to be saved during checkpointing. As a result, in case of both sudden and gradually ramping attack LLC can be bypassed and the system can continue to perform normally since the main memory is updated and CPU state is saved.

Figure 4.8  Number of forced (FCP) and periodic checkpoints (PCP) for each PARSEC benchmark. Periodic checkpointing is performed after every 2 million cycles.
Compared to checkpointing, LLC bypassing with write through policy does not incur performance overhead of writing all dirty block backs to main memory and changing the LLC replacement policy. Additionally, since saving CPU state is low-overhead, checkpointing frequency can be increased to reduce the performance loss due to roll back during attack. However, write through policy can increase memory traffic resulting in performance degradation.

4.5. Simulation Results

The proposed bypass architecture is evaluated on a 2 cores Alpha processor in gem5 [87]. The configuration of the processor cores is provided in Table 1. The gem5 code is modified to implement: (a) variable read and write latency for STTRAM LLC; (b) an attack signal is added which is turned ON dynamically to mimic the actual attack signal from the sensors; and, (c) bypassing of LLC is implemented by modifying the cache access method to force a miss when the attack signal is high. (d) periodic checkpointing (PCP) is implemented to create a checkpoint at each 1mS (2 Million Cycles) interval. Forced checkpointing (FCP) is implemented by modifying LRU replacement policy of the LLC. The simulations are performed on a wide range of SPLASH and PARSEC benchmarks suite [88][109].

We have simulated following cases to evaluate performance overhead due to both ramping and sudden attack:

Baseline: processor performs normally without attack.

**Full-Attack**: LLC is bypassed during the entire execution time of each benchmark.

**Half-Attack-Ramp**: attack is asserted for 50% of each benchmark execution time and LLC is bypassed during attack.

**Full-CP**: checkpointing occurs during the whole execution time of a benchmark to save processor state.
Half-Attack-CP: sudden attack is asserted for 50% of each benchmark execution time with LLC bypassing. Checkpointing is performed during the remaining 50% of benchmark execution time.

Full-WriteThrough: write through policy used to save processor state without LLC bypassing.

We evaluate ramping attack by simulating each benchmark when attack is asserted for 50% (Half-Attack-Ramp) and 100% (Full-Attack) of its execution time. Fig. 4.9 shows the instruction per cycle (IPC) of different cases compared with the normal execution without an attack. In case of Full-Attack the system behaves as if there is no LLC and the performance degrades by 13% (average) and 33% (max). For Half-Attack the performance degradation is 7% (average) and 24% (max). However, in both cases the system continues computation during the attack.

Figure 4.9   IPC results of baseline, bypassing and checkpointing with different attack rates using; (a) SPLASH, and; (b) PARSEC benchmark suites.
In case of sudden attack, we consider the attack is asserted for 50% of each benchmark execution time and checkpointing is performed during the remaining 50% of benchmark execution time. As shown in Fig. 4.9, Full-CP results in 4% performance degradation on average compared to baseline. Full-WriteThrough incurs 6% performance loss due to more memory bandwidth usage. Half-Attack-CP results in 10% performance loss. Note that Full-CP performance overhead is lower than Full-Attack for each benchmark. Hence, Half-Attack-CP scenario results in less performance degradation than Full-Attack and more than Full-CP. Half-Attack-CP incurs more performance degradation compared to Half-Attack-Ramp since in case of ramping attack, bypassing occurs once after attack is sensed while in case of Half-Attack-CP, checkpointing occurs many times at regular time intervals which results in more performance overhead.

Fig. 4.10(a) shows the normalized total energy for different cases (normalized to the baseline). Energy is calculated using the multicore power simulator McPAT [89] with modified

![Energy results of baseline, bypassing and checkpointing with different attack rates for SPLASH and PARSEC benchmarks: (a) total energy; and, (b) dynamic energy](image)
CACTI [21]. Full-Attack results in 6.5% (average) and 21% (max) energy overhead since LLC bypassing results in longer execution time. Full-CP increases processor energy consumption by 3% due to longer execution time because of checkpointing and dynamic energy overhead due to writing all dirty block to main memory at regular intervals. Half-Attack-CP and Half-Attack-Ramp result in 4.5% and 4% energy overhead respectively.

Fig. 4.10 (b) shows the normalized dynamic energy for different cases (normalized to the baseline). In case of Full-Attack, dynamic energy is reduced by 2%, since read/write accesses to LLC are blocked during bypassing. Full-CP result in 1% dynamic energy overhead since number of read/write accesses are increased due to checkpointing.

### 4.6. Discussions

#### 4.6.1. Usage of Stalling, Bypassing and Checkpointing

Cache bypassing is low-overhead, but it can handle ramping attack only. The checkpointing technique can handle both ramping and sudden attacks at the cost of more design complexity and overhead. The high-end secure systems can employ checkpointing with adaptive checkpointing frequency to ensure robust operation at low-overhead. The mobile systems can employ simple bypassing since launching ramping attack is more plausible by the adversary. The low-cost IoTs can employ simple stalling of computation to defend against attack while minimizing the design and energy overhead of bypassing and checkpointing.

#### 4.6.2. Handling I/O Requests

Most of modern system are equipped with Direct Memory Access device (DMA). With DMA, CPU first initiates the transfer, then it performs other operations while the transfer is in progress, and it finally receives an interrupt from the DMA controller when the operation is
finished. If DMA interrupt and sudden attack happen at the same time, interrupt can be served immediately. When the interrupt ends, the system will be restored to the last saved checkpoint and the bypass signal will be asserted. If ramping attack coincides with an I/O event, interrupt is halted till system state is saved, and then the interrupt will be served.

4.6.3. Ramping Attack Timing

The time required to save the processor state during ramping attack (for cache with write back policy) is limited by the compensation window (the time between failure of functional bits and failure of sensor bits) as shown in Fig. 4.1. In this work, DDR3 main memory with 12.8 GB/S bandwidth and 8MB L3 is used. Assuming 50% of the blocks in L3 to be dirty the total compensation time required to write all dirty blocks back to main memory can be approximated as follows:

\[
\text{Compensation Time} \cong \frac{0.5 \times 8 \text{MB}}{12.8 \text{ GB/S}} = 310 \text{ uS}
\]

As reported in [40], a few hundred microseconds of compensation window is possible by using sensors with reduced MTJ volume and weak write. More sensitive sensors can be designed to enhance the compensation window further.

4.6.4. Continuous Attack

If attack is applied continuously, the system experiences performance degradation. However, without prevention techniques such as stalling, bypassing and checkpointing, either the processor is halted, or main memory is updated by corrupted data. If attack lasts longer than a user specified period of time, an interrupt can be raised to inform user regarding magnetic attack. Hence, user can perform necessary actions in order to eliminate attack.
4.7. Summary

Applicability of emerging technologies such as STTRAM in memory hierarchy faces security challenges due to possibility of low-cost non-invasive tampering using external AC/DC magnetic field in order to launch denial-of-service attacks. We proposed three low-overhead solutions to mitigate these attacks: stalling, cache bypassing and system level checkpointing with bypassing. In case of gradually ramping attack we bypass the LLC and continue computation. For sudden attack we restore the processor to the last checkpointed state and continue computation with bypassing. The simulation results show an average of 13% (6%) overhead in IPC (energy) with the proposed bypass architecture for an attack lasting for the entire duration of execution. Checkpointing shows 10% (4.5%) overhead in IPC (energy) on average. The proposed techniques allow seamless computations even in presence of attack.
Chapter 5

Robust, Low-Power and High Density Domain Wall Memories

Domain wall memory (DWM) is gaining significant attention for embedded cache application due to low standby power, excellent retention and ability to store multiple bits per cell. Additionally, it provides fast access time, good endurance and retention. However, it suffers from poor write latency, shift latency, shift power, write power and limited sense margin. DWM is sequential in nature and latency of read/write operations depends on the offset of the bit from the read/write head. Additionally, we observe that process variation can result in large spread in write and read latency variations. The performance of conventionally designed DWM cache can degrade as much as 13% due to process variations. In this thesis, we propose DWM bitcell layout considering the access transistor size, metal pitch and number/position of heads, sharing of diffusion, bitlines and shift lines for achieving optimal density. Furthermore, circuit techniques such as merged read/write heads (for compact layout), shift gating (for shift power optimization) are proposed. Additionally, micro-architectural techniques: 1) segmented cache, 2) workload-aware dynamic shift and write current boosting are proposed to realize energy-efficient and robust DWM cache. Results reveals that proposed methods outperform SRAM and STTRAM in terms of energy and performance.

5.1. Introduction

Modern processors dominated by multi-core and graphics engines demand for greater memory bandwidth that can only be sustained by larger on-die cache. The large cache requires a
dense and an energy-efficient memory technology to substitute the current embedded memory solutions like SRAMs and embedded DRAMs (eDRAM) [110]. Emerging high-density embedded memories such as STTRAM are 4-10X denser than the standard SRAM. However, future processors would need 50-100X denser memories with extremely low standby power. RRAM is a promising candidate due to its better MLC capability but it suffers from long write-cycle time, limited write endurance, and high programming voltage. Domain wall memory (DWM) is a strong alternative for a low-power and high density on-chip memory.

The fundamental advantage of DWM is its ability to store multiple bits per cell in order to break the density barrier [117-119]. Additionally, it provides low standby power (due to its non-volatility), fast access time, good endurance and good retention [120]. Due to these properties, DWM has a great potential to be used as an on-chip random access cache. DWM based array has been proposed for cache application in [121-122] and a 256 bit in-plane DWM array has been experimentally demonstrated by IBM [116].

**Figure 5.1** Synergistic system design proposed in this paper.
In this chapter, we propose a synergistic system design across design boundaries as illustrated in Fig. 5.1. At the layout level, we propose DWM bitcell layout considering the access transistor size, metal pitch and number/position of heads, then define a utilization factor for optimizing the number of bits in NW which can be used for computation. Furthermore, we propose sharing of diffusion, bitlines and shift lines for achieving optimal density.

At the circuit level, we introduce merged read-write head to increase bitcell density by merging the segregated read and write access transistors and extra wiring overhead. We propose access transistor sizing which optimizes area and latency while reducing the probability of read disturb. Shift gating by sharing shift circuit among 8 NWs, to reduce shift current is also introduced. Moreover, shift circuit and write driver capable to work under three operating points namely, fast, medium and slow modes is proposed.

At the architecture level, cache is segregated to take advantage of three operating modes using a novel replacement policy. A dynamic current boosting based on workload monitoring is also proposed to take advantage of proposed write driver and shift circuit. Fig. 5.1 shows the interdependence or synergy between various layout, circuit, µarch and system level techniques.

Additionally, the process variations in the MTJ increases the write latency significantly for large cache. Similarly, the read latency is also degraded due to process variations. In this work, we exploit the unique properties of the DWM to deal with this issue. We note that the write latency is lowered by boosting the write current and DW shift speed can be increased by boosting the shift current. We propose circuit level techniques to implement adaptive write and shift current boosting and exploit them at micro-architecture level to mitigate process variation induced performance and power degradation.
5.2. Related Works

The experimental results on spin valves, magnetic-tunnel junctions (MTJ), domain wall magnets (DWM) etc. [111-116] have created enormous interest in spin based computations. The most promising effect is current induced modulation of magnetization dynamics discovered in MTJ and DWM as it opens door to energy-efficient logic and memory design. Circuit level challenges in DWM such as joule heating, process variations, shift logic design have been addressed in [123-124]. The efficiency of this cache over traditional memories in terms of power, area and latency are investigated.

A cross-layer design technique using DWM is described in [125]. The features of DWM (e.g., vicinity of bits from read head) are exploited at micro-architecture level for improved performance. Each domain in the NW implement different ways of a cache set. The NW shifting during an access can be controlled by a physical to logical mapping unit, e.g., LUT. Therefore, the number of shift operations to access a block is determined by block way number. They also have proposed a data management policy, hardware-based way block reorder (HBWBR) to mitigate the number of shift operations. By tracing the data access pattern, HBWBR can identify access intensive ways and swap them with the ways under R/W head by using a block counter (BCT) which indicates the data access intensity (a data block is considered as access intensive block once its counter exceeds the predefined threshold). Even though their architectural technique is promising they have not proposed a way to hide latency overhead caused by data swap.

Architectural level propositions such as DWM as a last-level cache and the organizational framework have been described in [126]. Furthermore, a multiple port DWM optimized for read operations considering the asymmetry in the read/write characteristics has been proposed. It also provides a new cache organization and head management policies that mitigate the performance penalty arising from serial access of bits. Since tag comparison is time consuming and the tag array
represent a small fraction of area and power consumption of a cache, a hybrid cache organization which composed of DWM data array and SRAM tag array has been proposed to take advantage of the speed of SRAM while preserving the cache density. Static and dynamic head selection policy has been proposed. In static policy, cache block is assigned a tape head statistically depends on its initial location. Whereas in Dynamic policy, the nearest head to the accessed cache block is selected. In addition, two head update policy has been proposed: 1) Eager: the heads are restored to their original position after each access; 2) Lazy: there is a status bit for each tape head to keep track of its location. Tape head is not restored to its original position after each access. This policy takes advantages of spatial locality of memory accesses.

An all-spin cache design that utilizes DWM at all level of cache hierarchy is described in [127]. A shift-based write and separate WLs for read/write access is employed at the circuit level. Domain wall motion-based write is faster and consume less energy compare to MTJ based write. This writing technique also offers the following advantages: 1) Read optimization: the bitcell can be optimized for read and write independently; 2) Reliability: the write speed is mainly limited by Time-Dependent Dielectric Breakdown (TDDB) of the tunnel oxide. Pre-shifting is used at the architectural level to hide the latency of shift operations where the bit that is likely to access next is predicted and brought under the R/W port to hide the impact of shift latency from the next cache access.

A current-mode majority gate to achieve a novel one bit full-adder circuit is proposed in [128]. A compiler-based optimization method for data placement on DWM where an efficient heuristic, called Grouping-Based Data Placement (GBDP) to generate near-optimal results efficiently has been proposed [129]. Although DWM have multiple R/W heads, these heads share both bitline and source line in such a way only one head per NW can be accessed at a time. Thus, accessing N-bit cache line requires shifting of N NW. A common source line array organization has been proposed to reduce the number of NW involved in one data access from N to N/M where
is $M$ is the number of heads. This is achieved by placing multiple heads of same NW on different bitlines [130].

## 5.3. Bitcell Design

In this section we propose merged read and write heads for improving density and read/write latency. We also describe the sizing methodology for the heads that eventually determine the array architecture.

### 5.3.1. Merged Read-Write Head Design

The conventional DWM contains segregated read and write heads (Fig. 2.4) to decouple read and write and make head design simple. However, this design incurs loss in bitcell density due to the dedicated access transistor and wiring for each head. Furthermore the separate read and write heads is functionally redundant since both read and write operations cannot be performed simultaneously (unless the shifts need for read and write are identical). This makes the read head to wait until the write head has finished writing and appropriately shifts back the bits into its original place or vice versa. To improve density, we propose a merged read-write head that uses the same MTJ and access transistor for memory operations. Structurally, the read and write head are identical however the current direction and magnitude requirements are different. Write head needs bi-directional current flow (to enable writing both polarities) whereas the read head requires a unidirectional current flow. We realize that shift latency depends on the offset of the bit from the head. In order to address this issue, we reuse the extra area created by merging the heads to increase the number of R/W heads. By placing the heads at strategic locations across the NW we also improve the UF and R/W access latency (described in Section 5.3.3).

Although the merged head improves latency and density it brings design complexity due to conflicting sizing requirement for read and write. The write operation requires a large access
transistor whereas the read operation requires a small access transistor size. Therefore, the access transistor sizing should be done carefully (discussed next).

Fig. 5.2 illustrates a single NW with the proposed merged heads (two heads are shown in this example) and corresponding read-write circuitry. The bitlines (BL and BLB) are shared over all heads across the local columns, thus reducing the routing density per cell (4 tracks vs 6 tracks in original DWM bitcell). However appropriate changes in column circuitry are necessary to differentiate between read and write mode. We generate separate column selects for read and write (‘ysel_r’ and ‘ysel_w’) signals to connect the bitlines to sense-amp or write driver. Following paragraphs summarize the read and write operations with the proposed design:

**Read:** The BLB is switched to ground and the BL is connected to the read circuitry (comprising of a two-stage sensing circuitry). Additionally, two reference NWs are placed in each bank that are polarized in parallel and anti-parallel configurations respectively. They are used in

**Figure 5.2** Proposed merged head design. The shared read/write circuit, head selection and shift select is also shown.
the clamping circuitry to generate current corresponding to averaged value of the high and low resistance.

Write: The BL and BLB are connected to the two ends of the write driver. In the case where a ‘0’ needs to be written the current from the write driver is made to flow from top to bottom and vice versa in the case of writing a ‘1’. This allows a bi-directional current flow. The read and write operations are atomic i.e. only one can occur at one point of time. As the read heads are spread all over the NW, bits across the NW can be accessed in the least number of shifts, thus reducing the read latency.

Head and shift selection: The selection of the head is performed dynamically using a head decoder in the timer. The decoder accepts last few bits of the address and determines the segment of the NW that needs to be accessed. The corresponding merged head closest to the accessed bit is selected. Note that the wordline (WL) driver is shared between heads since only one head is active at a time. The inactive heads are driven to ground to prevent activation of multiple heads and avoid contention on the bitlines. Furthermore, head select signals can be shared among all WL drivers in the subarray because the selected heads in unselected WL will be driven to ground by the corresponding WL driver. The sharing of head select signal, reduce interconnect overhead in tight pitch WL driver. Since the position of the bits in the NW is known ahead of time, the head decoding is also used to provide information about number of shifts required to access the desired bit. Head and shift circuit delay overhead could be hidden by performing the decoding in parallel with the WL pre-decoding.

5.3.2. Access transistor sizing

For finding the appropriate R/W head size which optimizes area and latency we have considered both read disturb and write latency. Read disturb can be controlled by reducing the read current.
Write latency can be addressed either by increasing write current or increasing access transistor size. However, increasing access transistor size may result in more read current resulting in read-disturb. Sizing access transistor requires understanding of sense circuit.

As described in Section 3.2.2.1, two critical transistors in sense circuit is the PMOS load and NMOS clamp. The clamp voltage and clamp transistor size set the current in the leg. The load transistor sets the output voltage. Hence, access transistor size has weak dependency on read current flowing in data leg. Fig. 5.3 demonstrates the relation between access transistor sizes, write latency and read current. Due to area overhead of access transistor we pick the size (0.31um in this case) that satisfies good write latency (3.9ns) and reasonable read current. The read latency is determined by finding the time needed to develop 100mV sense margin for store-0 and store-1.

5.3.3. Utilization Factor and Latency

In the previous section, we described the merged head DWM design and sizing methodology. This section presents the relationship between number and position of heads, UF and access latency.
5.3.3.1. Number/Positioning of merged head and UF

As described in the previous sections, a certain number of bits per NW are dedicated for buffering the functional bits during shift. The number of heads and their positioning in the NW determine the amount of buffer space required for preserving the functional bits. It can be observed from Fig. 5.4 that the UF increases with the increase in the number of heads due to a reduction in the number of buffer bits. For better bitcell density it is desirable to achieve higher UF which in turn depends on the number of heads, their positioning and the physical dimension of the NW. If ‘n’ is the total number of bits in the NW, ‘m’ is the number of heads, and SL (SR) is the number of shifts in left (right) direction the UF is given by:

\[
UF = \begin{cases} 
\frac{n-(SL+SR)}{n} & \text{if } (SL + SR) > (n - m) \% m \\
\frac{n-(n-m)\%m}{n} & \text{otherwise}
\end{cases}
\] (5.1)

The above equation comprehends the bits wasted due to the distribution of the merged heads and the SL & SR signals required to access the bits for a particular head position. Fig. 5.5 shows few examples to illustrate the calculation of the UF for a NW containing 12 bits and 2 heads. Fig. 5.5(a) shows the scenario where the heads are placed in such a way that the number of right and left shifts required are 2 and 3 respectively. The spacing between the heads is 5. Therefore, the UF obtained from (1) is 0.58. In Fig. 5.5(b), the heads are separated by 4 bits and this change the
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**Figure 5.4**  UF vs number of Heads for NW with 40 bits.
number of shifts. The first (second) head require 2 left and 1 right (1 left and 2 right) shifts respectively. The UF for this arrangement is 0.67. The increase in UF is due to the more uniform bit sharing between the heads. Therefore, we infer that the number and positioning of heads directly affect the UF of the bitcell.

5.3.3.2. Latency

UF provides a tool to maximize the number of usable bits in the NW by changing the number and position of the head however it does not comprehend the shift latency optimization of the bits. In the examples described above (Fig. 5.5 (a)), the maximum latency observed by the left head is 3 cycles compared to 2 cycles from the right head. However, the configuration in Fig. 5.5(b) provides maximum latency of 2 for both the left and right heads. Fig. 5.5(c) shows the optimal design where the symmetricity of heads allows uniform left and right bit access. This increases the UF to 0.72. Therefore, it is important to take shift latency into account while determining the number.
number and position of heads. Fig. 5.5 (d) shows the NW used in our design. It comprises of 32 usable bits and 8 buffer bits. The physical dimension of the NW and number of bits/NW are determined during bitcell layout optimization process described in Section 5.4. The NW has 4 heads placed at strategic locations to optimize the latency and UF (=0.8 in this case).

5.4. Bitcell Layout

In the previous sections we described the NW and head design (e.g., merged head, number/position of heads in the NW, UF, access transistor sizing). In this section, we propose the DWM bitcell layout considering the access transistor size, metal pitch, number/position of heads, shift power/latency etc.

5.4.1. Sharing of diffusion, bitlines and shift lines

The proposed DWM is nT-1NW structure where n is the number of heads. The access transistor size found in Section 5.3 corresponds to 7F in Intel 22nm technology [131] whereas the width of the NW is F (the pitch is 2F). This brings the need of sharing the diffusion width to accommodate 4 NWs. There are several advantages of sharing multiple NW that belong to the same column: (a) the bitlines (BL and BLB) can be shared in 8F pitch. Therefore, the bitline widths could be increased (3.5F) and, (b) the shift lines (SL+ and SL-) can be shared with larger widths (3.5F), to reduce resistance. Plus, (c) the grouping of NWs provides a knob to segregate shift operation in the column for reducing shift power (discussed in Section 5.5).

With sharing of 4 access transistors (for 4 NWs) the width of one NW group is 11F (10F for the diffusion and 1F for NW-NW spacing). The number of bits in the NW when its length is matched with the group width is 9. This is with the assumption that the width of each domain is 1F and the space allocated for landing the shift line contact on the NW is 1F. Since one head per NW is associated with longer shift latency it is prudent to increase the number of heads which in turn
increases the NW group width and NW length. In this work we have used 4 heads per NW to optimize the shift latency, number of bits/NW, UF and architectural simplicity. The NW group width with this choice of heads is 41F. Therefore, the NW length is 40F that can hold 40 bits (where number of useful bits=32). The effective bitcell footprint for this bitcell layout is $2.56F^2$ per bit and the UF is 0.8. It is important to mention that the NWs in the NW group cannot be aligned w.r.t each other because it aligns the M4 stubs in the SL+/SL- at the end of NWs and would block the routing of BLB (Fig. 5.7(b)). To create space for local routing of BLB, the NWs are staggered (Fig. 5.7(a)).
Furthermore, it also allows us to incorporate four heads per NW, without interfering with its neighboring heads.

Fig. 5.6(a) shows the proposed DWM layout. The access transistors (Txs) share the bitline (BL), and the other two ends of Txs are connected to the MTJs. There are a total of 16 MTJs on the 4 NWs that connects to the respective diffusion contacts as illustrated by numbers in Fig. 5.6(a). Each NW is controlled by single WL that is muxed and shared among 4 Txs (Fig. 5.2). Fig. 5.6 (b) provides the cross-sectional view of the DWM layout where Tx is connected to the MTJ that is built in the via space between M2 and M3. The NW rests on top of the MTJs in M3 layer. Note that M3 layer is completed occupied by NW in the bitcell area. BL is connected to the source terminal of Tx through M1 and BLB (directly above MTJ and NW) is routed in M4. The left and right shift lines (SL+ and SL-) are routed in M6 and connect to the ends of the NW through M5 and V4. M5 serves two purposes namely, shorting the SL+ and SL- for the NWs in the NW group and routing the VDD/VSS tracks. The WLs are run orthogonally in M7 for periodic connection to the poly WL for better slew rate. The details of WL strap (Fig. 5.8(a)) cell are omitted for brevity. The sizing of the bitcell is based on the Tx size, NW size and the pitch of BL, BLB, SL+/SL- and WL. Therefore, it is necessary to take metal pitch of each layer into account [12].

5.4.2. Process requirements for DWM integration

In the following paragraphs we list the requirements from process integration standpoint for successful integration of DWM in the logic process for embedded cache application:

- WL: The WL is routed in poly in orthogonal direction. M7 also runs orthogonally and carries WL signal. M7 is connected to poly in strap area.
- BL: This is shared between two Txs and routed in M1 in horizontal direction.
- Connection to the MTJ: The other ends of Txs are connected to the MTJs that are spatially located in the appropriate places in the NW. M2 is used for local connection to the MTJ and runs horizontally.

- MTJ: The MTJ lies in the via space between M2 and M3.

- NW: The NW is built in M3 region and also runs horizontally.

- BLB: The NW above the MTJ is connected to the BLB through V3. BLB uses M4 and runs horizontally. The routing of M4 for BLB connection to all NWs in the group is illustrated in Fig. 5.7(a).

- SL+/SL-: Fig 5.7(b) shows the routing of SL+ & SL- in M6 that runs horizontally. The SLs connect to the ends of the NW. The jogging of SLs to connect every NW is done in M5.

  From above discussion it is obvious that M1, M2, M3, M4 and M6 must be routed horizontally whereas poly and M7 should be routed orthogonally and should have same pitch to enable strapping. This contradicts the logic design rules where subsequent metals are routed orthogonally. Furthermore, M1 to M7 is fully occupied in the bitcell area and cannot be used for routing other signals. Global data (in and out) should be routed in higher metal layers (M8). The pre-decoded signals and control signals can run in row and column area where the design rules are relaxed.

### 5.5. Cache Design

In the previous section we explained the bitcell layout and process requirements. In this section we describe the subarray design and 32MB cache architecture.
5.5.1. Sub-Array design

Fig. 5.8(a) shows the proposed sub-array design. There are total of 64 WLs (32 in each sector), 512 local columns that are muxed to provide 64 bits of data. The column area holds the read/write and shift circuitries. Timer contains a decoder to provide the number and direction of shift. WL decoder consists of a WL driver and head selection muxes. The select signals are provided by a decoder in the timer. Since SL+/SL- are shared, the shift operation shifts all the NWs at the entire column. This is a power consuming operation. In order to mitigate the shift power, we group...
8 NWs (i.e., two NW groups) and add a transmission gate in between that is controlled by the shift gating signal. The shift gate is accommodated in Silicon by flipping the NW group so that the SL+ and SL- can be shared between NW groups eliminating the NW-NW spacing. The shift gate is full CMOS and will require an Nwell. Therefore, two extra poly space is incorporated to insert the gating mux. The gating signal is generated in the WL decoder by using the pre-decoded addresses to determine the selected NW groups. The details are described in Fig. 5.8(b). A 4X shift power reduction is gained by the proposed gating.

**Figure 5.9**  Write power versus write latency for three operating voltages.

**Figure 5.10**  (a) DW velocity vs input current using 1D model [41]. The DW velocity and power of fast, medium and slow shift are indicated, (b) shift latency vs power.
The write power versus write latency for each operating current is depicted in Fig. 5.9. There is a trade-off between write power and write latency - higher write current reduces latency at the cost of power whereas lower write current reduces power at the cost of higher latency. We exploit this dependency for trade-off between write power and write latency.

The DW motion depends on the shift current. Higher current increases the DW velocity but increases the power consumption as well. Fig. 5.10(a) shows the DW velocity vs shift current by using the 1D NW model described in [41]. The corresponding DW shift latency with shift power is plotted in Fig. 5.10(b). We leverage this property to trade-off between shift power and latency. The fast, medium and slow caches are shifted with high, medium and low currents respectively. In the proposed design we assume the shift latency for the fast, medium and slow cache to be 1ns.
1.5ns & 2ns respectively. The shift circuit of the fast, medium and slow cache is sized accordingly to enable variable shift latency.

The conventional shift circuit and write driver are illustrated in Fig. 5.11(a). In this chapter, we propose a new shift circuit and write driver which is capable of boosting the current. In conventional DWM circuit shift-left (right) can be done by enabling shift-left (right) signal and passing constant current. However, proposed shift circuit (Fig. 11(c)) is able to perform fast, medium and slow shift operation by varying the shift current. In order to shift the bits right with fast operating current the Fast Shift Right (FSR) signal and SR is enabled. Medium and slow shift operation can be accomplished by asserting MSL/MSR and SSL/SSR respectively. In this work, we select 15uA, 19uA and 25uA as shift current for slow, medium and fast shift operation. Similarly, in order to perform fast write operation fast write (FW) signal is enabled (Fig. 11(d)). Medium and slow write operation can be achieved by activating the MW and SW signals respectively. In this work, we select 40uA, 50uA and 70uA as write current for slow, medium and fast write operation.

5.5.2. Cache Organization

Each way in L2 is implemented in a different subarray in mat for parallelism. The column mux selects the desired BL and sense amplifier senses bit-cell states in either data or tag array. For n-way set-associative cache we use n-comparators to compare the tag bits in Tag Array against input address to detect the set containing the desired data. For fast tag comparison, the Tag array is implemented using SRAM. Next the tag hit signal is routed to the respective mat and the desired cache-line is routed to the I/O ports. The corresponding detailed logical to physical mapping is shown in Fig. 12. The sets are labeled in the NW. Each mat provides 64-bits of data by accessing a subarray. For example, way0 is accessed by enabling SA[0] of Mat[7:0] providing 512 bits of cache line.
5.6. Cash Segregation and Workload Aware Current Boosting

In this section we propose two \( \mu \)arch techniques to exploit DWM circuit knobs at system level namely cache segregation with a novel replacement policy and workload-aware current boosting.

5.6.1. Cache segregation

In proposed design, the L1 cache comprises of traditional SRAM whereas the segmented L2 cache contains DWM. Fig. 5.13 shows different steps in proposed cache replacement

*Figure 5.12*  Logical to physical mapping of a bank. Shaded ends of NW are buffer bits. The set mapping on the NW is depicted.
policy. If an access to L2 cache is considered as a hit, we check whether this access is to fast way or not. If so, the access is granted, and the way is marked as most recently used (MRU). For the medium way access the block is moved to fast way and marked as MRU after granting the access. LRU block from the fast way is replaced. The block replacement policy in fast way can be explained as follows: During cache access both the tag and data array is accessed simultaneously. The data is temporarily buffered in each mat. In case of hit the content of buffer is routed to I/O ports (Fig. 5.14). The latency from edge of mat to the CPU is longest, and the block can be replaced during that interval by embedding swap-enable (SWE) in each way. A hit signal to a slow and medium way will trigger the SWE. For example, if the desired data is present in way5 and way0 is LRU way in fast ways, the accessed set from way0 is copied to way5 and the corresponding set of way5 from buffer will be placed into way0 (Fig. 5.14). Hence, the latency due to block swapping could be hidden.

5.6.2. Workload-aware current boosting

The cache segregation method presented above requires data migration to achieve energy-efficiency. We propose a dynamic workload monitoring to speed up the write and shift performance by avoiding the costly data migration. The basic idea is illustrated in Fig. 5.15.

Basic idea: The proposed domain wall cache is able to work under three operating modes for shift and write operation. Workload is monitored continuously and L2 caches access profile is extracted for a fixed clock interval during dynamic operation. Two fix access thresholds (Th_H and Th_L) are defined based on L2 access profile for corresponding CPU architecture. These access thresholds are provided as input to the operating current selector. The operating current selector monitors the L2 access profile and compares it with each threshold to select the operating current. The output signal is routed to write driver and shift circuit in L2 cache to determine the operating current.
Threshold Selection: To create workload we take the parsec benchmark suite and club 3 benchmarks together called a ‘set’. Each set consists of combination of high, medium and low cache access intensive benchmarks. We simulate number of L2 accesses for three access intervals: 50K, 200K and 500K clock cycles as shown in Fig. 5.16. The next objective is to determine the

Figure 5.15  Fig. 23 Workload-aware write and shift current boosting.

Figure 5.16  Number of L2 accesses for set1 & set2. Access profile for both 200K/500K cycles are shown.

Threshold Selection: To create workload we take the parsec benchmark suite and club 3 benchmarks together called a ‘set’. Each set consists of combination of high, medium and low cache access intensive benchmarks. We simulate number of L2 accesses for three access intervals: 50K, 200K and 500K clock cycles as shown in Fig. 5.16. The next objective is to determine the
interval for which the workload is monitored and determine the high and low workload threshold 
\((\text{Th}_H \text{ and } \text{Th}_L)\). The operating current is given by:

\[
\text{Operating Current} = \begin{cases} 
\text{slow} & \text{L2 accesses} < \text{Th}_L \\
\text{medium} & \text{Th}_L < \text{L2 accesses} < \text{Th}_H \\
\text{fast} & \text{L2 accesses} > \text{Th}_H 
\end{cases}
\]

The corresponding operating current boosting for set2 for 200K interval is shown in Fig. 5.17.

Note that 200K interval provide better resolution for defining access thresholds. For a coarse interval like 500K if the workload fluctuates rapidly the proposed dynamic current boosting will result in more miss predictions. As shown in Fig. 5.16, 500K case contains a smaller number of samples when workload fluctuates. Since the prediction is based on previous interval’s number of accesses, there is a possibility of miss prediction, in each transition between operating currents.
For finer intervals like 50K current boosting might result in frequent boosting up and down which is undesirable for control power overhead. For balanced prediction overhead we choose 200K as the monitoring interval.

The miss predictions cycles during workload monitoring and prediction are depicted in Fig. 5.18. When number of L2 accesses exceed a predefined threshold, current boosting is performed. There are three workload states: low, medium and high based on workload’s L2 access profile. The write and shift current are controlled to slow, medium and fast values for the low, medium and high workloads respectively. Workload state is changed when L2 access profile cross the high and low thresholds. Note that workload monitoring and prediction result in two type of overheads: a) performance overhead: - whenever the workload switches from low to high, the predictor unit predicts a high workload which means that the previous N cycles (N=50K, 200K, and 500K) experienced high L2 accesses. However, the shift/write current for the previous N cycles were set to lower current, degrading the performance; b) Power overhead: - when the workload switches from high to low. Predictor unit predicts a low workload for N previous cycles while the shift/write current for the previous N cycles were set to higher operating current. The above-mentioned power and performance overheads can be mitigated by exploiting shorter monitoring interval or using moving average for prediction. The workload threshold selection for each operating point can be performed either by operating system or by a prediction unit inside the processor.

<table>
<thead>
<tr>
<th>Table 5.1 Processor configuration.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
</tr>
<tr>
<td>SRAM Cache</td>
</tr>
<tr>
<td>LLC Cache</td>
</tr>
<tr>
<td>Main Memory</td>
</tr>
</tbody>
</table>
5.6.3. Simulation Setup and Result

We evaluate and compare 32MB L2 cache for five different cases namely, SRAM, STTRAM, base DWM (with one head and medium shift latency), and RPL-DWM (DWM with proposed replacement policy) and DCB-DWM (DWM with Dynamic current boosting). We performed our evaluation on a 4-core Alpha processor in Gem5 [87] (Table 5.1). Gem5 is modified accordingly to implement cache segmentation and replacement policy and dynamic current scaling. The simulations are performed over a wide range of Parsec Benchmarks [88]. The cache latency and energy is achieved using CACTI [90], NVSIM [132] and Hspice model of DWM (Table 5.2). Base DWM has same parameters as RPL-DWM except it has one head.

![Figure 5.19](image1.png)  
**Figure 5.19**  
Fig. 27 Performance comparison across different memory technologies.

![Figure 5.20](image2.png)  
**Figure 5.20**  
Fig. 28 Comparison of energy consumption of L2 cache across different memory technologies.
For evaluating Domain wall L2 cache with proposed replacement policy we run simulation on each benchmark separately. Fig. 5.19 demonstrates the performance result represented by the normalized instruction per cycle (IPC). It can be observed that RPL-DWM architecture shows ~33% improvement over Base-DWM. We also achieve ~3% (~12%) improvement over SRAM (STTRAM). Even though DWM requires shift operations the small footprint of the bitcell and less routing latency helps in improving the performance. For power simulation we used McPAT [89] multi-core power simulator with modified CACTI which is integrated in Gem5 simulator. Fig. 5.20 shows that the total energy of the proposed DWM-cache is ~14.4X less than SRAM due to small leakage power. Furthermore, it achieves 1.25X less energy compare to Base-DWM due to reduction in number of shift operations.

**Figure 5.21** Performance comparison across different memory technologies for each workload set.

**Figure 5.22** Energy comparison across different memory technologies for each workload set.
For evaluation of DCB-DWM parsec benchmark is categorized into set1 (black, body and fluid), set2 (canneal, dedup and freqmine) and set3 (ferret, x264, stream and vips). Normalized IPC and energy for each set is illustrated at Fig. 5.21 and Fig. 5.22 respectively. Furthermore, the IPC results illustrate 2.5% improvement over SRAM. Fig. 30 shows that the total energy of the DCB-DWM is ~14.9X less than SRAM due to small leakage power. Furthermore, it achieves 1.06X less energy compare to RLP-DWM due to dynamic current boosting during write operation.

5.7. Process Variation Analysis

In this Section, we analyze the impact of process variations in the read and write head. We also investigate the modeling of read/write latency distribution and impact of current boosting.

5.7.1. Process Variation in Write Head

Process variation analysis is important due to the size of cache that is employed at the last level. The process variations in the write head is modeled by incorporating variations in MTJ as well as access transistor. For MTJ we have assumed tunnel oxide barrier and surface area variations.

Table 5.2 Design parameters for different cache configurations (22 nm technology).

<table>
<thead>
<tr>
<th>Cache Parameters</th>
<th>Cell Size (F^2)</th>
<th>Total Area (mm^2)</th>
<th>Read Latency (nS)</th>
<th>Write Latency (nS)</th>
<th>Read Energy (nJ)</th>
<th>Write Energy (nJ)</th>
<th>Shift Power/Block (Fast/medium/Slow) (mW)</th>
<th>Shift Latency (Fast/medium/Slow) (nS)</th>
<th>Write Pulse (Fast/medium/Slow) (nS)</th>
<th>Leakage Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRAM</td>
<td>146</td>
<td>57.03</td>
<td>7.1</td>
<td>5</td>
<td>1.1</td>
<td>0.8</td>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>36.7</td>
</tr>
<tr>
<td>STTRAM</td>
<td>40</td>
<td>21.3</td>
<td>5.1</td>
<td>7.1</td>
<td>0.9</td>
<td>1.4</td>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>3.9</td>
</tr>
<tr>
<td>Base-DWM</td>
<td>6</td>
<td>7.2</td>
<td>2.9</td>
<td>4.9</td>
<td>0.24</td>
<td>0.42</td>
<td>16/8/4</td>
<td>1/1.5/2</td>
<td>3.9</td>
<td>2.4</td>
</tr>
<tr>
<td>RPL-DWM</td>
<td>2.5</td>
<td>5.2</td>
<td>2.81</td>
<td>4.63</td>
<td>0.2</td>
<td>0.4</td>
<td>16/8/4</td>
<td>1/1.5/2</td>
<td>3.9</td>
<td>2.31</td>
</tr>
<tr>
<td>DVS-DWM</td>
<td>2.5</td>
<td>5.2</td>
<td>2.81</td>
<td>4.63</td>
<td>0.2</td>
<td>0.4</td>
<td>16/8/4</td>
<td>1/1.5/2</td>
<td>5.3/3.9/3</td>
<td>2.31</td>
</tr>
</tbody>
</table>
The variations in access transistor is lumped in threshold voltage fluctuation. The mean and standard deviation of these parameters are provided in Table 3.1. The variations in the write head can increase the intrinsic thermal energy barrier and resistance of MTJ which in turn can increase the write time. The write latency is asymmetric in nature. Therefore, we have considered the worst case polarity (high→low transition) for latency analysis.

Fig. 5.23(a) shows the Monte-Carlo analysis for 5000 simulation points at typical process corner. It can be noted that performance analysis with mean write latency assumption can result in significant overestimation. The write latency also shows a long tail and the worst case write head could eventually limit the system performance. In order to gain detailed understanding we use a
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**Figure 5.23** Write latency distribution for 5000 Monte Carlo points. The curve fitting to model the tail is also shown; (b) write latency distribution using curve fitting model for three different write currents. The worst-case head can be accelerated through high write current. The 4 sigma delay is also shown. By boosting the current the number of bits beyond 4 sigma delay can be reduced; and, (c) min, mean and max write latency with write current.
curve fitting to model the write latency distribution (especially the tail). Fig. 5.23(a) depicts different models used to fit the distribution in Matlab. Empirical model indicated better match for the tail. Therefore, we used this model for the cache level analysis. Note that the cache size for our study is 32MB which amounts to 32M read/write heads (Section 5.8). The curve fitting model is used to extrapolate the distribution to 32M heads. At 70uA current the worst case write latency is found to be 23ns which is >5X larger than mean value underscoring the need of process variation-aware design (Fig. 5.23(b)). In order to improve the system performance, it is crucial to fix the tail of the write latency. The distribution for boosted write currents are also shown in the plot. It can be observed that write current boosting can be used to speed up tail bits and mitigate the impact of process variation on write latency. The distribution also indicates that the number of heads beyond $\mu+4\sigma$ point is reduced when write current is boosted. Fig. 5.23(c) plots the max, mean and min latency for different write currents. It can be noted that worst case points can gain significant benefit (as much as 2X) although the mean shows minor improvement from boosting.

Effect of process variation on maximum write latency with 50% and 200% of original standard deviation of parameters reported in Table 3.1, is shown in Fig. 5.24. It can be noted that even though in a well-controlled process write latency problem can be solved by proposed current
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**Figure 5.24**  Fig. 33 Effect of process variation on maximum write latency by considering 50% and 200% of original standard deviation of parameters reported in Table 3.1.
boosting technique. As shown in Fig. 5.24 even with 50% of original standard deviation, there is 35% improvement in maximum write latency using the proposed current boosting.

### 5.7.2. Process Variation in Read Head

The process variations in the read head can reduce the TMR and read current which in turn can increase the sense time. We have analyzed the time needed to develop 100mV sense margin (to account for sense amplifier offset due to variations). The simulations are done using the settings described before. Fig. 5.25(a) plots the read latency distribution for 2000 runs of Monte Carlo. Different curve fitting models are also plotted. The read latency distribution for 32M heads is shown in Fig. 5.25(b). It can be noted that process variation can degrade the read latency significantly.

### 5.7.3. Process Variation Tolerant Design

From the above discussion, it is evident that write current boosting can be used as a knob to mitigate process variation. The serial access nature of the DWM provides another knob namely, shift current that can be exploited for variation tolerance. The total write access time is given by:

![Figure 5.25](image-url)

**Figure 5.25**  Fig. 32 (a) Read latency distribution for 2000 Monte Carlo points. The curve fitting to model the tail is also shown; (b) read latency distribution for 32M heads.
Read/write access latency = read/write latency + shift latency  \hspace{1cm} (5.2)

The shift latency depends on the offset of the bit from the head. The worst case read/write latency is experienced by the bit which needs most number of shifts to reach the slowest heads (schematically represented in Fig. 5.26). Therefore, boosting shift speed and write current together can accelerate the worst case bits. As depicted in Fig. 5.23(b), write current boosting reduces the number of heads beyond 4 sigma delay. The remaining heads can be accelerated by employing shift boosting. Modulation of shift speed can also be employed to fix read latency degradation. Since read latency variation is relatively less severe compared to write latency, shift boosting is sufficient to mitigate the delay degradation. Note that the current boosting for write and shift is associated with power consumption. Therefore, these knobs should be used only for the tail bits to improve the performance with minimal impact of dynamic power. The detailed methodology is described in Section 5.8.

5.7.4. Write Driver Design

We propose a novel current mirror based write driver to boost the write current of the column if needed (Fig. 5.27(a)). A reference write current $I_{ref(WR)}$ is mirrored on the leg that is

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5.26.png}
\caption{Fig. 34 Mitigation of process variation on write latency by write and shift current boosting.}
\end{figure}
driving BL/SL. The direction of current flow is controlled by the polarity of data to be written (D_m).

The BL (SL) is connected to current source (VSS) if the data to be written is 1 (0). The sizing of PMOS P_1 is ratioed with respect to to reference leg to generate the required write current. We add an extra PMOS transistor P_2 with size k so that extra current needed for the boosting is generated when boost signal is asserted (i.e., bst=1). For nominal conditions P_2 is disabled by connecting the gate to V_{DD}.

The proposed driver needs 4 transistors for multiplexers and an extra PMOS to generate the boosted current. Considering the fact that gate leakage is negligible and bst is a DC signal the
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**Figure 5.27** (a) & (b) Boost enabled write and shift driver; and (c) simulation results showing write time improvement by enabling write boost.
multiplexers can be designed using minimum sized transistors. Therefore, the area overhead of the proposed boosting can be kept below 1%. Fig. 5.27(c) shows the Hspice simulation waveform of magnetization switching during write process for nominal and boosted current.

5.7.5. Shift Driver Design

Based on the concept described above, we also propose a novel shift circuit to boost the shift current of the column (Fig. 5.27(b)). A reference shift current $I_{\text{ref(SFT)}}$ is mirrored on the leg

---

**Figure 5.28** Subarray architecture showing boost enabled shift and write drivers, shift gating for low power and head selection.

**Figure 5.29** Cache organization.
that is driving SL+/SL-. The direction of current flow is controlled by the Left Shift (LS) and Right Shift (RS) signals. The SL+ (SL-) is connected to current source (VSS) if the RS (LS) is asserted. The sizing of PMOS is ratioed with respect to the reference leg to generate the required shift current. PMOS transistor P₂ is sized to provide extra current needed for the boosting when boost signal is asserted (i.e., bst=1). For nominal conditions P₂ is disabled by connecting the gate to V_DD. Due to usage of minimum sized transistors in boost circuit, the area overhead is minimal (<1%).

5.7.6. Subarray Architecture

Fig. 5.28 shows the proposed sub-array design with integrated boost enabled write drivers and shift circuit. There are a total of 64 WLs (32 in each sector) and 512 local columns. Column muxing of 8:1 is used for one global column. A total of 64 global columns provide 64 bits of data in/out. The column area holds read/write and shift circuitries. The shift and write drivers are designed per global column basis. Therefore, boosting a write driver will boost the write current for the 8 local columns. Furthermore, the boost signal does not decode the head selection. This particular limitation will boost all heads in the NW even if some of them don’t need it. The shift driver is also provided per column basis. Therefore, every local column will be boosted even if one of the read or write heads is slow. *Note that it is possible to disable the boost for fast heads at the cost of decoding complexity.* However, in this work we have not considered head decoding for the sake of simplicity. Furthermore, the power overhead of boosting small number of global columns is found to be minimal (Section 5.8).

5.8. Cache Design for Adaptive Boosting

This section is focused on methodology to identify the slow bits and implementation of current boosting. This is followed by cache organization and simulation results. The limitations and possible improvements are also discussed.
5.8.1. Methodology

The proposed boosting is employed after a test routine that screens the slow write and slow read bits. The test pattern can be any of the conventional March patterns (e.g., March C [40]) that is performed at different frequencies to determine the read and write time of the bits in absence of boosting. The columns containing slow read and slow write are marked individually. In this context it is worth mentioning that the entire global column is marked slow even if one of the local columns are found slow. This is due to the fact that write and shift drivers are shared per global column basis. Next the same patterns are repeated with the boosted write and shift currents to ensure that the bits pass. Since the amount of current boosting is determined statistically through simulations we expect that all bits will pass after this step. If there are still many failing bits the maximum latency is relaxed, and the entire test is performed again from that point. The test time is approximated as below:

\[
\text{Test time} = 2N_{\text{Rows}} \times \text{Maximum latency} + 2N_{\text{boost}} \times \text{Maximum latency} + 2N_{\text{Relaxation}} \times \text{Relaxed latency} 
\]  

(5.3)

Where \(N_{\text{Row}}\) is the number of rows, \(N_{\text{boost}}\) is the number of boosted columns and \(N_{\text{relaxation}}\) is the number of relaxations. Since each row is written and read subsequently during test its latency is multiplied by two. From our estimates the test time is in order of millisecond.

If after relaxation there are a few failing bits, the existing column or row redundancies can be used to replace the remaining slow bits. It is also possible to provide an extra setting in the drivers during design phase to boost the current further.

Fuses are used to program the individual columns for boost/no-boost. The fuse bits are decoded and loaded in the flip-flops to assert the DC signals controlling boost (Fig. 5.29). Note that fuse-based infrastructure is commonly used in micro-processors for redundancy programming, SRAM assist setting etc. Therefore the proposed technique can be easily incorporated in the system.
5.8.2. Cache Organization

We have used the same cache organization which described in Section 5.7.6. Each subarray contains 64 rows and 512 columns of 32-bit NWs. This amounts to 1Mb data. Each mat is composed of 8 subarrays (SA [7:0]). The write and shift drivers of each subarray receives global column-based boost signal. This will require 128 DC tracks (i.e., two tracks per global column) to be routed for each subarray i.e., 512 DC tracks per mat. Note that minimum pitch metals can be used for routing these signals. Each bank contains 8 mats (mat [7:0]) of total size 8MB. There are four independent banks (bank [3:0]) in the cache

5.8.3. Simulation Setup and Result

We evaluate SRAM, STTRAM and several cases of DWM in terms of power and performance. The evaluations are performed on a 4-core Alpha processor in Gem5 [87]. The processor configuration is provided in Table 5.1. Gem5 is modified accordingly to implement variable read and write latencies for DWM cache. The 32MB cache contains 32 million MTJs. We simulate process variation for 5000 runs of Monte Carlo and find a model to fit the distribution in

![Latency Vs Power](image)

**Figure 5.30** Shift current boosting for fast shifting.
Matlab. Next the model is used to estimate the write and read latency distributions for 32 million MTJs. Next the steps described below are followed:

1. The number of heads with write latency greater than 4 sigma ($N_{wr}$) are determined from the latency distribution obtained from Matlab. Similarly, the number of heads with read latency greater than 4 sigma ($N_{rd}$) are determined.

2. $N_{wr}$ and $N_{rd}$ are randomly distributed among the 32 million heads. The slow global columns numbers are determined in Matlab and fed to Gem5.

3. Gem5 matches the global columns for each access with the list and finds the number of times the slow global columns are accessed. This information is used to estimate the dynamic power of boosted columns.

We have simulated following cases to evaluate DWM under process variations:

(a) DWM-no-PV: DWM without any process variation.

(b) DWM-WC-PV: DWM with worst-case write and read latency due to process variation.

(c) DWM-bWR: DWM with write boosting of slow columns.

(d) DWM-bWR-bSFT: DWM with write and shift boosting.

(e) DWM-bWR-bSFT-bRD: DWM with write and shift boost for slow write and shift boost for slow read.

(f) DWM-bAll: DWM with write and shift boosting of all columns.
The cache latency and energy is obtained using CACTI [90] and Hspice model of DWM.

The parameters used for simulations are provided in Table 4. Mean write latency is considered for DWM-no-PV whereas worst case write latency is considered for DWM-WC-PV (Fig. 5.23(b)). We use write current of 70uA for DWM-no-PV and DWM-WC-PV and 85uA for boosted cases. The shift power is computed from Fig. 5.30. The normal shift (2ns per shift) consumes 4uW per block (512 bits) whereas boosted shift (1ns per shift) consumes 16uW per block. For boosted cases, we assume 4 sigma write and read latencies for normal columns and boosted columns. Without boosting the read and write are assumed to operate with WC latency. The write and read energy with and without boosting is also shown in the Table 4. The cache latency is obtained using NVSim.

Figure 5.31  (a) IPC; (b) total energy comparison;
by providing write pulse, bitcell footprint, write energy per bit and cache parameters. Read/write/shift energy, leakage power and total area is obtained using CACTI and Hspice model of DWM [37][41]. CACTI is modified for different memory technologies by changing bitcell footprint, bitcell leakage and write energy per access.

Fig. 5.31(a) shows the performance result represented by the normalized instruction per cycle (IPC). DWM-no-PV provides 2% performance improvement over SRAM. However, DWM-WC-PV indicates that process variation can degrade the IPC by 17% on average compared to DWM-no-PV. Boosting the write current (DWM-bWR) can improve the IPC. The maximum benefit is observed for write intensive benchmarks such as dedup, body and freqmine. Boosting both write and shift current (DWM-bWR-bSFT) improves the IPC by 13% compared to DWM-WC-PV. Finally, when slow reads are fixed by boosting the shift current 18% IPC gain is observed. For the sake of benchmarking we also plot the IPC improvement when all global columns are boosted. This case mimics voltage boosting to increase the write current in absence of tuning knobs. This is a power intensive operation which improves the IPC by 24%.

Fig. 5.31(b) shows the normalized energy (normalized to DWM-WC-PV) dissipation. The DWM architecture shows ~12X saving compared to SRAM. This is owing to elimination of bitcell leakage and reduction in peripheral leakage (due to less number of peripherals). DWM-bAll increases the power for benchmarks dedup and freqmine because they are write intensive. The other benchmarks observe power reduction due to lower peripheral leakage as the run-time is faster with boosted write and read.
Fig. 5.32(a)-(b) shows the breakdown of total energy into leakage and dynamic energy. The proposed DWM-bWR-bSFT-bRD reduces the dynamic energy consumption by 40% compared to DWM-WC-PV due to shorter write pulse width. Furthermore, it reduces the dynamic energy by 30% relative to DWM-bAll. Therefore, the proposed read and write boosting shows 30% dynamic energy improvement compared to boosting all bit-cells and 18% performance improvement compared to worst case latency due to process variation.

The total energy is summation of dynamic and leakage energy. Total energy is dominated by the leakage energy due to the large cache. As shown in Fig. 5.32(a) DWM-bAll case result in higher dynamic energy consumption compared to DWM-bWR, DWM-bWR-bSFT and DWM-

---

**Figure 5.32** (a) Dynamic energy; and, (b) Leakage energy
bWR-bSFT-bRD for all of benchmarks. This is due to boosting of write and shift current for all bitcells during read and write operations which results in higher total energy. However, DWM-bAll case decreases execution time which in turn reduces leakage energy. The two benchmarks (body and stream) are dominated by leakage energy and they get benefitted from significant reduction in execution time for DWM-bAll.

5.9. Summary

DWM is a promising non-volatile memory technology for cache application due to high-density, low standby power, excellent retention, fast access time and good endurance. However it suffers from shift latency and shift power, and area overhead due to aspect ratio mismatch and separate read and write head. It also suffers from severe performance and power degradation due to process variation induced write and read latency variations. We presented a synergistic circuit and micro-architecture cache design using DWM. Our design comprehends several important factors such as bitcell layout for maximizing effective footprint, process requirements to allow seamless integration of DWM, optimization of heads, utilization factor, shift-power and latency. We proposed cache segmentation by controlling the shift current and dynamic shift and write voltage scaling based on workload monitoring and exploited it at the system level for power and performance optimization. Simulations show 3-33% performance and 1.2X-14.4X power consumption improvement for cache segregation and 2.5-31% performance and 1.3X-14.9X power enhancement for dynamic current boosting over a wide range of PARSEC benchmarks.

Furthermore, we proposed a novel low-overhead write and shift current boosting methodology that comprehends circuits and micro-architecture to address process variation induces write latency degradation. The bits experiencing worst-case write latency are fixed through a combination of write and shift boosting whereas worst-case read bits are fixed by shift boosting. The simulations show 30% dynamic energy improvement compared to boosting all bit-cells and
18% performance improvement compared to worst case latency due to process variation over a wide range of PARSEC benchmarks.
Chapter 6

Dynamic Computing in Memory in Resistive Crossbar Arrays

With Von-Neumann computing struggling to match the energy-efficiency of biological systems, there is pressing need to explore alternative computing models. Recent experimental studies have revealed that Resistive Random Access Memory (RRAM) is a promising alternative for DRAM. Resistive crossbar arrays possess many promising features that can not only enable high-density and low-power storage but also non-Von-Neumann computing models. Most recent works focus on dot product operation with RRAM crossbar arrays, and therefore are not flexible to implement various logical functions. We propose a low-power dynamic computing in memory system which can implement various functions in Sum of Product (SOP) form in RRAM crossbar array architecture.

6.1. Introduction

Von-Neumann computing separates memory and processing element resulting in performance and energy bottlenecks due to frequent data transfers. High density crossbar array which employs two terminal RRAM the crosspoint of vertical and horizontal metal wires are proposed [47]. However, these architectures suffer from sneak-path problem which results in poor sense margin, higher power consumption, and limited array size. Crossbar array with a selector diode connected in series to RRAM device has been proposed [133-135] to solve the sneak path issue. Various computing in memory schemes have been proposed to implement dot products in RRAM crossbar array. Digital to analog converter (DAC) and analog to digital converter (ADC)
are required as peripheral circuitry to implement dot product in RRAM crossbar array. These architectures are able to implement matrix multiplication [14] and various computing paradigms such as neuromorphic computing [15-16] and approximate computing [17]. Even though these techniques improve performance and power efficiency they face challenges such as limited application domain and need of power intensive analog circuits such as ADC and DAC.

A computing in memory paradigm is proposed [136] to implement random functions in RRAM crossbar array. This technique offers full programmability across storage and computation. Even though it provides the flexibility of partitioning the hardware resources between computation and storage to achieve optimal performance, the implementation details of arbitrary functions are not discussed. This technique also suffers from poor sense margin (that can limit the array size) as well as increased power consumption, making it impractical for computing in memory applications. Memristor Aided LoGIC (MAGIC) has been proposed [137] where memristors act as an input with previously stored data, and an additional memristor serves as an output to implement logic gates. In this method, the logical operation is associated with write operation leading to higher power and latency overhead. Since the inputs are programmed into memristors the gate must be reprogrammed for new input data incurring substantial power overhead.

In this chapter, we propose a Dynamic Computing in Memory (DCIM) paradigm using RRAM crossbar array which benefits from nonlinear characteristic of selector diode to improve sense margin in order to implement higher fan-in gates. In addition, this technique reduces the power consumption associated with logical operation significantly by eliminating the static current compared to [136]. It also eliminates the need to write into the bitcell to perform logical operations compared to [137].

In summary we make following contributions in this chapter:

- We study computing in memory systems proposed in [9-10] thoroughly and explain their bottlenecks.
• We develop a dynamic computing in memory technique to overcome sense margin limitation to implement higher fan-in AND/OR gates using RRAM crossbar array while reducing power consumption.

• We perform process, voltage and temperature variation analysis to determine optimum reference voltage to maximize read yield.

• We present comparative analysis of proposed technique with respect to other techniques for MCNC benchmarks in terms of power and latency.

6.1. Background

In this section, we explain the basics of crossbar array architecture and read and write operations. We also discuss the state-of-art computing in memory systems using RRAM crossbar and describe its challenges.

6.1.1. Basics of RRAM Crossbar Array

A crossbar memory array consists of wordlines (WL) and bitlines (BL) where memory cell resides at their cross point as shown in Fig. 6.1. In this thesis, we use a bipolar RRAM model [138]

![Crossbar array with metal oxide RRAM and selector diode; and, (b) schematic of crossbar array with selector diode.](image)

**Figure 6.1** Crossbar array with metal oxide RRAM and selector diode; and, (b) schematic of crossbar array with selector diode.
in which RESET/SET is performed at different voltage polarities. The I-R and I-V characteristic of the RRAM is shown in Fig. 6.2(a-b). The memory cell switches from High Resistance State (HRS) to Low Resistance State (LRS) if a positive voltage greater than threshold voltage is applied across the bitcell. Similarly, the bitcell switches from low to high resistance state if negative voltage is applied. Crossbar memory architecture achieves minimal cell size however, the sneak leakage current can reduce sense margin significantly. In order to increase sense margin and eliminate sneak leakage, we employ a memory bitcell which is composed of a RRAM device connected to a symmetric selector diode in series (Fig. 6.1(a-b)). The I-V characteristic of the selector diode is modeled by the following function as discussed in [133]:

\[ I_{SEL} = \gamma \cdot \sinh(\alpha \cdot V) \]  

(6.1)

**Figure 6.2** I-V curve RRAM model used in this study; (b) I-R characteristic of the RRAM model; (c) I-V curve of selector diode used in this study; and, (d) the I-V characteristic of bitcell composed of RRAM and selector diode.
where $\gamma$ is a conductance parameter, and $\alpha$ represents the nonlinearity of selector diode.

This model fits reasonably with the experimental I-V characteristic for selector devices based on MIM diode and punch through diode [139-140]. The design parameters of RRAM and selector diode are reported in Table 6.1. The I-V curve of selector diode is illustrated in Fig. 6.2(c). Fig. 6.2(d) depicts the I-V curve of the bitcell composed of selector diode and RRAM device. It can be observed that the difference between low and high resistance increases by adding a selector diode which in turn improves the sense margin.

Read Operation: For reading the bitcell, the commonly used ground/ground (GND-GND) scheme is employed. To access the bitcells in the array, the selected WL is connected to $V_{READ}$ and the selected BLs are connected to sense-amplifier (SA) while all unselected BLs and WLs are biased at GND. Although this read scheme improves the sense margin, it also increases the power

**Figure 6.3** RRAM crossbar array (a) GND-GND read scheme; and, (b)VDD/2 write technique. Sneak paths are shown for read and write operations.
consumption. Other proposed read schemes include FL-FL (floating-floating) and GND-FL [133]. The current through selected bitcell which is generated by applied voltage to the selected WL, is converted to $V_{out}$ by a sense resistance ($R_{sense}$). Read operation is performed by comparing output voltage ($V_{out}$) with a reference voltage ($V_{REF}$) using a SA as shown in Fig. 6.3. Maximum sense margin for both reading ‘0’ (SM0) and reading ‘1’ (SM1) is achieved by setting the $R_{sense} = \sqrt{R_{OFF}/R_{ON}}$. The state of the unselected bitcells affects the sense margin (as shown in Fig. 6.3(a)). The worst-case sneak path also results in the worst-case SM which occurs when the unselected bitcells are in LRS since the sneak current is at maximum in this case.

**Write Operation:** We employ the $V_{DD}/2$ writing scheme where the selected WL is connected to $V_{DD}$ and selected BL is connected to GND/$V_{DD}$ (depending on input data) while other unselected BLs and WLs are biased at $V_{DD}/2$ (Fig. 6.3(b)). The write operation is performed in RESET and SET phases. Initially, the desired data is applied to the selected BLs. In the RESET phase the selected WL is connected to ground, hence the logical ‘0’ is written to bitcell (programed to HRS). In the SET phase the selected WL is connected to $V_{DD}$ and the logical ‘1’ is written into bitcell (programed to LRS).

**Table 6.1** List of design parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRAM high resistance state ($R_H$) at 1.2V</td>
<td>18KΩ</td>
</tr>
<tr>
<td>RRAM low resistance state ($R_L$) at 1.2V</td>
<td>440 Ω</td>
</tr>
<tr>
<td>RRAM read Latency</td>
<td>0.5ns</td>
</tr>
<tr>
<td>RRAM write Latency</td>
<td>22ns</td>
</tr>
<tr>
<td>Nonlinear factor of selector ($\alpha$)</td>
<td>18.4</td>
</tr>
<tr>
<td>On-state current of selector ($I_{ON}$)</td>
<td>100uA</td>
</tr>
<tr>
<td>Selector Conductance Factor ($\gamma$)</td>
<td>$2*10^{-12}$</td>
</tr>
<tr>
<td>bitcell high resistance state ($R_H$) at 1.2V</td>
<td>175KΩ</td>
</tr>
<tr>
<td>RRAM low resistance state ($R_L$) at 1.2V</td>
<td>945Ω</td>
</tr>
<tr>
<td>Bitcell write latency at 2.5V</td>
<td>25nS</td>
</tr>
<tr>
<td>Bitline Capacitance</td>
<td>30fF</td>
</tr>
</tbody>
</table>
6.1.2. Static Computing in Memory (SCIM) Method

A configurable computing in memory system based on RRAM crossbar architecture which provides full programmability across computation and storage has been proposed in [136]. However, the detailed circuit implementation is not discussed. We extend the idea borrowed from this paper, to implement arbitrary functions in terms of sum of product within RRAM crossbar array for comparative analysis. In this method, the crossbar array is implemented using RRAM without selector diodes. A 2-input AND gate implementation using crossbar array is shown in Fig. 6.4. Each input and its complement are applied to a WL. In order to realize logical A.B, the cells connected to A and B are programmed to LRS and the cells connected to \( \bar{A} \) and \( \bar{B} \) are programmed to HRS while all other bitcells are programmed to HRS (e.g., the bitcells connected to input Z and \( Z \) as illustrated in Fig. 6.4). The array inputs connected to WLs are applied to different gates implemented on different BLs. All the gates are evaluated concurrently by applying the data input to the array.

AND operation is performed by applying input vector and sensing the BL voltage. For

\[
\text{AND} = A \cdot \overline{Z}
\]

\[
V_{\text{out}} = V_{\text{REF}} - \frac{2}{R_H/N} \sum V_{\text{in}}\cdot R_L/R_H
\]

\[
V_{\text{out0}} = V_{\text{REF}} - \frac{2}{R_H/N} \sum V_{\text{in}}\cdot R_L/R_H
\]

\[
V_{\text{out1}} = V_{\text{REF}} - \frac{2}{R_H/N} \sum V_{\text{in}}\cdot R_L/R_H
\]

Figure 6.4 Static computing in memory architecture in RRAM crossbar array.
A=B=1, the voltage appearing on the BL₀ is approximately \( V_{DD} \) (see the equivalent circuit in the inset of Fig. 6.4). For A=1 and B=0 (or A=0 and B=1), the BL₀ voltage is approximately \( V_{DD}/2 \). Finally, the voltage generated by applying the input vector is compared against a reference voltage (\( V_{AND\_REF} \)) using a decoupled SA to determine the output of the AND operation.

As fan-in of the AND gate increases, the difference between voltage representing logical ‘1’ and ‘0’ reduces. The worst-case occurs when only one input is ‘0’ and all remaining inputs are ‘1’. The difference between bitline voltage when all AND gate inputs are ‘1’ (\( V_{AND1} \)) and \( V_{REF\_AND} \) is defined as sense ‘1’ margin (SM1). Sense ‘0’ margin (SM0) for the AND operation is defined as the difference between bitline voltage when only one input is ‘0’ (\( V_{AND0} \)) and \( V_{AND\_REF} \). Poor

![Figure 6.5](image)

**Figure 6.5** \( V_{AND1} \) and \( V_{AND0} \) versus AND array size; and, (b) \( V_{OR1} \) and \( V_{OR0} \) versus OR array size in an array of 2N WLs where all WLs are utilized to implement N-input gate.

![Figure 6.6](image)

**Figure 6.6** MAGIC NOR gate implementation.
sense margin can result in wrong interpretation of the logical AND output. The impact of array size (the number of WLs) on $V_{\text{AND1}}$ and $V_{\text{AND0}}$ is shown in Fig. 6.5(a). This plot represents the $V_{\text{AND0}}$ and $V_{\text{AND1}}$ in an array of 2N WLs where all WLs are utilized to implement N-input AND gate. It can be observed that $V_{\text{AND1}}$ remains constant with increasing AND gate fan-in. However, $V_{\text{AND0}}$ rises with increased number of inputs which in turn degrades the SM. Note that, it is not possible to implement AND gate with more than 8 inputs, since SM reduces below the sense amplifier offset voltage which can result in wrong output.

Any logical function can be implemented in Sum of Product (SOP) form. Therefore, along with implementing AND function in RRAM crossbar array, we need to implement OR function as well. The OR gate implementation is similar to AND gate, except that the bitline voltage is compared against a different reference voltage ($V_{\text{REF,OR}}$). In order to implement the $A+B$ (A OR B), RRAMs connected to A and B are programed to LRS, RRAMs connected to $\bar{A}$ and $\bar{B}$ are programed to HRS, and RRAMs connected to other unused WLs are programed to HRS. By applying $A=B=0$, the BL is pulled down to ‘0’. If one of the inputs is ‘1’, a voltage near $V_{\text{DD}}/2$ appears on the bitline. The worst-case SM for OR array occurs when only one input value is ‘1’ and remaining input values are ‘0’. The BL voltage in this case is defined as $V_{\text{OR1}}$. Similarly, $V_{\text{OR0}}$ is defined as BL voltage when all inputs are ‘0’. As shown in Fig. 6.5(b), $V_{\text{OR1}}$ reduces as the array size increases, which limits the SM.

### 6.1.3. Memristor Aided LoGIC (MAGIC) [137]

In this CIM architecture, memristors act as an input with previously stored data, and an additional memristor serves as an output to implement logic gates. This technique consists of two sequential stages. As shown in Fig. 6.6, a 2-input NOR gate composed of two RRAMs (in$_1$ and in$_2$) is connected to an output RRAM (out). In the initial stage, the output RRAM is programed to low resistance state and the input values are written to memristors in$_1$ and in$_2$. In the second stage,
voltage $V_0$ is applied to memristors $i_1$ and $i_2$, and the *out* memristor is connected to GND to evaluate the NOR operation. The applied voltage results in a current that flows through RRAMs $i_1$ and $i_2$ and appears at RRAM *out*. If both input memristors are logical ‘0’ (high resistance), the voltage appearing across the output RRAM is less than the switching threshold of the output RRAM thus it does not change and remains at logical ‘1’. For all other input combinations, the voltage across output RRAM is greater than the threshold voltage. Hence, the output memristor switches to high resistance state (logical ‘0’). Finally, the state of output resistance is sensed using sense amplifier to determine the result of logical NOR operation. Since logical operation is associated with write operation in this method, the latency and power overhead are substantial. The proposed dynamic CIM eliminates the need of a write operation to improve latency and power overhead.

### 6.2. Proposed Dynamic Computing in memory

In this section, we describe the operation of DCIM and study the impact of fan-in on sense margin and power. 65nm predictive technology [141] is used to perform simulation.

#### 6.2.1. Basic Operation

DCIM aims to overcome sense margin limitation for higher fan-in AND/OR gates using RRAM crossbars. DCIM decreases power consumption due to two reasons: 1) sneak path leakage reduces significantly by employing a selector diode; 2) dynamic-sensing eliminates the static power consumption for performing logical operations. In this technique, each memory cell is composed of a RRAM device connected in series to a selector diode. Computing in memory is accomplished by implementing the functions in SOP form. Thus, both AND and OR operations are required to implement the logical functions. We dedicate separate arrays to perform each function and call them AND-array and OR-array.
In the proposed architecture, the wordlines serve as the inputs and the bitlines are the output of AND functions. Initially both AND and OR arrays are programmed to implement the desired function. The programming is similar to static technique. For instance, in order to implement $A \overline{B}$, the bitcells connected to $A$ and $\overline{B}$ are programmed to LRS while the bitcells connected to $\overline{A}$ and $B$ are

Figure 6.7 XOR implementation using proposed DCIM architecture in RRAM crossbar array; and, (b) timing diagram of logical XOR operation.

In the proposed architecture, the wordlines serve as the inputs and the bitlines are the output of AND functions. Initially both AND and OR arrays are programmed to implement the desired function. The programming is similar to static technique. For instance, in order to implement $A \overline{B}$, the bitcells connected to $A$ and $\overline{B}$ are programmed to LRS while the bitcells connected to $\overline{A}$ and $B$ are
programed to HRS (Fig. 6.7(a)). All bitcells connected to other array inputs/WLs which are not part of AND gate inputs are programed to HRS (e.g., the bitcells connected to input $Z$ and $\bar{Z}$). To perform AND operation, the BL is initially precharged to $V_{DD}$. Once the inputs are applied, the BL either remains precharged or discharges based on the input vector. In the previous example, if $V_{DD}$ (logical ‘1’) is applied to inputs $A$ and $\bar{B}$, the BL remains precharged since these inputs are connected to bitcell in LRS. However, the leakage of HRS bitcells connected to GND discharges the BL negligibly. Any other input combination discharges the BL significantly since GND is connected to a bitcell in LRS. Finally, the BL voltage is compared against the $V_{REF,AND}$ to determine the result of AND operation. The result of the AND function and its complement are provided as input to the OR array to obtain SOP output. Programing of OR array is similar to AND array. However, in OR array BLs are predischarged to ‘0’. The predischarge of OR array BLs is performed during the AND array evaluation phase, therefore the latency of predischarge phase is hidden. Finally, the voltage generated on the OR array BL is compared against $V_{REF,OR}$ to achieve the result of OR operation.

The effect of array size (number of WLs) on the SM is investigated to determine the best array size (Fig. 6.5). Since two WLs and two bitcells are required for implementing each input of AND gate, the number of WLs is twice the number of AND gate inputs. As depicted in Fig. 6.5(a-b) as array size increases SM for AND/OR operations degrades. It can be observed that proposed DCIM improves SM significantly compared to SCIM, thus larger array size (higher fan-in gates) can be realized.

Fig. 6.7 shows the implementation of XOR function in DCIM. The BL$_0$ and BL$_1$ are programmed to implement $\overline{AB}$ and $\overline{A}B$ functions respectively. Note that the bitcells connected to WLs which are not contributing in XOR implementation (called the unused bitcells) are programmed to HRS. Initially, the PRE-signal is activated to precharge AND array BLs to $V_{DD}$. Next, inputs ($A$ and $B$) are applied by asserting $EN_{AND}$. As shown in Fig. 6.7(b), when $A, B=1$ both
BL₀ and BL₁ fall to 0.65V. Since this voltage is less than \( V_{\text{REF,AND}}=0.74V \), outputs of sense amplifiers which determine the results of \( AB \) and \( \overline{AB} \) functions are pulled down to ‘0’ at the edge of SE\( _{\text{AND}} \). Since inputs of OR array \((F₀=AB \text{ and } F₁=\overline{AB})\) are ‘0’, the OR array BL (BL\( _{\text{OR}} \)) remains discharged with voltage of approximately ‘0’ (i.e. A XOR B=0). If A=0 and B=1, BL₀ discharges to 0.65V while BL₁ remains precharged which results in \( F₀=AB=0 \) and \( F₁=\overline{AB}=1 \). Since \( F₁ \) is ‘1’ and is connected to a bitcell in LRS, it charges the BL\( _{\text{OR}} \) to 0.52V while EN\( _{\text{OR}} \) is asserted. Finally, the voltage of BL\( _{\text{OR}} \) is compared against \( V_{\text{REF,OR}}=0.38V \) at the edge of SE\( _{\text{OR}} \) which produces ‘1’ at the output of SA. Note that OR array sense enable \((\overline{SE\text{OR}})\) is an active low signal. Since the voltage generated on bitline of OR array is less than 0.52V, a PMOS based SA with active low sense enable is employed (Section 3.2.4.3).

The PRE, EN and SE signals are generated in the timer (located at the middle of subarray). The duty cycle of EN depends on BL capacitance and the bitcell resistance. In addition, SM depends on the EN pulse width. The EN pulse width is chosen in such a way that \( V_{\text{OR}1} \) rises to 90% of its steady state voltage. By applying EN, \( V_{\text{OR}0} \) also rises due to leakage of unused bitcells. Therefore, the EN pulse width must be chosen in such a way to maximize \( V_{\text{OR}1} \) and minimize the increase of \( V_{\text{OR}0} \). The same argument holds true for \( V_{\text{AND}1} \) and \( V_{\text{AND}0} \). Moreover, increasing the EN pulse width results in higher power consumption since both \( V_{\text{OR}0} \) and \( V_{\text{OR}1} \) will increase. Thus, there is a tradeoff between power and sense margin. We have swept the EN width from to 0.1nS to 0.5nS in order to optimize both SM and power. The EN pulse width of 0.25ns achieves sufficient sense margin while preserving power consumption. The PRE pulse width depends on the BL capacitance and the width of precharge transistor. Based on simulation result, a PRE pulse width of 0.25nS is sufficient to precharge/predischarge the BL before logical AND/OR operation. The CIM operation starts at the edge CIM\( _{\text{EN}} \) which is provided as input to the timer (inputs are provided to AND array simultaneously). The timer receives CIM\( _{\text{EN}} \) and produces PRE, EN and SE signals (clock frequency is 2GHz). The power and area overhead of timer is negligible.
6.2.2. Impact of Gate Fan-in on Sense Margin

In the previous section, we investigated the effect of array size on the SM. The purpose of this study is to determine the array size that achieves maximum sense margin while preserving the area efficiency. In other words, it represents the sense margin of AND/OR operation in an array of 2N WLs where all WLs are utilized to implement N inputs AND gate. In this section we study the sense margin with respect to AND gate fan-in. Let us assume that a 4-input AND gate is implemented in an array of 64 WLs. Since 8 WLs are required to implement 4-input AND gate, 8 bitcells are programmed to implement the AND gate while bitcells connected to the rest of WLs are programmed to HRS. The loading effect of unused array inputs connected bitcells in HRS reduces sense margin. Unused array input and its complements are connected to two bitcells in HRS. In case of static CIM, applying inputs to the unused WLs degrade the sense margin. This can be understood by comparing Fig. 6.5 with Fig. 6.8(a). For instance, 2-input OR gate SM is
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(a) Conventional CIM in array of 16 WLs, (b) DCIM in array of 64 WLs.

Figure 6.8 \(V_{\text{AND,1}}, V_{\text{AND,0}}, V_{\text{OR,1}}\) and \(V_{\text{OR,0}}\) versus gate fan-in for, (a) conventional CIM in array of 16 WLs, (b) DCIM in array of 64 WLs.
significantly higher when the array consists of 4 WLs (see Fig. 6.5(b)) versus 16 WLs (see Fig. 6.8(a)).

The impact of unused WLs on sense margin is more severe in DCIM. Suppose input Z value (as depicted in Fig. 6.7) which does not belong to 2-input AND gate implemented on BL₀ is ‘0’. Since BL₀ is precharged to V_DD initially, the voltage across selector diode is V_DD, and it is ON initially. As BL voltage discharges through bitcell connected to Z the voltage across selector diode reduces, and it becomes strongly ON to weakly ON. The selector diode is OFF/weakly OFF in the bitcell which is connected to Z̅. Therefore, input Z=0 discharges the BL, while input Z̅ = 1 cannot compensate the effect of Z by charging the BL (since bitcell connected to Z̅ is OFF). This result in lower V_AND₁, leading to SM degradation. As gate fan-in decreases the number of unused bitcells increases. Thus, V_AND₁ reduction increases as fan-in decrease since the leakage through unused bitcells increases. As shown in Fig. 6.8(b), 2-input AND gate achieves worst-case V_AND₁ (higher number of unused bitcells result in higher leakage and lower V_AND₁).

As mentioned earlier, V_AND₀ is the voltage appears on the BL when only one input is ‘0’. For 32-input AND gate, V_AND₀ is the BL voltage where 31 inputs connected to bitcells in LRS is pulling up the BL weakly (since selector diode is OFF) while only one input is pulling it down strongly. Thus, as the number of input increases (e.g., from 2 to 32), the number of bitcells in LRS which weakly pulls the BL up increases (e.g. 1 versus 31). Therefore, as depicted in Fig. 6.8(b), 32-inputs AND gate results in the worst-case V_AND₀ (higher V_AND₀) while 2-inputs AND gate result in the best V_AND₀. The same argument holds true for V_OR₁ and V_OR₀. V_OR₁ and V_OR₀ in an array of 64 WLs is also shown in Fig. 6.8(b). 32-input OR gate results in worst-case V_OR₁ since more bitcells in LRS pulls the BL down.
6.2.3. Impact of Gate Fan-in on Power

The power consumption of proposed DCIM for AND and OR operations are shown in Fig. 6.9(a). In case of AND operation we assume the BL is precharged to $V_{DD}$ and the power consumption is summation of the power drawn from supply after applying inputs, the power consumed by the sense amplifier and the power required to precharge the BL back to $V_{DD}$. For the OR operation the power consumption is the power drawn from the supply to charge the bitline, and the power consumed by the sense amplifier. It can be noted that as the number of input increases, the power consumption of AND1 operation reduces. As shown in Fig. 6.8(b), $V_{AND1}$ increases with the number of inputs. Hence, less power is consumed to precharge the bitline back to $V_{DD}$. AND0 operation results in higher power consumption since the bitline discharges to a lower voltage when the result of AND operation is ‘0’. Therefore, more power is consumed to precharge the BL back to $V_{DD}$. Fig. 6.9(b) depicts the power consumption of static CIM. It can be noted that static CIM
power consumption is significantly higher (almost 3X on average) due to static current which flows through the bitcells during logical AND/OR evaluation.

### 6.3. Process and Temperature Variation Analysis

#### 6.3.1. Impact of Process and Temperature Variation on Sense Margin

The impact of process and temperature variation on $V_{\text{AND1}}$ and $V_{\text{AND0}}$ are investigated to determine the best $V_{\text{REF,AND}}$ to achieve robustness. Process variation analysis is carried out using detailed Monte Carlo simulation in 65nm technology [141]. For RRAM we have assumed oxide thickness and initial filament gap variations. The variations in CMOS circuitry is lumped in threshold voltage fluctuation. The mean and standard deviation of these parameters are provided in Table 6.2. As mentioned earlier, 2-input AND gate results in the worst-case $V_{\text{AND1}}$, and 32-input AND gate results in the worst-case $V_{\text{AND0}}$. Furthermore, higher temperature results in higher bitcell resistance, leading to higher $V_{\text{AND0}}$ which in turn degrades the SM0. Whereas, lower temperature leads to lower bitcell resistance and lower $V_{\text{AND1}}$ degrading SM1. In order to obtain the worst-case $V_{\text{AND0}}$ under process and temperature variation, we run 1000 points Monte-Carlo simulation at 90°C. Similarly, 1000 points Monte-Carlo simulation is performed at -10°C to achieve the worst-

<table>
<thead>
<tr>
<th>Device</th>
<th>Parameter</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMOS</td>
<td>$V_{\text{TH}}$</td>
<td>423mV</td>
<td>$A_{V_T}/\sqrt{wL}(1)$</td>
</tr>
<tr>
<td>NMOS</td>
<td>$V_{\text{TH}}$</td>
<td>365mV</td>
<td>$A_{V_T}/\sqrt{wL}(1)$</td>
</tr>
<tr>
<td>RRAM</td>
<td>Initial Gap</td>
<td>RL =0.2nm</td>
<td>RH =1.7nm</td>
</tr>
<tr>
<td>RRAM</td>
<td>Oxide Thickness</td>
<td>12nm</td>
<td>7%</td>
</tr>
</tbody>
</table>

$^{(1)} A_{V_T}$ is Pelgroom coefficient which is \sim 4.5mV/μm for 65nm technology.
case $V_{\text{AND1}}$. The simulation result is shown in Fig. 6.10 (a). Since standard deviation of $V_{\text{AND1}}$ ($\sigma_{V_{\text{AND1}}}$) is greater than $V_{\text{AND0}}$, a voltage slightly less than $(\mu_{V_{\text{AND0}}} + \mu_{V_{\text{AND1}}})/2$ is chosen as $V_{\text{REF_AND}}$ to maximize the AND operation read yield. We have performed the same analysis to obtain the $V_{\text{REF_OR}}$. The worst-case $V_{\text{OR1}}$ occurs at higher temperature ($90^\circ C$), since higher resistance increase the RC delay, thereby the BL is charged to a lower voltage reducing $V_{\text{OR1}}$. Similarly, the worst $V_{\text{OR0}}$ occurs at lower temperature. Monte-Carlo simulation is carried out at different temperatures to determine the optimum $V_{\text{REF_OR}}$. The results are shown in Fig. 6.10(b). Since the $\sigma_{V_{\text{OR0}}}$ is greater than $\sigma_{V_{\text{OR1}}}$ we pick a voltage greater than $(\mu_{V_{\text{OR0}}} + \mu_{V_{\text{OR1}}})/2$ as $V_{\text{REF_OR}}$ to maximize the OR operation read yield.

The sense-amplifier offset voltage ($V_{\text{SA_OFFSET}}$) depends on the sense time and transistor size since increasing the transistor size decreases the transistor threshold voltage variation. We employed the same sense amplifier we discussed in Section 3.2.4.32 with $\mu_{V_{\text{SA_OFFSET}}} = 8mV$ and $\sigma_{V_{\text{SA_OFFSET}}} = 16mV$. 
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The read access pass yield (RAPY) is defined in Section 3.2.4.3.2. To obtain RAPY we assume that \(V_{\text{REF}}\) is produced by a voltage regulator with negligible variation (5mV). Based on the Monte-Carlo simulation, the RAPY of AND and OR operations are found to be 4.2\(\sigma\) and 4.9\(\sigma\) respectively. The static CIM results in significantly lower yield. The RAPY of AND and OR operations are found to be 1.7\(\sigma\) and 1\(\sigma\) respectively.

### 6.4. Implementation of Carry Select Adder using DCIM

In order to perform addition, carry select adder is implemented. Fig. 6.11 demonstrate the implementation of 16-bit carry select adder using DCIM. For sake of brevity only low resistance connections are shown. In the carry select addition approach two sets of sum and outgoing carry are computed considering incoming carry is either ‘0’ or ‘1’. Once the incoming carry is known, we only need to select the correct set of outputs (out of the two sets using multiplexer) without waiting for the carry to propagate further. In Fig. 6.11, \(S_0^0\) and \(C_1^0\) indicate the sum and carry output when incoming carry is ‘0’. Similarly, \(S_0^1\) and \(C_1^1\) indicate the sum and carry output when incoming carry is ‘1’. As demonstrated in Fig. 6.11, the carry selection takes place at the adder interface.

<table>
<thead>
<tr>
<th>16-bits Adder</th>
<th>Latency</th>
<th># of RRAM</th>
<th>Power</th>
<th># Logical Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCIM (This paper)</td>
<td>2 cycles+carry selection delay =2nS</td>
<td>2<em>64</em>48</td>
<td>48mW</td>
<td>64 AND2 32 OR3 32 OR2</td>
</tr>
<tr>
<td>SCIM</td>
<td>2nS</td>
<td>64*48</td>
<td>64mW</td>
<td>Same as above</td>
</tr>
<tr>
<td>MAGIC</td>
<td>12N+1 (Cycles)=4246ns</td>
<td>177</td>
<td>579mW</td>
<td>193 NOR</td>
</tr>
</tbody>
</table>
Next, $C_1$ is propagated to the input select of next multiplexer to determine the value of $S_1$ and $C_2$ and so forth. This technique is of great interest since it enables implementing adder in two-level format (in form of SOP) without need of carry propagation. However, it requires multiplexers to perform output selection, which can be done using CMOS MUX in the peripheral. Pass gates are used to implement the MUXs in order to minimize the CMOS area overhead. Larger adders can be implemented by propagating output carry ($C_{16}$) to the input carry of other arrays that implements another set of 16-bit adder. Table III depicts latency and power of 16-bit adder implemented in three CIM techniques. The SCIM latency and power are obtained from simulation. Since SCIM cannot accommodate more than 8 inputs, we employ two CIM arrays to implement 16-bit adder where the output carry of first CIM array is provided as input to input carry of the second array. Therefore, 16-bit addition latency is identical for both static and dynamic CIM. The MAGIC latency and power are estimated from Table 6.3 in [137] by employing the RRAM model that we used in this work. Even though DCIM requires a greater number of cells (since larger array result...
in more unused bitcells) to implement 16-bit adder, it achieves 12X power saving in 16-bit addition and achieves significantly lower latency compared to MAGIC.

6.5. Evaluation and Comparison of different Computing in memory techniques

In this section we compare the proposed DCIM with SCIM and MAGIC in terms of power and latency.

6.5.1. Power

In order to perform comparison, two-level benchmarks of MCNC benchmark suite [142] are used. A script is written in order to extract number of AND/OR gates and their fan-in for each SOP function. Unlike CMOS gates, where power is only consumed during ‘0’ → ‘1’ transition, the power is consumed during both ‘0’ → ‘1’ and ‘1’→’0’ transitions in the CIM techniques. Initially, we assume the probability of each input being ‘1’ as 0.5. In order to obtain power dissipation, the probability of logical AND/OR when output is ‘0’/’1’ is calculated at each stage. Thus, the power consumption of each gate can be expressed as follows:

\[ P_{\text{AND}}(N) = P_{\text{AND1}}(N) \times P_{\text{AND1}}(N) + (1 - P_{\text{1}}(N)) \times P_{\text{AND0}}(N) \]  \hspace{1cm} (6.4)

\[ P_{\text{OR}}(N) = P_{\text{OR0}}(N) \times P_{\text{OR0}}(N) + P_{\text{1}}(N) \times P_{\text{OR1}}(N) \]  \hspace{1cm} (6.5)

Where \( P_{\text{OR0}}(N) \) and \( P_{\text{OR0}}(N) \) are the power and probability of N-input logical OR gate when the output is ‘0’. Fig. 6.12(a) shows the power comparison of DCIM with respect to other techniques. Dynamic CIM provides 12.6X and 2.6X power saving compared to static CIM and MAGIC respectively.
6.5.2. Latency

The latency of logical AND/OR operation for static and dynamic CIM is 0.75nS. Since DCIM support up to 32 input AND/OR gates, the gates with fan-in of more than 32 must be partitioned into lower fan-in gates which is associated with latency and power overhead. For example, a 64-input OR gate is implemented using eight 8-input OR gates. As a result, all outputs of 8-input OR gates must be ORed using another OR array. Hence, increasing the latency by another 0.75nS. The latency results for several benchmarks are shown in Fig. 6.12(b). DCIM achieves 1.42X improvement in latency compared to SCIM since it offers higher fan-in gate implementation. In the SCIM method, the gates with more than 8 inputs must be partitioned into lower fan-in gates. Since many functions in two-level (SOP) form are implemented using high fan-in gates, the SCIM latency is typically one or two sensing cycle longer than DCIM.

In order to obtain the MAGIC power and latency, we implemented each benchmark in two-level NOR-NOR format. In addition, fan-in and number of NOR gates to implement each function is obtained. In order to achieve consistent result, the RRAM model [138] is used where latency of writing ‘0’/‘1’ into RRAM is 22nS (Table 6.1). MAGIC NOR operation associated with two write
operations is described in Section 6.3.1. Since MAGIC does not suffer from limited sense margin, it can implement high fan-in NOR gates. We assume that the array is large enough to accommodate all high fan-in NOR gates required for implementing two-level benchmarks. Therefore, 22nS is needed to program inputs into RRAM array, 22ns to is required to perform first-level NOR operation by writing into output RRAM, and 22nS is required to NOR the first-level NOR outputs to achieve the SOP output. Hence, the total latency of MAGIC scheme is 66nS.

6.6. Summary

In this chapter, we proposed dynamic computing in memory paradigm to overcome sense margin limitation associated with static CIM method in realizing higher fan-in AND/OR gates using RRAM crossbar array. In addition, this technique decreases power consumption significantly by eliminating the static current flow for performing logical operation compared to static CIM and, eliminates the need of writing into the bitcell to perform logical operations compared to MAGIC [137]. DCIM improves read yield of logical operations ~4X compared to SCIM. Simulation results show 1.42X and 20X latency improvement as well as 2.6X and 12.6X power saving compared to static [136] and MAGIC [137] computing in memory methods over a wide range of MCNC benchmarks.
Future Work

7.1. Improving write performance of Spintronic Memories

In this thesis, we propose a novel and adaptive write current boosting for STTRAM and write and shift current boosting for DWM to mitigate the process variation induced write and read latency degradation. In this technique, the bits experiencing worst-case write latency are fixed through write current/shift current boosting.

7.1.1. Considerations for inter-die process variations

In this work, simulations are carried out at typical corner. The proposed methodology is equally applicable for dies at other process corners. Our circuit simulation indicates that write latency show similar spread in fast and slow corners. The boost transistors can be designed taking
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**Figure 7.1** Write latency distribution at FF, TT and SS corners. The delay spreads out at SS affecting the performance significantly.
inter- and intra-die process variations into account (Fig. 7.1). Therefore, the boost circuit should be able to provide the current needed for all process corners.

### 7.1.2. Static vs. dynamic boosting

The proposed adaptive shift current and write current boosting implements static boosting. In order to reduce the impact of process variation on write and shift latency the entire global column is boosted even if only a single head/bitcell in a single local column is slow. This implementation is simple, but it wastes power for fast heads. It is possible to implement dynamic current boosting. The basic idea is to sense the change in the current after switching from $p \rightarrow AP$ or vice versa. This can be done by employing a circuit to detect the MTJ switching. Let us assume, writing AP is intended. The initial state of MTJ is either P or AP. If its initial state is AP, then the MTJ will not switch. The current difference can be sensed by comparing the MTJ current against a reference current, generated by a reference MTJ in P state using a current subtractor/sense circuit to initiate a write termination signal. However, if MTJ is in P state initially, the current difference between MTJ and reference MTJ in P state is not sufficient to trigger write termination signal. After the MTJ switching, the current difference can be sensed using a current subtractor to trigger the write termination (WT) signal which can be used to disable write enable signal (WE). In such a way, the
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**Figure 7.2** Dynamic current boosting circuit. The timing diagram is also shown.
power is saved by terminating the write operation once switching takes place. However, this technique does not improve the write latency of bitcells experiencing worst-case latency. In order to improve the write latency, we can employ a dynamic write current boosting technique as shown in Fig. 7.2. In this technique, an analog boost (BST) signal can be triggered in a step wise fashion, if the write operation takes longer than a target write latency (the mean write latency). This can be achieved by utilizing a counter which receives WE, WT and target write latency signals. This counter starts incrementing after target write time. The counter output can be used as a selector signal for a resistor ladder to generate a boost signal. The boost signal can modulate the gate voltage of PMOS transistor in the write driver (Fig. 3.37) to boost the write current in step wise fashion.

7.2. Security

We have observed that process variation and stochastic switching results in large spread in write latency of STTRAM. This feature can be employed to implement Physically Unclonable Function (PUF) and True Random Number Generator (TRNG).

7.3. Computing in Memory

We proposed a dynamic computing in memory system using RRAM crossbar array and implemented a 16-bit carry select adder. However, this technique can be employed to implement more complex functions such as floating-point adder, multiplier and divider which can opens-up a lot of research opportunity in computing in memory system design. In addition, we have only evaluated the proposed design at circuit level. For future research, we will focus on evaluating this technique at architecture level where we will evaluate the proposed design using GEM5 simulator in terms of energy consumption and performance. In this method, we will implement in-memory
instruction such as *in-memory-addition*, *in-memory-AND*, and *in-memory-multiplication* to off-load some of processor operations to main memory.
Summary

In this chapter we summarize the contributions of this thesis.

The increasing demand for high performance computing (HPC) and integration of multiple cores on a single die have widened the speed gap between logic and memory called the “memory-wall”. Process variability and standby power are posing severe obstruction towards SRAM/DRAM scaling to future nodes. Therefore, other emerging memory technologies are investigated to replace CMOS based memories.

STTRAM is a promising non-volatile memory technology for cache application due to high-density, low standby power, excellent retention, fast access time and good endurance. However, it can suffer from poor sense margin, data security issues, and severe performance and power degradation due to process variation induced write and read latency variations.

In this thesis, we proposed two flavors of sensing techniques to improve read yield of STTRAM arrays:

1) To eliminate reference resistance variation, we propose a reference-less, destructive slope detection technique which exploits the MTJ switching from high to low state to detect memory state. We design a proof-of-concept test-chip using 96kb mimicked STTRAM (using passive resistors) bits in 65nm technology to validate the proposed slope sensing circuit. The resistor values are matched with the experimentally calibrated simulated models to capture the process variations in real MTJ.

2) We propose a non-destructive and low-power sensing scheme that exploits a voltage feedback and boosting (VFAB) technique to develop large sense margin. Furthermore,
VFAB sensing does not require a static current to be injected into data and reference STTRAMs which results in significant power saving.

Process variation results in large spread in STTRAM write latency variation. The performance of conventionally designed STTRAM cache can degrade as much as 10% due to process variations. In this work, we model the tail of write latency for correct estimation of number of failing bits. We also find that write latency can be lowered by boosting the write current. We propose circuit level techniques to implement adaptive write boosting and exploit them at micro-architecture level to mitigate process variation induced performance and power degradation.

STTRAM brings new data security issues that were absent in volatile memory counterparts such as SRAM. This is primarily due to the fundamental dependency of this memory technology on ambient parameters such as magnetic field that can be exploited to tamper with the stored data. The free layer of MTJ flips under the influence of external magnetic field and temperature that can be exploited by the adversary. The magnetic field produced by a horseshoe magnet can be used to flip the bits in a STTRAM memory array. Therefore, magnetic field can be exploited by the adversary to scramble the data in LLC to launch denial of service (DoS) attack or simply increase the miss-rate affecting the overall performance of the system. We investigate data security of STTRAM last level cache under magnetic attack. The magnetic attack could be gradually ramping and/or sudden in nature. We propose three techniques to avoid errors in presence of magnetic attack, (a) stalling where the system is halted during attack; (b) cache bypass during gradually ramping attack where the last level cache (LLC) is bypassed and the upper level caches interact directly with the main memory; and, (c) checkpointing along with bypass during sudden attack where the processor states are saved periodically and the LLC is written back at regular intervals. During attack, the system goes back to the last checkpoint and the computation continues with bypassed cache.
In addition to challenges involved with STTRAM, DWM suffers from shift latency and shift power overhead, aspect ratio mismatch and segregated read and write heads. We propose circuit and architectural techniques to overcome DWM design challenges. We propose layout techniques such as sharing of diffusion, bitlines and shift lines to improve bitcell density. Circuit techniques such as merged read-write head to improve bitcell density, and shift gating to reduce shift power are proposed. Micro-architecture techniques such as cache segregation using a novel replacement policy as well as dynamic current boosting based on workload are proposed to mitigate shift power and shift latency. Finally, adaptive write and shift current boosting is proposed to mitigate process variation induced performance and power degradation.

The speed gap between the processor and memory, impedes the continuous performance improvement of traditional von Neumann architecture. To address this challenge, extensive amount of research is performed to explore alternative non-von Neumann architectures based on the concept of computing in memory. Recent experimental studies have revealed that RRAM is promising alternative to implement main memory due to small footprint and zero stand by power. Therefore, realizing logic operations within RRAM crossbar arrays is a promising approach to implement computing in memory systems. However, RRAM crossbar array suffers from sneak-path problem which results in poor sense margin, higher power consumption, and limited array size. We propose a low-power dynamic computing in memory system which can implement various functions in Sum of Product (SOP) form in RRAM crossbar array architecture. The proposed technique benefits from nonlinear characteristic of selector diode to improve sense margin in order to implement higher fan-in logic gates. In addition, this technique decreases power consumption significantly by eliminating the static current flow for performing logical operation compared to static CIM and, eliminates the need of writing into the bitcell to perform logical operations compared to MAGIC.
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