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Abstract

With the recent growth in network connectivity, the issue of securing informa-

tion against unauthentic and adversarial parties has become essential. By exploiting

the intrinsic noise in physical communication channels, provable –information theoretic–

security guarantees can be provided even against adversaries with unlimited computation

capabilities. Earlier approaches in physical layer security typically assume the adversary

is weaker than the legitimate terminals, and is a passive entity which does not design

attacks. This thesis aims at addressing these issues, with the goal of bringing the in-

formation theoretic security vision closer to reality. Our approach includes introducing

stronger adversaries in existing models, as well as introducing new adversarial models in

emerging communication systems.

We begin with considering the multiple antenna Gaussian wiretap channel. An

adversary which has resources to deploy more antennas than the legitimate terminals can

deteriorate, or even preclude, secure communication. Enlisting a multiantenna terminal

with the specific goal of diminishing the adversary’s reception can re-enable secure com-

munication. Towards that end, we characterize the secrecy capacity pre-log factor, i.e.,

the secure degrees of freedom (s.d.o.f.), of the multiple antenna wiretap channel with a

multiantenna cooperative jammer, for all possible antenna configurations. Achievability

is established by developing a variety of signaling, beamforming, and alignment schemes

which vary according to the relative number of antennas at each terminal. Among these

schemes, we devise a projection and cancellation decoding scheme that is optimal for
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certain antenna configurations. Our results show that positive s.d.o.f. is attainable as

long as the combined number of transmit antennas is greater than the number of the

adversary’s antennas.

We next turn our focus to the wiretap II channel, introduced back in 1984. The

wiretap II channel provides an adversary model that is well received mainly due to its

elegance in featuring a designed attack. Additionally, the model has an impact on several

problems such as secure network coding, linear codes for secrecy, and adversarial erasure

channels. The original communication theoretic version of the model has remained linked

to the noiseless legitimate channel assumption for almost three decades. We introduce a

noisy, i.e., discrete memoryless, legitimate channel to the model, and derive inner and

outer bounds on its capacity-equivocation region, which match for certain cases. The

achievability relies on combining random coding and random partitioning.

Subsequently, we introduce a generalized wiretap channel model which subsumes

both the classical wiretap and wiretap II with a noisy main channel models as special

cases. In this model, the adversary chooses a subset of the codeword symbols to tap

into, while observing the remainder through a noisy channel. We identify the strong

secrecy capacity of the model, and show that it is identical to the secrecy capacity when

the subset is randomly chosen by nature. Achievability is established by utilizing source-

channel duality, and concentration of measures to prove a super-exponential convergence

rate for the security measure, which dominates the exponentially many possible strategies

for the adversary. Converse is derived by using Sanov’s theorem in method of types.

Next, we investigate several multi-terminal extensions of our generalized wiretap

model, including the multiple access and broadcast wiretap channels, and the interference
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and broadcast channels with confidential messages. These extensions require non trivial

generalizations of the tool set we develop for the single user case. Our results for the

generalized wiretap model and its multiterminal extensions demonstrate the robustness

of stochastic wiretap encoding against a powerful adversary which chooses where to tap.

Finally, we introduce a new model, namely the notion of cache tapping into the

information theoretic models of coded caching, in which the adversary taps into a subset

of symbols of its choice either from the cache placement, delivery, or both phases. The

legitimate parties know neither the relative fractions of tapped symbols in each phase,

nor their positions. We identify the strong secrecy capacity for the instance of two

users and two library files. We derive lower and upper bounds on the strong secrecy file

rate for a library size of three or larger. Achievability is established by a code design

which integrates wiretap coding, security embedding codes, one-time pad keys, and coded

caching techniques. Our results establish that strong information theoretic security is

possible against a powerful adversary which optimizes its chosen attack over both phases

of communication in a cache-aided system.
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Chapter 1

Introduction

Back in 1949, Shannon has established the fundamental principles of secure com-

munications. In particular, he has introduced the notion of perfect secrecy that is

achieved when the enemy crypt-analyst’s equivocation about the message is equal to

the apriori uncertainty of the message [105]. For a noiseless communication channel

and an external adversary which has noiseless access to the communication, Shannon

has shown that perfect secrecy requires a one-time pad key whose length is larger than

or equal to the length of the message. Both cryptographic and information theoretic

security have emerged from Shannon’s work. The mathematical cryptographic schemes

on one hand focus on the practical aspect of a computationally-limited crypt-analyst

and rely on the computational hardness of solving certain problems such as prime fac-

torization of large integers. Information theoretic secrecy on the other hand focuses on

the practical assumption of noisy communication channels and rely on exploiting the in-

trinsic noise in the channel to secure the legitimate communication against a wiretapper

with unbounded computational power.

Wyner in [121] has introduced the wiretap channel and the notion of secrecy

capacity, where a legitimate transmitter and receiver are communicating over a discrete

memoryless channel, referred to as the legitimate (main) channel, in the presence of a

wiretapper which overhears the legitimate communication through a cascaded second
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discrete memoryless channel, referred to as the wiretapper channel. Wyner’s wiretap

model is extended to a general discrete memoryless setting in [23] and to the Gaussian

channel in [61]. Subsequently, an extensive body of work has been devoted to study a

variety of network information theoretic extensions of Wyner’s wiretap model, such as the

broadcast channel [31,67,92], the multiple access channel [64,112,113], the fading channel

[34, 57], the interference channel [41], the relay channel [28, 40, 60, 95], the compound

channel [56,62], and two-way communications [42].

The majority of research in information theoretic security literature assume an

adversary model in which the adversary is (i) weaker than the legitimate terminals, and

(ii) a passive entity which only listens to the legitimate communication through a noisy

channel, and does not perform an active or chosen attacks. The adversary however is

a malicious entity which potentially attempts to turn the communication scenario into

its favor, and can have a resource advantage over the legitimate terminals. It is thus

essential to address these challenges in order for the research in information theoretic

security to move forward toward real systems. In this thesis, we aim at addressing

more capable models for the adversary, and we show that information theoretic security

guarantees against such adversaries are possible. We first consider an adversary which

potentially has more resources (antennas) than the legitimate terminals. We next intro-

duce adversarial models in which the adversary performs chosen codeword (cipher-text)

attacks, and study multi-terminal extensions of these models. Finally, we study the im-

pact of the chosen adversarial attacks in multiple phase communication setups, such as

the cache-aided communication system.
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With regard to the secrecy measure in information theoretic secrecy literature, the

majority of works assume a weak secrecy metric which requires the mutual information

between the wiretapper’s observation and the message, normalized with respect to the

block-length n, to vanish asymptotically with n. With this weak constraint, the wire-

tapper is able to access a substantial amount of information about the message, which

increases at a rate that is strictly less than n. References [22,75,77] have addressed this

drawback of the weak secrecy metric, and introduced a stronger metric, termed as strong

secrecy, in which the overall mutual information between the wiretapper’s signal and the

message is required to vanish with n. Unlike for the secrecy results under the weak

metric, there has not been a standard approach in the literature for proving secrecy with

respect to this stronger metric. Instead, several approaches were considered for strong

secrecy proofs such as privacy amplification [11] and channel resolvability [37], see for

example [16,22,43,75]. With the exception of Chapters 3 and 4, we consider the strong

secrecy metric for the models presented in this thesis, and develop the necessary tools

to prove strong security.

1.1 Adversarial Resource Advantage

Coding design for the wiretap channel relies on adding randomness in mapping

each message to a codeword, i.e., stochastic encoding, such that the wiretapper is kept

ignorant of the message, while the legitimate receiver is able to decode the message.

This can be easily achieved when there is a physical advantage for the legitimate channel

over the wiretapper channel and results in positive secure communication rates. When

that is not the case, the features that the wireless medium brings can serve as tools to
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create an overall channel that is advantageous for the legitimate parties. These include

(i) utilizing multiple transmit and/or receive antennas in order to creat an advantage

for the legitimate channel [58], or (ii) employing one or more helper nodes, which can be

legitimate nodes in the network or external nodes augmented to the network, to transmit

intentional interference with the specific goal of diminishing the reception capability of

the wiretapper, known as cooperative jamming [111,113].

In Chapter 3, we study the multiple antenna Gaussian wiretap channel, and intro-

duce a multi-antenna cooperative jammer to the model in order to provide a secrecy rate

that scales with transmit power.1 We characterize the pre-log factor of the secrecy ca-

pacity, i.e., the secure degrees of freedom (s.d.o.f.), of the channel for all possible antenna

configurations [81–84,89]. The achievability is based on a variety of signaling, beamform-

ing, and alignment schemes in order to handle different antenna configurations. We show

that whenever the s.d.o.f. is integer valued, Gaussian signaling for both transmission and

cooperative jamming, linear precoding, and linear receiver processing, are sufficient for

achieving the s.d.o.f. of the channel. By contrast, when the s.d.o.f. is not an integer, the

achievable schemes need to rely on structured, i.e., discrete, signaling at the transmitter

and the cooperative jammer. For the latter case, we devise a projection and cancella-

tion decoding scheme which involves joint signal space and signal scale alignment in the

complex plane [59,71]. The converse is established by combining an upper bound which

allows for full cooperation between the transmitter and the cooperative jammer, with

another upper bound which exploits the secrecy and reliability constraints. Overall, our

1For a multiple antenna Gaussian wiretap channel, the secrecy capacity of the channel does
not scale with the transmit power whenever the wiretapper has more antennas than the legitimate
transmitter [58].
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results show that positive s.d.o.f. for the channel is attainable as long as the combined

number of transmit antennas, i.e., the combined number of antennas at the transmitter

and the cooperative jammer, is greater than the number of antennas at the wiretapper.

1.2 Adversarially Designed Attacks and Multi-terminal Extensions

Ozarow and Wyner in [96] have introduced the wiretap II channel which models

a noiseless legitimate channel, and a wiretapper which taps into a subset of its choosing

of the transmitted symbols. The wiretap II model has received relatively less atten-

tion, mainly due to technical challenges in generalizing the model outside of this special

communication setting. Yet, the notion of providing the wiretpper with this additional

capability of choosing what to observe is appealing and represents a positive step towards

providing confidentiality guarantees in stronger attack models.

In Chapter 4, we introduce a discrete memoryless legitimate channel to the wire-

tap II channel model and derive inner and outer bounds on its capacity equivocation

regions [85]. The derived bounds match for the special instance of the maximizing input

distribution being uniform. The achievability is established by identifying a class of good

codes for which there exists a good partition that achieves the required level of equivo-

cation no matter what subset the wiretapper chooses, and showing that the probability

of this class of good codes goes to one with increasing the block-length.

Further, in Chapter 5, we introduce a generalized wiretap channel model which

generalizes both the classical wiretap channel [23, 121] and the wiretap II model with a

noisy legitimate channel [85]. In this model, the legitimate channel is discrete memroy-

less and the wiretapper chooses a subset of the codeword symbols to noiselessly observe
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and observes the remainder of the codeword through a noisy channel. We characterize

the strong secrecy capacity of the model and quantify the secrecy penalty of the addi-

tional capability at the wiretapper with respect to the previous wiretap models [88,91].

We as well show that the secrecy capacity of the generalized wiretap model is identical

to the secrecy capacity when the subset of noiseless observations is randomly chosen by

nature. We establish the achievability by solving a dual secret key agreement problem

in the source model [2, 76], and converting the solution to the original channel model

using probability distribution approximation arguments. In the dual problem, a source

encoder and decoder, which observe random sequences independent and identically dis-

tributed according to the input and output distributions of the legitimate channel in the

original problem, communicate a confidential key over a public error-free channel using

a single forward transmission, in the presence of a compound wiretapping source which

has perfect access to the public discussion. The security of the key is guaranteed for

the exponentially many possibilities of the subset chosen at the wiretapper by deriving a

lemma which provides a doubly-exponential convergence rate for the probability that, for

a fixed choice of the subset, the key is uniform and independent from the public discus-

sion and the wiretapping source’s observation. The converse is derived by using Sanov’s

theorem in the method of types [21, Theorem 11.4.1] to upper bound the secrecy capac-

ity of the generalized wiretap channel by the secrecy capacity when the tapped subset is

randomly chosen by nature.

Much like what has happened with Wyner’s wiretap channel [128], exploring the

multi-terminal extensions of our generalized wiretap model is the natural next step. In

Chapter 6, we first introduce the multiple access wiretap II model with a noisy legitimate
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channel, under three different wiretapping scenarios [86, 87]. The wiretapper, as in the

classical wiretap channel II model, chooses a fixed-length subset of the channel uses on

which it obtains noise-free observations of (i) one of the codewords, (ii) a superposition

of the two codewords, or (iii) each of the two codewords. These thus extend the wiretap

II channel with a noisy legitimate channel, introduced in Chapter 4, to a multiple access

setting with a variety of attack models for the wiretapper. Next, we propose a generalized

multiple access wiretap channel model, which further generalizes the multiple access

wiretap channel II under the third wiretapping scenario, i.e., that which features the

strongest adversarial model. In this model, the wiretapper, besides choosing a subset of

the channel uses to noiselessly observe the transmitted codeword symbols of both users,

observes the remainder of the two codewords through a discrete memoryless multiple

access channel [90]. Achievable strong secrecy rate regions for all the proposed models

are derived. As for the single user case, achievability is established using source-channel

duality, i.e., solving the problem in the dual multi-terminal secret key agreement source

model and inferring the design for the encoders and decoder of the original multiple access

channel from the solution of the dual problem. This requires extending the tool set we

derived for the single source case in Chapter 5 to the case of two independent sources. The

derived achievable rate regions quantify the secrecy cost due to the additional capabilities

of the wiretapper with respect to the previous multiple access wiretap models.

In Chapter 7, we further examine secure communication in multi-receiver models

when the eavesdropping terminal is capable of tapping into a subset of its choosing of the

transmitted codeword(s) symbols. This generalizes the classical multi-receiver wiretap

models [9, 26, 34, 67] into those with chosen adversarial attacks. In particular, we first
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propose a generalized two-user broadcast wiretap channel in the presence of a wiretapper

which has perfect access to a fixed-size subset of its choosing of the transmitted symbols,

while observing the remainder through a noisy channel. Additionally, we introduce

generalized models for the two-user broadcast and interference channels with confidential

messages. In these models, each receiver, besides its noisy observations, is provided with

a subset of noiseless observations for the transmitted codeword(s) symbols. Achievable

strong secrecy rate regions for these three models are derived. Achievability is established

by source-channel duality, and requires extending the tools we develop in Chapter 5 to

multiple correlated sources. For the generalized broadcast wiretap channel, the optimality

of the proposed achievable scheme is established for two special cases. In general, the

derived rate region for this model extends Marton’s inner bound [30, Theorem 8.4] for

the two user broadcast channel with a common message to the proposed setting, and

indicates the secrecy cost due to the additional capability at the wiretapper. For the

generalized broadcast and interference channels with confidential messages, the size of

the subset at each receiver induces a trade-off between their rates. We highlight the

special instance of the generalized broadcast channel with confidential messages, when

one receiver is degraded with respect to the other and only the degraded receiver is

provided with the subset of noiseless observations. In this case, the degraded receiver

has a positive rate after a certain threshold of its noiseless observations, i.e., with the

aid of these symbols.
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1.3 Attacks in a Cache-aided Communication System

Caching is a technique proposed to efficiently reduce network traffic congestion by

storing popular information contents at the cache memories of end users earlier during off-

peak times [4,25]. Reference [72] has shown that a careful design of cache contents at the

end users in a multi-receiver setting allows the transmitter to send delivery transmissions

that are simultaneously useful for many users, termed as coded caching. Coded caching

with security requirements has recently been studied in [8, 53, 98, 103, 130–132]. These

references assume secure cache placement. At the other extreme, if cache placement were

to be perfectly accessed by an adversary, the presence of cache memories cannot increase

the secrecy capacity [2,106]. One might hence think of an intermediate scenario in which

the adversary may have partial access to cache placement. The wiretap II model we have

studied in Chapters 4, 5, 6, and 7, provides a model for an adversary with partial access

to the legitimate communication in terms of a threshold on the fraction the adversary is

able to tap into the communications.

In Chapter 8, we introduce the wiretap II channel model in the presence of mul-

tiple receivers equipped with fixed-size cache memories, and an adversary which is able

to choose symbols to tap into from cache placement, in addition to or in lieu of, delivery

transmission. The model is hence termed the caching broadcast channel with a wire

and cache tapping adversary of type II. The legitimate parties know neither whether

cache placement, delivery, or both phases are tapped, nor the positions in which they

are tapped. Only the size of the overall tapped set is known. For the instance of two

receivers and two library files, we identify the strong secrecy capacity of the model, i.e.,
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the maximum achievable file rate while keeping the overall library strongly secure. Lower

and upper bounds on the achievable strong secrecy file rate are derived when the library

has more than two files. In order to establish the achievability, we propose a code design

which combines wiretap coding, security embedding codes, one-time pad keys, and coded

caching. A genie-aided upper bound, in which a genie provides the transmitter with user

demands before cache placement, establishes the converse for the two files instance. For

the library of more than two files, the upper bound is constructed by three successive

channel transformations. Our results establish that strong information theoretic security

is possible against a powerful adversary which optimizes its attack over both phases of

communication in a cache-aided system.
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Chapter 2

Notation and Preliminaries

2.1 Notation

We first provide the notation we use throughout the remainder of the thesis.

Scalars are denoted by lower-case letters while random variables are denoted using upper-

case letters. Vectors are denoted by bold lower-case super-scripted letters, while their

components are denoted by lower-case sub-scripted letter. Similar convention, but with

upper-case letters, is used for random vectors and their components. The vector’s super-

script is dropped when its dimension is clear from the context. Matrices are also denoted

by bold upper-case super-scripted letters. The distinction between matrices and random

vectors should be clear from the context. Sets are denoted using calligraphic fonts.

We use N, Q, Z, R, C, to denote the sets of natural, rational, integer, real,

and complex numbers, respectively. ZC denotes the set of complex integers, i.e., ZC ,

{n+ jm : n,m ∈ Z}. ForQ ∈ Z, the set of integers {−Q, · · · , Q} is denoted by (−Q,Q)Z.

For a, b ∈ R, [a : b] denotes the integers between a and b, i.e., [a : b] , {i ∈ Z : a ≤ i ≤ b}.

For S ⊆ N, XS denotes the sequence {Xi}i∈S . We use A[1:n] to denote the

sequence of variables {A1, A2, · · · , An}. For matrix A, N (A) denotes its null space,

det(A) denotes its determinant, and ||A|| denotes its induced norm. For vector V, ||V||

denotes its Euclidean norm, and Vj
i

denotes the ith to jth components in V. We use |.|

to denote the cardinality or the absolute value, when used for a set or a real (complex)
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number, respectively. We use Vn to denote the n-letter extension of the random vector

V, i.e., Vn = [V(1) V(2) · · ·V(n)]. The operators T , H , and † denote the transpose,

Hermitian, and pseudo inverse operations. A circularly symmetric Gaussian random

vector with zero mean and covariance matrix K is denoted by CN (0,K).

All logarithms are taken to be base 2. We use j =
√
−1 to denote the imaginary

unit in a complex number. 0m×n denotes an m × n matrix of zeros, and In denotes an

n×n identity matrix. For two sets A1 and A2, we use A1×A2 to denote their Cartesian

product. AT denotes the T -fold Cartesian product of the set A. For W1,W2 ∈ [1 : M ],

W1⊕W2 denotes the bit-wise XOR on the binary bit strings that correspond to W1 and

W2.

We use 1{A} to denote the indicator function of the event A. We use upper-case

letters to denote random probability distributions, e.g., PX , and lower-case letters to

denote deterministic probability distributions, e.g., pX . We use pU
X

to denote a uniform

distribution over the random variable X. The argument of the probability distribution

is omitted when it is clear from its subscript, and vice versa. V(pX , qX) and D(pX ||qX)

denote the total variation distance and the Kullback-Leibler (K-L) divergence between

the distributions pX and qX . We use {εn}n≥1 to denote a sequence of positive real

numbers such that εn → 0 as n→∞.

2.2 Preliminaries

In this section, we provide the definitions and preliminary results we utilize

throughout the remainder of the thesis.
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2.2.1 Definitions and Results from Transcendental Number Theory

Transcendental number theory deals with transcendental numbers which are not

solutions of any polynomial equation with integer coefficients. One corner result in

the field of classification of transcendental complex numbers provides a bound on the

absolute value of a complex algebraic number with rational coefficients in terms of its

height, i.e., the maximum coefficient [59,109,110]. We utilize this result in Chapter 3 in

order to extend real interference alignment [78] to complex channels.

In order to present the desired result, let us first define the Diophantine exponent

of a length-n complex vector.

Definition 1. [59] The Diophantine exponent ω(z) of z ∈ Cn is defined as

ω(z) , sup
{
v : |p+ z.q| ≤ (||q||∞)−v for infinetly many q ∈ Zn, p ∈ Z

}
, (2.1)

where q = [q1 q2 · · · qn]T and ||q||∞ = max
i
|qi|.

Next, we state the following lemma, which determines the Diophantine exponent

for almost all length-n complex vectors.

Lemma 1. [59] For almost all z ∈ Cn, the Diophantine exponent ω(z) is equal to n−1
2 .

2.2.2 Distance Measures and Concentration Inequalities

We first present the following two measures, which we extensively utilize through-

out the thesis.
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Definition 2. The total variation distance between two probability distributions pX and

qX , defined on the same probability space, is given by

V(pX , qX) ,
1

2

∑
x∈X
|p(x)− q(x)|

=
∑

x∈X : p(x)>q(x)

[p(x)− q(x)]. (2.2)

Definition 3. The Kullback-Leibler divergence, or relative entropy, between the two

distributions pX and qX , defined on the same probability space, is given by

D(pX ||qX) ,
∑
x∈X

pX(x) log
pX(x)

qX(x)
. (2.3)

The following Lemma states two properties for the total variation distance be-

tween two distributions defined on the same probability space.

Lemma 2. (Properties of Total Variation Distance) [24, Lemmas V.1 and V.2]:

Consider the joint distributions pX,Y = pXpY |X and qX,Y = qXqY |X , defined on the same

alphabet X × Y. Then, we have,

V(pX , qX) ≤ V(pX,Y , qX,Y ) (2.4)

V(pXpY |X , qXpY |X) = V(pX , qX). (2.5)

Next, we present Hoeffding’s inequality and a variation on Chernoff’s inequality.

The two inequalities provide exponentially decaying upper bounds, with different degrees

of strength, on the tail distribution of the sum of independent random variables.
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We first state Hoeffding’s inequality in the following lemma.

Lemma 3. (Hoeffding’s Inequality) [46, Theorem 2]:

Let U1, U2, · · · , Un be independent random variables with Ui ∈ [0, b] for all i ∈ [1 : n],

and let m̄ = 1
n

∑n
i=1

E(Ui). Then, for ε > 0, we have

P

(
1

n

n∑
i=1

Ui ≤ (1− ε)m̄
)
≤ exp

(
−2ε2m̄2

b2
n

)
. (2.6)

Next, we state the variation on Chernoff’s bound.

Lemma 4. (A variation on Chernoff bound:) Let U1, U2, · · · , Un be a sequence of non-

negative independent random variables with respective means E(Ui) = m̄i. If Ui ∈ [0, b],

for all i ∈ [1 : n], and
∑n

i=1
m̄i ≤ m̄, then, for every ε ∈ [0, 1], we have

P

(
n∑
i=1

Ui ≥ (1 + ε)m̄

)
≤ exp

(
−ε2 m̄

3b

)
. (2.7)

Proof: The proof is adapted from [33, Appendix C]. The details are provided in Ap-

pendix A. �

2.2.3 Selection Lemma

The selection lemma below is utilized in the achievability proofs in Chapters 5, 6,

and 7, for channel (source) coding problems, in order to show the existence of a codebook

(a source binning realization) which simultaneously satisfies multiple constraints.

Lemma 5. (Selection Lemma) [14, Lemma 2.2]:

Let A1, A2, · · · , An be a sequence of random variables where An ∈ An, and let Fn =
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f1,n, · · · , fM,n

}
be a finite set of bounded functions fi,n : An 7→ R+, i ∈ [1 : M ], such

that |Fn| = M does not depend on n, and

lim
n→∞

EAn
(
fi,n(An)

)
= 0 for all i ∈ [1 : M ]. (2.8)

Then, there exists a specific realization {a∗
n
} of the sequence {An} such that

lim
n→∞

fi,n(a∗
n
) = 0 for all i ∈ [1 : M ]. (2.9)
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Chapter 3

Multiple Antenna Wiretap Channel with

a Multi-antenna Cooperative Jammer

3.1 Introduction

The secrecy capacity region for most of multi-terminal models remain open de-

spite significant progress on bounds and associated insights. Recent work thus includes

efforts that concentrate on characterizing the more tractable high signal-to-noise ratio

(SNR) scaling behavior of secrecy capacity region for Gaussian multi-terminal mod-

els [39,45,56,122–124]. Among the multi-transmitter models studied, a recurrent theme

in achievability is enlisting one or more terminals to transmit intentional interference with

the specific goal of diminishing the reception capability of the eavesdropper, known as co-

operative jamming [111]. For the Gaussian wiretap channel, adding a cooperative jammer

terminal transmitting Gaussian noise can improve the secrecy rate considerably [113],

albeit not the scaling of the secrecy capacity with power at high SNR. Recently, ref-

erence [45] has shown that, for the Gaussian wiretap channel, adding a cooperative

jammer and utilizing structured codes for message transmission and cooperative jam-

ming, i.e., transmitted signals from discrete constellations, provide an achievable secrecy

rate scalable with power, i.e., a positive secure degrees of freedom (s.d.o.f.), an improve-

ment from the zero degrees of freedom of the Gaussian wiretap channel. More recently,
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reference [122] has proved that, for this channel, the s.d.o.f. 1
2 , achievable by code-

books constructed from integer lattices along with real interference alignment, is tight.

References [123, 124] have subsequently identified the s.d.o.f. region for multi-terminal

Gaussian wiretap channel models.

While the above development is for single-antenna terminals, multiple antennas

have also been utilized to improve secrecy rates and s.d.o.f. for several channel models

[27, 38, 44, 55, 56, 58, 68, 69, 94, 104]. The secrecy capacity of the multi-antenna (MIMO)

wiretap channel, identified in [58], scales with power only when the legitimate transmitter

has an advantage over the eavesdropper in the number of antennas. It then follows

naturally to utilize a cooperative jamming terminal to improve the secrecy rate and

scaling for multi-antenna wiretap channels as well which is the focus of this chapter.

In this chapter, we study the multi-antenna wiretap channel with a multi-antenna

cooperative jammer. We characterize the high SNR scaling of the secrecy capacity,

i.e., the secure degrees of freedom (s.d.o.f.), of the channel with Nc antennas at the

cooperative jammer, Nt antennas at the transmitter, Nr antennas at the receiver, Ne

antennas at the eavesdropper, under the assumption of known channel state information

at all terminals. The achievability and converse techniques both are methodologically

developed for ranges of the parameters, i.e., the number of antennas at each terminal.

The upper and lower bounds for all parameter values are shown to match one another.

We remark that secure degrees of freedom for single and multiple antenna wiretap

channels have recently been investigated under the assumption of unknown eavesdropper

channel state information at the legitimate terminals. The secure degrees of freedom for
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the single-antenna wiretap channel with multiple helpers, multiple-access wiretap chan-

nel, and interference wiretap channel, with unknown and static eavesdropper channel,

have been derived in [79]. The strongly secure degrees of freedom of the multiple an-

tenna wiretap channel with unknown and varying eavesdropper channel is established

in [44] by showing the existence of a universal scheme that can counter any eavesdropper

state. [44] thus quantifies the reduction in degrees of freedom that results from universal

immunity to eavesdropping. This work, by contrast, addresses the improvement provided

by adding a multi-antenna helper in the benchmark case that is the static and known

channel state information for the MIMO wiretap channel.

The proposed achievable schemes for different ranges of the values for Nc, Nt,

Nr, and Ne all involve linear precoding and linear receiver processing. The common

goal to all these schemes is to perfectly align the cooperative jamming signals over the

information signals observed at the eavesdropper while simultaneously enabling infor-

mation and cooperative jamming signal separation at the legitimate receiver. We show

that whenever the s.d.o.f. of the channel is integer valued, Gaussian signaling both at

the transmitter and the cooperative jammer suffices to achieve the s.d.o.f. By contrast,

non-integer s.d.o.f. requires structured signaling, i.e., signals from discrete constellations,

along with joint signal space and signal scale alignment in the complex plane [59,71]. The

necessity of structured signaling follows from the fact that fractional s.d.o.f. indicates

sharing at least one spatial dimension between information and cooperative jamming

signals at the receiver’s signal space. In this case, sharing the same spatial dimension

between Gaussian information and jamming signals, which have similar power scaling,

does not provide positive degrees of freedom, and we need for structured signals that can
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be separated over this single dimension at high SNR. The tools that enable the signal

scale alignment are available in the field of transcendental number theory [59, 109, 110],

which we utilize.

Overall, this study determines the value in jointly utilizing signal scale and spatial

interference alignment techniques for secrecy and quantifies the impact of a multi-antenna

helper for the MIMO wiretap channel by settling the question of the secrecy prelog for

the (Nt×Nr×Ne) MIMO wiretap channel in the presence of an Nc-antenna cooperative

jammer, for all possible values of Nc. In contrast with the single antenna case, where

integer lattice codes and real interference alignment suffice to achieve the s.d.o.f. of the

channel, in the MIMO setting, one needs to utilize a variety of signaling, beam-forming,

and alignment techniques, in order to coordinate the transmitted and received signals

for different values of Nt, Nr, Ne, and Nc.

The remainder of the chapter is organized as follows. Section 3.2 introduces the

channel model, and Section 3.3 provides the main results. For clarity of exposition, we

first present the converse and achievability for the MIMO wiretap channel with Nt =

Nr = N in Sections 3.4 and 3.5. Section 3.6 then extends the converse and achievability

proofs for the case Nt 6= Nr. Section 3.7 discusses the results of this work and Section

3.8 concludes the chapter.

3.2 Channel Model

We consider the MIMO wiretap channel with an Nt-antenna transmitter, Nr-

antenna receiver, Ne-antenna eavesdropper, and an Nc-antenna cooperative jammer as

depicted in Fig. 3.1.
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Fig. 3.1. (Nt ×Nr ×Ne) multiple antenna wiretap channel with an Nc-antenna coop-
erative jammer.

The received signals at the receiver and eavesdropper, at the nth channel use, are

given by

Yr(n) = HtXt(n) + HcXc(n) + Zr(n) (3.1)

Ye(n) = GtXt(n) + GcXc(n) + Ze(n), (3.2)

where Xt(n) and Xc(n) are the transmitted signals from the transmitter and the coop-

erative jammer at the nth channel use. Ht ∈ CNr×Nt , Hc ∈ CNr×Nc are the channel

gain matrices from the transmitter and the cooperative jammer to the receiver, while

Gt ∈ CNe×Nt , Gc ∈ CNe×Nc are the channel gain matrices from the transmitter and

the cooperative jammer to the eavesdropper. It is assumed that the channel gains are

drawn independently from a complex-valued continuous distribution. All channel gains
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are assumed to be known at all terminals. Zr(n) and Ze(n) are the complex Gaussian

noise at the receiver and eavesdropper at the nth channel use, where Zr(n) ∼ CN (0, INr)

and Ze(n) ∼ CN (0, INe) for all n. Zr(n) is independent from Ze(n) and both are in-

dependent and identically distributed (i.i.d.) across the time index1 n. The power

constraints on the transmitted signals at the transmitter and the cooperative jammer

are E
(
XH
t

Xt

)
,E
(
XH
c

Xc

)
≤ P .

The transmitter aims to send a message W to the receiver, and keep it secret

from the external eavesdropper. A stochastic encoder, which maps the message W

to the transmitted signal Xn
t
∈ X n

t
, is used at the transmitter. The receiver uses its

observation, Yn
r
∈ Yn

r
, to obtain an estimate Ŵ of the transmitted message. Secrecy

rate Rs is achievable if for any ε > 0, there is a channel code (2nRs , n) satisfying2

Pe , P
(
Ŵ 6= W

)
≤ ε, (3.3)

1

n
H(W |Yn

e
) ≥ 1

n
H(W )− ε. (3.4)

The secrecy capacity of a channel, Cs(P ), is defined as the closure of all its achievable

secrecy rates. For a channel with complex-valued coefficients, the maximum secure

degrees of freedom (s.d.o.f.) is defined as

Ds , lim
P→∞

Cs(P )

logP
. (3.5)

1Throughout the chapter, we omit the index n whenever possible.
2We consider weak secrecy throughout this chapter.
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The cooperative jammer transmits the signal Xn
c
∈ X n

c
in order to reduce the

reception capability of the eavesdropper. However, this transmission affects the receiver

as well, as interference. The jamming signal, Xn
c
, does not carry any information. Addi-

tionally, there is no shared secret between the transmitter and the cooperative jammer.

3.3 Main Result

We first state the s.d.o.f. results for Nt = Nr = N .

Theorem 1. The s.d.o.f. of the MIMO wiretap channel with an Nc-antenna cooperative

jammer, N antennas at each of the transmitter and receiver, and Ne antennas at the

eavesdropper, is almost surely3 (a.s.)

Ds =



[N +Nc −Ne]
+, if 0 ≤ Nc ≤ Ne − min{N,Ne}

2

N − min{N,Ne}
2 , if Ne − min{N,Ne}

2 < Nc ≤ max{N,Ne}

N+Nc−Ne
2 , if max{N,Ne} < Nc ≤ N +Ne,

N, if Nc > N +Ne

(3.6)

Proof: The proof for Theorem 1 is provided in Sections 3.4 and 3.5. �

Next, in Theorem 2 below, we generalize the result in Theorem 1 to Nt 6= Nr.

Theorem 2. The s.d.o.f. of the MIMO wiretap channel with an Nc-antenna cooperative

jammer, Nt-antenna transmitter, Nr-antenna receiver, and Ne-antenna eavesdropper, is

3The subset of the channel gains for which the result does not hold has a Lebesgue measure
zero.
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a.s.

Ds =



min
{
Nr, [Nc +Nt −Ne]

+
}
, if 0 ≤ Nc ≤ N1

min
{
Nt, Nr,

Nr+[Nt−Ne]+
2

}
, if N1 < Nc ≤ N2

min
{
Nt, Nr,

Nc+Nt−Ne
2

}
, if N2 < Nc ≤ N3,

min {Nt, Nr} , if Nc > N3,

(3.7)

where,

N1 = min

{
Ne,

[
Nr

2
+

Ne −Nt

2− 1Ne>Nt

]+}
, 1Ne>Nt =


1, if Ne > Nt

0, if Ne ≤ Nt

N2 = Nr + [Ne −Nt]
+ , N3 = max {N2, 2 min {Nt, Nr}+Ne −Nt} .

Proof: The proof for Theorem 2 is provided in Section 3.6. �

Remark 1. Theorem 2 provides a complete characterization for the s.d.o.f. of the chan-

nel. The s.d.o.f. at Nc = N3 is equal to min{Nt, Nr}, which is equal to the d.o.f of

the (Nt × Nr) point-to-point MIMO Gaussian channel. Thus, increasing the number

of antennas at the cooperative jammer, Nc, over N3 cannot increase the s.d.o.f. over

min{Nt, Nr}.

Remark 2. For Nt ≥ Nr + Ne, the s.d.o.f. of the channel is equal to Nr at Nc = 0,

i.e., the maximum s.d.o.f. of the channel is achieved without the help of the cooperative

jammer.
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Remark 3. The converse proof for Theorem 2 involves combining two upper bounds for

the s.d.o.f. derived for two different ranges of Nc. These two bounds are a straightforward

generalization of those derived for the symmetric case in Theorem 1. However, combining

them is more tedious since more cases of the number of antennas at the different terminals

should be handled carefully. Achievability for Theorem 2 utilizes similar techniques to

those used for Theorem 1 as well, where handling more cases is required. For clarity

of exposition, we derive the s.d.o.f. for the symmetric case first in order to present the

main ideas, and then utilize these ideas and generalize the result to the asymmetric case

of Theorem 2.

For illustration purposes, the s.d.o.f. for Nt = Nr = Ne = N , and Nc varying

from 0 to 2N , is depicted in Fig. 3.2. The s.d.o.f. curves with N even and odd are

shown in Fig. 3.2a and Fig. 3.2b, respectively.

We provide the discussion of the results of this work in Section 3.7.

3.4 Converse for Nt = Nr = N

In Section 3.4.1, we derive the upper bound for the s.d.o.f. for 0 ≤ Nc ≤ Ne. In

Section 3.4.2, we derive the upper bound for max{N,Ne} ≤ Nc ≤ N + Ne. The two

bounds are combined in Section 3.4.3 to provide the desired upper bound in (3.6).

3.4.1 0 ≤ Nc ≤ Ne

Allow for full cooperation between the transmitter and the cooperative jammer.

This cooperation cannot decrease the s.d.o.f. of the channel, and yields a MIMO wiretap
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N

N

2N

N
2

Nc
0 1 2 N

2
· · ·· · ·

Ds

1

2

...

· · ·

...

N even.

N−1
2

N

N

2N

N
2

Nc
0 1 2 N+1

2
· · · · · ·· · ·

Ds

N−1
2

1

2

...

...

N odd.

Fig. 3.2. Secure degrees of freedom for a MIMO wiretap channel, with N antennas at
each of its nodes, and a cooperative jammer with Nc antennas, where Nc varies from 0
to 2N .
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channel with N + Nc-antenna transmitter, N -antenna receiver, and Ne-antenna eaves-

dropper. It has been shown in [58] that, at high SNR, i.e., P →∞, the secrecy capacity

of this channel, Cs(P ), takes the asymptotic form

Cs(P ) = log det

(
IN +

P

p
HG]HH

)
+ o(logP ), (3.8)

where lim
P→∞

o(logP )
logP = 0, H ∈ CN×(N+Nc) and G ∈ CNe×(N+Nc) are the channel gains

from the combined transmitter to the receiver and eavesdropper, and G] is the projection

matrix onto the null space of G, N (G). p , dim
{
N (H)⊥ ∩N (G)

}
, where N (H)⊥ is

the space orthogonal to the null space of H. Due to the randomly generated channel

gains, if a vector x ∈ N (G), then x ∈ N (H)⊥ a.s., for all 0 ≤ Nc ≤ Ne. Thus,

p = dim(N (G)) = [N +Nc −Ne]
+.

HG]HH can be decomposed as

HG]HH = Ψ

0(N−p)×(N−p) 0(N−p)×p

0p×(N−p) Ω

ΨH , (3.9)

where Ψ ∈ CN×N is a unitary matrix and Ω ∈ Cp×p is a non-singular matrix [58]. Let

Ψ = [Ψ1 Ψ2], where Ψ1 ∈ CN×(N−p) and Ψ2 ∈ CN×p. Substituting (3.9) in (3.8) yields

Cs(P ) = log det

(
IN +

P

p
Ψ2ΩΨH

2

)
+ o(logP ) (3.10)

= log det

(
Ip +

P

p
ΩΨH

2
Ψ2

)
+ o(logP ) (3.11)
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= logP pdet

(
1

P
Ip +

1

p
Ω

)
+ o(logP ) (3.12)

= p logP + o(logP ), (3.13)

where (3.11) follows from Sylvester’s determinant identity and (3.12) follows from Ψ

being unitary.

Thus, the s.d.o.f. of the original channel, for 0 ≤ Nc ≤ Ne, is upper bounded as

Ds ≤ lim
P→∞

Cs(P )

logP
= lim

P→∞

p logP + o(logP )

logP
(3.14)

= [N +Nc −Ne]
+. (3.15)

3.4.2 max{N,Ne} < Nc ≤ N +Ne

The upper bound we derive here is inspired by the converse of the single antenna

Gaussian wiretap channel with a single antenna cooperative jammer derived in [122],

though as we will see shortly, the vector channel extension resulting from multiple an-

tennas does require care. Let φi, for i = 1, 2, · · · , 10, denote constants which do not

depend on the power P .

The secrecy rate Rs can be upper bounded as follows

nRs = H(W ) (3.16)

= H(W )−H(W |Yn
e
) +H(W |Yn

e
)−H(W |Yn

r
) +H(W |Yn

r
) (3.17)

≤ nε+H(W |Yn
e
)−H(W |Yn

r
,Yn

e
) + nδ (3.18)

= I(W ; Yn
r
|Yn

e
) + nφ1 (3.19)
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= h(Yn
r
|Yn

e
)− h(Yn

r
|W,Yn

e
) + nφ1 (3.20)

≤ h(Yn
r
|Yn

e
)− h(Yn

r
|W,Yn

e
,Xn

t
,Xn

c
) + nφ1 (3.21)

= h(Yn
r
,Yn

e
)− h(Yn

e
)− h(Zn

r
) + nφ1, (3.22)

where (3.18) follows since H(W ) − H(W |Yn
e
) ≤ nε by the secrecy constraint in (3.4),

H(W |Yn
r
) ≤ nδ by Fano’s inequality, and H(W |Yn

r
) ≥ H(W |Yn

r
,Yn

e
) by the fact

that conditioning does not increase entropy, (3.22) follows since Zn
r

is independent from

{W,Yn
e
,Xn

t
,Xn

c
}, and φ1 = ε+ δ.

Let X̃t = Xt+Z̃t and X̃c = Xc+Z̃c, where Z̃t ∼ CN (z,Kt) and Z̃c ∼ CN (0,Kc).

The covariance matrices, Kt and Kc, are chosen as Kt = ρ2IN and Kc = ρ2INc , where

0 < ρ ≤ 1/max
{
||HH

c
||,
√
||GH

t
||2 + ||GH

c
||2
}

. Note that X̃t and X̃c are noisy versions

of the transmitted signals Xt and Xc, respectively. Z̃t is independent from Z̃c and

both are independent from {Xt,Xc,Zr,Ze}. Z̃n
t

and Z̃n
c

are i.i.d. sequences of the

random vectors Z̃t and Z̃c. In addition, let Z̃1 = −HtZ̃t − HcZ̃c + Zr and Z̃2 =

−GtZ̃t − GcZ̃c + Ze. Note that Z̃1 ∼ CN
(
z,ΣZ̃1

)
and Z̃2 ∼ CN

(
z,ΣZ̃2

)
, where

ΣZ̃1
= HtKtH

H
t

+ HcKcH
H
c

+ IN and ΣZ̃2
= GtKtG

H
t

+ GcKcG
H
c

+ INe . Z̃n
1

and Z̃n
2

are i.i.d. sequences of Z̃1 and Z̃2, since each of Zn
r
,Zn

e
, Z̃n

t
, Z̃n

c
is i.i.d. across time. The

choice of Kt and Kc above guarantees the finiteness of h(Z̃t), h(Z̃c), h(Z̃1), and h(Z̃2) as

shown in Appendix B. Starting from (3.22), we have

nRs ≤ h(Yn
r
,Yn

e
)− h(Yn

e
) + nφ2 (3.23)

= h(Yn
r
,Yn

e
, X̃n

t
, X̃n

c
)− h(X̃n

t
, X̃n

c
|Yn

r
,Yn

e
)− h(Yn

e
) + nφ2 (3.24)
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≤ h(X̃n
t
, X̃n

c
) + h(Yn

r
,Yn

e
|X̃n

t
, X̃n

c
)− h(X̃n

t
, X̃n

c
|Yn

r
,Yn

e
,Xn

t
,Xn

c
)− h(Yn

e
) + nφ2

(3.25)

≤ h(X̃n
t
) + h(X̃n

c
) + h(Yn

r
|X̃n

t
, X̃n

c
) + h(Yn

e
|X̃n

t
, X̃n

c
)− h(Z̃n

t
, Z̃n

c
)− h(Yn

e
) + nφ2

(3.26)

= h(X̃n
t
) + h(X̃n

c
) + h(Z̃n

1
|X̃n

t
, X̃n

c
) + h(Z̃n

2
|X̃n

t
, X̃n

c
)− h(Yn

e
) + nφ3 (3.27)

≤ h(X̃n
t
) + h(X̃n

c
) + h(Z̃n

1
) + h(Z̃n

2
)− h(Yn

e
) + nφ3 (3.28)

= h(X̃n
t
) + h(X̃n

c
)− h(Yn

e
) + nφ4, (3.29)

where (3.26) follows since Z̃n
t

and Z̃n
c

are independent from {Xn
t
,Xn

c
,Yn

r
,Yn

e
}, φ2 =

φ1 − h(Zr), φ3 = φ2 − h(Z̃t)− h(Z̃c), and φ4 = φ3 + h(Z̃1) + h(Z̃2).

We have utilized the noisy versions X̃t = Xt + Z̃t and X̃c = Xc + Z̃c instead

of Xt, Xc so that (3.24)-(3.29) hold whether Xt,Xc are continuous or discrete random

vectors. This requires continuing the analysis with stochastically equivalent versions of

Yr,Ye in which they are expressed as functions of X̃t and/or X̃c. To do so, we divide

the Gaussian noise Zr,Ze into sums of other independent Gaussian noise variables. The

infinite divisibility of the Gaussian distribution ensures such division of Zr,Ze. We now

consider the following two cases.

Case 1: Ne ≤ N

We first lower bound h(Yn
e
) in (3.29) as follows. Using the infinite divisibility of

Gaussian distribution, we can express a stochastically equivalent form of Ze, denoted by
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Z′
e
, as

Z′
e

= GtZ̃t + Z̃e. (3.30)

where4 Z̃e ∼ CN (z, INe −GtKtG
H
t

) is independent from {Z̃t, Z̃c,Xt,Xc,Zr}. Z̃n
e

is an

i.i.d. sequence of the random vectors Z̃e. Using (3.30), a stochastically equivalent form

of Yn
e

is

Y′
e

n
= GtX̃

n
t

+ GcX
n
c

+ Z̃n
e
. (3.31)

Let Xt =
[
Xt,1 · · ·Xt,N

]T
, Z̃t = [Z̃t,1 · · · Z̃t,N ]T , and X̃t = [X̃T

t1
X̃T
t2

]T , where

X̃t1 = [X̃t,1 · · · X̃t,Ne ]
T , X̃t2 = [X̃t,Ne+1 · · · X̃t,N ]T , and X̃t,k = Xt,k+Z̃t,k, k = 1, 2, · · · , N .

In addition, let Gt =
[
Gt1 Gt2

]
, where Gt1 ∈ CNe×Ne and5 Gt2 ∈ CNe×(N−Ne). Using

(3.31), we have

h(Yn
e
) = h(Y′

e

n
) = h(GtX̃

n
t

+ GcX
n
c

+ Z̃n
e
) (3.32)

≥ h(GtX̃
n
t
) = h(Gt1X̃

n
t1

+ Gt2X̃
n
t2

) (3.33)

≥ h(Gt1X̃
n
t1

+ Gt2X̃
n
t2
|X̃n

t2
) = h(Gt1X̃

n
t1
|X̃n

t2
) (3.34)

= h(X̃n
t1
|X̃n

t2
) + n log | det(Gt1)|. (3.35)

4The choice of Kt guarantees that INe
−GtKtG

H
t

is a valid covariance matrix.
5Note that when Ne = N , the vector X̃t2

and the matrix Gt2
vanish and the analysis below

holds in the same manner, by discarding X̃n
t2

and Gt2
.
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where the inequality in (3.33) follows since {GtX̃
n
t
} and {GcX

n
c

+ Z̃n
e
} are independent,

as for two independent random vectors X and Y, we have h(X + Y) ≥ h(X).

Substituting (3.35) in (3.29) results in

nRs ≤ h(X̃n
t1
, X̃n

t2
) + h(X̃n

c
)− h(X̃n

t1
|X̃n

t2
)− n log |det(Gt1)|+ nφ4 (3.36)

= h(X̃n
t2

) + h(X̃n
c
) + nφ5, (3.37)

where φ5 = φ4 − log |det(Gt1)|.

We now exploit the reliability constraint in (3.3) to derive another upper bound

for Rs, which we combine with the bound in (3.37) in order to obtain the desired bound

for the s.d.o.f. when Ne ≤ N and N < Nc ≤ N +Ne. The reliability constraint in (3.3)

can be achieved only if [21]

nRs ≤ I(Xn
t
; Yn

r
) = h(Yn

r
)− h(Yn

r
|Xn

t
) (3.38)

= h(Yn
r
)− h(HcX

n
c

+ Zn
r
). (3.39)

Similar to (3.30), a stochastically equivalent form of Zr is given by

Z′
r

= HcZ̃c + Z̃r, (3.40)

where6 Z̃r ∼ CN (z, IN −HcKcH
H
c

) is independent from {Z̃t, Z̃c,Xt,Xc,Ze}. Z̃n
r

is an

i.i.d. sequence of the random vectors Z̃r.

6The choice of Kc guarantees that IN −HcKcH
H
c

is a valid covariance matrix.



33

Let Xc =
[
Xc,1 · · ·Xc,Nc

]T
, Z̃c = [Z̃c,1 · · · Z̃c,Nc ]

T , and X̃c = [X̃T
c1

X̃T
c2

]T , where

X̃c1 = [X̃c,1 . . . X̃c,N ]T , X̃c2 = [X̃c,N+1 · · · X̃c,Nc ]
T , and X̃c,k = Xc,k + Z̃c,k, k =

1, 2, · · · , Nc. In addition, let Hc =
[
Hc1 Hc2

]
, where Hc1 ∈ CN×N and Hc2 ∈ CN×(Nc−N).

Using (3.40), we have

h(HcX
n
c

+ Zn
r
) = h(HcX

n
c

+ Z′
r

n
) = h(HcX̃

n
c

+ Z̃n
r
) (3.41)

≥ h(HcX̃
n
c
) = h(Hc1X̃

n
c1

+ Hc2X̃
n
c2

) (3.42)

≥ h(Hc1X̃
n
c1
|X̃n

c2
) (3.43)

= h(X̃n
c1
|X̃n

c2
) + n log | det(Hc1)|. (3.44)

Substituting (3.44) in (3.39) yields

nRs ≤ h(Yn
r
)− h(X̃n

c1
|X̃n

c2
)− n log |det(Hc1)|. (3.45)

Let Yr =
[
Yr,1 · · · Yr,N

]T
. Summing (3.37) and (3.45) results in

nRs ≤
1

2

{
h(Yn

r
) + h(X̃n

t2
) + h(X̃n

c2
)
}

+ nφ6 (3.46)

≤ 1

2

n∑
i=1


N∑
k=1

h(Yr,k(i)) +

N∑
k=Ne+1

h(X̃t,k(i)) +

Nc∑
k=N+1

h(X̃c,k(i))

+ nφ6, (3.47)

where φ6 = 1
2

(
φ5 − log |det(Hc1)|

)
.

In Appendix C, we show, for i = 1, · · · , n, k = 1, · · · , N , and m = 1, · · · , Nc, that

h(Yr,k(i)) ≤ log 2πe+ log(1 + h2P ) (3.48)
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h(X̃t,k(i)), h(X̃c,m(i)) ≤ log 2πe+ log(ρ2 + P ), (3.49)

where h2 = max
k

(
||hr

t,k
||2 + ||hr

c,k
||2
)

; hr
t,k

and hr
c,k

denote the transpose of the kth row

vectors of Ht and Hc, respectively. Using (3.47), (3.48), and (3.49), we have

Rs ≤
N

2
log(1 + h2P ) +

Nc −Ne

2
log(ρ2 + P ) + φ7, (3.50)

where φ7 = φ6 + N+Nc−Ne
2 log 2πe. Using (3.5), we get

Ds ≤ lim
P→∞

N
2 log(1 + h2P ) + Nc−Ne

2 log(ρ2 + P ) + φ7

logP
(3.51)

=
N +Nc −Ne

2
. (3.52)

Thus, the s.d.o.f. for Ne ≤ N and N < Nc ≤ N +Ne, is upper bounded by N+Nc−Ne
2 .

Case 2: Ne > N

Another stochastically equivalent form of Ze is

Z′′
e

= GtZ̃t + GcZ̃c + Z̃′
e
. (3.53)

where7 Z̃′
e
∼ CN (z, INe−GtKtG

H
t
−GcKcG

H
c

) is independent from {Z̃t, Z̃c,Xt,Xc,Zr}.

Z̃′n
e

is an i.i.d. sequence of the random vectors Z̃′
e
. Using (3.53), another stochastically

equivalent form of Yn
e

is given by

Y′′
e

n
= GtX̃t + GcX̃

n
c

+ Z̃′n
e
. (3.54)

7The choice of Kt and Kc guarantees that INe
−GtKtG

H
t
−GcKcG

H
c

is a valid covariance
matrix.
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Let us rewrite X̃c and Hc as follows. X̃c = [X̃′T
c1

X̃′T
c2

]T , where X̃′
c1

= [X̃c,1 · · · X̃c,Ne−N ]T ,

X̃′
c2

= [X̃′T
c21

X̃′T
c22

]T , X̃′
c21

= [X̃c,Ne−N+1 · · · X̃c,Ne ]
T , and X̃′

c22
= [X̃c,Ne+1 · · · X̃c,Nc ]

T .

Hc = [H′
c1

H′
c2

], where H′
c1
∈ CN×(Ne−N), H′

c2
= [H′

c21
Hc22

], H′
c21
∈ CN×N , and Hc22

∈

CN×(Nc−Ne). Let Gc =
[
Gc1 Gc2

]
, where Gc1 ∈ CNe×(Ne−N) and Gc2 ∈ CNe×(N+Nc−Ne).

Using (3.54), we have

h(Yn
e
) = h(Y′′

e

n
) = h

(
[Gt Gc1 ]

X̃n
t

X̃′n
c1

+ Gc2X̃
′n
c2

+ Z̃′n
e

)
(3.55)

≥ h(X̃n
t
, X̃′n

c1
|X̃′n

c2
) + n log |det[Gt Gc1 ]| (3.56)

= h(X̃n
t
) + h(X̃′n

c1
|X̃′n

c2
) + n log |det[Gt Gc1 ]|, (3.57)

where (3.57) follows since X̃n
t

and X̃n
c

are independent. Substituting (3.57) in (3.29)

gives

nRs ≤ h(X̃′n
c2

) + nφ8, (3.58)

where φ8 = φ4 − log |det[Gt Gc1 ]|.

In order to obtain another upper bound for Rs, which we combine with (3.58) to

obtain the desired bound for Ne > N and Ne < Nc ≤ N + Ne, we proceed as follows.

Consider a modified channel where the first Ne−N antennas at the cooperative jammer

are removed, i.e., the cooperative jammer uses only the last N +Nc −Ne out of its Nc

antennas. The transmitted signals in the modified channel are Xn
t

and X′n
c2

, and hence,
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the legitimate receiver receives

Ȳn
r

= HtX
n
t

+ H′
c2

X′n
c2

+ Zn
r
. (3.59)

Let R and R̄ denote reliable communication rates, i.e., the achievable rates without

the secrecy constraint, for the original and the modified channels, respectively. Since

the cooperative jamming signal is additive interference for the legitimate receiver, the

reliable communication rate of the modified channel, R̄, is an upper bound for that of

the original channel, R. Since Rs satisfies the reliability and secrecy constraints in (3.3)

and (3.4), we have that

nRs ≤ nR ≤ nR̄

≤ I(Xn
t
; Ȳn

r
) = h(Ȳn

r
)− h(H′

c2
X′n
c2

+ Zn
r
). (3.60)

Let Z̃c2 = [Z̃c,Ne−N+1 · · · Z̃c,Nc ]
T ∼ CN (z,K′

c
), where K′

c
= ρ2IN+Nc−Ne . Another

stochastically equivalent form of Zr is Z′′
r

= H′
c2

Z̃c2 + Z̃′
r
, where8 Z̃′

r
∼ CN (z, IN −

H′
c2

K′
c
H′H
c2

) is independent from {Z̃t, Z̃c,Xt,Xc,Ze}, and Z̃′n
r

is an i.i.d. sequence of Z̃′
r
.

Thus, using (3.60), we have

nRs ≤ h(Ȳn
r
)− h(H′

c2
X̃′n
c2

+ Z̃′n
r

) (3.61)

≤ h(Ȳn
r
)− h(H′

c2
X̃′n
c2

) (3.62)

≤ h(Ȳn
r
)− h(X̃′n

c21
|X̃′n

c22
)− n log |det(H′

c21
)|. (3.63)

8The choice of Kc guarantees that IN −H′
c2

K′
c
H′H

c2
is a valid covariance matrix.
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Let Ȳr = [Ȳr,1 · · · Ȳr,N ]T . Summing (3.58) and (3.63) yields

nRs ≤
1

2

{
h(Ȳn

r
) + h(X̃′n

c22
)
}

+ nφ9 (3.64)

≤ 1

2

n∑
i=1


N∑
k=1

h(Ȳr,k(i)) +

Nc∑
k=Ne+1

h(X̃c,k(i))

+ nφ9, (3.65)

where φ9 = 1
2{φ8 − log | det(H′

c21
)|}. In Appendix C, we also show that

h(Ȳr,k(i)) ≤ log 2πe+ log(1 + h̄2P ), (3.66)

where h̄2 = max
k

(
||hr

t,k
||2 + ||h′r

c,k
||2
)

; h′r
c,k

denotes the transpose of the kth row vector

of H′
c2

.

Similar to case 1, using (3.65), (3.66), and (3.49), the secrecy rate is bounded as

Rs ≤
N

2
log(1 + h̄2P ) +

Nc −Ne

2
log(ρ2 + P ) + nφ10, (3.67)

where φ10 = φ9+N+Nc−Ne
2 log 2πe. Thus, the s.d.o.f., forNe > N andNe < Nc ≤ N+Ne,

is upper bounded as

Ds ≤
N +Nc −Ne

2
. (3.68)

3.4.3 Obtaining the Upper Bound

For Ne ≤ N , the upper bound for the s.d.o.f. derived in Section 3.4.1 is equal to

N +Nc−Ne for all 0 ≤ Nc ≤ Ne. In addition, the upper bound derived in Section 3.4.2,

at Nc = N , is equal to N − Ne
2 , c.f. equations (3.15) and (3.52). As the former upper
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bound is greater than the latter for all Ne
2 < Nc ≤ N , the s.d.o.f. is upper bounded by

N − Ne
2 for all Ne

2 < Nc ≤ N . Combining these statements, we have the following upper

bound for the s.d.o.f. for Ne ≤ N :

Ds ≤



N +Nc −Ne, if 0 ≤ Nc ≤ Ne
2

N − Ne
2 , if Ne

2 < Nc ≤ N

N+Nc−Ne
2 , if N < Nc ≤ N +Ne,

N, if Nc > N +Ne.

(3.69)

Similarly, when Ne > N and for all Ne− N
2 < Nc ≤ Ne, the upper bound derived

for 0 ≤ Nc ≤ Ne in Section 3.4.1 is greater than the upper bound derived in Section

3.4.2 at Nc = Ne. Thus, the s.d.o.f. for Ne − N
2 < Nc ≤ Ne is upper bounded by N

2 . In

addition, the upper bound in (3.15) is equal to zero for all 0 ≤ Nc ≤ Ne −N . Thus, the

s.d.o.f. for Ne > N is upper bounded as:

Ds ≤



0, if 0 ≤ Nc ≤ Ne −N

N +Nc −Ne, if Ne −N < Nc ≤ Ne − N
2

N
2 , if Ne − N

2 < Nc ≤ Ne

N+Nc−Ne
2 , if Ne < Nc ≤ N +Ne,

N, if Nc > N +Ne.

(3.70)
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By combining the bounds for Ne ≤ N in (3.69) and for Ne > N in (3.70), we

obtain the upper bound for the s.d.o.f. in (3.6). In the next section, we will show the

achievability of (3.6).

3.5 Achievablility for Nt = Nr = N

In this section, we provide the achievability proof for Theorem 1 by showing the

achievability of (3.69) when Ne ≤ N , and the achievability of (3.70) when Ne > N .

For both Ne ≤ N and Ne > N , we divide the range of the number of antennas at the

cooperative jammer, Nc, into five ranges and propose an achievable scheme for each

range. For all the achievable schemes in this section, we have the n-letter signals, Xn
t

and Xn
c
, as i.i.d. sequences. Since Xn

c
is independent from Xn

t
, and each of them is i.i.d.

across time, we have in effect a memoryless wiretap channel and the secrecy rate

Rs = [I(Xt; Yr)− I(Xt; Ye)]
+, (3.71)

is achievable by stochastic encoding at the transmitter [23].

The transmitted signals at the transmitter and the cooperative jammer, for each

of the following schemes, are

Xt = PtUt, Xc = PcVc, (3.72)

where Ut = [U1 · · ·Ud]T and Vc = [V1 · · ·Vl]T are the information and cooperative

jamming streams, respectively. Pt =
[
pt,1 · · ·pt,d

]
∈ CN×d and Pc =

[
pc,1 · · ·pc,l

]
∈

CNc×l are the precoding matrices at the transmitter and the cooperative jammer.
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Signaling, precoding, and decoding techniques utilized in this proof vary accord-

ing to the relative number of antennas at the different terminals and whether the s.d.o.f.

of the channel is integer valued or not an integer. In particular, we show that Gaussian

signaling both for transmission and cooperative jamming is sufficient to achieve the inte-

ger valued s.d.o.f., while achieving non-integer s.d.o.f. requires structured signaling and

cooperative jamming, i.e., signals from discrete constellations, along with a combination

of linear receiver processing, and the complex field equivalent of real interference align-

ment [59, 71]. Additionally, the linear precoding at the transmitter and the cooperative

jammer depends on whether Ne is equal to, smaller than, or larger than N , and whether

the number of antennas at the cooperative jammer, Nc, results in a s.d.o.f. for the chan-

nel that is before, after, or at the flat s.d.o.f. range in the s.d.o.f. plot versus Nc. This

leads to an achievability proof that involves 10 distinct achievable schemes, which differ

from each other in the type of signals used (Gaussian or structured), and/or precoding

at the transmitter and cooperative jammer, and/or decoding at the legitimate receiver.

Remark 4. Note that integer-valued s.d.o.f. can also be achieved using structured sig-

nals. However, Gaussian signaling often outperforms structured signaling for finite SNR;

see for example [127, Fig. 2]. Although our focus in this chapter is on characterizing the

s.d.o.f., i.e., secrecy rate scaling at high SNR, for the channel, we use Gaussian signaling

whenever possible for the achievability for this reason.

In order to extend real interference alignment to complex channels, we need to

utilize different results than those used for real channels. For real channels, to ana-

lyze the decoder performance, reference [78] proposed utilizing the convergence part of
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Khintchine-Groshev theorem in the field of Diophantine approximation [102], which deals

with the approximation of real numbers with rational numbers. For complex channels,

transforming the channel into a real channel with twice the dimensions, as is usually

the convention, is not sufficient here, since real interference alignment relies on the lin-

ear independence over rational numbers of the channel gains, which does not continue

to hold after such channel transformation. Luckily, we can utilize the result stated in

Lemma 1. For complex channel coefficients, this result ends up playing the same role of

the Khintchine-Groshev theorem for real coefficients.

Before continuing with the achievability proof for the different cases, we state the

following lemma, which is utilized to show the linear independence between the directions

of the received streams at the legitimate receiver.

Lemma 6. Consider two matrices E1 ∈ CN×K and E2 ∈ CK×M , where N,M < K.

If the matrix E2 is full column rank and the matrix E1 has all of its entries indepen-

dently and randomly drawn according to a continuous distribution, then rank(E1E2) =

min(N,M) a.s.

Proof: The proof of Lemma 6 is given in Appendix D. �

3.5.1 Case 1: Ne ≤ N and 0 ≤ Nc ≤ Ne
2

The s.d.o.f. for this case is equal to N + Nc −Ne, i.e., integer valued, for which

we utilize Gaussian signaling and cooperative jamming. Since Ne ≤ N , the transmitter

exploits this advantage by sending a part of its signal invisible to the eavesdropper.
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Fig. 3.3. An example for the achievability scheme for Case 1, when N = 4, Ne = 2, and
Nc = 1.

There is no need for linear precoding at the cooperative jammer for this case. Increasing

the number of the cooperative jammer antennas, Nc, increases the s.d.o.f. of the channel.

The transmitted signals, Xt and Xc, are given by (3.72) with d = N +Nc −Ne,

l = Nc, Ut ∼ CN (0, P̄ Id), Vc ∼ CN (0, P̄ Il), and P̄ = 1
αP , in accordance with the power

constraints on the transmitted signals at the transmitter and the cooperative jammer,

where α = max
{
l,
∑d

i=1
||pt,i||2

}
is a constant which does not depend on the power P .

The precoders Pc and Pt are given by Pc = Il, and

Pt =
[
Pt,a Pt,n

]
∈ CN×d, (3.73)

where Pt,a = G†
t
Gc in order to align the information streams over the cooperative

jamming streams at the eavesdropper, and the N − Ne columns of Pt,n are chosen to

span N (Gt). The achievability scheme for this case, when N = 4, Ne = 2, and Nc = 1,

is depicted in Fig. 3.3.
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Since Nc ≤ Ne
2 , the total number of superposed received streams at the receiver,

2Nc + N − Ne, is less than or equal to the number of its available spatial dimensions,

N . Thus, the receiver can decode all the information and cooperative jamming streams

at high SNR. Using (3.1), (3.2), and (3.72), the received signals at the receiver and the

eavesdropper are

Yr =

[
HtPt Hc

]Ut

Vc

+ Zr, (3.74)

Ye =

[
GtG

†
t
Gc zNe×(N−Ne)

] Ut
l
1

Ut
d
l+1

+ GcVc + Ze (3.75)

= Gc(Ut
l
1

+ Vc) + Ze. (3.76)

We lower bound the secrecy rate in (3.71) as follows. First, in order to compute

I(Xt; Yr), we show that the matrix [HtPt Hc] ∈ CN×(d+l) in (3.74) is full column-rank

a.s.

The columns of Pt,a = G†
t
Gc are linearly independent a.s. due to the randomly

generated channel gains, and the N − Ne columns of Pt,n are linearly independent as

well, since they span an N −Ne-dimensional subspace. In addition, each of the columns

of Pt,a is linearly independent from the columns of Pt,n a.s. since GtPt,a = Gc, and

hence Gtpti 6= z for all i = 1, 2, · · · , l. Thus Pt = [Pt,a Pt,n] is full column rank a.s. The
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matrix [HtPt Hc] can be written as

[
HtPt Hc

]
=

[
Ht Hc

] Pt zN×l

zl×d Il

 . (3.77)

The matrix [Ht Hc] has all of its entries independently and randomly drawn according

to a continuous distribution, while the second matrix on the right hand side (RHS) of

(3.77) is full column rank a.s. By applying Lemma 6 to (3.77), we have that the matrix

[HtPt Hc] is full column rank a.s. Thus, using (3.74), we obtain the lower bound

I(Xt; Yr) ≥ d logP + o(logP ). (3.78)

Next, using (3.76), we upper bound I(Xt; Ye) as follows:

I(Xt; Ye) = h(Ye)− h(Ye|Xt) (3.79)

= h(Gc(Ut
l
1

+ Vc) + Ze)− h(GcVc + Ze) (3.80)

= log
det(INe + 2P̄GcG

H
c

)

det(INe + P̄GcG
H
c

)
(3.81)

= log
det(Il + 2P̄GH

c
Gc)

det(Il + P̄GH
c

Gc)
(3.82)

= log
2ldet(1

2Il + P̄GH
c

Gc)

det(Il + P̄GH
c

Gc)
(3.83)

≤ l. (3.84)
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Substituting (3.78) and (3.84) in (3.71), we have

Rs ≥ d logP + o(logP )− l (3.85)

= (N +Nc −Ne) logP + o(logP )−Nc, (3.86)

and hence, using (3.5), we conclude that the achievable s.d.o.f. is Ds ≥ N +Nc −Ne.

3.5.2 Case 2: Ne ≤ N, Ne2 < Nc ≤ N , and Ne is even

Unlike case 1, the s.d.o.f. for this case does not increase by increasing Nc. For

all Nc in this case, the transmitter sends the same number of information streams,

while the cooperative jammer utilizes a linear precoder which allows for discarding any

unnecessary antennas. The s.d.o.f. here is integer valued, and we use Gaussian signaling

for transmission and cooperative jamming.

In particular, for Ne is even, Nc = Ne
2 , and Ne ≤ N , the achievable s.d.o.f., using

the scheme in Section 3.5.1, is equal to N − Ne
2 . However, from (3.69), we observe that

the s.d.o.f. is upper bounded by N − Ne
2 for all Ne

2 < Nc ≤ N . Thus, when Ne ≤ N

and Ne is even, the scheme for Nc = Ne
2 in Section 3.5.1 can be used to achieve the

s.d.o.f. for all Ne2 < Nc ≤ N by discarding the remaining Nc− Ne
2 antennas. That is, the

cooperative jammer uses the precoder

Pc =

 Il

z(Nc−l)×l

 , (3.87)
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with l = Ne
2 , to utilize only Ne

2 out of its Nc antennas, and the transmitter utilizes

Pt =
[
Pt,a Pt,n

]
, (3.88)

Pt,a = G†
t
GcPc ∈ CN×l, Pt,n ∈ CN×(N−Ne) is defined as in (3.73), in order to send

d = N − Ne
2 Gaussian information streams. Following the same analysis as in the

previous case, the achievable s.d.o.f. is N − Ne
2 for all Ne

2 < Nc ≤ N , where Ne is even

and Ne ≤ N .

3.5.3 Case 3: Ne ≤ N , Ne
2 < Nc ≤ N , and Ne is odd

The s.d.o.f. for this case is equal to N − Ne
2 , which is not an integer. As Gaussian

signaling cannot achieve fractional s.d.o.f. for the channel, we utilize structured signaling

both for transmission and cooperative jamming for this case. In particular, we propose

utilizing joint signal space alignment and the complex field equivalent of real interference

alignment [59,71].

The decoding scheme at the receiver is as follows. The receiver projects its received

signal over a direction that is orthogonal to all but one information and one cooperative

jamming streams. Then, the receiver decodes these two streams from the projection using

complex field analogy of real interference alignment. Finally, the receiver removes the

decoded information and cooperative jamming streams from its received signal, leaving

N − 1 spatial dimensions for the other N − Ne+1
2 information and Ne−1

2 cooperative

jamming streams.
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Before continuing with the details for the achievability scheme for this case, we

provide the following example, which illustrates the ideas utilized for this case.

Example 1. Consider a multi-antenna wiretap channel with 4-antenna transmitter, 4-

antenna receiver, 3-antenna eavesdropper, and 2-antenna cooperative jammer as shown

in Fig. 3.4.

The transmitter sends 3 structured information streams, U1, U2, U3, and the cooperative

jammer sends 2 structured jamming streams, V1, V2. The streams U1, V1 are integer val-

ued, while the streams U2, U3, V2, are complex integers. That is, U2 = U2,Re+jU2,Im, U3 =

U3,Re+jU3,Im, and V2 = V2,Re+jV2,Im, where
{
U1, U2,Re, U2,Im, U3,Re, U3,Im, V1, V2,Re, V2,Im

}
are i.i.d. random variables uniform over a set of integer that scales with the transmit

power as it will be explained later in (3.89). The transmitter chooses its precoder as

in (3.88) so that U3 is sent over N (Gt), and hence U3 is invisible to the eavesdropper,

and that U1, V1 and U2, V2 are perfectly aligned at the eavesdropper. The cooperative

jammer chooses its precoder as in (3.87) so that it utilizes only 2 out of its 3 antennas to

send V1, V2. The legitimate receiver projects its received signal over a single dimension

that is orthogonal to {U2, U3, V2}, and hence, only U1 and V1 remain in this dimension.

The received signal after projection is of the form f1U1 + f2V1 + Z, where f1, f2 are

the coefficients resulting from multiplying the channel gains with the projection matrix,

and Z is the projection of the Gaussian noise over the single dimension. The receiver

utilizes a hard decision decoder which maps f1U1 + f2V1 + Z to the nearest point in

the constellation of f1U1 + f2V1. It has been shown in [78] that U1, V1 can be uniquely

decoded from f1U1 + f2V1. Thus, the receiver decodes U1, V1, subtracts them from its

original received signal, and then utilizes the remaining 3 dimensions in its signal space
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to decode U2, U3, V2. Thus, the receiver utilizes 2.5 dimensions to decode the information

streams, i.e., 2.5 useful dimensions, where each of U2 and U3 is decoded from a separate

dimension while both U1 and V1 are decoded from a single dimension (each occupies half

of that dimension), leading to 2.5 achievable s.d.o.f. for the channel.

Fig. 3.4. An example for the achievability scheme for Case 3, when N = 4, Ne = 3, and
Nc = 2.

Now, we continue with the detailed explanation for the achievability scheme for

this case. The transmitted signals are given by (3.72), with d = N − Ne−1
2 , l = Ne+1

2 ,

Pc,Pt are defined as in (3.87) and (3.88), and Ui = Ui,Re + jUi,Im, Vk = Vk,Re + jVk,Im,

i = 2, 3, · · · , d and k = 2, 3, · · · , l. The random variables U1, V1, {Ui,Re}di=2
, {Ui,Im}di=2

,

{Vi,Re}li=2
, and {Vi,Im}li=2

are i.i.d. uniform over the set {a(−Q,Q)Z}. The values for a

and the integer Q are chosen as

Q =
⌊
P

1−ε
2+ε

⌋
= P

1−ε
2+ε − ν (3.89)
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a = γP
3ε

2(2+ε) , (3.90)

in order to satisfy the power constraints, where ε is an arbitrarily small positive number,

and ν, γ are constants that do not depend on the power P . Justification for the choice

of a and Q is provided in Appendix E.

The received signal at the eavesdropper is

Ye = G̃c(Ut
l
1

+ Vc) + Ze, (3.91)

where G̃c = GcPc. We upper bound the second term in (3.71), I(Xt; Ye), as follows:

I(Xt; Ye) ≤ I(Xt; Ye,Ze) (3.92)

= I(Xt; Ye|Ze) (3.93)

= H(Ye|Ze)−H(Ye|Ze,Xt) (3.94)

= H
(
G̃c(Ut

l
1

+ Vc)
)
−H

(
G̃cVc

)
(3.95)

= H(Ut
l
1

+ Vc)−H(Vc) (3.96)

= H
(
U1 + V1, U2,Re + V2,Re, U2,Im + V2,Im, · · · , Ul,Re + Vl,Re, Ul,Im + Vl,Im

)
−H

(
V1, V2,Re, V2,Im, · · · , Vl,Re, Vl,Im

)
(3.97)

≤ log(4Q+ 1)2l−1 − log(2Q+ 1)2l−1 (3.98)

= (2l − 1) log
4Q+ 1

2Q+ 1
(3.99)

≤ 2l − 1, (3.100)
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where (3.93) follows since Xt and Ze are independent, and (3.98) follows since the entropy

of a uniform random variable over the set {a(−2Q, 2Q)Z} upper bounds the entropy of

each of U1 + V1, U2,Re + V2,Re, U2,Im + V2,Im, · · · , Ul,Im + Vl,Im. Equation (3.96) follows

since the mappings Ut
l
1
+Vc 7→ G̃c(Ut

l
1
+Vc) and Vc 7→ G̃cVc are bijective. The reason

for this is that the entries of G̃c are rationally independent, as illustrated in Definition 4

below, and that (Ut
l
1

+ Vc) and Vc belong to ZlC.

Definition 4. A set of complex numbers {c1, c2, · · · , cL} are rationally independent, i.e.,

linearly independent over Q, if there is no set of rational numbers {ri}, ri 6= 0 for all

i = 1, 2, · · · , L, such that
∑L

i=1
rici = 0.

Next, we derive a lower bound for I(Xt; Yr). The received signal at the legitimate

receiver is given by

Yr = AUt + H′
c
Vc + Zr, (3.101)

where A = HtPt = [a1 a2 · · · ad] and H′
c

= HcPc =
[
hc,1 hc,2 · · · hc,l

]
. The receiver

chooses b ∈ CN such that b ⊥ span{a2, · · · ,ad,hc,2, · · · ,hc,l} and obtains

Ỹr = DYr (3.102)

where

D ,

 bH

0(N−1)×1 IN−1

 . (3.103)
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Note that (d − 1) + (l − 1) = N − Ne−1
2 + Ne+1

2 − 2 = N − 1, and hence the dimension

of span{a2, · · · ,ad,hc,2, · · · ,hc,l} is at most N − 1. This shows the existence of a vector

b ∈ CN such that b ⊥ span{a2, · · · ,ad,hc,2, · · · ,hc,l}.

Due to the fact that channel gains are continuous and randomly generated, a1

and hc,1 are linearly independent from span{a2, · · · ,ad,hc,2, · · · ,hc,l}, and hence, b is

not orthogonal to a1 and hc,1 a.s. Thus, we have

Ỹr =

 Ỹr1
Ỹnt
r2

 =

bHa1 z1×(d−1)

Ã


 U1

Ut
d
2

+

bHhc,1 z1×(l−1)

H̃c


 V1

Vc
l
2

+

bHZr

Zr
nt
2

 ,
(3.104)

where Ã = [ã1 ã2 · · · ãd] ∈ C(N−1)×d, ãi = ai
N
2

for all i = 1, 2, · · · , d. Similarly,

H̃c = [h̃c,1 h̃c,2 · · · h̃c,l] ∈ C(N−1)×l, where h̃c,i = hc,i
N
2

for all i = 1, 2, · · · , l.

Next, the receiver uses Ỹr1 to decode the information stream U1 and the cooper-

ative jamming stream V1 as follows. Let Z ′ = bHZr ∼ CN (0, ||b||2), f1 = bHa1, and

f2 = bHhc,1. Thus, Ỹr1 is given by

Ỹr1 = f1U1 + f2V1 + Z ′. (3.105)

Once again, with randomly generated channel gains, f1 = bHa1 and f2 = bHhc,1 are

rationally independent a.s. Thus, the mapping (U1, V1) 7→ f1U1 + f2V1 is invertible [78].

The receiver employs a hard decision decoder which maps Ỹr1 ∈ Ỹr1 to the nearest

point in the constellation R1 = f1U1 + f2V1, where U1,V1 = {a(−Q,Q)Z}. Then, the
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receiver passes the output of the hard decision decoder through the bijective mapping

f1U1 + f2V1 7→ (U1, V1) in order to decode both U1 and V1.

The receiver can now use

¯̄Yr = Ỹnt
r2
− ã1U1 − h̃c,1V1 (3.106)

=

[
ã2 · · · ãd

]
Ut

d
2

+

[
h̃c,2 · · · h̃c,l

]
Vc

l
2

+ Zr
nt
2

(3.107)

= B

Ut
d
2

Vc
l
2

+ Zr
nt
2
, (3.108)

to decode U2, · · · , Ud, where,

B ,
[
ã2 · · · ãd h̃c,2 · · · h̃c,l

]
∈ C(N−1)×(N−1), (3.109)

is full rank a.s. To show that B is full rank a.s., let H̄t and H̄c be generated by removing

the first row from Ht and Hc, and let P̄t and P̄c be generated by removing the first

column from Pt and Pc, respectively. B can be rewritten as

B =

[
H̄t H̄c

] P̄t zN×(l−1)

zNc×(d−1) P̄c

 . (3.110)

Note that
[
H̄t H̄c

]
has all of its entries independently and randomly drawn from a

continuous distribution, and the second matrix in the RHS of (3.110) is full column

rank. Using Lemma 6, the matrix B is full rank a.s.
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Hence, by zero forcing, the receiver obtains

Ŷr = B−1 ¯̄Yr =

Ut
d
2

Vc
l
2

+ Z̄r, (3.111)

where Z̄r = B−1Zr
nt
2
∼ CN

(
z,B−1B−H

)
. Thus, at high SNR, the receiver can decode

the other information streams, U2, · · · , Ud, from Ŷr.

The mutual information between the transmitter and receiver is lower bounded

as follows:

I(Xt; Yr) ≥ I(Ut; Ỹr) (3.112)

= I(U1,Ut
d
2
; Ỹr1 , Ỹ

nt
r2

) (3.113)

= I(U1,Ut
d
2
; Ỹr1) + I(U1,Ut

d
2
; Ỹnt

r2
|Ỹr1) (3.114)

= I(U1; Ỹr1) + I(Ut
d
2
; Ỹr1 |U1) + I(U1; Ỹnt

r2
|Ỹr1) + I(Ut

d
2
; Ỹnt

r2
|U1, Ỹr1) (3.115)

≥ I(U1; Ỹr1) + I(Ut
d
2
; Ỹnt

r2
|U1, Ỹr1), (3.116)

where (3.112) follows since Ut −Xt −Yr − Ỹr forms a Markov chain. We next lower

bound each term in the RHS of (3.116).

We lower bound the first term, I(U1; Ỹr1) as follows, see also [71, 78]. Let Pe1

denote the probability of error in decoding U1 at the receiver, i.e., Pe1 , P
(
Û1 6= U1

)
,

where Ûi, i = 1, 2, · · · , d, is the estimate of Ui at the legitimate receiver. Thus, using
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Fano’s inequality, we have

I(U1; Ỹr1) = H(U1)−H(U1|Ỹr1) (3.117)

≥ H(U1)− 1− Pe1 log |U1| (3.118)

=
(
1− Pe1

)
log(2Q+ 1)− 1. (3.119)

From (3.105), since the mapping (U1, V1) 7→ f1U1 + f2V1 is invertible, the only source

of error in decoding U1 from Ỹr1 is the additive Gaussian noise Z ′. Note that, since

Z ′ ∼ CN (0, ||b||2), Re{Z ′} and Im{Z ′} are i.i.d. with N
(

0, ||b||
2

2

)
distribution, and

|Z ′| ∼ Rayleigh
(
||b||√

2

)
. Thus, we have

Pe1 , P
(
Û1 6= U1

)
(3.120)

≤ P
(

(Û1, V̂1) 6= (U1, V1)
)

(3.121)

≤ P
(
|Z ′| ≥ dmin

2

)
(3.122)

= exp

(
−d2

min

4||b||2

)
, (3.123)

where dmin is the minimum distance between the points in the constellation R1 = f1U1 +

f2V1.

In order to upper bound Pe1 , we lower bound dmin. To do so, similar to [71],

we extend real interference alignment [78] to complex channels. In particular, we utilize

Lemma 1 in Section 2. Lemma 1 implies the following:
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Corollary 1. For almost all z ∈ Cn and for all ε > 0,

|p+ z.q| > (max
i
|qi|)−

(n−1+ε)
2 , (3.124)

holds for all q ∈ Zn and p ∈ Z except for finitely many of them.

Since the number of integers that violate the inequality in (3.124) is finite, there

exists a constant κ such that, for almost all z ∈ Cn and all ε > 0, the inequality

|p+ z.q| > κ(max
i
|qi|)−

(n−1+ε)
2 , (3.125)

holds for all q ∈ Zn and p ∈ Z.

Thus, for almost all channel gains, the minimum distance dmin is lower bounded

as follows:

dmin = inf
Y ′
r1
,Y ′′
r1
∈R1

|Y ′
r1
− Y ′′

r1
| (3.126)

= inf
U1,V1∈{a(−2Q,2Q)Z}

|f1U1 + f2V1| (3.127)

= inf
U1,V1∈(−2Q,2Q)Z

a|f1|
∣∣∣∣U1 +

f2

f1
V1

∣∣∣∣ (3.128)

≥ κ a|f1|
(2Q)

ε
2

(3.129)

≥ κγ|f1|2−
ε
2P

ε
2 , (3.130)
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where (3.129) follows from (3.125), and (3.130) follows by substituting (3.89) and (3.90)

in (3.129). Substituting (3.130) in (3.123) gives the following bound on Pe1 ,

Pe1 ≤ exp(−µP ε), (3.131)

where µ = κ2γ2|f1|22−ε

4||b||2 is a constant which does not depend on the power P . Thus, using

(3.119) and (3.131), we have

I(U1; Ỹr1) ≥
(
1− exp(−µP ε)

)
log(2Q+ 1)− 1. (3.132)

Next, we lower bound the second term in the RHS of (3.116), I(Ut
d
2
; Ỹnt

r2
|U1, Ỹr1).

Let B̃ =

[
z(N−1)×1 IN−1

]
− 1

f2
h̃c,1b

H , and

¯̄Y′
r

= B

Ut
d
2

Vc
l
2

+ B̃Zr (3.133)

Ŷ′
r

= B−1 ¯̄Y′
r

=

Ut
d
2

Vc
l
2

+ B−1B̃Zr, (3.134)

where B is defined as in (3.109). Thus, we have

I
(
Ut

d
2
; Ỹnt

r2
|U1, Ỹr1

)
= I

(
Ut

d
2
; ÃUt + H̃cVc + Zr

nt
2

∣∣U1, f2V1 + Z ′
)

(3.135)

= I

Ut
d
2
; B

Ut
d
2

Vc
l
2

+ Zr
nt
2
− 1

f2
h̃c,1b

HZr

∣∣∣∣f2V1 + Z ′

 (3.136)

= I(Ut
d
2
; ¯̄Y′

r
|f2V1 + Z ′) (3.137)
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≥ I(Ut
d
2
; ¯̄Y′

r
) (3.138)

≥ I(Ut
d
2
; Ŷ′

r
) (3.139)

= H(Ut
d
2
)−H(Ut

d
2
|Ŷ′

r
) (3.140)

≥ H(Ut
d
2
)− P d

e2
log(2Q+ 1)2(d−1) − 1 (3.141)

= 2(d− 1)
(

1− P d
e2

)
log(2Q+ 1)− 1, (3.142)

where P d
e2
, P

(
(Û2, Û3, · · · , Ûd) 6= (U2, U3, · · · , Ud)

)
, (3.135) follows from (3.104), (3.138)

follows since Ut
d
2

and f2V1 + Z ′ are independent, (3.139) follows since Ut
d
2
− ¯̄Y′

r
− Ŷ′

r

forms a Markov chain, and (3.141) follows from Fano’s inequality.

Let Ẑr , ΘZr = [Ẑr2 · · · ẐrN ]T , where Θ = B−1B̃. Thus, Ẑr ∼ CN (z,ΘΘH)

and |Ẑri | ∼ Rayleigh(σi), where σ2
i

= ΘΘH(i, i), i = 2, 3, · · · , N . Using the union

bound, we have

P d
e2

= P
(

(Û2, Û3, · · · , Ûd) 6= (U2, U3, · · · , Ud)
)

(3.143)

≤
d∑
i=2

P
(
Ûi 6= Ui

)
(3.144)

≤
d∑
i=2

P
(
|Ẑri | ≥

a

2

)
(3.145)

=
d∑
i=2

exp

(
− a2

8σ2
i

)
(3.146)

≤ (d− 1) exp

(
− γ2

8σ2
max

P
3ε

2+ε

)
(3.147)

= (d− 1) exp(−µ′P ε
′
), (3.148)
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where σmax = max
i

σi, µ
′ = γ2

8σ2
max

, ε′ = 3ε
2+ε , and (3.147) follows by substituting (3.90) in

(3.146).

Substituting (3.148) in (3.142) yields

I
(
Ut

d
2
; Ỹnt

r2
|U1, Ỹr1

)
≥
(

2d− 2− 2(d− 1)2 exp(−µ′P ε
′
)
)

log(2Q+ 1)− 1. (3.149)

Using (3.89), (3.116), (3.132), and (3.149), we have

I(Xt; Yr) ≥
[
2d− 1− exp(−µP ε)− 2(d− 1)2 exp(−µ′P ε

′
)
]

log
(

2P
1−ε
2+ε − 2ν + 1

)
− 2

(3.150)

=
1− ε
2 + ε

[
2d− 1− exp(−µP ε)− 2(d− 1)2 exp(−µ′P ε

′
)
]

logP + o(logP ). (3.151)

Using the upper bound in (3.100) and the lower bound in (3.151), we get

Rs ≥
1− ε
2 + ε

[
2d− 1− exp(−µP ε)− 2(d− 1)2 exp(−µ′P ε

′
)

]
logP + o(logP )− (2l − 1)

(3.152)

=
1− ε
2 + ε

[
2N −Ne − exp(−µP ε)− 1

2
(2N −Ne − 1)2 exp(−µ′P ε

′
)

]
logP + o(logP )−Ne.

(3.153)

Thus, it follows that the s.d.o.f. is lower bounded as

Ds ≥
(1− ε)(2N −Ne)

2 + ε
. (3.154)

Since ε > 0 can be chosen arbitrarily small, we can achieve s.d.o.f. of N − Ne
2 .
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3.5.4 Case 4: Ne ≤ N , N < Nc ≤ N +Ne, and N +Nc −Ne is even

Since Nc > N for this case, the cooperative jammer, unlike the previous three

cases, chooses its precoder such that Nc − N of its jamming streams are sent invisible

to the receiver, in order to allow for more space for the information streams at the

receiver. The s.d.o.f. for this case is integer valued, which we can achieve using Gaussian

information and cooperative jamming streams.

The transmitted signals are given by (3.72), with d = N+Nc−Ne
2 , l = Nc+Ne−N

2 ,

Ut ∼ CN
(
z, P̄ Id

)
, Vc ∼ CN

(
z, P̄ Il

)
,

Pc = [Pc,I Pc,n], (3.155)

where Pc,I is given by

Pc,I =

 Ig

z(Nc−g)×g

 , (3.156)

g = Ne+N−Nc
2 , and Pc,n ∈ CNc×(Nc−N) is a matrix whose columns span N (Hc), Pt is de-

fined as in Section 3.5.2, and P̄ = 1
α′P , where α′ = max

{∑d
i=1
||pt,i||2, g +

∑l
i=g+1

||pc,i||2
}

.

At high SNR, the receiver can decode the d information and the g cooperative jamming

streams, where d+ g = N .

The received signals at the legitimate receiver and the eavesdropper are given by

Yr = HtPtUt +

[
HcPc,I zN×(Nc−N)

] Vc
g
1

Vc
l
g+1

+ Zr (3.157)



60

=

[
HtPt HcPc,I

]Ut

Vc
g
1

+ Zr (3.158)

Ye = G̃c(Ut
l
1

+ Vc) + Ze, (3.159)

where G̃c = GcPc.

The matrix
[
HtPt HcPc,I

]
∈ CN×N in (3.158) can be rewritten as

[
HtPt HcPc,I

]
=

[
Ht Hc

] Pt zN×g

zNc×d Pc,I

 . (3.160)

By applying Lemma 6 on (3.160), the matrix
[
HtPt HcPc,I

]
is full rank a.s. Thus,

I(Xt; Yr) ≥ d logP + o(logP ). (3.161)

Using similar steps as from (3.79) to (3.84), we can show that

I(Xt; Ye) = log
det(Il + 2P̄ G̃H

c
G̃c)

det(Il + P̄ G̃H
c

G̃c)
≤ l. (3.162)

Thus, the achievable secrecy rate in (3.71) is lower bounded as

Rs ≥ d logP + o(logP )− l (3.163)

=
N +Nc −Ne

2
logP + o(logP )− Nc +Ne −N

2
, (3.164)
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and, using (3.5), the s.d.o.f. is lower bounded as

Ds ≥
N +Nc −Ne

2
. (3.165)

3.5.5 Case 5: Ne ≤ N , N < Nc ≤ N +Ne, and N +Nc −Ne is odd

As in case 3, the s.d.o.f. for this case is not an integer, and as in case 4, we

have Nc > N , which allows the cooperative jammer to send some signals invisible to the

receiver. Consequently, the achievable scheme for this case combines the techniques used

in Sections 3.5.3 and 3.5.4.

The transmitted signals are given by (3.72) with d = N+Nc−Ne+1
2 , l = Nc+Ne−N+1

2 ,

Pt and Pc are defined as in Section 3.5.4 with g = Ne+N−Nc+1
2 , and Ut, Vc are defined

as in Section 3.5.3. Similar to the proof in Appendix E, the values of Q and a are chosen

as in (3.89) and (3.90), with

γ =
1√

max
{
‖|pt,1||2 + 2

∑d
i=2
||pt,i||2, 2g − 1 + 2

∑l
i=g+1

||pc,i||2
} , (3.166)

and ν are constants that do not depend on the power P .

The legitimate receiver uses the projection and cancellation technique described

in Section 3.5.3 in order to decode the information streams. The received signal at the

eavesdropper is the same as in (3.159), with l = Nc+Ne−N+1
2 . Similar to the derivation

from (3.92) to (3.100), we have

I(Xt; Ye) ≤ 2l − 1. (3.167)
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Let A = HtPt = [a1 · · ·ad], and H′
c

= HcPc,I = [hc,1 · · ·hc,g]. The received signal

at the legitimate receiver is

Yr =

[
A H′

c

]Ut

Vc
g
1

+ Zr. (3.168)

As in case 3, we have that d+g−2 = N−1, and hence the dimension of span{a2, · · · ,ad,hc2 , · · · ,hcg}

is at mostN−1, and there exists b ∈ CN such that b is orthogonal to span{a2, · · · ,ad,hc2 , · · · ,hcg}.

The receiver chooses such b and multiplies its received signal by the matrix D given in

(3.103) to obtain Ỹr =
[
Ỹr1 (Ỹnt

r2
)T
]T

, where

Ỹr1 = f1U1 + f2V1 + Z ′, (3.169)

Ỹnt
r2

= ÃUt + H̃cVc
g
1

+ Zr
nt
2
, (3.170)

f1, f2, Z ′, Ã, and H̃c, are defined as in Section 3.5.3. In order to decode U1 and V1, the

receiver passes Ỹr1 through a hard decision decoder, Ỹr1 7→ f1U1 + f2V1, and passes the

output of the hard decision decoder through the bijective map f1U1 + f2V1 7→ (U1, V1),

where f1 and f2 are rationally independent.

Using similar steps to the derivation from (3.112) to (3.151) in Section 3.5.3, we

obtain

I(Xt; Yr) ≥
1− ε
2 + ε

[
2d− 1− exp

(
−µP ε

)
− 2(d− 1)2 exp(−µ′P ε

′
)
]

logP + o(logP ),

(3.171)
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where ε > 0 is arbitrarily small, ε′ = 3ε
2+ε , and µ, µ′ are constants which do not depend

on P .

Thus, the achievable secrecy rate in (3.71) is lower bounded as

Rs ≥
1− ε
2 + ε

[
2d− 1− exp(−µP ε)− (d− 1)2 exp(−µ′P ε

′
)
]

logP + o(logP )− (2l − 1)

(3.172)

=
1− ε
2 + ε

[
N +Nc −Ne − exp(−µP ε)− 1

2
(N +Nc −Ne − 1)2 exp(−µ′P ε

′
)

]
logP

+ o(logP )− (Nc +Ne −N), (3.173)

and hence the s.d.o.f is lower bounded as

Ds ≥
(1− ε)(N +Nc −Ne)

2 + ε
. (3.174)

Since ε > 0 can be chosen arbitrarily small, Ds = N+Nc−Ne
2 is achievable for this case,

which completes the achievability of (3.69). Next, we show the achievability of (3.70),

where Ne > N , i.e., the eavesdropper has more antennas than the legitimate receiver.

3.5.6 Case 6: Ne > N and Ne −N < Nc ≤ Ne − N
2

Unlike the previous five cases, since Ne > N , no information streams can be sent

invisible to the eavesdropper. In fact, the precoder at the transmitter is not adequate

for achieving the alignment of the information and cooperative jamming streams at the

eavesdropper. We need to design both precoders at the transmitter and the cooperative
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jammer to take part in achieving the alignment condition. The s.d.o.f. here is integer

valued, and hence we can utilize Gaussian streams.

The transmitted signals are given by (3.72), with d = l = N + Nc − Ne, and

Ut,Vc ∼ CN
(
z, P̄ Id

)
. The matrices Pt and Pc are chosen as follows. Let G =

[Gt −Gc] ∈ CNe×(N+Nc), and let Q ∈ C(N+Nc)×d be a matrix whose columns are

randomly9 chosen to span N (G). Write the matrix Q as Q =
[
QT

1
QT

2

]T
, where

Q1 ∈ CN×d and Q2 ∈ CNc×d. Set Pt = Q1 and Pc = Q2. P̄ = 1
α′′P , where

α′′ = max
{∑d

i=1
||pt,i||2,

∑d
i=1
||pc,i||2

}
.

The choice of Pt and Pc results in GtPt = GcPc. Thus, the eavesdropper receives

Ye = GcPc(Ut + Vc) + Ze. (3.175)

Similar to going from (3.79) to (3.84), it follows that we have

I(Xt; Ye) ≤ N +Nc −Ne. (3.176)

The received signal at the receiver in turn is given by

Yr =

[
HtPt HcPc

]Ut

Vc

+ Zr. (3.177)

Note that, without conditioning on Gt and Gc, the matrix Q has all of its entries

independently and randomly drawn according to a continuous distribution. Thus, each

9Out of all possible sets of d = N +Nc −Ne linearly independent vectors which span N (G),
the columns of Q are the elements of one randomly chosen set.
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of Pt and Pc is full column rank a.s. Thus, by using Lemma 6, we can show that the

matrix [HtPt HcPc] is full column rank a.s. Using (3.177), we have

I(Xt; Yr) ≥ (N +Nc −Ne) logP + o(logP ). (3.178)

Hence, using (3.176), (3.178), (3.71), and (3.5), the s.d.o.f. is lower bounded as Ds ≥

N +Nc −Ne.

3.5.7 Case 7: Ne > N , Ne − N
2 < Nc ≤ Ne, and N is even

The s.d.o.f. for this case does not increase by increasing Nc. The scheme in

Section 3.5.6 for Nc = Ne − N
2 , i.e., d = N

2 , can be used to achieve the s.d.o.f. for

all Ne − N
2 < Nc ≤ Ne, when Ne > N and N is even. However, since dim(N (G)) =

N +Nc −Ne >
N
2 , the d = N

2 columns of the matrix Q are randomly chosen as linearly

independent vectors from N (G). Following the same analysis as in Section 3.5.6, we can

show that the s.d.o.f. is lower bounded as Ds ≥ N
2 .

3.5.8 Case 8: Ne > N , Ne − N
2 < Nc ≤ Ne, and N is odd

The difference here from Section 3.5.7 is that the s.d.o.f. is not an integer, and

hence, structured signaling for transmission and cooperative jamming is needed, and the

difference from 3.5.3 is that Ne > N , and hence both the precoders at the transmitter

and cooperative jammer have to participate in achieving the alignment condition at the

eavesdropper.

The transmitted signals are given by (3.72), with d = l = N+1
2 , Ut and Vc are

defined as in Section 3.5.3, and the values for Q and a are chosen as in (3.89) and (3.90),
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with

γ =
1√

max
{
‖|pt,1||2 + 2

∑d
i=2
||pt,i||2, ||pc,1||2 + 2

∑d
i=2
||pc,i||2

} , (3.179)

and ν are constants which do not depend P . Pt,Pc are chosen as in Section 3.5.7,

with d = N+1
2 . The eavesdropper’s received signal is the same as in (3.175). Similar to

(3.92)-(3.100), we have

I(Xt; Ye) ≤ N. (3.180)

The receiver employs the decoding scheme in Sections 3.5.3 and 3.5.5. Following

similar steps as in Sections 3.5.3 and 3.5.5, we have

I(Xt; Yr) ≥
(1− ε)N

2 + ε
logP + o(logP ). (3.181)

Using (3.180), (3.181), (3.71), and (3.5), the s.d.o.f. is lower bounded as Ds ≥ (1−ε)N
2+ε ,

and since ε > 0 is arbitrarily small, the s.d.o.f. of N
2 is achievable for this case.

3.5.9 Case 9: Ne > N , Ne < Nc ≤ N +Ne, and N +Nc −Ne is even

In Sections 3.5.7 and 3.5.8, we observe that the flat s.d.o.f. range extends to

Nc = Ne, and not Nc = N as in Sections 3.5.2 and 3.5.3. Achieving the alignment

of information and cooperative jamming at the eavesdropper requires that Nc > Ne in

order for the cooperative jammer to begin sending some jamming signals invisible to the

legitimate receiver. For this case, in addition to choosing its precoding matrix jointly
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with the transmitter to satisfy the alignment condition, the cooperative jammer chooses

its precoder to send Nc−Ne jamming streams invisible to the receiver. The s.d.o.f. here

is integer valued, for which we utilize Gaussian streams.

The transmitted signals are given by (3.72) with d = l = N+Nc−Ne
2 , and Ut,Vc

are defined as in Section 3.5.6. Let Pt =
[
Pt,1 Pt,2

]
, and Pc =

[
Pc,1 Pc,2

]
, where

Pt,1 ∈ CN×g, Pt,2 ∈ CN×(Nc−Ne), Pc,1 ∈ CNc×g, Pc,2 ∈ CNc×(Nc−Ne), and g = Ne+N−Nc
2 .

The matrices Pt and Pc are chosen as follows. Let G = [Gt −Gc] ∈ CNe×(N+Nc), and

let G′ ∈ C(Ne+N)×(N+Nc) be expressed as

G′ =

 Gt −Gc

zN×N Hc

 . (3.182)

Let Q′ ∈ C(N+Nc)×(Nc−Ne) be randomly chosen such that its columns span N (G′), and

let the columns of the matrix Q ∈ C(N+Nc)×g be randomly chosen as linearly independent

vectors in N (G), and not in N (G′). Write the matrix Q as Q =
[
QT

1
QT

2

]T
, and the

matrix Q′ as Q′ =
[
Q′T

1
Q′T

2

]T
, where Q1 ∈ CN×g, Q2 ∈ CNc×g, Q′

1
∈ CN×(Nc−Ne), and

Q′
2
∈ CNc×(Nc−Ne). Set Pt,1 = Q1, Pt,2 = Q′

1
, Pc,1 = Q2, and Pc,2 = Q′

2
.

This choice of Pt and Pc results in GtPt = GcPc and HcPc,2 = zN×(Nc−Ne).

Thus, the received signals at the receiver and eavesdropper are given by

Yr =

[
HtPt HcPc,1

]Ut

Vc
g
1

+ Zr (3.183)

Ye = GcPc(Ut + Vc) + Ze. (3.184)
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Using (3.184), and similar to going from (3.79) to (3.84), we have

I(Xt; Ye) ≤
N +Nc −Ne

2
. (3.185)

Because of the assumption of randomly generated channel gains, each of Pt and

Pc is full column rank a.s. Using Lemma 6, we have the matrix
[
HtPt HcPc,1

]
is full

column rank a.s., and hence, using (3.183), we have

I(Xt; Yr) ≥
N +Nc −Ne

2
logP + o(logP ). (3.186)

Thus, using (3.185), (3.186), (3.71), and (3.5), the s.d.o.f. is lower bounded as Ds ≥

N+Nc−Ne
2 .

3.5.10 Case 10: Ne > N , Ne < Nc ≤ N +Ne, and N +Nc −Ne is odd

The s.d.o.f. for this case is not an integer, and we have Nc > Ne, and hence,

we utilize here precoding as in Section 3.5.9, and signaling and decoding scheme as in

Section 3.5.8; Ut,Vc are defined as in Section 3.5.8, and Pt,Pc are chosen as in Section

3.5.9, with d = N+Nc−Ne+1
2 and g = Ne+N−Nc+1

2 . Using the same decoding scheme as

in Section 3.5.8, we obtain that the s.d.o.f. is lower bounded as Ds ≥ N+Nc−Ne
2 for this

case, which completes the achievability proof of (3.70). Thus, we have completed the

proof for Theorem 1.
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3.6 Extending to the General Case: Theorem 2

The converse and achievability proofs for Theorem 2 involve the same techniques

as those utilized for Theorem 1. However, one needs to carefully handle the antenna

configurations when Nt 6= Nr. In the following, we summarize how to extend the main

ideas presented in Sections 3.4 and 3.5 in order to prove Theorem 2.

3.6.1 Converse

The converse proof for Theorem 2 follows similar steps as in Section 3.4. In

particular, we derive the following two upper bounds which hold for two different ranges

of Nc.

3.6.1.1 0 ≤ Nc ≤ Ne

When Nt 6= Nr, the range of Nc for which the first upper bound holds is the same

as in the case when Nt = Nr = N in Section 3.4.1. However, unlike in Section 3.4.1,

when Nt 6= Nr, this range of Nc is further subdivided into two ranges. The first upper

bound on the s.d.o.f. we derive here is again Ds ≤ [Nt +Nc −Ne]
+, yet, the maximum

s.d.o.f. for the channel is equal to min{Nt, Nr}. Hence, for the case Nr < Nt +Nc−Ne,

the maximum s.d.o.f., Nr, is reached at an Nc that is smaller than Ne. In particular,

using similar analysis as in Section 3.4.1, we have

Rs ≤ Cs(P ) = ρ logP + o(logP ), (3.187)
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where, for 0 ≤ Nc ≤
[
Ne − [Nt −Nr]

+
]+

, ρ = [Nc+Nt−Ne]
+. Since [Nc+Nt−Ne]

+ ≤ Nr

for
[
Ne − [Nt −Nr]

+
]+ ≤ Nc ≤ Ne, we have, for 0 ≤ Nc ≤ Ne,

Ds ≤ min{Nr, [Nc +Nt −Ne]
+}. (3.188)

3.6.1.2 Nr + [Ne −Nt]
+ < Nc ≤ 2 min{Nt, Nr}+Ne −Nt

Following similar steps as in Section 3.4.2, where the two cases we consider here

are Ne ≤ Nt and Ne > Nt, the s.d.o.f. for this range of Nc is upper bounded as

Ds ≤
Nc +Nt −Ne

2
. (3.189)

It easy to see that, when Nt = Nr = N , the range of Nc for which the second upper

bound in (3.189) holds is reduced to the range max{N,Ne} < Nc ≤ N + Ne in Section

3.4.2. However, when Nt 6= Nr, the range of Nc is different. In particular, we have that

Nc > Nr+[Ne−Nt]
+ because, when Ne > Nt, (3.189) holds only when Nc > Nr+Ne−Nt

so that the number of antennas at the cooperative jammer in the modified channel, c.f.

(3.59), is greater than Nr. We also have that Nc ≤ 2 min{Nt, Nr}+Ne −Nt. This this

because, when Nt < Nr, we have Nc+Nt−Ne
2 = Nt at Nc = Nt +Ne, and when Nt > Nr,

we have Nc+Nt−Ne
2 = Nr at Nc = 2Nr +Ne −Nt.

3.6.1.3 Obtaining the Upper Bound

For each of the following cases, we use the two bounds in (3.188) and (3.189) to

obtain the upper bound for the s.d.o.f.
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i) Nt ≥ Nr +Ne

For this case, we use the trivial bound for the s.d.o.f., Ds ≤ Nr for all the values of

Nc.

ii) Nr ≥ Nt ≥ Ne and Nr ≥ Nt +Ne

Using the bound in (3.188), we have

Ds ≤ Nc +Nt −Ne, for 0 ≤ Nc ≤ Ne,

where at Nc = Ne, we have Ds ≤ Nt, which is the maximum achievable s.d.o.f. for

this case.

iii) Nt ≥ Ne and Nt −Ne < Nr < Nt +Ne

Combining the bounds in (3.188) and (3.189), as in Section 3.4.3, yields

Ds ≤



Nc +Nt −Ne, if 0 ≤ Nc ≤ Nr+Ne−Nt
2

Nr+Nt−Ne
2 , if Nr+Ne−Nt

2 < Nc ≤ Nr

Nc+Nt−Ne
2 , if Nr < Nc ≤ 2 min{Nt, Nr}+Ne −Nt.

(3.190)

iv) Ne > Nt and Nr ≥ 2Nt

Using the bound in (3.188), we have

Ds ≤ [Nc +Nt −Ne]
+, for 0 ≤ Nc ≤ Ne.
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v) Ne > Nt and Nr < 2Nt

By combining the bounds in (3.188) and (3.189), we have

Ds ≤



[Nc +Nt −Ne]
+, if 0 ≤ Nc ≤ Nr

2 +Ne −Nt

Nr
2 , if Nr

2 +Ne −Nt < Nc ≤ Nr +Ne −Nt

Nc+Nt−Ne
2 , if Nr +Ne −Nt < Nc ≤ 2 min{Nt, Nr}+Ne −Nt.

(3.191)

One can easily verify that the cases cited above cover all possible combinations of

number of antennas at various terminals. By merging the upper bounds for these cases

in one expression, we obtain (3.7) as the upper bound for the s.d.o.f. of the channel.

3.6.2 Achievability

The s.d.o.f. for the channel when Nt is not equal to Nr, given in (3.7), is achieved

using techniques similar to what we presented in Section 3.5. There are few cases, of

the number of antennas, where the achievability is straightforward. One such case is

when Nt ≥ Nr + Ne, where the transmitter can send Nr Gaussian information streams

invisible to the eavesdropper, and the maximum possible s.d.o.f. of the channel, i.e., Nr,

is achieved without the help of the cooperative jammer, i.e., Nc = 0. Another case is

when Nr ≥ Nt + min{Nt, Ne}, where the receiver’s signal space is sufficient for decoding

the information and jamming streams, at high SNR, for all 0 ≤ Nc ≤ Ne, arriving at the

s.d.o.f. of Nt (the maximum possible s.d.o.f.) at Nc = Ne. Thus, there is no constant

period in the s.d.o.f. characterization for this case where the s.d.o.f. keeps increasing by
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increasing Nc, and Gaussian signaling and cooperative jamming are sufficient to achieve

the s.d.o.f. of the channel.

We consider the five cases of the number of antennas at the different terminals

listed in Section 3.6.1.3. In the following, we summarize the achievable schemes for these

cases. Let d and l denote the number of information and cooperative jamming streams.

Pt,Pc are the precoding matrices at the transmitter and the cooperative jammer.

i) Nt ≥ Nr +Ne

The transmitter sends Nr Gaussian information streams over N (Gt). Ds = Nr is

achievable at Nc = 0.

ii) Nr ≥ Nt ≥ Ne and Nr ≥ Nt +Ne

For 0 ≤ Nc ≤ Ne, d = Nc +Nt −Ne and l = Nc Gaussian streams are transmitted.

Choose Pt to send Nt−Ne information streams over N (Gt) and align the remaining

information streams over cooperative jamming streams at the eavesdropper. Ds =

Nc +Nt −Ne.

iii) Nt ≥ Ne and Nt −Ne < Nr < Nt +Ne:

1) For 0 ≤ Nc ≤ Nr+Ne−Nt
2 :

The same scheme as in case (ii) is utilized. Ds = Nc +Nt −Ne.

2) For Nr+Ne−Nt
2 < Nc ≤ Nr and Nr +Nt −Ne is even:

The same scheme as in case (iii-1), with d = Nr+Nt−Ne
2 and l = Nr+Ne−Nt

2 ,

is utilized. The cooperative jammer uses only Nr+Ne−Nt
2 of its Nc antennas.

Ds = Nr+Nt−Ne
2 .
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3) For Nr+Ne−Nt
2 < Nc ≤ Nr and Nr +Nt −Ne is odd:

d = Nr+Nt−Ne+1
2 and l = Nr+Ne−Nt+1

2 structured streams, as defined in Section

3.5.3, are transmitted. The cooperative jammer uses only Nr+Ne−Nt+1
2 of its Nc

antennas. Pt is chosen as in case (ii). The legitimate receiver uses the projection

and cancellation technique, as in Section 3.5.3. Ds = Nr+Nt−Ne
2 .

4) For Nr < Nc ≤ 2 min{Nt, Nr}+Ne −Nt and Nc +Nt −Ne is even:

d = Nc+Nt−Ne
2 and l = Nc+Ne−Nt

2 Gaussian streams are transmitted. The coop-

erative jammer chooses Pc to send Nc − Nr cooperative jamming streams over

N (Hc). Pt is chosen as in case (ii). Ds = Nc+Nt−Ne
2 .

5) For Nr < Nc ≤ 2 min{Nt, Nr}+Ne −Nt and Nc +Nt −Ne is odd:

d = Nc+Nt−Ne+1
2 and l = Nc+Ne−Nt+1

2 structured streams are transmitted. Pt,Pc

are chosen as in case (iii-4). The legitimate receiver uses the projection and

cancellation technique. Ds = Nc+Nt−Ne
2 .

iv) Ne > Nt and Nr ≥ 2Nt

For 0 ≤ Nc ≤ Ne, d = l = [Nc +Nt−Ne]
+ Gaussian streams are transmitted. Both

Pt,Pc are chosen to align the information streams over the cooperative jamming

streams at the eavesdropper as in Section 3.5.6. Ds = [Nc +Nt −Ne]
+.

v) Ne > Nt and Nr < 2Nt:

1) For 0 ≤ Nc ≤ Nr
2 +Ne −Nt:

The same scheme as in case (iv) is utilized. Ds = [Nc +Nt −Ne]
+.
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2) For Nr
2 +Ne −Nt < Nc ≤ Nr +Ne −Nt and Nr is even:

d = l = Nr
2 Gaussian streams are transmitted. Pt,Pc are chosen as in case (iv).

Ds = Nr
2 .

3) For Nr
2 +Ne −Nt < Nc ≤ Nr +Ne −Nt and Nr is odd:

d = l = Nr+1
2 structured streams are transmitted. Pt,Pc are as in case (iv). The

legitimate receiver uses the projection and cancellation technique. Ds = Nr
2 .

4) For Nr +Ne −Nt < Nc ≤ 2 min{Nt, Nr}+Ne −Nt and Nc +Nt −Ne is even:

d = l = Nc+Nt−Ne
2 Gaussian streams are transmitted. Both Pt,Pc are chosen to

align the information and the cooperative jamming streams at the eavesdropper.

Pc is also chosen to send Nc − Nr cooperative jamming streams over N (Hc)

as in Section 3.5.9. Nc > Nr + Ne − Nt achieves the above two conditions.

Ds = Nc+Nt−Ne
2 .

5) For Nr +Ne −Nt < Nc ≤ 2 min{Nt, Nr}+Ne −Nt and Nc +Nt −Ne is odd:

d = l = Nc+Nt−Ne+1
2 structured streams are transmitted. Pt,Pc are chosen

as in case (v-4). The receiver uses the projection and cancellation technique.

Ds = Nc+Nt−Ne
2 .

Using the achievable schemes described above for the different cases of the number

of antennas, and their analysis as in Section 3.5, we have (3.7) as the achievable s.d.o.f.,

which completes the proof for Theorem 2.
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3.7 Discussion

At this point, it is useful to discuss the results and the implications of this work.

Theorem 1, c.f. (3.6), shows the behavior of the s.d.o.f., for an (N × N × Ne) multi-

antenna Gaussian wiretap channel with an Nc-antenna cooperative jammer, associated

with increasing Nc form 0 to N+Ne. The s.d.o.f. first increases linearly by increasing Nc

from 0 to Ne−dmin{N,Ne}
2 e, that is to say adding one antenna at the cooperative jammer

provided the system to have one additional degrees of freedom. The s.d.o.f. remains

constant in the Nc range of Ne−bmin{N,Ne}
2 c to max{N,Ne}, and starts to increase again

for Nc from max{N,Ne} to N +Ne, until the s.d.o.f. arrives at its maximum value, N ,

at Nc = N + Ne. This behavior transpires both when the eavesdropper antennas are

fewer or more than that of the legitimate receiver.

The reason for the flat s.d.o.f. range is as follows: At high SNR, achieving the

secrecy constraint requires i) the entropy of the cooperative jamming signal, Xn
c
, to be

greater than or equal to that of the information signal visible to the eavesdropper, and

ii) Xn
c

to completely cover the information signal, Xn
t
, at the eavesdropper. For Ne ≤ N ,

part of Xn
t

can be sent invisible to the eavesdropper, and the information signal visible

to the eavesdropper can be covered by jamming for all Nc. For 0 ≤ Nc ≤ Ne
2 , the

spatial resources at the receiver are sufficient, at high SNR, for decoding information

and jamming signals which satisfy the above constraints. Thus, increasing the possible

entropy of Xn
c

by increasing Nc from 0 to
⌊
Ne
2

⌋
allows for increasing the entropy of

Xn
t
, and hence, the achievable secrecy rate and the s.d.o.f. increase. At Nc =

⌈
Ne
2

⌉
,

the possible entropy of Xn
c

and, correspondingly, the maximum possible entropy of Xn
t
,
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result in information and jamming signals which completely occupy the receiver’s signal

space. Thus, increasing the possible uncertainty of Xn
c

by increasing Nc from
⌈
Ne
2

⌉
to N

is useless, since, in this range, Xn
c

is totally observed by the receiver which has its signal

space already full at Nc =
⌈
Ne
2

⌉
.

Increasing Nc over N increases the possible entropy of Xn
c

and simultaneously

increases the part of Xn
c

that can be transmitted invisible to the receiver, leaving more

space for Xn
t

at the receiver. This allows for increasing the secrecy rate, and hence,

the s.d.o.f. starts to increase again. For Ne > N , the s.d.o.f. is equal to zero for all

0 ≤ Nc ≤ Ne −N , where Xn
c

cannot cover the information at the eavesdropper for this

case. The s.d.o.f. starts to increase again, after the flat range, at Nc > Ne, since sending

jamming signals invisible to the receiver while satisfying the covering condition at the

eavesdropper requires that Nc > Ne.

The difference in the slope for the increase in the s.d.o.f. in the ranges before and

after the flat range, for both Ne ≤ N and Ne > N , can be explained as follows. For

0 ≤ Nc ≤ Ne − min{N,Ne}
2 , each additional antenna at the cooperative jammer allows for

utilizing two more spatial dimensions at the receiver; one spatial dimension is used for

the jamming signal and the other is used for the information signal. By contrast, for

max{N,Ne} < Nc ≤ N + Ne, each additional antenna at the cooperative jammer sets

one spatial dimension at the receiver free from jamming, and this spatial dimension is

shared between the extra cooperative jamming and information streams.

It is important to note that the result that suggests that increasing the cooperative

jammer antennas is not useful in the range Ne − min{N,Ne}
2 < Nc ≤ max{N,Ne} applies

only to the prelog of the secrecy capacity, i.e., is specific to the high SNR behavior. This



78

should not be taken to mean that additional antennas do not improve secrecy rate, but

only the secrecy rate scaling with power in the high SNR.

Fig. 3.5. Ds versus Nc when Nr = Ne = 8 and Nt increases from Nr to Nr +Ne.

Theorem 2 generalizes the results above to the case where the number of transmit

antennas at the transmitter, Nt, is not equal to the number of receive antennas at the

legitimate receiver, Nr. Although the maximum possible s.d.o.f. of the channel for this

case is limited to min{Nt, Nr} = Nd, increasing Nt over Nr, or increasing Nr over Nt,

do change the behavior of the s.d.o.f. associated with increasing Nc until the maximum

possible s.d.o.f. is reached. Let us start at Nt = Nr = Nd. For Nt ≥ Ne, increasing

Nt over Nd = Nr increases the number of the information streams that can be sent

invisible to the eavesdropper, and hence the s.d.o.f. without the help of the cooperative
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jammer, i.e., Nc = 0, increases. This results in increasing the range of Nc for which the

s.d.o.f. remains constant by increasing Nc, since the receiver’s signal space gets full at

a smaller Nc and remains full until Nc is larger than Nd = Nr. In addition, increasing

Nt over Nd, when Nt ≥ Ne, results in decreasing the value of Nc at which the maximum

s.d.o.f. of the channel, Nd, is achievable, arriving at Nt ≥ Nr + Ne, where the s.d.o.f.

of Nd is achievable without the help of the cooperative jammer. Fig. 3.5 illustrates this

behavior. When Ne > Nt, increasing Nt over Nd decreases the value of Nc at which the

s.d.o.f. is positive, and decreases the value of Nc at which the s.d.o.f. of Nd is achievable,

arriving at Nt > Ne, where the channel renders itself to the previous case. This behavior

is demonstrated in Fig. 3.6. For both the cases Nt ≥ Ne and Nt < Ne, increasing Nr

over Nd = Nt, results in increasing the available space at the receiver’s signal space, and

hence the constant period decreases, arriving at Nr ≥ Nt + Ne when Nt ≥ Ne, or at

Nr ≥ 2Nt when Ne > Nt, where the constant period vanishes. Fig. 3.7 illustrates the

behavior of the s.d.o.f. curve associated with increasing Nr over Nt.

3.8 Conclusion

In this chapter, we have studied the multi-antenna wiretap channel with a Nc-

antenna cooperative jammer, Nt-antenna transmitter, Nr-antenna receiver, and Ne-

antenna eavesdropper. We have completely characterized the s.d.o.f. for this channel

for all possible values of the number of antennas at the cooperative jammer, Nc. We

have shown that when the s.d.o.f. of the channel is integer valued, it can be achieved by

linear precoding at the transmitter and cooperative jammer, Gaussian signaling both for

transmission and jamming, and linear processing at the legitimate receiver. By contrast,
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Fig. 3.6. Ds versus Nc when Nr = 8, Ne = 20 and Nt increases from Nr to Ne.
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when the s.d.o.f. is not an integer, we have shown that a scheme which employs struc-

tured signaling both at the transmitter and the cooperative jammer, along with joint

signal space and signal scale alignment achieves the s.d.o.f. of the channel. We have

seen that, when Nt ≥ Ne, the transmitter uses its precoder to send a part of its informa-

tion signal invisible to the eavesdropper, and to align the remaining part over jamming

at the eavesdropper, while the cooperative jammer uses its precoder to send a part of

its jamming signal invisible to the receiver, whenever possible. When Ne > Nt, more

intricate precoding at the transmitter and cooperative jammer is required, where both

the transmitter and cooperative jammer choose their precoders to achieve the alignment

of information and jamming at the eavesdropper, and simultaneously, the cooperative

jammer designs its precoder, whenever possible, to send a part of the jamming signal

invisible to the receiver.

The converse was established by allowing for full cooperation between the trans-

mitter and cooperative jammer for a certain range of Nc, and by incorporating both the

secrecy and reliability constraints, for the other values of Nc. We note that while this

work settles the degrees of freedom of this channel, its secrecy capacity is still open.

Additionally, while the model considered here assumes channels to be known, universal

secrecy as in [44] should be considered in the future.
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Chapter 4

The Wiretap Channel II with a Noisy Main Channel

4.1 Introduction

Back to 1984, Ozarow and Wyner in reference [96] introduced the wiretap channel

II model, which generalizes the special instance of a wiretap channel with a noiseless

main channel and a binary erasure wiretapper channel, to a wiretapper which is able

to select the positions of erasures. Authors in [96] derived an outer bound for the rate-

equivocation region of the channel and proved its tightness by using random partitioning

and combinatorial arguments, concluding that the secrecy capacity for the channel does

not deteriorate despite this additional capability of the wiretapper.

Besides deriving the capacity-equivocation region for the wiretap channel II model,

reference [96] proposed a randomized coset coding scheme, where a group code and its

cosets were used as the sub-codebooks of the wiretap code, and showed that it achieves

the capacity-equivocation region. This result has spurred a considerable amount of re-

search on practical coding design for secure communication, see for example [1, 15, 66,

114, 118]. In [66], the wiretap channel with a noiseless main channel and binary-input

symmetric-output memoryless wiretapper channel, is considered as type-II wiretap chan-

nel. Reference [1] studied a variation of the wiretap channel II model studied in [96],

where the wiretapper not only noiselessly overhears a subset of the transmitted bits, but
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also modifies (or corrupts) the bits, so that the legitimate receiver receives a corrupted

version of the transmitted codeword.

In this chapter, we consider a wiretap channel with a finite input alphabet, a dis-

crete memoryless main channel, and a wiretapper which noiselessly observes µ symbols

of its choosing of the length-n transmitted codeword, where µ ≤ n and α = µ
n . We first

derive an outer bound for the rate-equivocation region of the channel as a function of

α. Next, we propose an achievable scheme which extends the random partitioning argu-

ment in [96] constructed for the one codebook C0 that contains all possible codewords

and has all of its components independently and identically distributed, to a random

coding argument, which is exploited to guarantee reliable communication over the dis-

crete memoryless main channel. In particular, we define a class of good codebooks for

which we show, using random partitioning and combinatorial arguments, the existence

of a partition which achieves the required level of equivocation. We then show that

under the requirement of the claimed achievable rate, the probability of the class of the

good codebooks goes to one as the block-length n increases. Note that the wiretapper’s

capability of choosing the positions of the symbols it observes results in a wiretapper

channel with memory, and hence the results of the classical wiretap channel in [121] do

not specialize to the performance of the model at hand.

The remainder of the chapter is organized as follows. Section 4.2 describes the

channel model. Section 4.3 presents the main result in this section. Sections 4.4 and 4.5

provide outer and inner bounds for the rate-equivocation region of the channel. Section

4.6 concludes the chapter. Section 4.7 provides a discussion about the secrecy capacity

of the model presented in this chapter.
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4.2 Channel Model

We consider a wiretap channel II with a discrete memoryless main channel as

illustrated in Fig. 4.1. The legitimate transmitter wishes to reliably transmit a message

W to the legitimate receiver, and to keep it secret from the wiretapper. The message W

is uniformly drawn fromW = {1, 2, · · · , 2nR}. The encoder at the transmitter fn :W 7→

X n maps the message W ∈ W to the transmitted codeword Xn ∈ X n. The mapping fn

is allowed to be stochastic. The legitimate channel from the transmitter to the receiver

is a discrete memoryless channel with a finite input alphabet X , finite output alphabet

Y, and probability distribution pY |X(y|x) for all x ∈ X and y ∈ Y. The decoder at

legitimate receiver, gn : Yn 7→ W, which observes Yn ∈ Yn and outputs an estimate Ŵ

of the transmitted message, is parametrized by Pe, where

Pe = P(Ŵ 6= W ) =
1

2nR

2nR∑
w=1

P(Ŵ 6= w|W = w). (4.1)

The wiretapper can noiselessly observe a subset, of its own choice, of the n trans-

mitted symbols, Xn. In particular, the wiretapper chooses S ∈ S, with

S =
{
S : S ⊆ {1, 2, · · · , n}, |S| = µ ≤ n, α =

µ

n

}
, (4.2)

and observes Zn
S

= [ZS,1 ZS,2 · · · ZS,n] ∈ Zn, where

ZS,i =


Xi, if i ∈ S

?, otherwise,

(4.3)
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and Z = X ∪{?}. Given the wiretapper’s choice of the subset S, the equivocation at the

wiretapper is measured by H(W |Zn
S

). In order to assure the required level of secrecy at

the wiretapper, the encoding scheme has to be designed to maximize the equivocation

∆ =
S∈S

minH(W |Zn
S

), (4.4)

so that the equivocation at the wiretapper is at least ∆, no matter what subset S the

wiretapper picks.

Fig. 4.1. Wiretap channel II with a discrete memoryless main channel.

We study the tradeoff between the rate of reliable transmission (R = log |W|
n

such that limn→∞ Pe = 0), the fraction of the transmitted symbols tapped by the

wiretapper (α = µ
n , 0 ≤ α ≤ 1), and the normalized equivocation at the wiretapper

(δ = ∆
H(W ) , H(W ) = nR).

Definition 5. The triple (R,α, δ) is said to be achievable if for every ε > 0, there exists

a sequence of encoder-decoder pairs, {fn, gn}n≥1, and n0 ≥ 1 such that µ
n ≥ α − ε,

∆
H(W ) ≥ δ − ε, and Pe ≤ ε, for all n ≥ n0.
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Definition 6. For a fixed α, where 0 ≤ α ≤ 1, the secrecy rate Rs is achievable if the

triple (Rs, α, 1) is achievable, i.e., the secrecy rate Rs, for some fixed α, is achievable if

Pe → 0, and ∆
H(W ) → 1 as n→∞.

4.3 Main Results

The following theorems provide outer and inner bounds for the set of achievable

triples (R,α, δ), R. Let Cm denote the capacity of the main channel pY |X , i.e., Cm =

max
pX

I(X;Y ). For the channel pY |X , let

Cu = I(X;Y ) when pX(x) =
1

|X | for all x ∈ X . (4.5)

Theorem 3. The set R ⊆ R, where

R =

(R,α, δ) : 0 ≤ α, δ ≤ 1, 0 ≤ R ≤ Cm, δ ≤


1, if 0 ≤ α ≤ 1− R

Cm

(1− α)CmR , if 1− R
Cm
≤ α ≤ 1.

 .

(4.6)

Theorem 4. The set R ⊇ R, where

R =

(R,α, δ) : 0 ≤ α, δ ≤ 1, 0 ≤ R ≤ Cu, δ ≤


1, if 0 ≤ α ≤ Cu−R

log |X |[
Cu−α log |X |

R

]+
, if Cu−R

log |X | < α ≤ 1.

 .

(4.7)
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For a fixed rate R, the inner and outer bounds for the pair (α, δ) are shown in

Fig. 4.2. As the achievable secrecy rate, Rs, for the model in question is of a particular

interest, the following corollary, which directly follows from Theorems 3 and 4 by setting

δ = 1, gives lower and upper bounds for Rs.

Corollary 2. For a fixed α, where 0 ≤ α ≤ 1, the achievable secrecy rate Rs satisfies

[Cu − α log |X |]+ ≤ Rs ≤ (1− α)Cm. (4.8)

Fig. 4.2. Inner and outer bounds for (α, δ), for a fixed R.

Remark 5. The lower bound for Rs in (4.8), computed for a binary main channel whose

capacity is achieved by a uniform input distribution, is equal to the secrecy capacity of a
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wiretap channel with the same binary main channel and an erasure wiretapper channel

with erasure probability 1− α.

4.4 Outer Bound

In order to prove Theorem 3, we show that any achievable triple, (R,α, δ) ∈ R,

satisfies (R,α, δ) ∈ R, where R is given in (4.6). That R ≤ Cm follows from the regular

converse to the channel coding theorem [21]. That α ≤ 1 follows since α ≤ µ
n + ε ≤ 1 + ε

for every ε > 0. That δ ≤ 1 follows since, for any ε > 0, δ ≤ ∆
H(W ) +ε =

minS H(W |ZnS)

H(W ) +ε ≤

1 + ε. Thus, it remains to show the last inequality in (4.6).

Consider an arbitrary encoder-decoder pair, (fn, gn), and a fixed selection S at

the wiretapper. Let W,Xn,Yn,Zn
S
, Ŵ correspond to the pair (fn, gn) and the selection

S. Thus,

∆ = H(W |Zn
S

) ≤ H(W |Zn
S

)−H(W |Y) + nη(Pe) (4.9)

= I(W ; Y)− I(W ; Zn
S

) + nη(Pe) (4.10)

≤ I(W ; YZn
S

)− I(W ; Zn
S

) + nη(Pe) (4.11)

= I(W ; Y|Zn
S

) + nη(Pe), (4.12)

where (4.9) follows from Fano’s inequality, limPe→0 η(Pe) = 0. Let Sc = {1, 2, · · · , n}\S,

XS = {Xi}i∈S , and XSc = {Xi}i∈Sc , and let YS and YSc be defined similarly. Due to

the Markov Chain W −XnZn
S
−Yn, (4.12) is bounded as

∆ ≤ I(X; Y|Zn
S

) + nη(Pe) (4.13)
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= H(XS ,XSc |ZS)−H(XS ,XSc |YSYScZS) + nη(Pe) (4.14)

= H(XSc |XS)−H(XSc |YSYScXS) + nη(Pe) (4.15)

= H(XSc |XS)−H(XSc |YScXS) + nη(Pe) (4.16)

= I(XSc ; YSc |XS) + nη(Pe) (4.17)

≤ I(XSc ; YSc) + nη(Pe) (4.18)

≤
∑
i∈Sc

I(Xi;Yi) + nη(Pe) (4.19)

≤ (n− µ) max
pX

I(X;Y ) + nη(Pe) (4.20)

= (n− µ)Cm + nη(Pe), (4.21)

where (4.16) follows from the Markov chain XSc − XSYSc − YS , (4.18) follows from

the Markov chain XS − XSc − YSc , and (4.19) follows from the memoryless channel

assumption.

Thus, we have, for any selection of S, ∆ ≤ (n − µ)Cm + nη(Pe). But, ∆ is also

upper bounded as ∆ = minS H(W |Zn
S

) ≤ H(W ) = nR, and hence, we have, for every

encoder-decoder pair,

∆ ≤ min {nR, (n− µ)Cm + nη(Pe)} . (4.22)

Since (R,α, δ) ∈ R, then for every ε > 0, there exists an encoder-decoder pair with

µ
n ≥ α − ε, ∆

H(W ) ≥ δ − ε, and Pe ≤ ε. Thus, for every ε > 0, by applying (4.22) to this
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encoder-decoder pair, we obtain

δ ≤


1 + ε, 0 ≤ α ≤ 1− R

Cm
+O(ε)

(1−α)Cm
R−ε +O(ε), 1− R

Cm
≤ α+O(ε) ≤ 1.

(4.23)

Taking ε → 0, the last inequality in (4.6) is proved, which completes the proof for

Theorem 3.

4.5 Inner Bound

The enabler for the achievability result in [96] is the assumption of a noiseless

main channel over which a codebook C0, that contains all possible codewords, can be

reliably communicated. The enabling property, satisfied by C0, is that for every possi-

ble observation at the wiretapper, zn (which results from a transmitted codeword, xn,

and a selection S), the number of codewords in C0 that can generate zn is the same.

Relying on this property, the existence of a good partition of C0 (of equal size subsets)

that distributes the codewords among the subsets of the partition in a harmony that

asymptotically (with the codeword length, n) achieves the secrecy constraint for every

possible selection of S, is evident by [96]. When the main channel is a discrete mem-

oryless channel, our achievability scheme relies on defining a class of good codebooks

which possess a similar property to that of C0. We restrict the input distribution to be

uniform, and α to be such that α < Cu
log |X | , in order to show, using a random coding

argument, that the probability of the class of good codes approaches 1 as n→∞. Thus,
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the existence of a codebook, that achieves the reliability constraint, within the class of

good codes follows. In the following, the achievable scheme is described in detail.

Codebook Generation: Let pX be a uniform distribution over X , i.e., pX(x) =

1/|X | for all x ∈ X , and for the main channel pY |X , let Cu = I(X;Y ). Generate 2nCu

length-n codewords randomly and independently, each with i.i.d. components according

to pX . Let C denote the random variable which represents the generated codebook. For

the generated codebook C = C, let {Aw}2
nR

w=1
be a partition of C into 2nR disjoint subsets,

Aws, each containing 2n(Cu−R) codewords.

Encoder at the transmitter: In order to send the messageW , the encoder randomly

selects a codeword, Xn, from AW , and transmits Xn. For this encoder, let µ = αn.

Decoder at the legitimate receiver: Since the rate of the codebook C is equal

to (1/n) log 2nCu = I(X;Y ), it can be shown [21], using a typical set decoder at the

legitimate receiver, that for every ε > 0, there exists a sufficiently large n1 such that

EC(Pe) ≤ ε
3 for all n ≥ n1.

Equivocation Analysis: For an arbitrary codebook C, an encoder defined as above,

an arbitrary selection S, and Zn
S

which corresponds to S (as defined in (4.3)), we have

∆ = H(W |Zn
S

) = H(W,Zn
S

)−H(Zn
S

) (4.24)

= H(W,X,Zn
S

)−H(X|W,Zn
S

)−H(Zn
S

) (4.25)

= H(X|Zn
S

) +H(W |X,Zn
S

)−H(X|W,Zn
S

). (4.26)
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By the construction of the encoding scheme, for every selection of the subset S, we have

H(W |X,Zn
S

) = 0. (4.27)

Definition 7. The codeword xn is said to be consistent with the wiretapper’s observation

zn if zn can be obtained from xn by switching (n− µ) components of xn to ′?′.

For an arbitrary codebook C, j = 1, 2, · · · , 2nCu , and S ⊆ {1, 2, · · · , n} with

|S| = µ, let x(j) = [x1(j) · · · xn(j)] denote the jth codeword in C, and z(j, S) denote

the length-n vector with xi(j) in the positions i ∈ S, and ′?′ in the remaining positions,

and define QC(j, S) and mC(j, S) as

QC(j, S) =
{

x(i) ∈ C : for x(j) ∈ C, x(i) is consistent with z(j, S), i = 1, · · · , 2nCu , i 6= j
}
,

(4.28)

and mC(j, S) = |QC(j, S)| . (4.29)

Now, let us define a set of good codebooks, C∗, as

C∗ =
{
C : ∀j = 1, 2, · · · , 2nCu , and ∀S ⊆ {1, 2, · · · , n}, with |S| = µ, |mC(j, S)−m| ≤ t

}
,

(4.30)

where m = 2n(Cu−α log |X |), t = β
√
n2

n
2

(Cu−α log |X |) + |X |−αn, and β is a constant which

does not depend on n. We assume that 2nCu , and all such quantities, are integers. If

not, a straight forward modification of the sequel is necessary.
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Now, we consider a good codebook, C ∈ C∗. Since the message W is uniformly

distributed, and the encoder randomly selects a codeword from AW , we have Xn is

uniformly distributed over C. Thus, given the wiretapper’s observation, Zn
S

= zn, Xn

is uniformly distributed over the codewords in C consistent with zn. Using (4.30), we

have, for all S, that

H(X|Zn
S

) ≥ log(m− t). (4.31)

Next, we show the existence of a partition {Aw}2
nR

w=1
of the good codebook C, which

satisfies that, for all S, H(X|W,Zn
S

) is upper bounded by a constant which does not

depend on n.

Definition 8. A partition {Aw}2
nR

w=1
of the codebook C is said to be good, if there exists

an integer l0 ≥ 1 such that for all w = 1, · · · , 2nR, j = 1, · · · , 2nCu, and S ⊆ {1, 2, · · · , n}

with |S| = µ, we have

∣∣ {x ∈ Aw : x is consistent with z(j, S)}
∣∣ < l0. (4.32)

If a partition {Aw} of C ∈ C∗ is good, we have, for all S,

H(X|W,Zn
S

) < log l0. (4.33)

We now choose the partition {Aw} of C ∈ C∗ uniformly at random from the set

of all partitions of C into 2nR equal size subsets. Define the functions ψ ({Aw}) and



94

φ(Aw, z(j, S)) as

ψ ({Aw}) =


0, if the partition {Aw} is good

1, otherwise.

(4.34)

φ(Aw, z) =


0, if

∣∣{x ∈ Aw : x is consistent with z}
∣∣ < l0

1, otherwise.

(4.35)

Note that, we have ψ ({Aw}) ≤
∑2nR

w=1

∑
j,S φ(Aw, z(j, S)), and hence, by linearity and

monotonicity of expectation, we have

E (ψ ({Aw})) ≤
2nR∑
w=1

∑
j,S

E (φ(Aw, z(j, S))) . (4.36)

We now upper bound E (φ(Aw, z(j, S))). For fixed w, j, and S, let Lr denote a

random variable which represents the number of codewords x ∈ Aw, that are consistent

with z(j, S). Let nC = |C| = 2nCu , mC = |QC(j, S)|, and nr = |Aw| = 2n(Cu−R). Using

a similar analysis as in [96], we have

P(Lr = l) ≤
(
mCnr
nC

)l 2l

l!
. (4.37)

Since we consider a good codebook C ∈ C∗, we have mC ≤ m+t = 2n(Cu−α log |X |)(1+ t
m).

For α < Cu
log |X | , we have limn→∞

t
m = 0, i.e., t

m ∈ o(n). Thus, using (4.37), we have

P(Lr = l) ≤ 2n(Cu−α log |X |−R)l

(
2(1 + t

m)
)l

l!
. (4.38)
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Thus, whenever R > Cu − α log |X |, we have

E (φ(Aw, z(j, S))) = P (φ(Aw, z(j, S)) = 1) (4.39)

≤
nr∑
l=l0

2n(Cu−α log |X |−R)l

(
2(1 + t

m)
)l

l!
(4.40)

≤ 2n(Cu−α log |X |−R)l0+2(1+ t
m

) log e, (4.41)

and hence, using (4.36), we have

E (ψ({Aw})) ≤ 2nR2nCu
(
n

αn

)
× 2n(Cu−α log |X |−R)l0+2(1+ t

m
) log e (4.42)

≤ 2n(R+Cu+H(α)+o(n))+2(1+ t
m

) log e+n(Cu−α log |X |−R)l0 , (4.43)

where (4.43) follows from Stirling’s approximation. Thus, for

l0 >
R+ Cu +H(α) + o(n) +

2(1+ t
m

) log e

n

R− Cu + α log |X | , (4.44)

we have E (ψ({Aw})) < 1, and hence there must exist a good partition {Aw} of the

codebook C ∈ C∗. Since t
m ∈ o(n), we have, for sufficiently large n2, o(n) ≤ ε1 and

t
m ≤ ε2, for all n ≥ n2. Thus, whenever Cu−R

log |X | < α < Cu
log |X | , by setting

l0 =
R+ Cu +H(α) + ε1 + 2(1+ε2) log e

n2

R− Cu + α log |X | + 1 = B, (4.45)

the existence of a good partition {Aw} is guaranteed. This is the partition chosen by

the encoder at the transmitter.
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Using (4.26), (4.27), (4.31), (4.33), and (4.45), we have, for C ∈ C∗, Cu−R
log |X | < α <

Cu
log |X | , and sufficiently large n, that

∆

H(W )
= min

S∈S

H(W |Zn
S

)

H(W )
(4.46)

≥ 1

nR
(log(m− t)− logB) (4.47)

=
logm

nR
− o(n) (4.48)

≥ Cu − α log |X |
R

− ε3, (4.49)

where, for sufficiently large n3, o(n) ≤ ε3 for all n ≥ n3.

We now show that with high probability, C ∈ C∗, i.e., limn→∞ P (C ∈ C∗) = 1.

Let X(j), j = 1, · · · , 2nCu , represent the jth codeword of the random code C, and let

Zn
S

(X(j)) represent the codeword X(j) with ′?′ for i /∈ S. For j = 1, · · · , 2nCu , and all

S, define the event E(j, S) as

E(j, S)

=
{ ∣∣∣card

{
i : X(i) is consistent with Zn

S
(X(j)), where i = 1, 2, · · · , 2nCu , i 6= j

}
−m

∣∣∣ ≤ t},
(4.50)

and let Ec(j, S) denote the complement of (4.50). Using the definition of C∗ in (4.30),

we have

P
(
C∗
)

= P
(
E(j, S),∀j = 1, 2, · · · , 2nCu and ∀S ⊆ {1, 2, · · · , n} with |S| = µ

)
(4.51)

= 1− P
(
Ec(j, S) for some j, or some S

)
(4.52)
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≥ 1−
2nCu∑
j=1

∑
S

P
(
Ec(j, S)

)
(4.53)

= 1− 2nCu
(
n

αn

)
P
(
Ec(1, S∗)

)
, (4.54)

where S∗ is some set such that S∗ ⊆ {1, 2, · · · , n} with |S∗| = µ, (4.53) follows from the

union bound, and (4.54) follows because of the symmetry in the codebook, C, construc-

tion; P{Ec(j, S)} is the same for all j and all S.

Let Ex(1)(1, S
∗), and zS∗(x(1)) denote the event E(1, S∗), and the random vector

Zn
S∗(X(1)) when X(1) = x(1), respectively. Using (4.50), we have,

P
(
Ex(1)(1, S

∗)
)

= P
( ∣∣∣card

{
i : X(i) is consistent with zS∗(x(1)), i = 2, 3, · · · , 2nCu

}
−m

∣∣∣ ≤ t).
(4.55)

For i = 2, 3, · · · , 2nCu , define the random variable Vi as

Vi =


1, if X(i) is consistent with zS∗(x(1))

0, otherwise.

(4.56)

Note that the random variables {Vi}2
nCu

i=2
are i.i.d. In addition, we have, for each value

of x(1), and for i = 2, · · · , 2nCu ,

E (Vi) = P(Vi = 1) = |X |−αn. (4.57)



98

Let V =
∑2nCu

i=2
Vi. We can rewrite P{Ex(1)(1, S

∗)} as

P
(
Ex(1)(1, S

∗)
)

= P (|V −m| ≤ t) . (4.58)

Since E(V ) = (2nCu − 1)|X |−αn = m− |X |−αn, by setting t′ = t− |X |−αn, we have

P
(
Ex(1)(1, S

∗)
)
≥ P

(
|V − E(V )| ≤ t′

)
. (4.59)

By applying Hoeffding bound in Lemma 3 to (4.59), we obtain

P
(
Ex(1)(1, S

∗)
)
≥ 1− 2 exp

(
−t′2

(2 + τ)E(V )

)
, (4.60)

where τ = t′

E(V ) . Using (4.60), we have

P
(
E(1, S∗)

)
=
∑
x(1)

P(X(1) = x(1))P
(
Ex(1)(1, S

∗)
)

(4.61)

≥ 1− 2 exp

(
−t′2

(2 + τ)E(V )

)
. (4.62)

By substituting P (Ec(1, S∗)) ≤ 2 exp
(

−t′2
(2+τ)E(V )

)
in (4.54), and choosing t′ as t′ =

β
√
n2

n
2

(Cu−α log |X |),

P(C∗) ≥ 1− 2nCu
(
n

αn

)
2 exp

(
−t′2

(2 + τ)E(V )

)
(4.63)

≥ 1− 2
n(Cu+H(α)+o(n)− β

2

(2+τ)
log e)

. (4.64)
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For sufficiently large n4, we have o(n) ≤ ε4 and τ ≤ ε5 for all n ≥ n4, where τ = t′

E(V ) ∈

o(n). By setting β ≥
√

(γ+Cu+H(α)+ε4)(2+ε5)
log e , where γ > 0, we have, for n ≥ n4,

P(C∗) ≥ 1− 2−γn. (4.65)

Using (4.49) and (4.65), we have, for Cu−R
log |X | < α < Cu

log |X | , and sufficiently large n,

EC
(

∆

H(W )

)
≥
(
Cu − α log |X |

R
− ε3

)
(1− 2−γn) (4.66)

≥ Cu − α log |X |
R

− ε

3
, (4.67)

where, for sufficiently large n5, 3(ε3 + 2−γn(Cu−α log |X |)
R ) ≤ ε for all n ≥ n5. Let n0 =

max
i=1:5

ni. For n ≥ n0 and Cu−R
log |X | < α < Cu

log |X | , using (4.67) and that EC(Pe) ≤ ε
3 , we have

P
(
Pe ≤ ε,

∆

H(W )
≥ Cu − α log |X |

R
− ε
)

≥ 1− P(Pe ≥ ε)− P
(

∆

H(W )
≤ Cu − α log |X |

R
− ε
)

(4.68)

≥ 1

3
, (4.69)

where (4.68) follows from the union bound and (4.69) follows from Markov inequality

and (4.67). Thus, for a fixed R, 0 ≤ R ≤ Cu, a fixed α, Cu−R
log |X | < α ≤ 1, and for every

ε > 0, there exists a sufficiently large n0, and an encoder-decoder pair with µ = αn,

∆
H(W ) ≥

[Cu−α log |X |]+
R − ε, and Pe ≤ ε, for all n ≥ n0. This completes the proof for

Theorem 4.
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4.6 Conclusion

In this chapter, we have derived outer and inner bounds for the rate-equivocation

region of a wiretap channel with a discrete memoryless main channel, and a wiretapper

which has a noiseless access to µ symbols of its own choice of the n transmitted symbols.

The characterization of the derived inner and outer bounds has provided a trade-off

between the rate of reliable transmission, R, the level of equivocation at the wiretapper,

δ, and the ratio of the tapped symbols by the wiretapper, α = µ
n . The achievability

has been established by random coding and random partitioning arguments, where, for

a uniform input distribution and a certain range of α, the existence of a good codebook

which achieves the reliability constraint, and for which there exists a good partition

that achieves the required level of equivocation no matter what subset of µ symbols

the wiretapper chooses, is guaranteed. The inner and outer bounds proposed in this

chapter provide insights for understanding the fundamental limits of the model, and

count as a step towards characterizing its capacity-equivocation region, as well as towards

understanding the impact of more powerful adversary than passive observers.

4.7 Discussion

The secrecy capacity of the wiretap II with a noisy main channel model presnted

in this chapter and introduced in [85], was later identified in [33]. For 0 ≤ α ≤ 1, the

secrecy capacity Cs(α) is given by

Cs(α) = max
pUX

[I(U ;Y )− αI(U ;X)]+, (4.70)
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where the maximization is taken over all the distributions pUX which satisfy the Markov

chain U−X−Y , and the cardinality of the auxiliary random variable U can be restricted

to |U| ≤ |X |.

The achievability of (4.70) is established by utilizing a regular wiretap code, where

a stronger version of Wyner’s soft covering lemma [120, Theorem 3], which provides a

doubly exponential decay rate for the probability of not achieving the secrecy constraint

for a fixed choice of the subset S, is used, along with the union bound, in order to

guarantee secrecy for the exponentially many possibilities of the subset S. Note that,

by setting U = X and pX uniform over X , the secrecy capacity of the channel in (4.70)

reduces to the achievable rate in (4.8) which establishes the optimality of our achievable

scheme for this special instance. In the next section, we shall see a generalization of the

wiretap channel II with a noisy main channel to a model with the wiretapper receiving

noisy observations instead of the erasures.
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Chapter 5

A Generalized Wiretap Channel Model

and its Strong Secrecy Capacity

5.1 Introduction

In the previous chapter, we introduced a discrete memoryless (noisy) main channel

to the wiretap channel II model, and derived outer and inner bounds for the capacity-

equivocation region of the model, where the proposed achievability scheme is optimal

for the special case of the maximizing input distribution being uniform. The secrecy

capacity for this model is identified in [33], and shown to be equal to that of the case

when the wiretapper channel is replaced with a discrete memoryless erasure channel.

In this chapter, we go one step further and introduce a generalized wiretap channel

model with a discrete memoryless main channel and a wiretapper which observes a subset

of the transmitted codeword symbols of its choosing perfectly, as well as observing the

remaining symbols through a second discrete memroyless channel. This model includes

as special cases both the classical wiretap channel in [23] by setting the subset size to

zero, and the wiretap channel II with a noisy main channel in Chapter 4 by setting the

wiretapper’s discrete memroyless channel to an erasure channel with erasure probability

one, and is termed as the generalized wiretap channel for that reason. We characterize the

strong secrecy capacity for the proposed wiretap channel model, quantifying precisely the
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cost in secrecy capacity due to the additional capability at the wiretapper, with respect

to the previous wiretap models.

We first present the achievability. The achievability is established by using a

framework similar to the output statistics of random binning framework in [126]. In

particular, we solve a dual secret key agreement problem in the source model sense [2,76],

and infer the design for the encoder and decoder of the original channel model from the

solution of the dual problem. The difference between our achievability proof and the

framework presented in [126] is that we measure the statistical dependence between

the transmitted message and the wiretapper’s observation in terms of the Kullback-

Leibler (K-L) divergence instead of total variation distance, which requires establishing

a convergence result, with a rate strictly faster than 1
n , for the probability that the

two induced distributions from the original and the dual models are close in the total

variation distance sense. In addition, in the source model, we guarantee the secrecy of

the confidential key for the exponentially many possibilities of the subset chosen at the

wiretapper by deriving a one-shot result which provides a doubly-exponential convergence

rate for the probability that the key is uniform and independent from the wiretapper’s

observation.

The converse is derived by identifying a channel model whose secrecy capacity is

identical to that of the proposed channel model, and is easier to establish the converse

of. This is done by means of upper bounding its secrecy capacity with that of a discrete

memoryless channel1 whose secrecy capacity is tractable.

1A similar approach was considered to derive [33, Proposition 1].
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The remainder of the chapter is organized as follows. Section 5.2 describes the

generalized wiretap channel model. Section 5.3 provides the main result of this chapter,

i.e., the strong secrecy capacity for the generalized wiretap channel. Sections 5.4 and 5.5

provide the achievability and converse proofs. Section 5.6 provides a discussion about the

main result and the adopted achievability approach. Section 5.7 concludes the chapter.

5.2 Channel Model

We consider the channel model illustrated in Figure 5.1. The main channel{
X ,Y, pY |X

}
is a discrete memoryless channel which consists of a finite input alpha-

bet X , a finite output alphabet Y, and a transition probability pY |X . The transmitter

wishes to transmit a message W , uniformly distributed over W = [1 : 2nRs ], to the

legitimate receiver reliably, and to keep the message secret from the wiretapper. To do

so, the transmitter maps the message W to the transmitted codeword Xn ∈ X n using a

stochastic encoder. The legitimate receiver observes Yn ∈ Yn and maps its observation

to the estimate Ŵ of the message W . The wiretapper chooses a subset S ∈ S where the

set S is defined as

S ,
{
S : S ⊆ [1 : n], |S| = µ ≤ n, α =

µ

n

}
. (5.1)

Then, the wiretapper observes the sequence Zn
S
, [ZS,1, ZS,2, · · · , ZS,n] ∈ Zn, with

ZS,i =


Xi, i ∈ S

Vi, otherwise,

(5.2)
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where Vn , [V1, V2, · · · , Vn] ∈ Vn is the output of the discrete memroyless channel pV |X

when Xn is the input, and the alphabet Z is given by Z = {X ∪ V}.

Fig. 5.1. The generalized wiretap channel model.

An (n, 2nRs) code Cn for the channel model in Figure 5.1 consists of

(i) the message set W = [1 : 2nRs ],

(ii) the stochastic encoder P
(Cn)
Xn|W at the transmitter, and

(iii) the decoder at the legitimate receiver.

We consider the strong secrecy constraint at the wiretapper [22,75]. Rate Rs is an achiev-

able strong secrecy rate if there exists a sequence of (n, 2nRs) channel codes, {Cn}n≥1,

such that

lim
n→∞

P(Cn)
(
Ŵ 6= W

)
= 0 Reliability, (5.3)

and lim
n→∞

max
S∈S

I(Cn) (W ; Zn
S

)
= 0 Strong Secrecy, (5.4)
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where S is defined as in (5.1). P(Cn)
(
Ŵ 6= W

)
and I(Cn)

(
W ; Zn

S

)
are the error probabil-

ity and the mutual information between the message W and the wiretapper’s observation

Zn
S

, with respect to the joint distribution that corresponds to the code Cn.

The strong secrecy capacity, Cs, is the supremum of all achievable strong secrecy

rates.

5.3 Main Result

The main result of this chapter is stated in the following theorem.

Theorem 5. For 0 ≤ α ≤ 1, the strong secrecy capacity of the generalized wiretap

channel in Figure 5.1 is given by

Cs(α) = max
U−X−Y V

[I(U ;Y )− I(U ;V )− αI(U ;X|V )]+ , (5.5)

where the maximization is over all the distributions pUX which satisfy the Markov chain

U −X − Y V , and the cardinality of U can be restricted as |U| ≤ |X |.

Proof: The achievability and converse proofs for Theorem 5 are provided in Sections 5.4

and 5.5, respectively. �

Remark 6. An equivalent characterization for the strong secrecy capacity of the gener-

alized wiretap channel is given by

Cs(α) = max
U−X−Y V

[I(U ;Y )− αI(U ;X)− (1− α)I(U ;V )]+ , (5.6)
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since I(U ;X|V ) in (5.5) can be written as

I(U ;X|V ) = H(U |V )−H(U |X) (5.7)

= H(U)− I(U ;V )−H(U |X) (5.8)

= I(U ;X)− I(U ;V ), (5.9)

where (5.7) follows from the Markov chain U −X − V .

Corollary 3. By setting the tapped subset by the wiretapper, S, to the null set, or

equivalently α = 0, the secrecy capacity in (5.5) is equal to the secrecy capacity of the

discrete memoryless wiretap channel in [23, Corollary 2], i.e.,

Cs(0) = max
U−X−Y V

[I(U ;Y )− I(U ;V )]+ . (5.10)

Remark 7. Comparing (5.5) and (5.10), we observe that the secrecy cost, with respect

to the classical wiretap channel, of the additional capability of the wiretapper to choose

a subset of size αn of the codewords to access perfectly, is equal to αI(U ;X|V ).

Corollary 4. By setting the wiretapper’s discrete memroyless channel through which it

observes the (1 − α)n symbols it does not choose, pV |X , to be an erasure channel with

erasure probability one, the secrecy capacity in (5.5) is equal to the secrecy capacity of

the wiretap channel II with a noisy main channel in [33, Theorem 2], i.e.,

Cs(α) = max
U−X−Y

[I(U ;Y )− αI(U ;X)]+ . (5.11)
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Remark 8. Comparing (5.6) and (5.11), the secrecy cost, with respect to the wiretap

channel II with a noisy main channel, of the additional capability of the wiretapper of

observing (1−α) fraction of the codeword through the discrete memroyless channel pV |X ,

is equal to (1− α)I(U ;V ).

5.4 Achievability

We establish the achievability for Theorem 5 using an indirect approach as in

[24, 99, 126]. We first assume the availability of a certain common randomness at all

terminals of the original channel model. We then define a dual secret key agreement

problem in the source model which introduces a set of random variables similar to the set

of variables introduced by the original problem with the assumed common randomness.

The alphabets of the random variables in the original and dual problems are identical.

In addition, a subset of the marginal and conditional distributions for these random

variables in the original and dual problems are considered to be identical. Yet, the

joint distribution of the random variables in the dual problem can differ from that of

the original problem due to the different dynamics in the two problems. The main

trick is to search for conditions such that the joint distributions of the random variables

in the two problems are almost identical in the total variation distance sense. This

enables converting the solution, i.e., finding an encoder and decoder which satisfy certain

reliability and secrecy conditions, for the dual problem, which is more tractable, to a

solution of the original problem. We finally eliminate the assumed common randomness

from the original channel model by conditioning on a certain instance of it. Duality here
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is an operational duality [35] in which the solution for the dual problem is converted to

a solution for the original problem.

We first prove the achievability for the case U = X. We fix the input distribution

pX and define two protocols; each of these protocols introduces a set of random variables

and random vectors and induces a joint distribution over them. The first protocol,

protocol A, describes a dual secret key agreement problem in which a source encoder and

decoder observe random sequences i.i.d. according to the input and output distributions

of the original channel model. The source encoder and decoder intend to communicate

a confidential key via transmitting a public message over an error-free channel, in the

presence of a compound wiretapping source which has perfect access to the public message

and observes another random sequence whose distribution belongs to a finite class of

distributions, with no prior distribution over the class. The second protocol, protocol

B, describes the original channel model in Figure 5.1, with the addition of assuming a

common randomness that is available at all terminals. In the following, we describe the

two protocols in detail.

Protocol A (Secret key agreement in source model): The protocol is illustrated

in Figure 5.2. The random vectors Xn,Yn are i.i.d. according to pXY = pXpY |X ,

where pY |X is the transition probability of the main channel in Figure 5.1. The source

encoder observes the sequence Xn and randomly assigns (bins) it into the two bin indices

W = B1,n(Xn) and F = B2,n(Xn), where B1,n and B2,n are uniformly distributed over [1 :

2nRs ] and [1 : 2nR̃s ], respectively. That is, each xn ∈ X n is randomly and independently

assigned to the indices w ∈ [1 : 2nRs ] and f ∈ [1 : 2nR̃s ]. The bin index F represents

the public message which is transmitted over a noiseless channel to the decoder and
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perfectly accessed by the wiretapper. The bin index W represents the confidential key

to be generated at the encoder and reconstructed at the decoder. The source decoder

observes F and the i.i.d. sequence Yn, and outputs the estimate X̂n of Xn, which in

turn generates the estimate Ŵ of W . For any S ∈ S, where S is defined as in (5.1),

the wiretapper source node observes F and the sequence Zn
S

in (5.2). The subset S is

selected by the wiretapper and its selection is unknown to the legitimate parties. Thus,

the wiretapper can be represented as a compound source Zn
S
,
{
Z, pZn

S
, S ∈ S

}
whose

distribution is only known to belong to the finite class {pZn
S
}S∈S with no prior distribution

over the class, with |S| =
(
n
αn

)
≤ 2n. For S ∈ S, the induced joint distribution for this

protocol is

P̃WFXYZSX̂
(w, f,x,y, z, x̂) = pXYZS (x,y, z)P̃WF |X(w, f |x)P̃X̂|YF (x̂|y, f) (5.12)

= pXYZS (x,y, z)1{B1,n(X) = W}1{B2,n(X) = F}P̃X̂|YF (x̂|y, f) (5.13)

= P̃WF (w, f)P̃X|WF (x|w, f) pYZS |X(y, z|x)P̃X̂|YF (x̂|y, f). (5.14)

Fig. 5.2. Protocol A: Secret key agreement in the source model.
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Protocol B (Main problem assisted with common randomness): This protocol is

defined as the channel model in Figure 5.1, with an addition of a common randomness

F that is uniformly distributed over [1 : 2nR̃s ], independent from all other variables, and

known at all terminals. In fact, the assumed common randomness represents the random

nature in generating the codebook, which is known at all nodes. At the end of the proof,

we eliminate the assumed common randomness from the channel model in this protocol

by conditioning on a certain instance of it. The encoder and decoder in this protocol

are defined as in (5.14), i.e., PX|WF = P̃X|WF and PX̂|YF = P̃X̂|YF . The induced joint

distribution for this protocol is given by

PWFXYZSX̂
(w, f,x,y, z, x̂) = pU

W
pU
F
P̃X|WF (x|w, f) pYZS |X(y, z|x)P̃X̂|YF (x̂|y, f).

(5.15)

The induced joint distributions in (5.14) and (5.15) are random due to the random

binning of Xn. Note that we have ignored the random variables Ŵ from the induced

joint distributions at this stage. We will introduce them later to the joint distributions

as deterministic functions of the random vectors X̂n, after fixing the binning functions.

The remaining steps of the proof are outlined as follows:

(i) We derive a condition on the rates Rs and R̃s such that the two induced joint

distributions (5.14) and (5.15) are close in the total variation distance sense, when

averaged over the random binning.
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(ii) We then use Slepian-Wolf source coding theorem [20, 108] to derive a condition

on the rate R̃s such that the decoding of X̂ in protocol A is reliable, i.e., the

communication of the key W is reliable.

(iii) Next, for protocol A, we derive another condition on the rates Rs and R̃s such

that the probability, with respect to the random binning, that for all S ∈ S, the

key W and the public message F are uniformly distributed, independent, and both

independent from the wiretapper’s observation Zn
S

, goes to one as n goes to infinity,

i.e., protocol A is secure.

(iv) We use the closeness of the two induced distributions for the two protocols to show

that, under the same rate conditions for protocol B, the aforementioned reliability

and secrecy properties in (ii) and (iii) hold for protocol B as well.

(v) The reliability and secrecy properties in (ii) and (iii), after being converted to the

channel model in protocol B, are averaged over the random binning of the dual

source model2 in protocol A. We show the existence of a fixed binning realization

such that both properties still hold for protocol B.

(vi) Finally, we eliminate the common randomness F from the channel model in pro-

tocol B by showing that the reliability and secrecy constraints still hold when we

condition on a certain instance of F , i.e., F = f∗.

Note that, for the secrecy constraint, we have required the independence of the

assumed common random F from both W and Zn
S

so that when we condition over an

2Note that the probability with respect to the random binning in (iii) is equivalent to an
average over the random binning of an indicator function.
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instance of F , the independence of W and Zn
S

is not affected. That is, the secrecy

(independence) property in (iii) for protocol B, after fixing the binning function and

removing the common randomness, results in an achievable strong secrecy rate for the

original channel model.

Before continuing with the proof, we state the following lemmas.

5.4.1 Useful Lemmas

Lemma 7 is a one-shot result, which provides an exponential decay rate for the

average, over the random binning, of the total variation distance between the two induced

distributions from the two protocols. We utilize this lemma to show a convergence in

probability result that allows converting the secrecy property from protocol A to protocol

B. A result similar to Lemma 7 was derived in [126, Appendix A] which does not provide

the required convergence rate, hence the need for Lemma 7.

Lemma 7. Let the source X , {X , pX} be randomly binned into W = B1(X) and

F = B2(X), where B1 and B2 are uniform over [1 : W̃ ] and [1 : F̃ ], respectively. Let

B , {B1(x),B2(x)}x∈X , and for γ > 0, define

Dγ ,
{
x ∈ X : log

1

pX(x)
> γ

}
. (5.16)

Then, we have

EB
(
V
(
PWF , p

U
W
pU
F

))
≤ P

(
X /∈ Dγ

)
+

1

2

√
W̃ F̃2−γ , (5.17)

where P is the induced distribution over W and F .
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Proof: The proof is provided in Appendix F. �

Lemma 8 below is again a one-shot result which provides a doubly-exponential

decay rate for the probability of failure of achieving the secrecy property for protocol A,

for a fixed choice of the subset S. This lemma is needed, along with the union bound, to

guarantee secrecy against the exponentially many possibilities of the tapped subset S.

Lemma 8. Let X , {X , pX} and {ZS} ,
{
Z, pZS , S ∈ S

}
be two correlated sources

with |X |, |Z|, and |S| < ∞, where {ZS}S∈S is a compound source whose distribution is

known to belong to the finite class {pZS}S∈S . Let X be randomly binned into the bin

indices W and F as in Lemma 7. For γ > 0 and any S ∈ S, define

DS
γ
,

{
(x, z) ∈ X × Z : log

1

pX|ZS (x|z) > γ

}
. (5.18)

If there exists δ ∈
(
0, 1

2

)
such that for all S ∈ S, PpXZS

(
(X,ZS) ∈ DS

γ

)
≥ 1− δ2, then,

we have, for every ε1 ∈ [0, 1], that

PB
(

max
S∈S

D
(
PWFZS ||p

U
W
pU
F
pZS

)
≥ ε̃
)
≤ |S||Z| exp

(
−ε2

1
(1− δ)2γ

3W̃ F̃

)
, (5.19)

where ε̃ = ε1 + (δ + δ2) log(W̃ F̃ ) + Hb(δ
2), Hb is the binary entropy function, and P is

the induced distribution over W,F, and ZS.

Proof: The proof of Lemma 8 is given in Appendix G. �
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5.4.2 Proof

First, we apply Lemma 7 to protocol A. In Lemma 7, set X = Xn, W̃ = 2nRs ,

F̃ = 2nR̃s , B = Bn ,
{
B1,n(x),B2,n(x)

}
x∈Xn , and γ = n(1 − ε2)H(X), where ε2 > 0

and Xn is defined as in protocol A, i.e., is an i.i.d. sequence. Without loss of generality,

we assume that for all x ∈ X , we have pX(x) > 0. Let pmin = minx∈X pX(x), where

the minimum exists since the input alphabet X is finite3. Thus, the random variables

log 1
pX(Xi)

, i ∈ [1 : n], are i.i.d. and each is bounded by the interval [0, bmax], where

bmax = log 1
pmin

.

We also have that m̄ = 1
n

∑n
i=1

EpX
(

log 1
pX(Xi)

)
= H(X). Using Hoeffding’s

inequality in (2.6), we have, for any ε2 > 0, that

P
(
X /∈ Dγ

)
= PpX

(
log

1

pX(X)
≤ γ

)
(5.20)

= PpX

(
1

n

n∑
i=1

log
1

pX(Xi)
≤ (1− ε2)H(X)

)
(5.21)

≤ exp

(
−2ε2

2
H2(X)

b2
max

n

)
= exp(−β1n), (5.22)

where β1 =
2ε2

2
H2(X)

b2
max

> 0.

By substituting the choices for W̃ , F̃ , γ and (5.22) in (5.17), we have, as long as

Rs + R̃s < (1− ε2)H(X), that

EBn
(
V(P̃WF , p

U
W
pU
F

)
)
≤ 2 exp(−βn), (5.23)

3If the input alphabet X is infinite, minx∈X pX(x) might not exist. As a result, there might
not be a finite upper bound on the random variables log 1

pX(Xi)
. In such a case, Hoeffding

inequality can not be applied.
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where β2 = ln 2
2

(
(1− ε2)H(X)−Rs − R̃S

)
and β = min{β1, β2} > 0. By applying (2.5)

to (5.14) and (5.15), and using (5.23), we have

EBn
(
V
(
P̃WFXYZSX̂

, PWFXYZSX̂

))
= EBn

(
V
(
P̃WF , p

U
W
pU
F

))
≤ 2 exp(−βn). (5.24)

Consider Slepian-Wolf decoder for protocol A. As long as R̃s ≥ H(X|Y ), we

have [30, Theorem 10.1]

lim
n→∞

EBn
(
PP̃ (X̂ 6= X)

)
= 0. (5.25)

Next, we observe

EBn
(
V
(
P̃WFXYZSX̂

, P̃WFXYZS1{X̂ = X}
))

= EBn
∑

w,f,x,y,z,x̂:

P̃ (w,f,x,y,z)1{x̂=x}
<P̃ (w,f,x,y,z,x̂)

[
P̃ (w, f,x,y, z,x)− P̃ (w, f,x,y, z)1{x̂ = x}

]
(5.26)

= EBn
∑

w,f,x,y,z,x̂: x̂ 6=x

P̃ (w, f,x,y, z,x) (5.27)

= EBn
(
PP̃ (X̂ 6= X)

)
. (5.28)

Equation (5.27) follows because P̃ (w, f,x,y, z, x̂) > P̃ (w, f,x,y, z)1{x̂ = x} holds if

and only if 1{x̂ = x} = 0, where P̃ (w, f,x,y, z, x̂) factorizes as P̃ (w, f,x,y, z, x̂) =

P̃ (w, f,x,y, z)P̃ (x̂|y, f) and P̃ (x̂|y, f) ≤ 1. Thus, using (5.25) and (5.28), we have that

lim
n→∞

EBn
(
V
(
P̃WFXYZSX̂

, P̃WFXYZS1{X̂ = X}
))

= 0, (5.29)



117

as long as R̃s ≥ H(X|Y ).

Now, we apply Lemma 8 to protocol A. In Lemma 8, set X = Xn, W̃ = 2nRs ,

F̃ = 2nR̃s , B = Bn, ZS = Zn
S

, for all S ∈ S, and γ = n(1−ε̃2)(1−α)H(X|V ), where ε̃2 > 0

and Xn,Zn
S
,S are defined as in protocol A. In order to calculate PpXZS

(
(X,ZS) /∈ DS

γ

)
,

we only need to consider the pairs (x, z) such that pX|ZS (x|z) > 0, since all the pairs

(x, z) with pX|ZS (x|z) = 0 belong to DS
γ

, by the definition of DS
γ

in (5.18). Since the

sequence X is i.i.d. and the channel pV |X is memoryless, we have, for all (x, z) with

pX|ZS (x|z) > 0, that

pX|ZS (x|z) = pXSXSc |XSVSc
(xS ,xSc |xS ,vSc) (5.30)

= pXSc |VSc
(xSc |vSc) =

∏
i∈Sc

pX|V (xi|vi). (5.31)

Once again, using Hoeffding’s inequality, we have, for all S ∈ S,

PpXZS

(
(X,ZS) /∈ DS

γ

)
= PpXZS

(
pX|ZS (X|ZS) > 0, log

1

pX|ZS (X|ZS)
≤ γ

)
(5.32)

= PpX|V

(
1

n− µ
∑
i∈Sc

log
1

pX|V (Xi|Vi)
≤ (1− ε̃2)H(X|V )

)
(5.33)

≤ exp
(
−β̃(1− α)n

)
= δ2, (5.34)

where β̃ > 0, and (5.33) follows from (5.31). From (5.34), lim
n→∞

δ2 = 0, and hence, for

sufficiently large n, we have δ2 ∈
(
0, 1

4

)
. Thus, the conditions in Lemma 8 are satisfied.
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Note that lim
n→∞

n(δ + δ2) = 0, and lim
n→∞

Hb(δ
2) = Hb( lim

n→∞
δ2) = 0 since Hb is a

continuous function. Thus,

lim
n→∞

ε̃ = ε1 + (Rs + R̃s) lim
n→∞

n(δ + δ2) + lim
n→∞

Hb(δ
2) = ε1. (5.35)

By substituting the choices for W̃ , F̃ , γ, and |S||Zn| ≤ exp (n [ln 2 + ln (|X |+ |V|)]) in

(5.19), and using (5.35), we have that, for all ε1, ε
′
1
> 0 and ε̃ = ε1 + ε′

1
, there exist

n∗ ∈ N and ψ(ε1), κ > 0 such that, for all n ≥ n∗,

PBn

(
max
S∈S

D
(
P̃WFZS ||p

U
W
pU
F
pZS

)
≥ ε̃
)
≤ exp

(
−ψ(ε1)eκn

)
, (5.36)

as long as Rs + R̃s < (1− ε̃2)(1− α)H(X|V ).

Take r > 0 and let Dn = maxS D(P̃WFZS ||p
U
W
pU
F
pZS ) and Kn , {Dn ≥ r}. Using

(5.36), we have that
∑∞

n=1
PBn(Kn) < ∞. Thus, using the first Borel-Cantelli lemma

yields

PBn (Kn infinitely often (i.o.)) = 0. (5.37)

This implies that, for all r > 0, PBn ({Dn < r} i.o.) = 1, i.e., the sequence Dn converges

to zero almost surely. Thus, the sequence Dn converges to zero in probability as well.

We conclude that, for Rs + R̃s < (1− ε̃2)(1− α)H(X|V ), we have

lim
n→∞

PBn

(
max
S∈S

D
(
P̃WFZS ||p

U
W
pU
F
pZS

)
> 0

)
= 0. (5.38)

That is, protocol A is secure.
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Next, we deduce that protocol B is also reliable and secure when R̃s ≥ H(X|Y )

and Rs+ R̃s < (1− ε̃2)(1−α)H(X|V ). First, we show that the reliability in (5.29) holds

for protocol B as well. We have

V
(
PWFXYZSX̂

, PWFXYZS1{X̂ = X}
)

≤ V
(
PWFXYZSX̂

, P̃WFXYZSX̂

)
+ V

(
P̃WFXYZSX̂

, PWFXYZS1{X̂ = X}
)

(5.39)

≤ V
(
P̃WFXYZSX̂

, P̃WFXYZS1{X̂ = X}
)

+ V
(
P̃WFXYZS1{X̂ = X}, PWFXYZS1{X̂ = X}

)
+ V

(
PWFXYZSX̂

, P̃WFXYZSX̂

)
(5.40)

= V
(
P̃WFXYZSX̂

, P̃WFXYZS1{X̂ = X}
)

+ 2V
(
P̃WF , p

U
W
pU
F

)
, (5.41)

where (5.39) and (5.40) follow from the triangle inequality, and (5.41) follows since (5.14),

(5.15) and (2.5) imply that

V
(
PWFXYZSX̂

, P̃WFXYZSX̂

)
= V

(
P̃WFXYZS1{X̂ = X}, PWFXYZS1{X̂ = X}

)
(5.42)

= V
(
P̃WF , p

U
W
pU
F

)
. (5.43)

Substituting (5.23) and (5.29) in (5.41) yields

lim
n→∞

EBn
(
V
(
PWFXYZSX̂

, PWFXYZS1{X̂ = X}
))

= 0. (5.44)
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Second, we show that the secrecy property in (5.38) holds for protocol B. Using

the union bound, we have

PBn

(
max
S∈S

D
(
PWFZS ||p

U
W
pU
F
pZS

)
> 0

)

≤ PBn

(
max
S∈S

D
(
PWFZS ||p

U
W
pU
F
pZS

)
> 0, and V(P̃WF , p

U
W
pU
F

) > 0

)

+ PBn

(
max
S∈S

D
(
PWFZS ||p

U
W
pU
F
pZS

)
> 0, and V(P̃WF , p

U
W
pU
F

) = 0

)
(5.45)

≤ PBn
(
V(P̃WF , p

U
W
pU
F

) > 0
)

+ PBn

(
max
S∈S

D
(
P̃WFZS ||p

U
W
pU
F
pZS

)
> 0

)
. (5.46)

Equation (5.46) follows since V(P̃WF , p
U
W
pU
F

) = 0 if and only if P̃WF (w, f) = pU
W
pU
F

for

all w and f , and hence PWFZS = pU
W
pU
F
PZS |WF = P̃WF P̃ZS |WF = P̃WFZS , where

PZS |WF (z|w, f) =
∑
x∈Xn

pZS |X(z|x)P̃X|WF (x|w, f) = P̃ZS |WF (z|w, f). (5.47)

Using the exponential decay in (5.23) and Markov inequality, we have, for any

r > 0, that

∞∑
n=1

PBn
(
V(P̃WF , p

U
W
pU
F

) > r
)
≤ 1

r

∞∑
n=1

EBn
(
V(P̃WF , p

U
W
pU
F

)
)

(5.48)

≤ 2

r

∞∑
n=1

exp(−βn) <∞, (5.49)

where β > 0. Thus, using the Borel-Cantelli lemma, as in the derivation for (5.38), we

have

lim
n→∞

PBn
(
V(P̃WF , p

U
W
pU
F

) > 0
)

= 0. (5.50)
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By substituting (5.38) and (5.50) in (5.46), we get

lim
n→∞

PBn

(
max
S∈S

D
(
PWFZS ||p

U
W
pU
F
pZS

)
> 0

)
= 0. (5.51)

Now, we show the existence of a binning realization, and hence an encoder and de-

coder, such that the reliability and secrecy properties, in (5.44) and (5.51), hold for proto-

col B. By applying the selection lemma, Lemma 5, to the random sequence {Bn}n≥1 and

the functions V
(
PWFXYZSX̂

, PWFXYZS1{X̂ = X}
)

, 1
{

maxS∈S D(PWFZS ||p
U
W
pU
F
pZS ) > 0

}
,

while using (5.44) and (5.51), there exists a sequence of binning realizations b∗
n

=

(b∗
1,n
, b∗

2,n
), with a corresponding joint distribution p∗ for protocol B, such that

lim
n→∞

V
(
p∗
WFXYZSX̂

, p∗
WFXYZS

1{X̂ = X}
)

= 0, (5.52)

lim
n→∞

1

{
max
S∈S

D(p∗
WFZS

||pU
W
pU
F
pZS ) > 0

}
= 0, (5.53)

where W = b∗
1,n

(Xn) and F = b∗
2,n

(Xn).

Next, we introduce the random variable Ŵ to the two joint distributions in (5.52),

where Ŵ is a deterministic function of the random sequence X̂n, i.e., p∗
Ŵ |X̂(ŵ|x̂) =

1

{
ŵ = b∗

1,n
(x̂)
}

. Using (2.5) and (5.52), we have

lim
n→∞

V
(
p∗
WFXYZSX̂Ŵ

, p∗
WFXYZS

1{Ŵ = W}
)

= lim
n→∞

V
(
p∗
WFXYZSX̂

1

{
Ŵ = b∗

1,n
(X̂)

}
, p∗
WFXYZS

1{X̂ = X}1
{
Ŵ = b∗

1,n
(X̂)

})
(5.54)

= lim
n→∞

V
(
p∗
WFXYZSX̂

, p∗
WFXYZS

1{X̂ = X}
)

= 0, (5.55)
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where (5.54) follows since p∗
Ŵ |WFXYZSX̂

= p∗
Ŵ |X̂ = 1

{
Ŵ = b∗

1,n
(X̂)

}
, and that Ŵ = W

if and only if X̂ = X and Ŵ = b∗
1,n

(X̂). We then have

lim
n→∞

EF
(
Pp∗(Ŵ 6= W |F )

)
= lim

n→∞

∑
f

pU
F

∑
w,ŵ: ŵ 6=w

p∗
WŴ |F (w, ŵ|f) (5.56)

= lim
n→∞

∑
w,ŵ,f : ŵ 6=w

p∗
WŴF

(w, ŵ, f) (5.57)

= lim
n→∞

∑
w,ŵ,f :

pU
W
pU
F
1{ŵ=w}

<p∗(w,ŵ,f)

[
p∗
WŴF

(w, ŵ, f)− pU
W
pU
F
1{ŵ = w}

]

(5.58)

= lim
n→∞

V
(
p∗
WŴF

, pU
W
pU
F
1{Ŵ = W}

)
(5.59)

= lim
n→∞

V
(
p∗
WFXYZSX̂Ŵ

, p∗
WFXYZS

1{Ŵ = W}
)

= 0.

(5.60)

Equation (5.58) follows because p∗
WŴF

> pU
W
pU
F
1{Ŵ = W} if and only if 1{Ŵ = W} = 0

where p∗
WŴF

factorizes as pU
W
pU
F
p∗
Ŵ |WF

and p∗
Ŵ |WF

≤ 1, while equation (5.60) follows

from (2.5) and (5.55).

We also have that

PF
(

max
S

D(p∗
WZS |F

||pU
W
p∗
ZS |F

) > 0

)

≤ PF
(

max
S

D
(
p∗
WZS |F

||pU
W
p∗
ZS |F

)
> 0, and max

S
D
(
p∗
WFZn

S
||pU

W
pU
F
pZS

)
= 0

)

+ PF
(

max
S

D
(
p∗
WZS |F

||pU
W
p∗
ZS |F

)
> 0, and max

S
D
(
p∗
WFZn

S
||pU

W
pU
F
pZS

)
> 0

)
(5.61)
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≤ PF
(

max
S

D
(
p∗
WZS |F

||pU
W
p∗
ZS |F

)
> 0, and ∀S, p∗

WFZS
(w, f, z) = pU

W
pU
F
pZS (z), ∀w, f, z

)

+ PF
(

max
S

D(p∗
WFZn

S
||pU

W
pU
F
pZS ) > 0

)
(5.62)

= 1

{
max
S

D(p∗
WFZn

S
||pU

W
pU
F
pZS ) > 0

}
, (5.63)

where (5.62) follows since maxS D
(
p∗
WFZnS

||pU
W
pU
F
pZS

)
= 0, if and only if, for all S ∈

S, p∗
WFZS

(w, f, z) = pU
W
pU
F
pZS (z) for all w, f, and z. (5.63) follows because the first

probability term on the right hand side of (5.62) is equal to zero. Thus, using (5.53), we

get

lim
n→∞

PF
(

max
S∈S

D(p∗
WZS |F

||pU
W
p∗
ZS |F

) > 0

)
= 0. (5.64)

Let us express the random variable F as an explicit function of n, i.e., F =

Fn = b∗
2,n

(Xn). In order to eliminate Fn from the channel model in protocol B, we

apply the selection lemma, Lemma 5, to the random sequence {Fn}n≥1 and the func-

tions Pp∗
(
Ŵ 6= W |Fn

)
, 1

{
maxS∈S D

(
p∗
WZS |Fn

||pU
W
p∗
ZS |Fn

)
> 0
}

, while using (5.60)

and (5.64), which implies that there exists at least one realization {f∗
n
} such that

lim
n→∞

Pp∗
(
Ŵ 6= W |Fn = f∗

n

)
= 0, and (5.65)

lim
n→∞

max
S∈S

Ip∗
(
W ; ZS |Fn = f∗

n

)
= 0, (5.66)

where Ip∗ is the mutual information with respect to the distribution p∗. Equation (5.66)

follows because lim
n→∞

1
{

maxS∈S D(p∗
WZS |Fn=f∗

n
||pU

W
p∗
ZS |Fn=f∗

n
) > 0

}
= 0 implies that
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there exists n′ large enough such that, for all n ≥ n′, we have

max
S

D
(
p∗
WZS |Fn=f∗n

||pU
W
p∗
ZS |Fn=f∗n

)
= max

S
Ip∗
(
W ; ZS |Fn = f∗

n

)
= 0. (5.67)

Finally, let p̃∗ be the induced distribution for protocol A corresponding to b∗
n
. We

use p̃∗
X|W,Fn=f∗

n
as the encoder and (p̃∗

X̂|Y,Fn=f∗
n

, b∗
1,n

(X̂)) as the decoder for the original

model. By combining the rate conditions Rs + R̃s < (1 − ε̃2)(1 − α)H(X|V ), R̃s ≥

H(X|Y ), and taking ε̃2 → 0, the rate Rs = maxpX [I(X;Y ) − I(X;V ) − αH(X|V )] is

achievable.

So far, we have considered the case U = X. Next, we prefix a discrete memoryless

channel pX|U to the original channel model in Figure 5.1. The main channel for the

generalized model is pY |U and the wiretapper channel is described by pX|U and (5.2).

The proof for this case follows similar steps to the proof above. In particular, for protocol

A, we consider the i.i.d. input sequence Un = [U1, U2, · · · , Un]. When we apply Lemma

8 to protocol A, we set γ = n(1− ε̃2)[αH(U |X)+(1−α)H(U |V )], and for pU|ZS (u|z) > 0,

we have, for any S ∈ S, that

pU|ZS (u|z) = pUSUSc |XSVSc
(uS ,uSc |xS ,vSc) (5.68)

= pUS |XSVSc
(uS |xS ,vSc) pUSc |USXSVSc

(uSc |uS ,xS ,vSc) (5.69)

= pUS |XS
(uS |xS) pUSc |VSc

(uSc |vSc) (5.70)

=
∏
i∈S

pU |X(ui|xi)
∏
i∈Sc

pU |V (ui|vi), (5.71)
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where (5.70) and (5.71) follow since the sequences Un,Xn, and Vn are i.i.d. and the

channels pX|U and pV |X are discrete memoryless channels. Using (5.71), the choice for

γ, and Hoeffding’s inequality, the conditions of Lemma 8 are satisfied, and we deduce

the rate condition

Rs + R̃s < (1− ε̃2)[αH(U |X) + (1− α)H(U |V )] (5.72)

required for secrecy of protocol A. Note that H(U |X) = H(U |X,V ) because of the

Markov chain U−X−V . By combining (5.72) with the rate condition R̃s ≥ H(U |Y ) re-

quired for the Slepian-Wolf decoder, we obtain the achievability of (5.5). The cardinality

bound on U , |U| ≤ |X |, follows using [30, Appendix C]. This completes the achievability

proof of Theorem 5.

5.5 Converse

Fig. 5.3. A wiretap channel model whose secrecy capacity is equal to that of Figure
5.1.
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Consider the channel model illustrated in Figure 5.3, where the wiretapper ob-

serves the outputs of two independent channels, with Xn being the input to both the

channels. The first channel to the wiretapper is the discrete memroyless channel pV |X

which outputs Vn. The second channel is the wiretapper channel in the wiretap II chan-

nel model, i.e., the wiretapper chooses S ⊆ [1 : n] and observes Z̃n
S

= [Z̃S,1, · · · , Z̃S,n],

where Z̃S,i = Xi for i ∈ S, and Z̃S,i =?, i.e., erasures, otherwise.

We show that, for 0 ≤ α ≤ 1, the strong secrecy capacity for this channel model,

CEQ
s

(α), is equal to the strong secrecy capacity of the original channel model, Cs(α), in

(5.5). Since the main channels in the two models are the same, it suffices to show that

I(W ; Zn
S

) = I(W ; Z̃n
S
Vn) for all S ∈ S, where Zn

S
is defined as in (5.2). This follows

because, for all S ∈ S, we have

H(W |Z̃SV) = H(W,X|Z̃S ,V)−H(X|W, Z̃S ,V) (5.73)

= H(X|Z̃S ,V) +H(W |X, Z̃S ,V)−H(X|W, Z̃S ,V) (5.74)

= H(X|Z̃S ,V)−H(X|W, Z̃S ,V) (5.75)

= H(XS ,XSc |XS ,VS ,VSc)−H(XS ,XSc |W,XS ,VS ,VSc) (5.76)

= H(XSc |XS ,VS ,VSc)−H(XSc |W,XS ,VS ,VSc) (5.77)

= H(XSc |XS ,VSc)−H(XSc |W,XS ,VSc) (5.78)

= H(X|ZS)−H(X|W,ZS) (5.79)

= H(X,W |ZS)−H(X|W,ZS) = H(W |ZS), (5.80)
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where (5.75) and (5.80) follow because H(W |X) = 0, and (5.78) follows since the channel

pV |X is memoryless which results in the Markov chains XSc −XSVSc −VS and XSc −

WXSVSc −VS .

Next, consider the channel model illustrated in Figure 5.4, which is the same as

the channel model in Figure 5.3, except we replace the second channel to the wiretapper

with a discrete memoryless erasure channel (DM-EC) with erasure probability 1 − α.

The output of the second channel to the wiretapper is Zn. For this model, we have the

Markov chain Vn −Xn −Zn since the two channels to the wiretapper are independent.

Since the two channels to the wiretapper are discrete memoryless, we have

pVZ|X(v, z|x) = pV|X(v|x) pZ|X(z|x)

=

n∏
i=1

pV |X(vi|xi) pZ|X(zi|xi)

=
n∏
i=1

pV Z|X(vi, zi|xi). (5.81)

That is, the combined channel to the wiretapper is a discrete memoryless channel, making

the channel model in Figure 5.4 a discrete memoryless wiretap channel. The strong

secrecy capacity for this model CEQ2
s

(α) is given by

CEQ2
s

(α) = max
U−X−Y V Z

[I(U ;Y )− I(U ;V Z)]+. (5.82)

In order to compute CEQ2
s

(α) in (5.82), we define the random variable Φ ∼

Bern(α) whose n i.i.d. samples represent the erasure process in the DM-EC, where
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Fig. 5.4. A discrete memoryless equivalent wiretap channel model.

Φ = 0 when Z = X and Φ = 1 when Z =?. Thus, Φ is determined by Z, and hence, the

Markov chains U −X −Y V Z and V −X −Z imply the Markov chains U −X −Y V ZΦ

and V −X−ZΦ. Also, Φ is independent from X, since the erasure process is independent

from the input to the channel. Thus, we have

pΦ|UV (φ|u, v) =
∑
x∈X

pΦX|UV (φ, x|u, v)

=
∑
x∈X

pX|UV (x|u, v) pΦ|XUV (φ|x, u, v)

= pΦ(φ)
∑
x∈X

pX|UV (x|u, v) = pΦ(φ) (5.83)

pΦ|V (φ|v) =
∑
x∈X

pΦX|V (φ, x|v)

=
∑
x∈X

pX|V (x|v) pΦ|XV (φ|x, v)

= pΦ(φ)
∑
x∈X

pX|V (x|v) = pΦ(φ). (5.84)

where (5.83) and (5.84) follow since pΦ|XUV = pΦ|XV = pΦ|X = pΦ due to the Markov

chains U −XV − Φ and V −X − Φ, and the independence of Φ and X. Since pΦ|UV =
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pΦ|V = pΦ, then Φ and U are conditionally independent given V . Thus, we have

I(U ;Z|V ) = I(U ;Z,Φ|V ) = I(U ;Z|Φ, V ) (5.85)

= P(Φ = 0)I(U ;Z|Φ = 0, V ) + P(Φ = 1)I(U ;Z|Φ = 1, V ) (5.86)

= αI(U ;X|V ) + (1− α)I(U ; ?|V ) (5.87)

= αI(U ;X|V ). (5.88)

Substituting (5.88) in (5.82), we have

CEQ2
s

(α) = max
U−X−Y V

[I(U ;Y )− I(U ;V )− αI(U ;X|V )]+. (5.89)

Next, we use similar arguments to [33, Section V-C] to show that CEQ
s

(α) ≤

CEQ2
s

(α) for any 0 ≤ α ≤ 1 and sufficiently large n. The idea is that when the number

of erasures of the DM-EC in the latter channel model (Figure 5.4) is greater than or

equal to (1− α)n, the wiretapper’s channel in the former (Figure 5.3) is better than its

channel in the latter, since the wiretapper in the former is more capable and encounters

a smaller number of erasures. Thus, CEQ
s

(α) ≤ CEQ2
s

(α) for this case. The result is

established by using Sanov’s theorem in method of types [21, Theorem 11.4.1] to show

that the probability that the DM-EC causes erasures less than (1 − α)n goes to 0 as

n→∞.

In particular, we first show that, for 0 ≤ λ < α ≤ 1, we have CEQ
s

(α) ≤ CEQ2
s

(λ).

To do so, we show that every achievable strong secrecy rate for the channel model in

Figure 5.3 is also achievable for the channel model in Figure 5.4. Fix λ such that
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0 ≤ λ < α ≤ 1, and let Rs be an achievable strong secrecy rate for the former channel

model. Thus, there exists a sequence of (n, 2nRS ) channel codes
{
CEQ
n

}
n≥1

such that

lim
n→∞

P(CEQ
n )
(
Ŵ 6= W

)
= 0, (5.90)

and lim
n→∞

max
S∈S

I(CEQ
n

)
(
W ; Z̃S ,V

)
= 0, (5.91)

where P(CEQ
n ) and I(CEQ

n ) are the probability and the mutual information with respect to

the joint distribution that corresponds to the code CEQ
n

.

We show that the rate Rs is also an achievable strong secrecy rate for the channel

model in Figure 5.4 by showing that the sequence of (n, 2nRs) codes
{
CEQ
n

}
n≥1

satisfies

the constraints lim
n→∞

P(CEQ
n

)
(
Ŵ 6= W

)
= 0 and lim

n→∞
maxS∈S I

(CEQ
n

) (W ; Z,V) = 0 for

this channel model.

The main channel in the two models is the same, and hence, the sequence of

(n, 2nRs) codes
{
CEQ
n

}
n≥1

achieves the reliability constraint for both channel models.

Thus, it remains to show that
{
CEQ
n

}
n≥1

achieves lim
n→∞

maxS∈S I
(CEQ
n

) (W ; Z,V) = 0.

Since lim
n→∞

maxS∈S I(W ; Z̃S ,V) = 0, then for any ε0 > 0, there exists n0 ∈ N

such that for all n ≥ n0, we have

max
S∈S

I(CEQ
n

)
(
W ; Z̃S ,V

)
= I(CEQ

n
) (W ; V) + max

S∈S
I(CEQ

n
)
(
W ; Z̃S |V

)
≤ ε0

2
. (5.92)

Let us define Z̃ , X ∪ {?}. For every zn ∈ Z̃n, define

N (zn) , {k ∈ [1 : n] : zk =?} (5.93)
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Θ(zn) , 1

{
|N (zn)| ≤ d(1− α)ne

}
. (5.94)

That is, N (zn) represents the number of erasures in the sequence zn, while Θ(zn) indi-

cates whether the sequence zn has erasures less than or equal to d(1− α)ne.

For simplicity of notation, we drop the superscripts CEQ
n

in (5.92); it is understood

implicitly that the mutual information is calculated with respect to the code CEQ
n

. Since

Θ(Zn) is a deterministic function of Zn, the Markov chains W −Xn−VnZn and WVn−

Xn −Zn imply the Markov chains W −Xn −VnZnΘ(Zn) and WVn −Xn −ZnΘ(Zn).

Also, Θ(Zn) is independent from Xn. Thus, we have

pΘ(Z)|WV(θ|w,v) =
∑
x∈Xn

pΘ(Z)X|WV(θ,x|w,v)

=
∑
x∈Xn

pX|WV(x|w,v) pΘ(Z)|XWV(θ|x, w,v)

= pΘ(Z)(θ)
∑
x∈Xn

pX|WV(x|w,v) = pΘ(Z)(θ) (5.95)

pΘ(Z)|V(θ|v) =
∑
x∈Xn

pΘ(Z)X|V(θ,x|v)

=
∑
x∈Xn

pX|V(x|v) pΘ(Z)|XV(θ|x,v)

= pΘ(Z)(θ)
∑
x∈Xn

pX|V(x|v) = pΘ(Z)(θ). (5.96)

From (5.95) and (5.96), W and Θ(Z) are conditionally independent given V, and

hence,

I(W ; Z|V) = I(W ; Z,Θ(Z)|V) (5.97)
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= I(W ; Θ(Z)|V) + I(W ; Z|V,Θ(Z)) (5.98)

= I(W ; Z|V,Θ(Z)) (5.99)

= P(Θ(Z) = 0)I(W ; Z|V,Θ(Z) = 0) + P(Θ(Z) = 1)I(W ; Z|V,Θ(Z) = 1).

(5.100)

We upper bound each term in the right hand side of (5.100). The first term is

upper bounded by

I(W ; Z|V,Θ(Z) = 0) = I (W ; Z|V, {|N (Z)| > d(1− α)ne}) (5.101)

≤ I
(
W ; Z|V,

{
|N (Z)| = d(1− α)ne

})
(5.102)

≤ max
S∈S

I(W ; Z̃S |V). (5.103)

We also have that

I(W ; Z|V,Θ(Z) = 1) ≤ H(Z) ≤ n log(|X |+ 1). (5.104)

Next we upper bound P(Θ(Z) = 1). Take ν such that λ < ν < α, and hence, we

have d(1−α)ne ≤ (1− ν)n < (1−λ)n. Let Φ1,Φ2, · · · ,Φn be a sequence of i.i.d. binary

random variables which represents the erasure process of the DM-EC in the model in

Figure 5.4 (Φi = 1 if Zi = Xi, and Φi = 0 if Zi =?), where Φi is distributed according

to QΦ = Bern(λ). Let Qn
Φ

be the n-letter distribution of the sequence {Φi}ni=1
. For

each ξ = l
n , with l ∈ [dνne : n], i.e., ν ≤ ξ < 1, define the distribution P

(ξ)
Φ = Bern(ξ),

and let P be the set of all of these distributions. Let T (P ) denote the type class of the
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distribution P , i.e., all possible n-length sequences with the type (empirical distribution)

P [21, Section 11.1]. Define the set T ,
{
T (P

(ξ)
Φ ) : (1− ξ) ≤ (1− ν)

}
. Using Sanov’s

theorem [21, Theorem 11.4.1], we have

P(Θ(Z) = 1) = PQnΦ
(
|N (Z)| ≤ d(1− α)ne

)
(5.105)

≤ PQn
Φ

(
|N (Z)| ≤ (1− ν)n

)
(5.106)

= PQn
Φ

(∣∣ {k ∈ [1 : n] : Φk = 1}
∣∣ ≤ (1− ν)n

)
(5.107)

= PQn
Φ

(T ) = PQn
Φ

(P) ≤ (n+ 1)2 2−nD(P ∗
Φ
||QΦ), (5.108)

where

P ∗
Φ

= argmin
P

(ξ)
Φ ∈P

D(P (ξ)
Φ
||QΦ) = argmin

ξ: ξ≥ν

(
ξ log

ξ

λ
+ (1− ξ) 1− ξ

1− λ

)
= Bern(ν). (5.109)

Note that D(P ∗
Φ
||QΦ) > 0 since ν 6= λ.

Using (5.104) and (5.108), the second term in the right hand side of (5.100) is

upper bounded by

log(|X |+ 1)n(n+ 1)2 2−nD(P ∗
Φ
||QΦ) −→

n→∞
0. (5.110)

Thus, for ε0 > 0, there exists n1 ∈ N such that, for all n ≥ n1,

P(Θ(Z) = 1)I(W ; Z|V,Θ(Z) = 1) ≤ ε0
2
. (5.111)
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Using (5.92), (5.100), (5.103), and (5.111), we have, for sufficiently large n, that

I(CEQ
n

) (W ; Z,V) = I(CEQ
n

) (W ; V) + I(CEQ
n

) (W ; Z|V) (5.112)

≤ I(CEQ
n

) (W ; V) + max
S∈S

I(CEQ
n

)
(
W ; Z̃S |V

)
+
ε0
2
≤ ε0. (5.113)

Thus, for 0 ≤ λ < α ≤ 1, we have CEQ
s

(α) ≤ CEQ2
s

(λ). The right hand side of (5.89) is a

continuous function of α, for 0 < α < 1 [33, Lemma 6]. Thus, by taking λ→ α, we have

CEQ
s

(α) ≤ CEQ2
s

(α). Note that for α = 0, 1, we have CEQ
s

(α) = CEQ2
s

(α). Thus, the

secrecy capacity of the original model in Figure 5.1 is upper bounded by (5.89). This

completes the proof for Theorem 5.

5.6 Discussion

In the converse proof for Theorem 5, we have shown that the strong secrecy ca-

pacity Cs(α) for the generalized wiretap channel model is equal to the strong secrecy

capacity when the wiretapper, in addition to observing µ transmitted symbols of its

choice noiselessly, observes the whole sequence Vn. This is not surprising since observ-

ing noisy versions of the transmitted symbols through the discrete memroyless channel

pV |X in the same positions where noiseless versions are available does not increase the

wiretapper’s information about the message. The expression for the strong secrecy ca-

pacity in (5.5) is thus intuitive where I(U, V ) represents the secrecy cost due to observing

the whole sequence Vn, and αI(U ;X|V ) represents the secrecy cost due to observing a

fraction α of the transmitted symbols noiselessly, given the wiretapper’s knowledge of

the V outputs in these positions. Furthermore, the alternative characterization for the
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strong secrecy capacity in (5.6) is again intuitively pleasing, where the overall secrecy

cost is represented by a weighted sum of the secrecy costs due to the noiseless and the

noisy observations at the wiretapper, i.e., αI(U ;X) and (1− α)I(U ;V ).

It is worth noting that a problem similar to the model considered in this chapter

appears in the context of Quantum Cryptography when a transmitter and a receiver wish

to agree on a secret key over a quantum channel in the presence of an external adversary

[10, 100]. The adversary can apply any arbitrary sequence of operations, allowed by

the laws of quantum physics, on the quantum states exchanged between the transmitter

and receiver. The security of the key follows from the impossibility of applying such

operations on a quantum mechanical system without changing its overall state. The

legitimate terminals, by communicating over an additional classical error-free channel,

can estimate the number of errors in the system, caused by the adversary, and abort the

key agreement protocol if the number of errors exceeds a certain threshold. To sum up,

like the models considered in this chapter, the adversary in the problem described above

is limited only in the fraction of time of being active. We refer the reader to [116, 119],

and references therein, for a comprehensive treatment of the problems and utilized tools

in quantum information theory.

Finally, we note that extending the proposed achievability approach in this chap-

ter to the case of a non-uniform message at the transmitter, i.e., semantic secrecy,

does not appear straightforward. In particular, in order to handle the case of a non-

uniform message, we would need to characterize the distribution of the source Xn given

the wiretapper’s observation Zn
S

, when conditioned over each key realization w, i.e.,

pXn|Zn
S
,W (x|z, w), for all x ∈ X n, z ∈ Zn, and w ∈ [1 : 2nRs ], which is not easy.
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5.7 Conclusion

In this chapter, we have introduced a wiretap channel model that generalizes the

classical wiretap channel models, and derived its strong secrecy capacity. The model

generalizes the classical wiretap channel [23,121] to one with a wiretapper which chooses

a fixed-length subset of the transmitted codeword symbols to perfectly access, and gener-

alizes the wiretap channel II with a discrete memoryless main channel in [85] to one with

a wiretapper which observes the output of a noisy channel instead of the erasures. The

wiretapper in this model is still passive, yet it is more capable than a classical wiretapper

since it can tap a subset of the symbols of its choosing noiselessly, while still receiving the

remaining symbols through a channel. Our secrecy capacity result quantifies the secrecy

cost of this additional capability of the wiretapper, with respect to the previous wiretap

channel models. Exploring the multi-terminal extensions of this generalized model is

the natural next step, similar to multi-terminal extensions for Wyner’s original model,

e.g., [29, 41,42,60,64,112] , which is the focus of the following two chapters.
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Chapter 6

Generalizing Multiple Access Wiretap and Wiretap II

Channel Models

6.1 Introduction

In Chapter 4, we have introduced a discrete memoryless main channel to the wire-

tap channel II model, and derived inner and outer bounds for its capacity-equivocation

region. In Chapter 5, we have introduced and derived the strong secrecy capacity of

the generalized wiretap channel in which the main channel is noisy and the wiretapper,

besides noiselessly observing a subset of its choice of the transmitted symbols, observes

the remainder through a noisy channel. Investigating the multi-terminal extensions of

this generalized wiretap model is the natural next step, much like what happened with

Wyner’s wiretap channel.

In this chapter, we extend our generalized wiretap channel model to the multiple

access scenario [113]. In particular, we first consider the special case of the multiple access

wiretap channel II with a discrete memoryless main channel, and propose three different

attack models for the wiretapper. In each of these models, the wiretapper chooses a

fixed-length subset of the channel uses and observes erasures outside this subset. In

the first wiretapping model, the wiretapper, in each position of the subset, decides to

observe either the first or the second user’s symbol. In the second model, the wiretapper

observes a noiseless superposition of the two transmitted symbols in the positions of the
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subset, while in the third model, the wiretapper observes the transmitted symbols of

both users.

The first attack model is a setting in which the wiretapper is able to tap one

of the two transmissions but not both. For instance, if two transmitters are distant

from each other, the wiretapper may need get close to one in order to obtain noise-free

observations, and thus is able to tap one at a time. The second attack model mimics a

medium that superposes both transmissions (e.g., wireless), where the attacker is close

enough to both transmitters. In the third attack model, the wiretapper is able to tap

both codewords individually, which can be interpreted as the wiretapper being able to

obtain noiseless (partial) side information about both transmitted codewords.

For each of these models, we derive an achievable strong secrecy rate region. Even

though the third attack model, in which the wiretapper sees the transmitted symbols of

both users, is stronger than the first, the ability of the wiretapper in the first model to

choose which user’s symbol to tap into results in identical achievable strong secrecy rate

regions for the two models. That is, each transmitter designs their encoding according to

the worst case scenario in which the wiretapper chooses to see its symbols in all positions

of the subset. The achievable secrecy rate region for the second attack model is shown to

be larger than the achievable secrecy rate region for the other two models, demonstrating

the intrinsic cooperation introduced by superposition.

After obtaining these insights, we generalize these models by replacing the wire-

tapper’s erasures with noisy channel outputs as we have done in Chapter 5 for the

single user channel. In particular, we generalize the multiple access wiretap channel II

with a discrete memoryless main channel, under the third wiretapping scenario, i.e., the
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strongest attack model, to the case when the wiretapper observes the remainder of the

codewords of both users separately through a discrete memoryless channel. This model

also generalizes the multiple access wiretap channel in [112] to the case when the wire-

tapper is provided with a subset of noiseless observations of its choice for the transmitted

symbols of both users. An achievable strong secrecy rate region, which quantifies the

secrecy cost of the additional capability of the wiretapper in this model with respect to

the multiple access wiretap channel in [112,125], is derived.

Achievability of the strong secrecy rate regions for all the proposed models is es-

tablished by muti-terminal extensions of methods proposed in Chapter 5. In particular,

for each of the proposed models, a corresponding dual multi-terminal secret key agree-

ment problem in the source model is introduced. In this dual model, two independent

sources wish to agree on two indepedent keys with a common decoder in the presence

of a compound wiretapping source. We solve the problem in the dual source model,

and convert the solution to the original channel model by means of deriving the joint

distributions of the two problems to become almost identical, in the total variation dis-

tance sense. The technical challenge in this chapter lies in generalizing the tool utilized

for establishing secrecy of the key in the dual source model from the single source case,

Lemma 8, to the case of two independent sources. This is done by adapting the lemma in

order to establish all the corner (extreme) points of the rate region for the two keys, gen-

erated at the independent sources, such that the convergence rate for the probability of

the two keys being independent from the wiretapper’s observation is doubly-exponential.

Time sharing between the resulting corner points produces the desired rate region. As
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in Chapter 5, this doubly-exponential convergence rate is needed in order to exhaust the

exponentially many possible strategies for the wiretapper.

The remainder of the chapter is organized as follows. Section 6.2 describes the

channel models considered in this chapter. Section 6.3 presents the main results. The

proofs of the results are presented in Sections 6.4 and 6.5. Section 6.6 concludes the

chapter.

6.2 Channel Models

Fig. 6.1. The two-user multiple access wiretap channel II with a noisy main channel.

We describe the channel models we consider in this chapter. In Section 6.2.1, we

present the multiple access wiretap channel II with a noisy main channel under the three

aforementioned attack models for the wiretapper. Section 6.2.2 describes a generalized

multiple access wiretap channel model which generalizes the strongest attack model in

Section 6.2.1.
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6.2.1 The Multiple Access Wiretap Channel II with a Noisy Main Channel

Consider the channel model in Fig. 6.1. The main channel {X1,X2,Y, pY |X1X2
}

is a discrete memoryless channel consisting of two finite input alphabets X1 and X2,

a finite output alphabet Y, and a transition probability distribution pY |X1X2
. Each

transmitter wishes to reliably communicate an independent message to a common re-

ceiver and to keep it secret from the wiretapper. To do so, transmitter j maps its

message, Wj , uniformly distributed over [1 : 2nRj ], into the transmitted codeword

Xn
j

= [Xj,1, Xj,2, · · · , Xj,n] ∈ X n
j

using a stochastic encoder, j = 1, 2. The receiver ob-

serves the sequence Yn = [Y1, Y2, · · · , Yn] ∈ Yn and outputs the estimates Ŵj , j = 1, 2,

of the transmitted messages. As shown in Fig. 6.1, we consider the following three

models for the wiretapper channel.

6.2.1.1 Model 1

This model is described in Fig. 6.1, when the switch is on position 1. The

wiretapper chooses the subset Sp ∈ Sp and the sequence u = [u1, u2, · · · , uµ] ∈ {1, 2}µ,

where Sp , {Sp ⊆ [1 : n] : |Sp| = µ ≤ n}. That is, Sp represents the set of positions

noiselessly tapped by the wiretapper and u represents its sequence of decisions to observe

either the first or the second user codeword symbols. We define the fraction of the tapped

symbols by the wiretapper as

α =
µ

n
, 0 ≤ α ≤ 1. (6.1)



142

Let Sp(k) and u(k) denote the kth elements of the subset Sp and the sequence u, where

k = 1, 2, · · · , µ. Let S be the set of all possible strategies for the wiretapper, where S is

defined as

S ,
{

(Sp(k),u(k)) : Sp ∈ Sp, u ∈ {1, 2}µ, k = 1, 2, · · · , µ
}
. (6.2)

For S ∈ S, the wiretapper observes Zn
S

= [ZS,1, ZS,2, · · · , ZS,n] ∈ Zn, where

ZS,i =


Xj,i, (i, j) ∈ S

?, (i, j) /∈ S,
(6.3)

and the alphabet Z , {X1 ∪ X2} ∪ {?}.

6.2.1.2 Model 2

The model is described in Fig. 6.1, when the switch is on position 2. The

wiretapper chooses the subset S ∈ S, where we redfine the set S as

S , {S ⊆ [1 : n] : |S| = µ ≤ n} . (6.4)

The wiretapper then observes Zn
S

= [ZS,1, ZS,2, · · · , ZS,n] ∈ Zn, where

ZS,i =


X1,i +X2,i, i ∈ S

?, , i /∈ S,
(6.5)
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and Z , {X1 +X2}∪{?}. That is, the wiretapper observes noiseless superposition of the

two users codeword symbols in the positions of the subset S, and erasures otherwise. The

ratio α is defined as in (6.1). Note that in the definition of the set Z, we consider natural

addition over the alphabets X1 and X2, i.e., X1 + X2 , {x1 + x2 : x1 ∈ X1, x2 ∈ X2}.

6.2.1.3 Model 3

The model is described in Fig. 6.1, when the switch is on position 3. The

wiretapper chooses the subset S ∈ S, with S defined as in (6.4), and observes Zn
S

=

[ZS,1, ZS,2, · · · , ZS,n] ∈ Zn, where

ZS,i =


{X1,i, X2,i}, i ∈ S

?, , i /∈ S,
(6.6)

and Z , {X1 × X2} ∪ {?}. That is, the wiretapper observes the transmitted codeword

symbols of both users in the positions of the subset S, and erasures otherwise.

Next, we present a generalized multiple access wiretap channel model which ex-

tends the strongest attack model in Section 6.2.1.3 to the case when the wiretapper sees

noisy observations, instead of erasures, outside the subset it chooses.

6.2.2 The Generalized Multiple Access Wiretap Channel

Consider the channel model in Fig. 6.2. The main channel in this model is

identical to the main channel in Section 6.2.1. The wiretapper however chooses the

subset S ∈ S, with S defined as in (6.4), and observes Zn
S

= [ZS,1, ZS,2, · · · , ZS,n] ∈ Zn,
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where

ZS,i =


{X1,i, X2,i}, i ∈ S

Vi, i /∈ S.
(6.7)

Vn = [V1, V2, · · · , Vn] ∈ Vn is the n-letter output of the discrete memoryless multiple

access channel pV |X1X2
, V is a finite alphabet, and Z , {X1 ×X2} ∪ V.

Fig. 6.2. The generalized two-user multiple access wiretap channel.

For the channel models described in Sections 6.2.1 and 6.2.2, an (n, 2nR1 , 2nR2)

channel code Cn , {C1,n, C2,n} consists of two message sets W1 = [1 : 2nR1 ], W2 = [1 :

2nR2 ]; two stochastic encoders P
(C1,n)

Xn
1
|W1

, P
(C2,n)

Xn
2
|W2

, and a decoder at the receiver. (R1, R2) is

an achievable strong secrecy rate pair if there exists a sequence of (n, 2nR1 , 2nR2) codes,

{Cn}n≥1, such that

lim
n→∞

P(Cn)

 ⋃
j=1,2

(Ŵj 6= Wj)

 = 0, (6.8)

and lim
n→∞

max
S∈S

I(Cn) (W1,W2; Zn
S

)
= 0, (6.9)
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where P(Cn) and I(Cn) are the probability and the mutual information with respect to

the joint distribution that corresponds to the code Cn. Strong secrecy capacity region

for the channel is the supremum of all achievable strong secrecy rate pairs (R1, R2).

6.3 Main Results

We first present achievable strong secrecy rate regions for the two-user multiple

access wiretap channel II with a discrete memoryless main channel, under the attack

models for the wiretapper described in Sections 6.2.1.1 and 6.2.1.2.

Theorem 6. For 0 ≤ α ≤ 1, an achievable strong secrecy rate region for the multiple

access wiretap channel II in Fig. 6.1 under the wiretapper model 1, R(1)(α), is given by

the convex hull of all rate pairs (R1, R2) satisfying

R1 ≤ I(U1;Y |U2)− αI(U1;X1), (6.10)

R2 ≤ I(U2;Y |U1)− αI(U2;X2), (6.11)

R1 +R2 ≤ I(U1, U2;Y )− αI(U1, U2;X1, X2), (6.12)

for some distribution pU1X1
pU2X2

which satisfies the Markov chains U1 − X1 − Y and

U2 −X2 − Y .

Remark 9. The achievable strong secrecy rate region for the wiretapper model 1 in

Theorem 6 is identical to the achievable region for the more capable wiretapper in model

3, see Corollary 5. When the wiretapper has the ability of choosing to observe either

symbol in every tapped position, each user ought to design their transmission according
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to the worst case scenario in which the wiretapper decides to observe only its symbols

in all the positions it taps. This results in an achievable rate region for the wiretapper

model 1 as when the wiretapper observes both users symbols in each position it taps.

Theorem 7. For 0 ≤ α ≤ 1, an achievable strong secrecy rate region for the multiple

access wiretap channel II in Fig. 6.1 under the wiretapper model 2, R(2)(α), is given by

the convex hull of all rate pairs (R1, R2) satisfying

R1 ≤ I(U1;Y |U2)− αI(U1;X1 +X2), (6.13)

R2 ≤ I(U2;Y |U1)− αI(U2;X1 +X2), (6.14)

R1 +R2 ≤ I(U1, U2;Y )− αI(U1, U2;X1 +X2), (6.15)

for some distribution pU1X1
pU2X2

which satisfies the Markov chains U1 − X1 − Y and

U2 −X2 − Y .

Remark 10. The achievable strong secrecy rate region for the wiretapper models 1 and

3 is included in the achievable region for the wiretapper model 2, i.e., R(1)(α) ⊆ R(2)(α).

This follows due to the Markov chains U1 −X1 − (X1 +X2); U2 −X2 − (X1 +X2), and

(U1, U2)− (X1, X2)− (X1 +X2). By data processing inequality, we have

I(Uj ;Xj) ≥ I(Uj ;X1 +X2), j = 1, 2, (6.16)

I(U1, U2;X1, X2) ≥ I(U1, U2;X1 +X2). (6.17)

Next, we present achievable strong secrecy rate regions for the generalized multiple

access wiretap channel in Fig. 6.2.
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Theorem 8. For 0 ≤ α ≤ 1, an achievable strong secrecy rate region for the generalized

multiple access wiretap channel in Fig. 6.2, R(α), is given by the convex hull of all rate

pairs (R1, R2) satisfying

R1 ≤ I(U1;Y |U2)− I(U1;V )− αI(U1;X1|V ), (6.18)

R2 ≤ I(U2;Y |U1)− I(U2;V )− αI(U2;X2|V ), (6.19)

R1 +R2 ≤ I(U1, U2;Y )− I(U1, U2;V )− αI(U1, U2;X1, X2|V ), (6.20)

for some distribution pU1X1
pU2X2

which satisfies the Markov chains U1−X1− (Y, V ) and

U2 −X2 − (Y, V ).

Corollary 5. For 0 ≤ α ≤ 1, an achievable strong secrecy rate region for the multiple

access wiretap channel II in Section 6.2.1.3, i.e., in Fig. 6.1 under the wiretapper model

3, R(3)(α), is given by the convex hull of all rate pairs (R1, R2) satisfying

R1 ≤ I(U1;Y |U2)− αI(U1;X1), (6.21)

R2 ≤ I(U2;Y |U1)− αI(U2;X2), (6.22)

R1 +R2 ≤ I(U1, U2;Y )− αI(U1, U2;X1, X2), (6.23)

for some distribution pU1X1
pU2X2

which satisfies the Markov chains U1 − X1 − Y and

U2 −X2 − Y .
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Corollary 5 follows directly from Theorem 8 by setting V = const., i.e., the channel

pV |X1X2
is an erasure channel with erasure probability one. The proofs for Theorems 6,

7, and 8, are provided in Sections 6.4 and 6.5.

Remark 11. By setting the size of the subset S to zero, i.e., α = 0, in Theorem 8,

we obtain the achievable strong secrecy rate region in [125, Theorem 1] for the two user

multiple access wiretap channel. The same region was derived under a weak secrecy

criterion in [107,113].

6.4 Proof of Theorem 6

The achievability proof for Theorem 6 follows the same key steps in Section 5.4,

with the need of extending the technique to address the multi-terminal setting as will be

explained shortly. In particular, we first assume the availability of common randomness

at all terminals of the original channel model. We then define a dual multi-terminal

secret key agreement problem in the source model, which introduces a set of random

variables similar to those introduced by the original problem with the assumed common

randomness. We then solve for rate conditions which result in the induced joint distri-

butions from the two models to be almost identical in the total variation distance sense.

We also provide rate conditions which satisfy certain reliability and secrecy (indepen-

dence) conditions in the source model. Next, we use the closeness of the induced joint

distributions to show that, under the same rate conditions, the desired reliability and

secrecy properties in the original channel model are satisfied. Finally, we eliminate the

common randomness from the channel model by conditioning on a certain instance of

that randomness.
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The outline of achievability is hence threefold: (i) Reliability of the keys in the

dual source model, (ii) Security of the keys in the dual source model, and (iii) Close-

ness of the induced joint distributions. Reliability of the keys follows from Slepian-Wolf

source coding theorem for multiple sources [30, Theorem 10.3]. Closeness of joint dis-

tributions, and converting the reliability and security conditions from the dual model

to the original problem, are ensured by deriving an exponential convergence rate for the

average total variation distance between the two distributions. This is done using a

rather straightforward generalization of Lemma 7 in Chapter 5.

The main challenge in the proof lies in ensuring security for the keys in the dual

source model, which requires doubly-exponential convergence rate for the probability of

the two keys being uniform and independent from the wiretapper’s observation, in the

Kullback-Leibler divergence sense. This is established by adapting the lemma derived

for the single source case, Lemma 8 in Chapter 5, so that we derive the corner points

of the rate region, for the two keys, that satisfies the doubly-exponential convergence.

Time sharing between these corner points hence results in the desired rate region.

Let us first fix the distribution pU1X1
pU2X2

= pU1
pU2

pX1|U1
pX2|U2

. Let pY |U1U2
be

the distribution resulting from concatenating the discrete memoryless channels pY |X1X2

and pX1X2|U1U2
= pX1|U1

pX2|U2
, where pY |X1X2

is the main channel transition probability

distribution for the model in Section 6.2.1. That is,

pY |U1U2
(y|u1, u2) =

∑
x1,x2∈X1×X2

pX1|U1
(x1|u1) pX2|U2

(x2|u2) pY |X1X2
(y|x1, x2). (6.24)

As in Section 5.4, we describe the following two protocols.
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Protocol A: This protocol describes a multi-terminal secret key agreement problem

in the source model as shown in Fig. 6.3. Let Un
1
,Un

2
,Yn be i.i.d. sequences according

to pU1
pU2

pY |U1U2
. Source encoder j observes Uj , j = 1, 2. The sequence Uj is randomly

and independently binned into the two indices Wj = B(j)
1 (Xj), Fj = B(j)

2 (Xj); B(j)
1 , B(j)

2

are independent and uniform over [1 : 2nRj ], [1 : 2nR̃j ], respectively. Fj , j = 1, 2, repre-

sent the public messages transmitted noiselessly to the common decoder and perfectly

accessed by the wiretapper and Wj , j = 1, 2, represent the independent confidential keys

generated at the two encoders. The decoder observes the i.i.d. sequence Y and the

public messages F1, F2, and outputs the estimates Û1, Û2, Ŵ1, Ŵ2.

Let S and ZS , for all S ∈ S, be defined as in (6.2) and (6.3). The wiretapper

chooses the strategy S ∈ S whose realization is unknown to the legitimate terminals.

The wiretapper can thus be represented by the source ZS , {Z, pZS , S ∈ S} whose

distribution is only known to belong to the finite class {pZS}S∈S ; the cardinality of the

set S of all possible wiretapper’s strategies for the attack model 1 is upper bounded as

|S| =
(
n

µ

)
× 2µ =

(
n

αn

)
× 2αn < 2n × 2αn = 2(1+α)n. (6.25)

Protocol A hence introduces the random variables W[1:2], F[1:2], U[1:2], Y, ZS ,

Û[1:2], Ŵ[1:2]. The induced distribution over these variables is given by

P̃W[1:2]F[1:2]U[1:2]YZSÛ[1:2]
= pU[1:2]YZS P̃W[1:2]F[1:2]|U[1:2]

P̃Û[1:2]|YF[1:2]
(6.26)

= pU[1:2]YZS P̃Û[1:2]|YF[1:2]
1

{
B(j)

1
(Uj) = Wj ,B(j)

2
(Uj) = Fj ,∀j = 1, 2

}
(6.27)

= P̃W[1:2]F[1:2]
P̃U[1:2]|W[1:2]F[1:2]

pYZS |U[1:2]
P̃Û[1:2]|YF[1:2]

. (6.28)
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Fig. 6.3. Protocol A: Multi-terminal secret key agreement problem in the source model.

Protocol B: This protocol is described as the original channel model in Section

6.2.1.1, with assuming the availability of common randomness F1, F2, at all terminals.

F1, F2, are independent, uniform over [1 : 2nR̃1 ], [1 : 2nR̃2 ], and independent from all

other variables. We utilize here the encoders and decoder in (6.28):

PU[1:2]|W[1:2]F[1:2]
= P̃U[1:2]|W[1:2]F[1:2]

, and PÛ[1:2]|YF[1:2]
= P̃Û[1:2]|YF[1:2]

. (6.29)

The induced joint distribution for protocol B is thus given by

PW[1:2]F[1:2]U[1:2]YZSÛ[1:2]
= pU

W[1:2]
pU
F[1:2]

P̃U[1:2]|W[1:2]F[1:2]
pYZS |U[1:2]

P̃Û[1:2]|YF[1:2]
. (6.30)

Remark 12. As in Section 5.4, we have ignored the Ŵ variables from the joint distri-

butions in (6.28), (6.30), as we will introduce them later as deterministic functions of

the Û random vectors, after fixing the binning functions.

Remark 13. Notice that P̃U[1:2]|W[1:2]F[1:2]
factorizes as P̃U1|W1F1

P̃U2|W2F2
. That is, the

common randomness Fi available at the jth transmitter, i, j = 1, 2, i 6= j, is not utilized

to generate Uj . The common randomness Fi, i = 1, 2, represents the realization of
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transmitter i’s codebook, which is known at all terminals. However, the transmitted

codeword at one transmitter does not depend on the codebook of the other transmitter.

Before continuing with the proof, we state the following lemmas.

6.4.1 Useful Lemmas

By comparing the joint distributions for protocols A and B in (6.28) and (6.30),

we find that they only differ in the distribution for W[1:2], F[1:2]. In particular, W[1:2] and

F[1:2] are independent and uniform in protocol B, while their distribution in protocol

A is determined by the random binning of U1, U2. The following lemma generalizes

Lemma 7 in Chapter 5, in order to provide conditions on the binning rates such that

the random binning of U1, U2, results in a distribution for the bins that is close, in

the total variation distance, to independent uniform distributions. Once again, the

exponential convergence rate provided by the lemma is needed for converting the secrecy

(independence) condition, established for the source model in protocol A, to the original

channel model in protocol B.

Lemma 9. Let X1 , {X1, pX1
} and X2 , {X2, pX2

} be two independent sources. The

source Xj , j = 1, 2, is randomly binned into the two indices Wj = B(j)
1 (Xj) and Fj =

B(j)
2 (Xj), where B(j)

1 and B(j)
2 are independent and uniformly distributed over [1 : W̃j ]

and [1 : F̃j ]. Let B ,
{
B(j)

1 (xj),B(j)
2 (xj) : xj ∈ Xj , j = 1, 2

}
, and for γj > 0, j = 1, 2,

define

Dγj ,
{
xj ∈ Xj : log

1

pXj (xj)
> γj

}
. (6.31)
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Then, we have

EB
(
V
(
PW[1:2]F[1:2]

, pU
W[1:2]

pU
F[1:2]

))
≤

2∑
j=1

(
PPXj

(
Xj /∈ Dγj

)
+

1

2

√
W̃jF̃j2

−γj
)
, (6.32)

where P is the induced distribution over W[1:2] and F[1:2].

Proof: Lemma 9 is a generalization of Lemma 7. In particular, using the triangle in-

equality,

V
(
PW[1:2]F[1:2]

, pU
W[1:2]

pU
F[1:2]

)
= V

(
PW1F1

PW2F2
, pU
W[1:2]

pU
F[1:2]

)
(6.33)

≤ V
(
PW1F1

PW2F2
, pU
W1
pU
F1
PW2F2

)
+ V

(
pU
W1
pU
F1
PW2F2

, pU
W[1:2]

pU
F[1:2]

)
(6.34)

=
∑
j=1,2

V
(
PWjFj , p

U
Wj
pU
Fj

)
, (6.35)

where (6.33) follows since X1 and X2 are independent, and hence {W1, F1} and {W2, F2}

are independent as well. Using Lemma 7, we have, for j = 1, 2,

EB
(
V
(
PWjFj , p

U
Wj
pU
Fj

))
≤ PPXj

(
Xj /∈ Dγj

)
+

1

2

√
W̃jF̃j2

−γj , (6.36)

which completes the proof for Lemma 9. �

Lemma 10 below generalizes Lemma 8 in Chapter 5. In particular, the lemma

provides conditions on the binning rates required for a doubly-exponential convergence

rate for the probability of W[1:2] and F[1:2] being independent from one another, uniform,

and independent from ZS .
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Lemma 10. Let X1 , {X1, pX1
} and X2 , {X2, pX2

} be two sources, both are correlated

with the source {ZS} ,
{
Z, pZS

}
, S ∈ S. The alphabets X1,X2,Z, and S, are finite.

For j = 1, 2, the source Xj is randomly binned into the two indices Wj and Fj as in

Lemma 9. For γj , γij > 0, i, j = 1, 2, i 6= j, and for any S ∈ S, define

DS
j
,
{

(x[1:2], z) ∈ X1 ×X2 ×Z : (xj , z) ∈ DSγj , (x[1:2], z) ∈ DSγij
}
, (6.37)

where DS
γj
,

{
(xj , z) ∈ Xj ×Z : log

1

pXj |ZS (xj |z)
> γj

}
, (6.38)

and DS
γij
,

{
(x[1:2], z) ∈ X1 ×X2 ×Z : log

1

pXi|XjZS (xi|xj , z)
> γij

}
. (6.39)

If there exists a δ ∈ (0, 1
2) such that for j = 1, 2, and for all S ∈ S, we have

PpX[1:2]ZS

(
(X[1:2], ZS) ∈ DS

j

)
≥ 1− δ2, (6.40)

then, we have, for every ε ∈ [0, 1], that

PB
(

max
S∈S

D(PW[1:2]F[1:2]ZS
||pU

W[1:2]
pU
F[1:2]

pZS ) ≥ 2ε̃

)

≤ |S||Z| min
i,j=1,2,i 6=j

{
exp

((
−ε2(1− δ)2γj

3W̃jF̃j

))
+ exp

((
−ε2(1− δ)2γij

3W̃iF̃i

))}
,

(6.41)

where P is the induced distribution over W[1:2] and F[1:2],

ε̃ = max
j=1,2

{
ε+ (δ + δ2) log(W̃jF̃j) +Hb(δ

2)
}
, (6.42)

and Hb is the binary entropy function.
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Proof: The proof is provided in Appendix H. �

6.4.2 Proof

We first apply Lemma 9 to the source model in protocol A. In Lemma 9, set

Xj = Uj , W̃j = 2nRj , and F̃j = 2nR̃j , for j = 1, 2; Uj , W̃j , F̃j are defined as in protocol

A. Let Dγj be defined as in (6.31) with Xj = Uj for j = 1, 2. For εj > 0, j = 1, 2,

choose γj = n(1− εj)H(Uj). Without loss of generality, assume that for all uj , j = 1, 2,

pUj
(uj) > 0. Using Hoeffding’s inequality,

PpUj
(
Uj /∈ Dγj

)
= P

(
log

1

pUj
(Uj)

≤ γj
)
≤ exp(−βjn), (6.43)

where βj > 0. By substituting the choices for W̃j , F̃j , γj , and (6.43) in (6.32), as long as

R1 + R̃1 < (1− ε1)H(U1) (6.44)

R2 + R̃2 < (1− ε2)H(U2), (6.45)

there exists a β > 0 such that

EB
(
V
(
P̃W[1:2]F[1:2]U[1:2]YZSÛ[1:2]

, PW[1:2]F[1:2]U[1:2]YZSÛ[1:2]

))
= EB

(
V
(
P̃W[1:2]F[1:2]

, pU
W[1:2]

pU
F[1:2]

))
≤ 4 exp(−βn). (6.46)
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Next, we establish a reliability condition for the source model in protocol A. We

utilize a Slepian-Wolf decoder [108], which implies that [30, Theorem 10.3]

lim
n→∞

EB
(
PP̃ (Û[1:2] 6= U[1:2])

)
= 0, (6.47)

as long as

R̃1 ≥ H(U1|U2, Y ), (6.48)

R̃2 ≥ H(U2|U1, Y ), (6.49)

R̃1 + R̃2 ≥ H(U1, U2|Y ). (6.50)

Using (6.47) and [126, Lemma 1], which is a variation on the Slepian-Wolf source coding

theorem, we have, for all S ∈ S,

lim
n→∞

EB
(
V
(
P̃W[1:2]F[1:2]U[1:2]YZSÛ[1:2]

, P̃W[1:2]F[1:2]U[1:2]YZS1{Û[1:2] = U[1:2]}
))

= lim
n→∞

EB
(
PP̃ (Û[1:2] 6= U[1:2])

)
= 0. (6.51)

Next, we use Lemma 10 to establish the secrecy condition for the source model

in protocol A. In Lemma 10, for j = 1, 2, set Xj = Uj , W̃j = 2nRj , F̃j = 2nR̃j , ZS = ZS ,

for all S ∈ S, where Uj ,S,ZS are defined as in protocol A. In addition, let DS
j
,DS

γj
, and

DS
γij

be defined as in (6.37)-(6.39), with Xj = Uj and ZS = ZS .

For S ∈ S, define Sj , {k : (k, j) ∈ S}. That is, Sj is the set of positions in

which the wiretapper observes the jth transmitter’s symbols. For j = 1, 2, let |Sj | = µj ,
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and hence µ1 + µ2 = µ. Thus, we have

H(U1|ZS) = H(U1|X1,S1
,X2,S2

) = H(U1,S1
,U1,S

c
1
|X1,S1

,X2,S2
) (6.52)

= H(U1,S1
|X1,S1

,X2,S2
) +H(U1,S

c
1
|X1,S1

,X2,S2
,U1,S1

) (6.53)

= H(U1,S1
|X1,S1

) +H(U1,S
c
1
) = µ1H(U1|X1) + (n− µ1)H(U1) (6.54)

H(U2|ZS) = µ2H(U2|X2) + (n− µ2)H(U2) (6.55)

H(U1|U2,ZS) = H(U1|U2,X1,S1
,X2,S2

) = H(U1,S1
,U1,S

c
1
|U2,X1,S1

,X2,S2
) (6.56)

= H(U1,S1
|U2,X1,S1

,X2,S2
) +H(U1,S

c
1
|U2,X1,S1

,X2,S2
,U1,S1

) (6.57)

= H(U1,S1
|X1,S1

) +H(U1,S
c
1
) = µ1H(U1|X1) + (n− µ1)H(U1) (6.58)

H(U2|U1,ZS) = µ2H(U2|X2) + (n− µ2)H(U2), (6.59)

where (6.54) follows since {U1,S1
,X1,S1

} are independent from X2,S2
, and U1,S

c
1

is inde-

pendent from {X1,S1
,X2,S2

,U1,S1
}, since U1 is an i.i.d. sequence and pX1|U1

is a discrete

memoryless channel. Similarly, (6.58) follows since {U1,S1
,X1,S1

} are independent from

{U2,X2,S2
}, and U1,S

c
1

is independent from {U2,X1,S1
,X2,S2

,U1,S1
}.

In addition, for the tuples (x[1,2], z) with pXj |ZS (xj |z) > 0 and pXi|XjZS (xi|xj , z) >

0, where i, j = 1, 2, i 6= j, we have, for all S ∈ S, that

pUj |ZS (uj |z) = p(uj,Sj ,uj,S
c
j
|xj,Sj ,xi,Si) = p(uj,Sj |xj,Sj ,xi,Si) p(uj,Scj |uj,Sj ,xj,Sj ,xi,Si)

= p(uj,Sj |xj,Sj ) p(uj,Scj ) =
∏
k∈Sj

p(uj,k|xj,k)
∏
k∈Scj

p(uj,k), (6.60)
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pUi|UjZS (ui|uj , z) = p(ui,Si |xi,Si) p(ui,Sci ) =
∏
k∈Si

p(ui,k|xi,k)
∏
k∈Sc

i

p(ui,k). (6.61)

For i, j = 1, 2, i 6= j, and ε̃j > 0, let

γj = (1− ε̃j) min
S∈S

H(Uj |ZS) = (1− ε̃j)[µH(Uj |Xj) + (n− µ)H(Uj)], (6.62)

γij = (1− ε̃j) min
S∈S

H(Ui|Uj ,ZS) = (1− ε̃j)[µH(Ui|Xi) + (n− µ)H(Ui)], (6.63)

where (6.62) and (6.63) follow from (6.54), (6.55), (6.58), (6.59), and the fact that

µjH(Uj |Xj) + (n − µj)H(Uj) is minimized by µj = µ, which occurs when S = {(k, j) :

k ∈ Sp}, i.e., when the wiretapper observes the symbols of the jth transmitter in all the

positions it chooses.

Using Hoeffding inequality and the definition of DS
γj

in (6.38), we have, for all

S ∈ S,

PpUjZS
(

(Uj ,ZS) /∈ DS
γj

)
= PpUjZS

(
log

1

pUj |ZS (Uj |ZS)
≤ γj

)
(6.64)

= PpUjZS

∑
k∈Sj

log
1

p(Uj,k|Xj,k)
+
∑
k∈Sc

j

log
1

p(Uj,k)
≤ (1− ε̃j)[µH(Uj |Xj) + (n− µ)H(Uj)]


(6.65)

≤ PpUjZS

∑
k∈Sj

log
1

p(Uj,k|Xj,k)
+
∑
k∈Sc

j

log
1

p(Uj,k)
≤ (1− ε̃j)[µjH(Uj |Xj) + (n− µj)H(Uj)]


(6.66)

≤ exp(−β̃jn), (6.67)
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where β̃j > 0 for j = 1, 2, and (6.66) follows because, for all S ∈ S,

µH(Uj |Xj) + (n− µ)H(Uj) ≤ µjH(Uj |Xj) + (n− µj)H(Uj). (6.68)

Note that, for any finite γj , in order to compute the probability on the left hand

side of (6.64), we only need to consider the tuples (uj , z) with pUj |ZS (uj |z) > 0.

Similarly, for i, j = 1, 2, i 6= j and all S ∈ S, using Hoeffding’s inequality, (6.61),

(6.63), and the definition for DS
γij

in (6.39), we have

PpU[1:2]ZS

(
(U[1:2],ZS) /∈ DS

γij

)
= PpU[1:2]ZS

(
log

1

pUi|UjZS (Ui|Uj ,ZS)
≤ γij

)
≤ exp(−β̃in).

(6.69)

Taking δ2 = 2 exp(−β̃n), where β̃ = min{β̃1, β̃2}, yields

PpU[1:2]ZS

(
(U[1:2],ZS) 6∈ DS

j

)
≤ δ2, (6.70)

for j = 1, 2 and all S ∈ S. Note that lim
n→∞

δ2 = 0, and hence, for n sufficiently large,

δ2 ∈ (0, 1
4). Thus, the conditions for Lemma 10 are satisfied. As in (5.35), we have

lim
n→∞

ε̃ = ε+ lim
n→∞

(δ + δ2) log(W̃jF̃j) + lim
n→∞

Hb(δ
2) = ε. (6.71)

By substituting the choices for W̃j , F̃j , γj , γij , where i, j = 1, 2, i 6= j, and

|S||Zn| ≤ exp(n[(1 + α) ln 2 + ln(|X1|+ |X2|+ 1)]), (6.72)
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in (6.41), and using (6.71), we have, for every ε, ε′ > 0, ε̃ = ε+ ε′, there exist n∗ ∈ N and

κε, κ̃ > 0 such that for all n ≥ n∗,

PB
(

max
S∈S

D
(
P̃W[1:2]F[1:2]ZS

||pU
W[1:2]

pU
F[1:2]

pZS

)
≥ 2ε̃

)
≤ exp

(
−κεeκ̃n

)
, (6.73)

as long as

R1 + R̃1 ≤ (1− ε̃1) [αH(U1|X1) + (1− α)H(U1)], (6.74)

R2 + R̃2 ≤ (1− ε̃2) [αH(U2|X2) + (1− α)H(U2)]. (6.75)

By applying the first Borel-Cantelli Lemma to (6.73), we get

lim
n→∞

PB
(

max
S∈S

D
(
P̃W[1:2]F[1:2]ZS

||pU
W[1:2]

pU
F[1:2]

pZS

)
> 0

)
= 0. (6.76)

In addition, using Markov’s inequality and (6.46), we have, for any r > 0, that

∞∑
n=1

PB
(
V
(
P̃W[1:2]F[1:2]

, pU
W[1:2]

pU
F[1:2]

)
> r
)
≤ 4

r

∞∑
n=1

exp(−βn) <∞. (6.77)

Using the first Borel-Cantelli lemma, it follows from (6.77) that

lim
n→∞

PB
(
V
(
P̃W[1:2]F[1:2]

, pU
W[1:2]

pU
F[1:2]

)
> 0
)

= 0. (6.78)
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Now, we show that the reliability and secrecy conditions in (6.51) and (6.76) hold

as well for the channel model in protocol B. First, as in (5.39)-(5.41), we have

V
(
PW[1:2]F[1:2]U[1:2]YZSÛ[1:2]

, PW[1:2]F[1:2]U[1:2]YZS1{Û[1:2] = U[1:2]}
)

≤ V
(
P̃W[1:2]F[1:2]U[1:2]YZSÛ[1:2]

, P̃W[1:2]F[1:2]U[1:2]YZS1{Û[1:2] = U[1:2]}
)

+ 2V
(
PW[1:2]F[1:2]

, pU
W[1:2]

pU
F[1:2]

)
. (6.79)

Thus, using (6.46), (6.51), and (6.79), we have

lim
n→∞

EB
(
V
(
PW[1:2]F[1:2]U[1:2]YZSÛ[1:2]

, PW[1:2]F[1:2]U[1:2]YZS1{Û[1:2] = U[1:2]}
))

= 0.

(6.80)

Second, for the secrecy condition, using the union bound, we have

PB
(

max
S∈S

D
(
PW[1:2]F[1:2]ZS

||pU
W[1:2]

pU
F[1:2]

pZS

)
> 0

)

≤ PB
(

max
S∈S

D
(
P̃W[1:2]F[1:2]ZS

||pU
W[1:2]

pU
F[1:2]

pZS

)
> 0

)
+ PB

(
V
(
P̃W[1:2]F[1:2]

, pU
W[1:2]

pU
F[1:2]

)
> 0
)
.

(6.81)

Thus, using (6.76), (6.78), and (6.81), we have

lim
n→∞

PB
(

max
S∈S

D
(
PW[1:2]F[1:2]ZS

||pU
W[1:2]

pU
F[1:2]

pZS

)
> 0

)
= 0. (6.82)

By applying the selection lemma to (6.80) and (6.82), there is at least one binning

realization b∗ = {b∗(j)1 , b
∗(j)
2 : j = 1, 2}, with a corresponding joint distribution p∗ for
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protocol B such that

lim
n→∞

V
(
p∗
W[1:2]F[1:2]U[1:2]YZSÛ[1:2]

, p∗
W[1:2]F[1:2]U[1:2]YZS

1{Û[1:2] = U[1:2]}
)

= 0, (6.83)

and lim
n→∞

1

{
max
S∈S

D
(
p∗
W[1:2]F[1:2]ZS

||pU
W[1:2]

pU
F[1:2]

pZS

)
> 0

}
= 0, (6.84)

where Wj = b
∗(j)
1 (Uj) and Fj = b

∗(j)
2 (Uj), j = 1, 2.

Next, we introduce the Ŵ variables to the joint distributions in (6.83). For

j = 1, 2, Ŵj is a deterministic function of the random sequence Ûj . In particular,

p∗
Ŵj |Ûj

(ŵj |ûj) = 1

{
ŵj = b

∗(j)
1 (û)

}
. Using (6.83) and a similar analysis as in (5.54)-

(5.60) in Chapter 5, we have

lim
n→∞

EF[1:2]

(
Pp∗

(
Ŵ[1:2] 6= W[1:2]|F[1:2]

))
= lim

n→∞
V
(
p∗
W[1:2]F[1:2]U[1:2]YZSÛ[1:2]

, p∗
W[1:2]F[1:2]U[1:2]YZS

1{Û[1:2] = U[1:2]}
)

= 0.

(6.85)

Using the union bound, we also have

PF[1:2]

(
max
S∈S

D
(
p∗
W[1:2]ZS |F[1:2]

||pU
W[1:2]

p∗
ZS |F[1:2]

)
> 0

)

= P
(

max
S∈S

D(p∗
W[1:2]ZS |F[1:2]

||pU
W[1:2]

p∗
ZS |F[1:2]

) > 0, and ∀S, p∗
W[1:2]F[1:2]ZS

= pU
W[1:2]

pU
F[1:2]

pZS

)

+ 1

{
max
S∈S

D
(
p∗
W[1:2]F[1:2]ZS

||pU
W[1:2]

pU
F[1:2]

pZS

)
> 0

}
(6.86)

= 1

{
max
S∈S

D
(
p∗
W[1:2]F[1:2]ZS

||pU
W[1:2]

pU
F[1:2]

pZS

)
> 0

}
, (6.87)
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where (6.87) follows since the first term on the right hand side of (6.86) is equal to zero.

Thus, using (6.84) and (6.87), we have

lim
n→∞

PF[1:2]

(
max
S∈S

D
(
p∗
W[1:2]ZS |F[1:2]

||pU
W[1:2]

p∗
ZS |F[1:2]

)
> 0

)
= 0 (6.88)

Once again, applying the selection lemma to (6.85) and (6.88), implies that there

is at least one realization f∗
[1:2]

such that

lim
n→∞

P
(
Ŵ[1:2] 6= W[1:2]|F[1:2] = f∗

[1:2]

)
= 0, (6.89)

lim
n→∞

max
S∈S

I
(
W[1:2]; ZS |F[1:2] = f∗

[1:2]

)
= 0. (6.90)

Let p̃∗ be the induced joint distribution for protocol A which corresponds to the binning

realization b∗. We identify {p̃∗(uj |wj , f∗j ), p(xj |uj), j = 1, 2}, {p̃∗(û[1:2]|y, f∗[1:2]
), {b∗(j)1 (ûj)}, j =

1, 2}, as the encoders and the decoder for the original channel model.

By combining the rate conditions in (6.44), (6.45), (6.48)-(6.50), (6.74), and

(6.75), and taking ε̃1, ε̃2 → 0, we obtain the achievable strong secrecy rate region in

(6.10)-(6.12). The convex hull follows by time sharing independent codes and the fact

that maximizing the secrecy constraint over S in the whole block-length is upper bounded

by its maximization over the individual segments of the time sharing.

6.5 Proofs of Theorems 7 and 8

The proof for Theorem 7 follows similar steps as in the proof for Theorem 6. The

difference is that S and ZS , for all S ∈ S, in protocol A are defined as in (6.4), (6.5).
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We thus have, for i, j = 1, 2, i 6= j, and all S ∈ S, that

H(Uj |ZS) = H(Uj,S ,Uj,Sc |X1,S + X2,S) (6.91)

= H(Uj,S |X1,S + X2,S) +H(Uj,Sc |Uj,S ,X1,S + X2,S) (6.92)

= H(Uj,S |X1,S + X2,S) +H(Uj,Sc) (6.93)

= µH(Uj |X1 +X2) + (n− µ)H(Uj) (6.94)

H(Ui|Uj ,ZS) = H(Ui,S ,Ui,Sc |Uj ,X1,S + X2,S) (6.95)

= H(Ui,S |Uj ,X1,S + X2,S) +H(Ui,Sc |Ui,S ,Uj ,X1,S + X2,S) (6.96)

= H(Ui,S |Uj,S ,X1,S + X2,S) +H(Ui,Sc) (6.97)

= µH(Ui|Uj , X1 +X2) + (n− µ)H(Ui). (6.98)

Thus, in applying Lemma 10 to the source model in protocol A, for i, j = 1, 2, i 6=

j, and ε̃j > 0, we choose

γj = (1− ε̃j) min
S∈S

H(Uj |ZS) = (1− ε̃j)[µH(Uj |X1 +X2) + (n− µ)H(Uj)] (6.99)

γij = (1− ε̃j) min
S∈S

H(Ui|Uj ,ZS) = (1− ε̃j)[µH(Ui|Uj , X1 +X2) + (n− µ)H(Ui)].

(6.100)

Using Hoeffding inequality, the conditions of the lemma are satisfied, and the rate con-

ditions required for the secrecy property in (6.76) are

R1 + R̃1 ≤ αH(U1|X1 +X2) + (1− α)H(U1) (6.101)
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R2 + R̃2 ≤ αH(U2|X1 +X2) + (1− α)H(U2) (6.102)

R1 +R2 + R̃1 + R̃2 ≤ αH(U[1:2]|X1 +X2) + (1− α)H(U[1:2]). (6.103)

These conditions, combined with the rate conditions for the Slepian-Wolf decoder, which

are

R̃1 ≥ H(U1|U2, Y ), R̃2 ≥ H(U2|U1, Y ), (6.104)

R̃1 + R̃2 ≥ H(U[1:2]|Y ), (6.105)

and using time sharing, establish the achievability for the strong secrecy rate region in

Theorem 7.

Remark 14. By setting j = 1, i = 2, instead of the minimum in the right hand side

of (6.41), Lemma 2 results in the maximum binning rate R1 + R̃1 of the source U1,

and the corresponding maximum conditional binning rate R2 + R̃2 for the source U2

given R1 + R̃1, such that the probability in the left hand side of (6.41) is vanishing. In

other words, Lemma 10 provides the corner points of the binning rate region such that

the probability, over the random binning of the sources, that the bins are independent,

uniform, and independent from the wiretapper’s observation, is vanishing.

Similarly, the proof for Theorem 8 follows similar steps as in the proof for Theorem

6. In protocol A, S and ZS for all S ∈ S are defined as in (6.7) in Section 6.2.2. The

sequences U1,U2 are i.i.d. and the channel pV |U[1:2]
is a discrete memoryless channel,

since it results from concatenating the two discrete memoryless channels pV |X[1:2]
and
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pX[1:2]|U[1:2]
. Thus, we have, for i, j = 1, 2, i 6= j, and all S ∈ S,

H(Uj |ZS) = H(Uj,S ,Uj,Sc |X1,S ,X2,S ,VSc) (6.106)

= H(Uj,S |X1,S ,X2,S ,VSc) +H(Uj,Sc |Uj,S ,X1,S ,X2,S ,VSc) (6.107)

= H(Uj,S |Xj,S) +H(Uj,Sc |VSc) (6.108)

= µH(Uj |Xj) + (n− µ)H(Uj |V ) (6.109)

H(Ui|Uj ,ZS) = H(Ui,S ,Ui,Sc |Uj ,X1,S ,X2,S ,VSc) (6.110)

= H(Ui,S |Uj ,X1,S ,X2,S ,VSc) +H(Ui,Sc |Ui,S ,Uj,S ,Uj,Sc ,X1,S ,X2,S ,VSc)

(6.111)

= H(Ui,S |Xi,S) +H(Ui,Sc |Uj,Sc ,VSc) (6.112)

= µH(Ui|Xi) + (n− µ)H(Ui|Uj , V ), (6.113)

where (6.108) follows due to the Markov chains Uj,S−Xj,S−(Xi,S ,VSc) and (Uj,S ,X1,S ,X2,S)−

VSc−Uj,Sc . Equation (6.112) follows from the Markov chains Ui,S−Xi,S−(Uj ,Xj,S ,VSc)

and (Ui,S ,Uj,S ,X1,S ,X2,S)−(Uj,Sc ,VSc)−Ui,Sc . These Markov chains follow since the

sequences U1,U2 are i.i.d. and the channels pX1|U1
, pX2|U2

, pV |U[1:2]
are discrete memo-

ryless.

Thus, for i, j = 1, 2, i 6= j, and ε̃j > 0, by choosing

γj = (1− ε̃j) min
S∈S

H(Uj |ZS) = (1− ε̃j)[µH(Uj |Xj) + (n− µ)H(Uj |V )] (6.114)

γij = (1− ε̃j) min
S∈S

H(Ui|Uj ,ZS) = (1− ε̃j)[µH(Ui|Xi) + (n− µ)H(Ui|Uj , V )], (6.115)
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and using Hoeffding inequality, the conditions of Lemma 10 are satisfied. The rate

conditions needed for the secrecy property in (6.76) are

R1 + R̃1 ≤ αH(U1|X1) + (1− α)H(U1|V ) (6.116)

R2 + R̃2 ≤ αH(U2|X2) + (1− α)H(U2|V ) (6.117)

R1 +R2 + R̃1 + R̃2 ≤ αH(U[1:2]|X[1:2]) + (1− α)H(U[1:2]|V ). (6.118)

Combining (6.116)-(6.118) with the rate conditions required for the Slepian-Wolf decoder

in (6.104) and (6.105), and using time sharing, establish the achievability for the strong

secrecy rate region in Theorem 8.

6.6 Conclusion

In this chapter, we have studied the extension of the wiretap channel II with a

noisy main channel in Chapter 4 and the generalized wiretap channel model in Chapter

5 to the multiple access setting. For the multiple access wiretap channel II with a noisy

main channel, we have proposed three attack models for the wiretapper and derived an

achievable strong secrecy rate region for each. We have generalized the strongest attack

model, in which the wiretapper observes the transmitted symbols of both users in the

positions of the subset it chooses, to the case when the wiretapper observes the outputs

of a noisy multiple access channel instead of erasures outside this subset, proposing a

generalized multiple access wiretap model. We have derived an achievable strong secrecy

rate region for this generalized model. This model generalizes the multiple access wiretap

channel in [112, 113] as well to the case when the wiretapper is provided with noiseless
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observations for a subset, of its choice, of the transmitted codeword symbols of both uses.

The tools we have utilized for achievability extend the set of tools we have developed for

the single-user scenario in Chapter 5 to a multi-user setting.
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Chapter 7

Generalized Multi-receiver Wiretap Channel Models

7.1 Introduction

Among the multi-terminal extensions for Wyner’s wiretap channel, various multi-

receiver models have been investigated. The broadcast wiretap channel with an external

wiretapper has been studied in [9,26,34]. References [9,26] have characterized the secrecy

capacity for several special classes of the model such the physically degraded and semi-

deterministic broadcast channels with more noisy wiretappers. The two user broadcast

and interference channels with confidential messages have been introduced and studied

in [67]. The three-receiver broadcast channel with common and confidential message sets

has been studied in [19].

In this chapter, we study the extension of our generalized wiretap channel model,

introduced in Chapter 5, into three different muli-receiver settings. We first consider

the two-user broadcast wiretap channel model with a common message and an external

wiretapper. In this model, the wiretapper, besides choosing a subset of the transmit-

ted codeword symbols to noiselessly tap into, observes the remainder through a discrete

memeoryless channel. Next, we introduce generalized models for the two-user broadcast

channel with confidential messages, and the two-user interference channel with confiden-

tial messages. In the generalized broadcast channel with confidential messages model,

each receiver, besides its noisy observations, is provided with noiseless observations for
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a subset, of its choice, of the transmitted codeword. In the same spirit, for the general-

ized interference channel with confidential messages model, both receivers are provided

with subsets of their choice of noiseless observations for the transmitted symbols of both

codewords.

We derive an achievable strong secrecy rate region for each of the three proposed

models. Similar to the multiple-access generalization in Chapter 6, achievability is es-

tablished by solving dual multi-terminal secret key agreement problems in the source

model, and converting the solution to the original channel models. The achievability

proofs in this chapter however require extending Lemmas 7, 8, 9, and 10, derived for the

cases of a single source and two independent sources, into the case of more than two and

correlated sources.

For the generalized broadcast wiretap channel, the derived achievable strong se-

crecy rate region extends Marton’s inner bound for the broadcast channel with a common

message [30, Theorem 8.4] to the proposed setting. Additionally, the derived rate re-

gion quantifies the secrecy cost due to the additional capabilities at the wiretapper. We

characterize the strong secrecy capacity regions for two special classes of the generalized

broadcast wiretap channel model. We first consider the class with deterministic channels

to the legitimate receivers. Second, we consider the class with degraded receivers and a

certain range for the noiselessly tapped ratio by the wiretapper which results in the wire-

tapper being more noisy than both receivers. These results establish the optimality of

the proposed achievability scheme for the two aforementioned classes of the generalized

broadcast wiretap channel.
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For the generalized broadcast and interference channels with confidential mes-

sages, we observe that the derived achievable rate regions highlight the role of the size

of the subset at each receiver which induces a trade-off between the secrecy rates for the

two receivers. We further focus on the case of the generalized broadcast channel with

confidential messages when one receiver’s noisy observations are degraded with respect

to the other receiver’s noisy observations, and only the degraded receiver is provided

with the subset of noiseless observations. In the achievable rate region for this case, the

receiver with the degraded noisy observations achieves a positive secrecy rate after a

certain threshold on its noiseless observations. That is, the weaker receiver is aided to

the point of achieving a positive rate by the symbols he chooses to tap.

The remainder of the chapter is organized as follows. Section 7.2 describes the

channel models considered in this chapter. The main results are provided in Section 7.3.

The proofs for these results are provided in Sections 7.4 and 7.5. Section 7.6 concludes

the chapter.

7.2 Channel Models

We present the following three generalized multi-receiver wiretap channel models.

We begin with the generalized model for the two-user broadcast wiretap channel.

7.2.1 Generalized Broadcast Wiretap Channel

Consider the channel model in Figure 7.1. The legitimate channel is a discrete

memoryless channel which consists of a finite input alphabet X , two finite output alpha-

bets Y1,Y2, and a transition probability distribution pY1Y2|X . The transmitter sends a
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common message W0 to both receivers, and a private message Wj to receiver j, where

j = 1, 2, while keeping these three messages secret from the external wiretapper. The

messages W0, W1, and W2, are independent and uniformly distributed over [1 : 2nR0 ],

[1 : 2nR1 ], and [1 : 2nR2 ], respectively. The wiretapper chooses the subset S ∈ S, where

S , {S ⊆ [1 : n] : |S| = µ ≤ n} , (7.1)

and observes the sequence Zn
S

= [ZS,1, ZS,2, · · · , ZS,n] ∈ Zn, with

ZS,i =


Xi, i ∈ S

Vi, otherwise,

(7.2)

Vn = [V1, V2, · · · , Vn] ∈ Vn is the n-letter output of the discrete memoryless channel

pV |X when Xn is the input. The alphabet Z is given by Z = X ∪ V. Let α = µ
n ,

0 ≤ α ≤ 1, denotes the ratio of the tapped symbols by the wiretapper.

Fig. 7.1. The generalized two-user broadcast wiretap channel model.
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The transmitter uses a stochastic encoder to encode W[0:2] = {W0,W1,W2} into

the codeword Xn = [X1, X2, · · · , Xn] ∈ X n. Receiver j, j = 1, 2, observes the sequence

Yn
j

= [Yj,1, Yj,2, · · · , Yj,n] ∈ Yn
j

and outputs the estimates Ŵ0,j and Ŵj of its desired

messages. An (n, 2nR0 , 2nR1 , 2nR2) channel code Cn consists of three message sets [1 :

2nR0 ], [1 : 2nR1 ], and [1 : 2nR2 ], a stochastic encoder P
(Cn)
Xn|W[0:2]

, and two decoders. A

rate tuple (R0, R1, R2) is achievable, with strong secrecy, if there exists a sequence of

(n, 2nR0 , 2nR1 , 2nR2) channel codes {Cn}n≥1 such that

lim
n→∞

P(Cn)

 ⋃
j=1,2

(Ŵ0,j , Ŵj) 6= (W0,Wj)

 = 0, (Reliability), (7.3)

lim
n→∞

max
S∈S

I(Cn) (W0,W1,W2; Zn
S

)
= 0, (Strong Secrecy). (7.4)

The strong secrecy capacity region for the model is the closure of all achievable (R0, R1, R2).

Next, we propose generalized models for the two-user broadcast and interference

channels with confidential messages.

7.2.2 Generalized Broadcast Channel with Confidential Messages

Consider the channel model described in Figure 7.2. The channel {X ,Y1,Y2, pY1Y2|X}

is discrete memoryless with a finite input alphabet X , two finite output alphabets Y1 and

Y2, and a transition probability distribution pY1Y2|X . The transmitter sends a message

Wj to receiver j, j = 1, 2, while keeping Wj secret from the other receiver, i.e., receiver

i, where i = 1, 2, and i 6= j. The messages W1 and W2 are independent and uniformly

distributed over [1 : 2nR1 ] and [1 : 2nR2 ], respectively. The transmitter encodes the

messages W1 and W2 into the codeword Xn ∈ X n using a stochastic encoder. Receiver
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j, j = 1, 2, besides observing Yn
j
∈ Yn

j
, chooses the subset Sj ∈ Sj , where

Sj ,
{
Sj ⊆ [1 : n] : |Sj | = µj , αj =

µj
n

}
, (7.5)

and observes Zn
Sj

= [ZSj ,1, ZSj ,2, · · · , ZSj ,n] ∈ Zn, with Z , {X1 ×X2} ∪ {?}, and

ZSj ,i =


Xi, i ∈ Sj

‘?′, otherwise.

(7.6)

Receiver j, upon observing Yn
j
,Zn

Sj
, outputs the estimate Ŵj of its desired message.

Fig. 7.2. The generalized two-user broadcast channel with confidential messages.

An (n, 2nR1 , 2nR2) channel code Cn consists of two message sets, one stochastic

encoder P
(Cn)
X|W1W2

, and two decoders. The strong secrecy rate pair (R1, R2) is achievable
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if there exists a sequence of channel codes {Cn}n≥1 such that

lim
n→∞

P(Cn)
(

(Ŵ1, Ŵ2) 6= (W1,W2)
)

= 0, (Reliability), (7.7)

lim
n→∞

max
S2∈S2

I(Cn)(W1; Yn
2
,Zn

S2
) = 0, (Strong Secrecy against Receiver 2),

(7.8)

lim
n→∞

max
S1∈S1

I(Cn)(W2; Yn
1
,Zn

S1
) = 0, (Strong Secrecy against Receiver 1).

(7.9)

The strong secrecy capacity region is the closure of all the achievable strong secrecy rate

pairs (R1, R2).

7.2.3 Generalized Interference Channel with Confidential Messages

Consider the channel model in Figure 7.3. The channel pY1Y2|X1X2
is a discrete

memoryless channel with two finite input alphabets X1 and X2, and two finite output

alphabets Y1 and Y2. Transmitter j, j = 1, 2, wishes to send a message Wj reliably

to receiver j, while keeping Wj secret from the other user’s receiver. W1 and W2 are

independent and uniformly distributed over [1 : 2nR1 ] and [1 : 2nR2 ], respectively. Trans-

mitter j maps Wj into the codeword Xn
j
, [Xj,1, Xj,2, · · · , Xj,n] ∈ X n

j
using a stochastic

encoder. As in Section 7.2.2, receiver j, j = 1, 2, (i) chooses the subset Sj ∈ Sj where Sj

is defined as in (7.5), (ii) observes Yn
j
∈ Yn

j
and Zn

Sj
= [ZSj ,1, · · · , ZSj , n] ∈ Zn, where
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Z , {X1 ×X2} ∪ {?}, and

ZSj ,i =


{X1,i, X2,i} i ∈ Sj

‘?′, otherwise.

(7.10)

Z , X ∪ {?}, and (iii) outputs the estimate Ŵj of its desired message.

Fig. 7.3. The generalized two-user interference channel with confidential messages.

An (n, 2nR1 , 2nR2) channel code Cn , {C1,n, C2,n} consists of two message sets, two

stochastic encoders P
(Cj,n)

Xj |Wj
, j = 1, 2, and two decoders. (R1, R2) is an achievable strong

secrecy rate pair if there exists a sequence of channel codes {Cn}n≥1 such that (7.7)-(7.9)

hold. The strong secrecy capacity region is the closure of all achievable strong secrecy

rate pairs (R1, R2).
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7.3 Main Results

In this section, we present the main results of this chapter. Section 7.3.1 provides

an achievable strong secrecy rate region for the generalized two-user broadcast wiretap

channel model. Sections 7.3.1.1 and 7.3.1.2 identify the strong secrecy capacity regions

for two special classes of the model.

7.3.1 Broadcast Wiretap Channel

The following theorem is an achievable strong secrecy rate region for the general-

ized two-user broadcast wiretap channel model:

Theorem 9. For 0 ≤ α ≤ 1, an achievable strong secrecy rate region for the generalized

broadcast wiretap channel model in Section 7.2.1 is given by the convex hull of all the

rate tuples (R0, R1, R2) which satisfy

R0 +Rj ≤
[
I(U0, Uj ;Yj)− I(U0, Uj ;V )− αI(U0, Uj ;X|V )

]+
, j = 1, 2, (7.11)

R0 +R1 +R2 ≤
[

min{I(U0;Y1), I(U0;Y2)}+ I(U1;Y1|U0) + I(U2;Y2|U0)− I(U1;U2|U0)

− I(U0, U1, U2;V )− αI(U0, U1, U2;X|V )
]+
, (7.12)

2R0 +R1 +R2 ≤
[
I(U0, U1;Y1) + I(U0, U2;Y2)− I(U1;U2|U0)− I(U0;V )

− I(U0, U1, U2;V )− α[I(U0;X|V ) + I(U0, U1, U2;X|V )
]+
, (7.13)

for some probability distribution pU0U1U2XY1Y2V , over the random variables of the model,

which factorizes as pU0U1U2
pX|U0U1U2

pY1Y2V |X . That is, (U0, U1, U2)−X−Y1Y2V forms

a Markov chain.
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Proof. The proof is provided in Section 7.4.

Next, we provide the following remarks about Theorem 9.

Remark 15. By setting α = 0 in Theorem 9, we obtain the achievable strong secrecy

rate region for the two-user broadcast wiretap channel in [126, Theorem 3]. That is, the

terms in (7.11)-(7.13) multiplied by α determine the secrecy cost, with respect to the

broadcast wiretap channel, of the additional capability of the wiretapper to choose αn

noiseless codeword symbols.

Remark 16. By setting α = 0 and V = constant in (7.11)-(7.13), we obtain Marton’s

inner bound for the two-user broadcast channel with a common message [30, Theorem

8.4].

Next, we characterize the strong secrecy capacity regions for two classes of the

generalized broadcast wiretap channel. We consider the case of no common message,

i.e., W0 = 0. In particular, we show that the achievable strong secrecy rate region in

Theorem 9 is tight for these two special classes of the generalized broadcast wiretap

channel model.

7.3.1.1 Broadcast Wiretap Channel with Deterministic Receivers

We first consider the class of the generalized broadcast wiretap channel in Figure

7.1 when both Y1 and Y2 are deterministic functions of the input X, i.e., there exit

deterministic functions f1 and f2 such that Y1 = f1(X) and Y2 = f2(X).

Theorem 10. For 0 ≤ α ≤ 1, the strong secrecy capacity region of the generalized

broadcast wiretap channel with deterministic receivers is the set of all rate pairs (R1, R2)
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satisfying

Rj ≤ (1− α)H(Yj |V ), j = 1, 2, (7.14)

R1 +R2 ≤ (1− α)H(Y1, Y2|V ). (7.15)

Proof: The achievability of the rate region in Theorem 10 follows from the achievable

strong secrecy rate region in Theorem 9 by setting U0 = constant, U1 = Y1, and U2 = Y2,

in (7.11)-(7.13).

The converse is established as follows. We first use similar steps as in Section

5.5 to show that the secrecy capacity of the generalized broadcast wiretap channel is

upper bounded by the secrecy capacity when the wiretapper observes the outputs of two

discrete memoryless channel, where the first discrete memoryless channel is an erasure

channel with erasure probability (1− α) and the second discrete memoryless channel is

pV |X . Next, for the resulting discrete memoryless setting, we evaluate the upper bound

for the discrete memoryless deterministic broadcast wiretap channel in [9, Theorem 4],

which results in the region in (7.11)-(7.13). �

7.3.1.2 Broadcast Wiretap Channel with Degraded Receivers and More

Noisy Wiretapper

We next consider the class of the generalized broadcast wiretap channel when (i)

Y2 is a degraded version of Y1, i.e., X − Y1 − Y2 forms a Markov chain, and (ii) the

wiretapper, in the corresponding discrete memoryless setting, is more noisy than both

receivers. That is, the wiretapper which observes the outputs two discrete memoryless
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channel, where the first channel is an erasure channel with erasure probability (1 − α)

and the second channel is pV |X , is more noisy than both receivers. The condition of a

more noisy wiretapper can hence be described as follows: For all random variables U

such U −X − (Y2, V ) forms a Markov chain, we

αI(U ;X|V ) ≤ I(U ;Y2)− I(U ;V ). (7.16)

Theorem 11. For 0 ≤ α ≤ 1 such that (7.16) holds, the strong secrecy capacity of the

generalized broadcast wiretap channel with degraded receivers is the set of all rate pairs

(R1, R2) satisfying

R1 ≤ I(X;Y1|U,Q)− I(X;V |U,Q)− αH(X|V,U,Q), (7.17)

R2 ≤ I(U ;Y2|Q)− I(U ;V |Q)− αI(U ;X|V,Q), (7.18)

so that Q − U −X − Y1Y2V forms a Markov chain, where Q represents a time sharing

random variable.

Proof: For achievability, we set U0 = U2 = U and U1 = X in (3.6)-(5.5). The converse

is established as in the previous theorem, while utilizing the upper bound in [9, Theorem

4]. �

7.3.2 Generalized Broadcast Channel with Confidential Messages

Next, we provide an achievable strong secrecy rate region for generalized broadcast

channel with confidential messages model described in Section 7.2.2.
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Theorem 12. For 0 ≤ α1, α2 ≤ 1, an achievable strong secrecy rate region for the

generalized broadcast channel with confidential messages in Section 7.2.2 is given by the

convex hull of all rate pairs (R1, R2) satisfying:

R1 ≤ [I(U1;Y1) + α1I(U1;X|Y1)− I(U1;U2)− I(U1;Y2|U2)− α2I(U1;X|U2, Y2)]+ ,

(7.19)

R2 ≤ [I(U2;Y2) + α2I(U2;X|Y2)− I(U1;U2)− I(U2;Y1|U1)− α1I(U2;X|U1, Y1)]+ ,

(7.20)

for some probability distribution pU1U2XY1Y2
wghich factorizes as pU1U2

pX|U1U2
pY1Y2|X .

That is, (U1, U2)−X − (Y1, Y2) forms a Markov chain.

Proof: The proof is provided in Section 7.5. �

Remark 17. In Theorem 12, by setting α1 = α2 = 0 in (7.19) and (7.20), we obtain

the achievable secrecy rate region for the broadcast channel with confidential messages

in [67, Theorem 4].

7.3.2.1 Generalized Broadcast Channel with Confidential Messages and a

Degraded Receiver

We now highlight the special instance of the generalized broadcast channel with

confidential messages in Section 7.2.2 when one receiver is degraded with respect to the

other, and only the degraded receiver is provided with a subset of noiseless observations

of the transmitted codeword symbols. For the generalized broadcast channel with confi-

dential messages model, when α1 = 0, α2 = α, and the channel pY1Y2|X is degraded, i.e.,
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X − Y1 − Y2 forms a Markov chain, we have the following achievable strong secrecy rate

region for the model.

Corollary 6. For 0 ≤ α ≤ 1, an achievable strong secrecy rate region for the degraded

broadcast channel with confidential messages, with the degraded receiver is provided by

αn noiseless transmitted codeword symbols of its choice, is the convex hull of all rate

pairs (R1, R2) satisfying:

R1 ≤ [I(U1;Y1|Y2)− I(U1;U2|Y2)− αI(U1;X|U2, Y2)]+ (7.21)

R2 ≤ [αI(U2;X|Y2)− I(U1;U2|Y1)− I(U2;Y1|Y2)]+ , (7.22)

for some probability distribution pU1U2XY1Y2
which factorizes as pU1U2

pX|U1U2
pY1|XpY2|Y1

.

That is, (U1, U2)−X − Y1 − Y2 forms a Markov chain.

Proof: Corollary 6 follows from Theorem 12 by setting α1 = 0, α2 = α, and pY1Y2|X =

pY1|XpY2|Y1
. �

Remark 18. For the broadcast channel with confidential messages in [67, Theorem 4],

receiver 2 has zero secrecy rate, R2 = 0, when its observation is a degraded version from

receiver 1’s observation, i.e., Y2 is degraded with respect to Y1. By contrast, for the

generalized broadcast channel with confidential messages in Section 7.2.2, when α1 = 0,

α2 = α, and Y2 is degraded with respect to Y1, Corollary 6 implies that receiver 2 has

a positive strong secrecy rate after a certain threshold on α. For example, by setting

U1 = constant and U2 = X, and for H(X|Y2) 6= 0, we have that R2 > 0 if the following
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condition is satisfied:

H(X|Y2)−H(X|Y1)

H(X|Y2)
< α ≤ 1. (7.23)

In general, for the generalized broadcast wiretap channel model with α1 = 0, α2 = α, and

Y2 is degraded with respect to Y1, the strong secrecy rate for receiver 2 is positive, i.e.,

R2 > 0, if there exist U1 and U2 such that (U1, U2)−X −Y1−Y2 forms a Markov chain,

and

αI(U2;X|Y2) > I(U2;Y1|Y2) + I(U1;U2|Y1). (7.24)

7.3.3 Generalized Interference Channel with Confidential Messages

Finally, we provide an achievable strong secrecy rate region for generalized inter-

ference channel with confidential messages model described in Section 7.2.3.

Theorem 13. For 0 ≤ α1, α2 ≤ 1, an achievable strong secrecy rate region for gener-

alized interference channel with confidential messages in Section 7.2.3 is given by the

convex hull of all rate pairs (R1, R2) satisfying:

R1 ≤ [I(U1;Y1) + α1I(U1;X1, X2|Y1)− I(U1;Y2|U2)− α2I(U1;X1, X2|U2, Y2)]+ ,

(7.25)

R2 ≤ [I(U2;Y2) + α2I(U2;X1, X2|Y2)− I(U2;Y1|U1)− α1I(U2;X1, X2|U1, Y1)]+ ,

(7.26)
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for some probability distribution pU1U2X1X2Y1Y2
which factorizes as pU1

pU2
pX1|U1

pX2|U2
pY1Y2|X1X2

.

That is, (U1, U2)− (X1, X2)− (Y1, Y2) forms a Markov chain.

Proof. The Proof is provided in Section 7.5.

Remark 19. In Theorem 13, setting α1 = α2 = 0 in (7.25) and (7.26) yields the

achievable secrecy rate region for the interference channel with confidential messages

in [67, Theorem 2].

Remark 20. By comparing (7.25) and (7.26) to the region in [67, Theorem 2], we

observe that the term αjI(Uj ;X1, X2|Yj), for j = 1, 2, represents the secrecy rate gain

for user j due to its noiseless observations, and the term αiI(Uj ;X1, X2|Ui, Yi) represents

the secrecy penalty at user j due to the noiseless observations of user i, where i, j = 1, 2

and i 6= j.

7.4 Proof of Theorem 9

The proof for Theorem 9 follows the same key steps in Sections 5.4 and 6.4,

with the need of extending the technique and the utilized tools to address the setting of

multiple correlated sources. In the original channel model, along with using stochastic

encoding for secrecy, we utilize a combination of superposition and Marton coding as

in [30, Chapter 8]. We hence define the correlated auxiliary random variables U0, U1,

and U2, according to the distribution pU[0:2]
pX|U[0:2]

. The message W0 is represented by

the codeword U0, and the messages W1 and W2 are superposed over W0 through the

codewords U1 and U2, respectively. Decoder j, j = 1, 2,, thus decodes W0 from its

estimate for the codeword U0, denoted as Û0,j , and decodes Wj from its estimates for
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both the codewords U0 and Uj , i.e., Û0,j and Ûj . In the dual secret key agreement

problem in the source model, we define the sources’ noisy observations according to the

combined superposition and Marton coding. That is, we consider three correlated sources,

where one source observes the sequence U0, and each of other two sources observes the

sequence U0Uj , where j = 1, 2..

We now describe the achievability proof in detail. Let us fix the probability

distribution pU[0:2]X
= pU[0:2]

pX|U[0:2]
, and let pY[1:2]|U[0:2]

be the distribution resulting from

concatenating the discrete memoryless channels pX|U[0:2]
and pY[1:2]|X , where pY[1:2]|X is

the transition probability distribution for the legitimate channel in Figure 7.1. That is,

pY[1:2]|U[0:2]
(y[1:2]|u[0:2]) =

∑
x∈X

pY[1:2]|X(y[1:2]|x) pX|U[0:2]
(x|u[0:2]). (7.27)

As in Sections 5.4 and 6.4, we describe the following two protocols:

Protocol A: The protocol is described in Figure 7.4. Let Un
0
, Un

1
, Un

2
, Yn

1
, and

Yn
2

be i.i.d. sequences according to the distribution pU[0:2]
pY[1:2]|U[0:2]

. Source U0 is

randomly and independently binned into the two indices W0 = B10(U0), F0 = B20(U0),

and source U0Uj , j = 1, 2, is randomly and independently binned into the two indices

Wj = B1j(U0Uj) and Fj = B2j(U0Uj). B1t and B2t, where t = 0, 1, 2, are independent

and uniformly distributed over [1 : 2nRt ] and [1 : 2nR̃t ], respectively. Decoder j observes

the public messages F0 and Fj and the sequence Yj , and outputs the estimates Û0,j and

Ûj of the codewords U0 and Uj , and the estimates Ŵ0,j and Ŵj of its desired messages.

The wiretapper chooses the subset S ∈ S and observes ZS as in (7.2). The distribution

of ZS is only known to belong to the finite class {pZS}S∈S , with |S| < 2αn. The induced
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joint distribution of protocol A is thus given by

P̃W[0:2]F[0:2]U[0:2]Y[1:2]ZSÛ0,1Û0,2Û[1:2]
= pU[0:2]Y[1:2]ZS

P̃Û0,1Û1|Y1F0F1
P̃Û0,2Û2|Y2F0F2

× 1
{
B1j(U0Uj) = Wj ,B2j(U0Uj) = Fj , j = 1, 2

}
1 {B10(U0) = W0,B20(U0) = F0}

(7.28)

= P̃W[0:2]F[0:2]
P̃U[0:2]|W[0:2]F[0:2]

pY[1:2]ZS |U[0:2]
P̃Û0,1Û1|Y1C0C1

P̃Û0,2Û2|Y2F0F2
. (7.29)

Fig. 7.4. Multi-terminal secret key agreement problem in the source model.

Protocol B: This protocol is the original channel model in Figure 7.1 with added

common randomness Ft, t = 0, 1, 2, available to all terminals and uniformly distributed

over [1 : 2nR̃t ]. We utilize here the encoder and decoders in (7.29). The induced joint

distribution is given by

PW[0:2]F[0:2]U[0:2]Y[1:2]ZSÛ0,1Û0,2Û[1:2]
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= pU
W[0:2]

pU
F[0:2]

P̃U[0:2]|W[0:2]F[0:2]
pY[1:2]ZS |U[0:2]

P̃Û0,1Û1|Y1C0C1
P̃Û0,2Û2|Y2F0F2

. (7.30)

Notice that, although Fi is available at receiver j, where i, j = 1, 2, and i 6= j, it

is not used to decode W0 and Wj . We next state the following two lemmas which extend

Lemmas 9 and 10 in the previous chapter to the case of multiple correlated sources.

Lemma 11. Let X[1:T ] be T correlated sources according to the distribution pX[1:T ]
. Each

source Xt ∈ Xt, where t ∈ [1 : T ], is randomly binned into the two indices Wt = B1t(Xt)

and Ft = B2t(Xt). B1t and B2t are independent and uniformly distributed over [1 : W̃t]

and [1 : F̃t], respectively. Define

B , {B1t(xt),B2t(xt) : t ∈ [1 : T ], xt ∈ Xt} (7.31)

J , {J : J ⊆ [1 : T ], J 6= ∅} . (7.32)

For J ∈ J and γ(J) > 0, define

D , {x[1:T ] ∈ X[1:T ] : xJ ∈ Dγ(J) , ∀J ∈ J },

Dγ(J) , {xJ ∈ XJ : − log pXJ (xJ) > γ(J)}, (7.33)

where, for J ∈ J , XJ denotes the Cartesian product
∏
t∈J Xt. Let W̃J =

∏
t∈J W̃t and

F̃J =
∏
t∈J F̃t. Then, we have

EB
(
V
(
PW[1:T ]F[1:T ]

, pU
W[1:T ]

pU
F[1:T ]

))
≤ PpX[1:T ]

(
X[1:T ] /∈ D

)
+

1

2

∑
J∈J

√
W̃J F̃J2−γ

(J)
,

(7.34)
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where P is the induced distribution over W[1:T ] and F[1:T ].

Proof: The proof is provided in Appendix I. �

Lemma 12. Let X[1:T ] be T correlated sources, which are correlated with the source

{ZS} ,
{
Z, pZS

}
, where S ∈ S, according to the distribution pX[1:T ]ZS

. All the alphabets

of {Xt}Tt=1
, Z, and S, are finite. Each source Xt is randomly binned into the two indices

Wt and Ft as in Lemma 11. Let P be the set of all possible permutations of [1 : T ]. For

all p ∈ P and t ∈ [1 : T ], let γp
t
> 0, and define

DS
p
,
{

(x[1:T ], z) ∈ X[1:T ] ×Z : (xp1:t
, z) ∈ DS

γpt
, ∀t ∈ [1 : T ]

}
(7.35)

where p , [p1 · · · pT ], xp1:t
, {xp1

, · · · , xpt}, xp1:0
= ∅, and

DS
γpt
,

{
(xp1:t

, z) : log
1

pXpt |Xp1:t−1
ZS (xpt |xp1:t−1

, z)
> γp

t

}
. (7.36)

If there exists δ ∈ (0, 1
2) such that for all S ∈ S and p ∈ P,

PpX[1:T ]ZS

((
X[1:T ], ZS

)
∈ DS

p

)
≥ 1− δ2 (7.37)

then, for ε ∈ [0, 1], we have

PB
(

max
S∈S

D(PW[1:T ]F[1:T ]ZS
||pU

W[1:T ]
pU
F[1:T ]

pZS ) ≥ T ε̃
)

≤ |S||Z| min
p∈P

T∑
t=1

exp

(
−ε2(1− δ)2γpt

3W̃ptF̃pt

)
, (7.38)
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where ε̃ = maxt{ε+ (δ+ δ2) log(W̃tF̃t) +Hb(δ
2)}, Hb is the binary entropy function, and

P is the induced distribution.

Proof: The proof is provided in Appendix J. �

We now apply Lemma 11 to the source model in Figure7.4. Set X1 = U0, X2 =

U0U1, X3 = U0U2, W̃t = 2nRt , and F̃t = 2nR̃t , t = 0, 1, 2, where U[0:2], W[0:2], and

F[0:2], are as in protocol A. For ε′ > 0 and J ⊆ [1 : 3], J 6= ∅, let γ(J) = (1 − ε′)H(XJ).

For J = {1}, using Hoeffding inequality, we have

P
(
X1 /∈ Dγ({1})

)
= PpU0

(
− log p(U0) ≤ γ({1})

)
(7.39)

= P

(
n∑
k=1

(− log p(U0,k)) ≤ n(1− ε′)H(U0)

)
≤ exp(−β({1})n), (7.40)

where β({1}) > 0. Similarly, for J ⊆ [1 : 3], J 6= ∅, there exists β(J) > 0 such that

P
(
XJ /∈ Dγ(J)

)
≤ exp(−β(J)n). (7.41)

Using (7.33), there exists β̄ > 0 such that

P
(
X[1:3] /∈ D

)
≤

∑
J⊆[1:3],J 6=∅

P
(
XJ /∈ Dγ(J)

)
≤ exp(−β̄n). (7.42)

Substituting the choices for W̃t, F̃t, γ
(J), and (7.42) in (7.34), there exists β > 0 such

that, for any S ∈ S,

EBV
(
P̃W[0:2]F[0:2]

, pU
W[0:2]

pU
F[0:2]

)
≤ exp(−βn), (7.43)
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as long as

R0 + R̃0 < (1− ε′)H(U0) (7.44)

R0 + R̃0 +Rj + R̃j < (1− ε′)H(U0Uj), j = 1, 2, (7.45)

R0 + R̃0 +R1 + R̃1 +R2 + R̃2 < (1− ε′)H(U[0:2]), (7.46)

Now, for reliability of protocol A, we use Slepian-Wolf decoders at both users.

Using [126, Lemma 1], for any S ∈ S,

lim
n→∞

EB

V

 P̃W[0:2]F[0:2]U[0:2]Y[1:2]ZS
1

{
Û0,1 = Û0,2 = U0, Ûj = Uj , j = 1, 2

}
,

P̃W[0:2]F[0:2]U[0:2]Y[1:2]ZSÛ0,1Û0,2Û[1:2]


 = 0,

(7.47)

as long as, for j = 1, 2,

R̃0 + R̃j > H(U0, Uj |Yj) (7.48)

R̃j > H(Uj |U0Yj). (7.49)

Next, in Lemma 12, set X1 = U0, X2 = U0U1, X3 = U0U2, W̃t = 2nRt ,

F̃t = 2nR̃t , t = 0, 1, 2, and ZS = ZS ,∀S ∈ S. U[0:2], ZS ,and S are defined as in protocol

A. Let us first consider p = p̄ = [1 : 3]. Since pV |U[0:2]
is a discrete memroyless channel,

which results from concatenating the two discrete memoryless channels pV |X and pX|U[0:2]
,
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and U[0:2] are i.i.d. sequences, then for all S ∈ S, we have

H(X1|ZS) = H(U0|XSVSc) = H(U0,S |XS) +H(U0,Sc |VSc) (7.50)

= µH(U0|X) + (n− µ)H(U0|V ) (7.51)

H(X2|X1, ZS) = H(U0U1|U0XSVSc) (7.52)

= µH(U1|U0, X) + (n− µ)H(U1|U0V ) (7.53)

H(X3|X[1:2], ZS) = µH(U2|U0:1X) + (n− µ)H(U2|U0:1V ). (7.54)

By Hoeffding inequality and the definition of DS
p̄

in (7.35) and (7.36), with ε̄ > 0,

and

γp̄
1

= (1− ε̄)[µH(U0|X) + (n− µ)H(U0|V )]

γp̄
2

= (1− ε̄)[µH(U1|U0X) + (n− µ)H(U1|U0V )]

γp̄
3

= (1− ε̄)[µH(U2|U0U1X) + (n− µ)H(U2|U0U1V )],

there exists βp̄ > 0 such that

P
((
X[1:3], ZS

)
/∈ DS

p̄

)
≤ exp

(
−βp̄n

)
. (7.55)

Similarly, for any p which is a permutation of [1 : 3], letting

γp
t

= (1− ε̄) min
S∈S

H
(
Xpt |Xp1:t−1

, ZS

)
, (7.56)
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with Xp[1:0]
= ∅, there exists βp > 0 such that

P
((
X[1:3], ZS

)
/∈ DS

p

)
≤ exp(−βpn). (7.57)

Taking δ2 = exp(−β̃n) and β̃ = minp βp, we have, for all p

P
((
X[1:3], ZS

)
/∈ DS

p

)
≤ δ2. (7.58)

Note that lim
n→∞

δ2 = 0, and hence, for n large enough, δ2 ∈ (0, 1
4). Thus, the conditions

of Lemma 12 are satisfied.

Substituting the choices for W̃t, F̃t, γ
p
t

, for t = 1, 2, 3, and all p, and

|S||Zn| ≤ exp (n [ln 2 + ln(|X |+ |V|)]) , (7.59)

in (7.38), we have, for all ε, ε1 > 0 and ε̃ = ε+ ε1, there exists n∗ ∈ N and κε, κ̃ > 0 such

that for all n ≥ n∗,

PB
(

max
S∈S

D
(
P̃W[0:2]F[0:2]ZS

||pU
W[0:2]

pU
F[0:2]

pZS

)
≥ 3ε̃

)
≤ exp

(
−κεeκ̃n

)
, (7.60)

as long as

R0 + R̃0 < (1− ε̄) [αH(U0|X) + (1− α)H(U0|V )] (7.61)

R0 + R̃0 +Rj + R̃j < (1− ε̄)
[
αH(U0, Uj |X) + (1− α)H(U0, Uj |V )

]
, j = 1, 2, (7.62)



193

R0 + R̃0 +R1 + R̃1 +R2 + R̃2 < (1− ε̄) [αH(U0, U1, U2|X) + (1− α)H(U0, U1, U2|V )] .

(7.63)

Remark 21. Note that for each p ∈ P, Lemma 12 results in the maximum binning rate

Rp1
+ R̃p1

for the source Xp1
, and then the maximum conditional binning rate for the

source Xp2
given Rp1

+R̃p1
, and so on and so forth, so that the probability in the left hand

side of (7.38) is vanishing. That is, for each p, Lemma 12 results in one corner point in

the binning rate region for the sources X[1:T ] such that W[1:T ] and F[1:T ] are independent,

uniformly distributed, and all are independent from the wiretapper’s observation.

By the Borel-Cantelli lemma, it follows from (7.43) and (7.60) that

lim
n→∞

PB
(
V
(
P̃W[0:2]F[0:2]

, pU
W[0:2]

pU
F[0:2]

)
> 0
)

= 0, (7.64)

lim
n→∞

PB
(

max
S∈S

D
(
P̃W[0:2]F[0:2]ZS

||pU
W[0:2]

pU
F[0:2]

pZS

)
> 0

)
= 0. (7.65)

Using similar steps as in Section 5.4, we first use (7.43) and (7.64) to show that

(7.47) and (7.65) hold as well for protocol B. That is,

lim
n→∞

PB
(

max
S∈S

D
(
PW[0:2]F[0:2]ZS

||pU
W[0:2]

pU
F[0:2]

pZS

)
> 0

)
= 0, (7.66)

lim
n→∞

EB

V

 PW[0:2]F[0:2]U[0:2]Y[1:2]ZS
1

{
Û0,1 = Û0,2 = U0, Ûj = Uj , j = 1, 2

}
,

PW[0:2]F[0:2]U[0:2]Y[1:2]ZSÛ0,1Û0,2Û[1:2]


 = 0.

(7.67)
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Next, we apply the selection lemma, Lemma 5, to (7.66) and (7.67) to show

the existence of a binning realization b∗, with a corresponding joint distribution p∗ for

protocol B, such that

lim
n→∞

V

 p∗
W[0:2]F[0:2]U[0:2]Y[1:2]ZS

1

{
Û0,1 = Û0,2 = U0, Ûj = Uj , j = 1, 2

}
,

p∗
W[0:2]F[0:2]U[0:2]Y[1:2]ZSÛ0,1Û0,2Û[1:2]

 = 0,

(7.68)

lim
n→∞

1

{
max
S∈S

D
(
p∗
W[0:2]F[0:2]ZS

||pU
W[0:2]

pU
F[0:2]

pZS

)
> 0

}
= 0, (7.69)

where W0 = b∗
10

(U0), F0 = b∗
20

(U0), Wj = b∗
1j

(U0Uj), and Fj = b∗
2j

(U0Uj), j = 1, 2.

We finally introduce the Ŵ variables to (7.68), and use the union bound with (7.69), to

show that

lim
n→∞

EF[0:2]

Pp∗

 ⋃
j=1,2

(
Ŵ0,j , Ŵj

)
6=
(
W0,Wj

) ∣∣F[0:2]

 = 0

lim
n→∞

PF[0:2]

(
max
S∈S

D
(
p∗
W[0:2]ZS |F[0:2]

||pU
W[0:2]

p∗
ZS |F[0:2]

)
> 0

)
= 0,

which are used to show the existence of c∗
[0:2]

such that both the reliability and secrecy

constraints in (7.3), (7.4) hold.

Let p̃∗ be the distribution in protocol A that corresponds to the binning realization

b∗. We identify p̃∗(u[0:2]|w[0:2], f
∗

[0:2]) and (p̃∗(û0,j , ûj |yj , c∗0, c
∗
j
), b∗

10
(û0,j), b

∗
1j

(û0,j , ûj), j =
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1, 2) as the encoder and decoders for the original model. Finally, applying Fourier-

Motzkin elimination to the rate conditions in (7.44)-(7.46), (7.48)-(7.49), and (7.61)-

(7.63), results in the rate region in (3.6)-(5.5). The convex hull follows by time sharing

independent codes.

7.5 Proofs of Theorems 12 and 13

We first prove Theorem 12. In this proof, we utilize Lemmas 11 and 12 in Section

7.4. The key steps of the proof are similar to the proof in Section 7.4. The difference

however lies in the need for careful definition and treatment of the reliability and secrecy

(independence) conditions in the dual secret key agreement problem, in order to address

the multiple security conditions in the original channel model, i.e., (7.8) and (7.9).

We first define the correlated auxiliary random variables U1 and U2. Let us fix the

distribution pU[1:2]X
= pU[1:2]

pX|U[1:2]
. Let pY[1:2]|U[1:2]

be the distribution resulting from

concatenating the two discrete memoryless channels pX|U[1:2]
and pY[1:2]|X , where pY[1:2]|X

is the transition probability distribution in Figure 7.2. Next, we define the following two

protocols and describe the joint distribution induced by each of them.

Protocol A: This protocol describes the dual secret key agreement problem in

Figure 7.5, where Un
1
, Un

2
,Yn

1
, and Yn

2
are i.i.d. sequences according to the distribution

pU[1:2]
pY[1:2]|U[1:2]

. Notice that the noisy observations at the source encoders, U1 and U2

correspond to the correlated auxiliary variables utilized in Marton’s coding to separately

encode the messages W1 and W2 [30, Chapter 8]. The source Uj is randomly and

independently binned into the indices Wj = B1j(Uj), Fj = B2j(Uj), where B1j and

B2j are independent and uniformly distributed over [1 : 2nRj ] and [1 : 2nR̃j ], j = 1, 2.
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Fig. 7.5. Dual source model for the channel model in Fig. 7.2.

Decoder j (i) observes F1, F2, and the sequence Yj , (ii) chooses Sj ∈ Sj and observes

ZSj as in (7.5) and (7.6), and (iii) outputs the estimates Ûj and Ŵj . The message Fj is

public to decoder i, while the key Wj should be kept secret from decoder i, i, j = 1, 2,

and i 6= j. The realization of Sj , j = 1, 2, is unknown to the other decoder. The induced

joint distribution for protocol A is

P̃W[1:2]F[1:2]U[1:2]Y1ZS1
Y2ZS2

Û[1:2]

= pU[1:2]Y1ZS1
Y2ZS2

P̃Û1|Y1ZS1
F1
P̃Û2|Y2ZS2

F2
1
{
B1j(Uj) = Wj ,B2j(Uj) = Fj , j = 1, 2,

}
(7.70)

= P̃W[1:2]F[1:2]
P̃U[1:2]|W[1:2]F[1:2]

pY1ZS1
Y2ZS2

|U[1:2]
P̃Û1|Y1ZS1

F1
P̃Û2|Y2ZSF2

. (7.71)

Protocol B: This protocol describes the channel model in Figure 7.2 with assumed

common randomness Fj , j = 1, 2, uniformly distributed over [1 : 2nR̃j ], independent

from all other variables, and available to all terminals. We utilize P̃U[1:2]|W1:2F[1:2]
and

P̃Û1|Y1ZS1
F1

, P̃Û2|Y2ZS2
F2

in (7.71) as the encoder and decoders for this protocol. The
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induced joint distribution for protocol B is

PW[1:2]F[1:2]U[1:2]Y1ZS1
Y2ZS2

Û[1:2]

= pU
W[1:2]

pU
F[1:2]

P̃U[1:2]|W[1:2]F[1:2]
pY1ZS1

Y2ZS2
|U[1:2]

P̃Û1|Y1ZS1
F1
P̃Û2|Y2ZS2

F2
. (7.72)

In the channel model in protocol B, although the common randomness Fi is

available at receiver j, i, j = 1, 2, i 6= j, it is not utilized for decoding Wj . The encoders

in the source model are chosen accordingly, c.f. (7.71). In the dual source model, since

U1 and U2, are correlated, we utilize Lemmas 11 and 12 in the previous section. We

divide the remainder of the proof into the following steps:

7.5.1 Closeness of joint induced distributions

In Lemma 11, set X1 = U1, X2 = U2, W̃1 = 2nR1 , F̃1 = 2nR̃1 , W̃2 = 1, and

F̃2 = 2nR̃2 , where U[1:2] are defined as in protocol A. For ε′ > 0, by setting γj =

n(1 − ε′)H(Uj), j = 1, 2, γ1,2 = n(1 − ε′)H(U[1:2]), and using Hoeffding’s inequality, we

have

PpU[1:2]

(
U[1:2] /∈ D

)
≤ exp(−β′

1
n), (7.73)

where β′
1
> 0. By substituting the choices for W̃j , F̃j , γj , j = 1, 2, and γ1,2, in (7.34),

there exists β1 > 0 such that

EB
(
V
(
P̃W1F[1:2]

, pU
W1
pU
F[1:2]

))
≤ exp(−β1n), (7.74)
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as long as,

R1 + R̃1 ≤ (1− ε′)H(U1), R̃2 ≤ (1− ε′)H(U2) (7.75)

R1 + R̃1 + R̃2 ≤ (1− ε′)H(U1, U2). (7.76)

Similarly, by setting X1 = U1, X2 = U2, W̃1 = 1, F̃1 = 2nR̃1 , W̃2 = 2nR2 , and

F̃2 = 2nR̃2 , in Lemma 11, there exists β2 > 0 such that

EB
(
V
(
P̃W2F[1:2]

, pU
W2
pU
F[1:2]

))
≤ exp(−β2n), (7.77)

as long as,

R̃1 ≤ (1− ε′)H(U1), R2 + R̃2 ≤ (1− ε′)H(U2) (7.78)

R̃1 +R2 + R̃2 ≤ (1− ε′)H(U1, U2). (7.79)

Using (7.71), (7.72), (7.74) and (7.77), we have, for j = 1, 2, Sj ∈ Sj ,

EB
(
V
(
P̃WjF[1:2]UjYjZSj Ûj

, PWjF[1:2]UjYjZSj Ûj

))
≤ exp(−βjn). (7.80)

Also, by the Borel-Cantelli lemma and Markov inequality, it follows from (7.74)

and (7.77) that, for j = 1, 2,

lim
n→∞

PB
(
V
(
P̃WjF[1:2]

, pU
Wj
pU
F[1:2]

)
> 0
)

= 0. (7.81)
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7.5.2 Reliable decoding at source decoder j

In protocol A, for reliable communication of the source Uj , decoder j employs

Slepian-Wolf source decoder. Since Uj is an i.i.d. sequence and pYj |U[1:2]
is a discrete

memoryless channel, then, for any Sj ∈ Sj , j = 1, 2,

H(Uj |Yj ,ZSj ) = H(Uj,Sj ,Uj,Sc
j
|Yj,Sj ,Yj,Sc

j
,XSj ) (7.82)

= H(Uj,Sj |XSj ,Yj,Sj ) +H(Uj,Scj
|Yj,Scj

) (7.83)

= µjH(Uj |X) + (n− µj)H(Uj |Yj), (7.84)

where (7.84) follows since Uj −X −Yj forms a Markov chain. Using [126, Lemma 1], for

j = 1, 2, and any Sj ∈ Sj ,

lim
n→∞

EB
(
V
(
P̃WjF[1:2]UjYjZSj Ûj

, P̃WjF[1:2]UjYjZSj
1{Ûj = Uj}

))
= 0, (7.85)

as long as,

R̃j ≥ αjH(Uj |X) + (1− αj)H(Uj |Yj). (7.86)

7.5.3 Secrecy against source decoder j

Set X1 = U1, X2 = U2, W̃1 = 2nR1 , F̃1 = 2nR̃1 , W̃2 = 1, F̃2 = 2nR̃2 , S = S2,

and ZS = Y2ZS2
in Lemma 12, where U[1:2], Y2, S2, ZS2

are as in protocol A. For
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ε′′ > 0, j = 1, 2, by choosing

γ1,2 = (1− ε′′)[µ2H(U1|U2, X) + (n− µ2)H(U1|U2, Y2)] (7.87)

γ2,1 = (1− ε′′)[µ2H(U2|U1, X) + (n− µ2)H(U2|U1Y2)], (7.88)

γj = (1− ε′′)[µ2H(Uj |X) + (n− µ2)H(Uj |Y2)], (7.89)

using Hoeffding’s inequality, there exists β̃ > 0 such that for all S2 ∈ S2, j = 1, 2,

PpU[1:2]Y2ZS2

((
U[1:2],Y2ZS2

)
/∈ DS2

j

)
≤ exp(−β̃n) = δ2. (7.90)

Note that lim
n→∞

δ2 = 0, and hence, for n sufficiently large, δ2 ∈ (0, 1
4). Thus, the conditions

of Lemma 12 are satisfied.

Substituting the choices for W̃1, W̃2, F̃1, F̃2, γ2, γ1,2, and |S2||Zn| ≤ (2(|X | +

1)|Y2|)n in (7.38), we have, for all ε, ε1 > 0, ε̃ = ε+ ε1, there exists n∗ ∈ N and κε, κ̃ > 0

such that for all n ≥ n∗,

PB
(

max
S2∈S2

D
(
P̃W1F[1:2]Y2ZS2

||pU
W1
pU
F[1:2]

pY2ZS2

)
≥ 2ε̃

)
≤ exp

(
−κεeκ̃n

)
, (7.91)

as long as,

R1 + R̃1 ≤ (1− ε′′)[α2H(U1|U2, X) + (1− α2)H(U1|U2, Y2)] (7.92)

R̃2 ≤ (1− ε′′)[α2H(U2|X) + (1− α2)H(U2|Y2)]. (7.93)
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By the Borel-Cantelli lemma, it follows from (7.91) that

lim
n→∞

PB
(

max
S2∈S2

D
(
P̃W1F[1:2]Y2ZS2

||pU
W1
pU
F[1:2]

pY2ZS2

)
> 0

)
= 0 (7.94)

Similarly, setting X1 = U1, X2 = U2, W̃1 = 1, F̃1 = 2nR̃1 , W̃2 = 2nR2 , F̃2 = 2nR̃2 ,

S = S1, and ZS = Y1ZS1
in Lemma 12 and using the choices for γ1, γ2, γ1,2, γ2,1 in

(7.87)-(7.89), but with replacing µ2 and Y2 by µ1 and Y1, gives

lim
n→∞

PB
(

max
S1∈S1

D
(
P̃W2F[1:2]Y1ZS1

||pU
W2
pU
F[1:2]

pY1ZS1

)
> 0

)
= 0, (7.95)

as long as,

R2 + R̃2 ≤ α1H(U2|U1, X) + (1− α1)H(U2|U1, Y1) (7.96)

R̃1 ≤ α1H(U1|X) + (1− α1)H(U1|Y1). (7.97)

Remark 22. Note that we have considered two problems, where in each problem, one

source encoder is communicating its key reliably to the corresponding decoder and securely

from the other user’s decoder, c.f. (7.85), (7.94), and (7.95). In each of these two

problems, both the public messages F1 and F2 are required to be independent from Wj and

Yj, and ZSj , cf. (7.94) and (7.95). The reason is that, after converting these conditions

to the channel model in protocol B, we need to eliminate the common randomness F[1:2]

from the model by conditioning on a certain instance of it while preserving the uniformity

of the message Wj, j = 1, 2, and its independence from the other receiver’s observations.
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7.5.4 Converting reliability and secrecy properties to protocol B

First, for the reliability conditions, using the triangle inequality, it follows from

(7.74), (7.77), and (7.85), that, for j = 1, 2,

lim
n→∞

EB
(
V
(
PWjF[1:2]UjYjZSj Ûj

, PWjF[1:2]UjYjZSj
1{Ûj = Uj}

))
= 0. (7.98)

For the secrecy conditions, by the union bound, (7.81), (7.94),

lim
n→∞

PB
(

max
S2∈S2

D
(
PW1F[1:2]Y2ZS2

||pU
W1
pU
F[1:2]

pY2ZS2

)
> 0

)

≤ lim
n→∞

PB
(

max
S2∈S2

D
(
P̃W1F[1:2]Y2ZS2

||pU
W1
pU
F[1:2]

pY2ZS2

)
> 0

)

+ lim
n→∞

PB
(
V
(
P̃W1F[1:2]

, pU
W1
pU
F[1:2]

)
> 0
)

= 0. (7.99)

Similarly, using the union bound, (7.81) and (7.95), we have,

lim
n→∞

PB
(

max
S1∈S1

D
(
PW2F[1:2]Y1ZS1

||pU
W2
pU
F[1:2]

pY1ZS1

)
> 0

)
= 0. (7.100)

Note that the reliability and secrecy conditions for the original channel model

in protocol B, (7.98)-(7.100), are averaged over the random binning of the dual source

model in protocol A, where this binning determines the encoders and decoders for the

dual source model and hence the encoders and decoders for the original channel model

as well, cf., (7.72). By applying the selection lemma to (7.98)-(7.100), there is a binning

realization b∗, with a corresponding joint distribution p∗ for the original channel model
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in protocol B such that

lim
n→∞

V
(
p∗
WjF[1:2]UjYjZSj Ûj

, p∗
WjF[1:2]UjYjZSj

1{Ûj = Uj}
)

= 0, j = 1, 2, (7.101)

lim
n→∞

1

{
max
S2∈S2

D
(
p∗
W1F[1:2]Y2ZS2

||pU
W1
pU
F[1:2]

pY2ZS2

)
> 0

}
= 0, (7.102)

lim
n→∞

1

{
max
S1∈S1

D
(
p∗
W2F[1:2]Y1ZS1

||pU
W2
pU
F[1:2]

pY1ZS1

)
> 0

}
= 0, (7.103)

where Wj = b∗
1j

(Uj) and Fj = b∗
2j

(Uj), j = 1, 2.

7.5.5 Eliminating the common randomness

By introducing the Ŵ variables to the distributions in (7.101) as deterministic

functions of the Û variables, and using (7.103), (7.105), and the union bound, we have

lim
n→∞

EF[1:2]

(
Pp∗(Ŵj 6= Wj |F[1:2])

)
= 0, j = 1, 2, (7.104)

lim
n→∞

PF[1:2]

(
max
S2∈S2

D
(
p∗
W1Y2ZS2

|F[1:2]
||pU

W1
p∗
Y2ZS2

|F[1:2]

)
> 0

)
= 0, (7.105)

lim
n→∞

PF[1:2]

(
max
S1∈S1

D
(
p∗
W2Y1ZS1

|F[1:2]
||pU

W2
p∗
Y1ZS1

|F[1:2]

)
> 0

)
= 0. (7.106)

Applying the selection lemma to (7.104)-(7.106) results in the existence of f∗
[1:2]

such that the reliability and secrecy constraints in (7.7)-(7.9) are satisfied. We hence

identify the encoder and decoders for the original model as p(x|u[1:2])p̃
∗(u[1:2]|w[1:2], f

∗
[1:2]

)

and (p̃∗(ûj |yj , z, f∗j ), b∗
1j

(ûj), j = 1, 2); p̃∗ is the induced distribution in protocol A that

corresponds to the binning b∗.

Finally, combining the rate conditions in (7.75), (7.76), (7.78), (7.79),(7.86),

(7.92), (7.93), (7.96),and (7.97), while taking ε′, ε′′ → ∞, results in the rate region
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in (7.19)-(7.20). The convex hull follows by time sharing independent codes. This com-

pletes the proof for Theorem 12.

The proof for Theorem 13 follows similar steps as in the proof for Theorem 12. The

difference is that the auxiliary variables U1 and U2 are independent, where at the begin-

ning in the proof, we fix the distribution pU1:2X[1:2]
which factorizes as pU1

pU2
pX1|U1

pX2|U2
.

7.6 Conclusion

In this chapter, we have extended our generalized wiretap channel model in Chap-

ter 5 to the three multi-receiver settings. First, we have considered a broadcast wiretap

channel with a wiretapper which noiselessly taps into a subset of its choice of the trans-

mitted symbols and observes the remainder through a noisy channel. We have derived an

achievable strong secrecy rate region for the model, which extends Marton’s inner bound

and characterizes the secrecy penalty due to the noiseless observations at the wiretap-

per. We also have characterized the secrecy capacity for two classes of the generalized

broadcast wiretap channel.

Second, we have studied a generalized model for the two-user interference channel

with confidential messages, where the receivers, besides their noisy observations, are

provided with fixed-length subsets of their choice of noiseless observations for transmitted

codeword symbols of the both users. Third, we have proposed a generalized broadcast

channel with confidential messages model, with each receiver is provided with a subset

of its choice of noiseless observations for the transmitted codeword. We have derived

achievable strong secrecy rate regions for the two models. For both models, the size of

the subset at each receiver gives rise to a trade-off between the rates of the two receivers,
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which is demonstrated in the derived rate regions. We have also highlighted the special

case of the generalized broadcast channel with confidential messages, with one receiver’s

noisy observations are degraded with respect to the other receiver, and only this degraded

receiver is provided with a subset of noiseless observations. The achievable rate region

for this case shows that the receiver, with the degraded noisy observations, achieves a

positive secrecy rate after a certain threshold on the ratio of his noiseless observations.
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Chapter 8

The Caching Broadcast Channel with a Wire and Cache

Tapping Adversary of Type II

8.1 Introduction

Caching is proposed to efficiently reduce network traffic congestion by storing par-

tial contents at the cache memories of end users earlier during off-peak times, providing

local caching gain [4,17,25]. More recently, reference [72] has shown that a careful design

of cache contents at the end users in a multi-receiver setting allows the transmitter to

send delivery transmissions that are simultaneously useful for many users, providing a

global caching gain. This gain depends on the aggregate cache memory of the network

and demonstrates the ability of coding over delivery transmission and/or cache contents

to offset lack of cooperation between the receivers.

In numerous works to date, coded caching has been studied under various mod-

eling assumptions and for various network configurations, including online, decentral-

ized, hierarchical caching [7, 54, 74, 97], non-uniform demands [93], more users than

files [101, 117], heterogeneous cache sizes [13, 48], improved bounds [6, 65, 129], inter-

ference networks [36, 73, 80], combination networks [52, 131], device-to-device communi-

cation [47,50], and broadcast channels [5, 12,32,133].

Coded caching with confidentiality requirements has recently been studied in ref-

erences [8,53,98,103,130–132]. These references assume secure cache placement, i.e., the
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adversary cannot tap into the cache contents or into the communication which performs

the cache placement. At the other extreme, if cache placement were to be public, i.e.,

the adversary were to have perfect access to the cache contents, it follows in a straight-

forward fashion from [2, 106] that the presence of cache memories cannot increase the

secrecy capacity. Given the results of these two extreme settings, this chapter considers

an intermediate scenario in which the adversary may have partial access to cache place-

ment. The wiretap channel II provides a model for an adversary which has partial access

to the legitimate communication, in the form of a threshold on the time fraction during

which the adversary is capable of tapping into the communication.

In this chapter, we consider an adversary model of type II as in Sections 4-7, but in

a cache-aided communication setting. In particular, the adversary noiselessly observes

a partial subset of its choosing of the transmitted symbols over the cache placement

and/or delivery phases. Thus we term this model the caching broadcast channel with a

wire and cache tapping adversary of type II (CBC-WCT II). The legitimate parties do

not know whether the cache placement, delivery, or both transmissions are tapped, the

relative fractions of tapped symbols in each, or their positions. Only the knowledge of

the overall size of the tapped set by the adversary is available to the legitimate terminals.

The challenge in caching stems from the fact that the transmitter, which has

access to a library of files, has no knowledge about the future demands of end users when

designing their cache contents. This remains to be the case when security against an

external adversary is concerned. Additionally, for the adversary model in consideration,

the adversary might tap into cache placement, delivery, or both, and where the tapping

occurs is unknown to the legitimate parties. We show that even under these unfavorable
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conditions, strong secrecy guarantees can be provided that are invariant to the positions

of the tapped symbols varying between cache placement, delivery, or both.

In coded caching literature up to date, the physical communication which pop-

ulates the cache memories at end users does not need to be considered in the problem

formulation, due to the assumption of secure cache placement. By contrast, in order to

model cache placement that is tapped by an adversary, we consider a length-n commu-

nication block over a two-user broadcast wiretap II channel, as in Chapter 7. The sizes

of cache memories at the receivers are fixed in this model. We note that introducing

variable memory sizes for which a rate-memory tradeoff can be characterized, as in the

usual setup for caching, requires considering additional communication blocks for cache

placement. Being of future interest, we comment on this extension to multiple commu-

nication blocks for cache placement in the Discussion section, Section 8.7. We as well

provide reasoning for our choice of the broadcast setting for cache placement.

In summary, the contributions of this work are summarized as follows:

1. We introduce the notion of cache-tapping into the information theoretic models

of coded caching, in which an adversary of type II is able to tap into a fixed-size

subset of symbols of its choosing either from cache placement, delivery, or both

transmissions.

2. We characterize the strong secrecy capacity of the model, i.e., the maximum achiev-

able file rate which keeps the overall library strongly secure, for the instance of a

transmitter’s library with two files:
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• We devise an achievability scheme which integrates wiretap coding [96], secu-

rity embedding codes [63,70], one-time pad keys [106], coded cache placement

and uncoded delivery [72].

• We utilize a genie-aided upper bound, in which a genie provides the trans-

mitter with user demands before cache placement, rendering the model to a

two-user broadcast wiretap II channel, in order to establish the converse for

this case.

3. We derive lower and upper bounds on the strong secrecy file rate when the trans-

mitter’s library has more than two files:

• We utilize a coding scheme that is similar to the scheme we used for two files.

However, the cache placement and delivery schemes we employ to achieve the

rates differ from those utilized for two files. In particular, we utilize here

uncoded cache placement and a partially coded delivery.

• We derive the upper bound in three steps. First, we consider a transformed

channel with an adversary which can tap an equal fraction of symbols to our

model, but is only allowed to tap into the delivery phase. Since this adversary

has a more restricted strategy space than the original one, the corresponding

secrecy capacity is at least as large as our original model. Next, we utilize

Sanov’s theorem in method of types [21, Theorem 11.4.1] to further upper

bound the secrecy capacity for the restricted adversary model by the secrecy

capacity when the adversary encounters a discrete memoryless binary erasure

channel. Finally, the secrecy capacity of the discrete memoryless model is
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upper bounded by the secrecy capacity of a single receiver setting in which

the receiver requests two files from the library.

The remainder of the chapter is organized as follows. Section 8.2 describes the

communication system proposed in this chapter. Section 8.3 presents the main results.

The proofs for these results are provided in Sections 8.4, 8.5, and 8.6. Section 8.7

provides a discussion about the communication model in question and the presented

results. Section 8.8 concludes the chapter.

8.2 System Model

Fig. 8.1. The caching broadcast channel with a wire and cache tapping adversary of
type II (CBC-WCT II). The adversary chooses tapping sets S1 and S2 in placement and
delivery.
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Consider the communication system depicted in Fig. 8.1, in which the adver-

sary has the ability to tap into both the cache placement and delivery transmissions.

The transmitter observes D ≥ 2 independent messages (files), W1,W2, · · · ,WD, each of

which is uniformly distributed over [1 : 2nRs ]. Each receiver has a cache memory of size

n
2 bits. The communication occurs over two phases: placement and delivery. The broad-

cast channel is noiseless during both phases. The communication model is described as

follows:

Cache placement phase: During this phase, the transmitter broadcasts a length-n

binary signal, Xn
c
∈ {0, 1}n, to both receivers. The codeword Xn

c
is a function of the

library files, i.e., Xn
c
, fc

(
W[1:D]

)
. The transmitter does not know the receiver demands

during cache placement [72]. Each receiver has a cache memory of size n
2 bits in which

they store a function of Xn
c
, Mc,j , fc,j(X

n
c
), where fc,j : {0, 1}n 7→ [1 : 2

n
2 ] and j = 1, 2.

Delivery phase: At the beginning of the delivery phase, the two receivers announce

their demands d , (d1, d2) ∈ [1 : D]2 to the transmitter. The transmitter, in order to

satisfy the receiver demands, encodes W[1:D] and d into the binary codeword Xn
d
∈

{0, 1}n. In particular, for each d, the transmitter uses the encoder fd : [1 : 2nRs ]D 7→

{0, 1}n and sends Xn
d
, fd

(
W[1:D]

)
.

Decoding: Receiver j utilizes the decoder gd,j : [1 : 2
n
2 ] × {0, 1}n 7→ [1 : 2nRs ],

in order to output the estimate Ŵdj , gd,j
(
fc,j(X

n
c
),Xn

d

)
of its desired message Wdj ,

where j = 1, 2.

Adversary model: The adversary chooses two subsets S1, S2 ⊆ [1 : n]. The size

of the sum of cardinalities of S1 and S2 is fixed. That is, for |S1| = µ1, |S2| = µ2,

µ1, µ2 ≤ n, we have µ1 + µ2 = µ. The subsets S1 and S2 indicate the positions tapped
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by the adversary during the cache placement and delivery phases, respectively. Over

the two phases, the adversary observes the length-2n sequence Z2n
S

= [Zn
S1
,Zn

S2
] ∈ Z2n;

Zn
Sj
, [ZSj ,1, ZSj ,2, · · · , ZSj ,n] ∈ Zn, j = 1, 2,

ZS1,i =


Xc,i, i ∈ S1

?, i /∈ S1

, and ZS2,i =


Xd,i, i ∈ S2

?, i /∈ S2.

(8.1)

The alphabet is Z = {0, 1, ?}, where “?” denotes an erasure.

The legitimate terminals know neither the realizations of S1 and S2, nor the values

of µ1 and µ2. Only µ is known. Let us define α1 = µ1
n and α2 = µ2

n as the fractions of

the tapped symbols in the cache placement and delivery phases, and let α = α1 + α2 be

the overall tapped ratio. Notice that α1, α2 ∈ [0, 1] and α ∈ (0, 2].

Remark 23. We consider that α is strictly greater than zero, i.e., the adversary is

present. For α = 0, i.e., no adversary, the problem considered in this chapter has been

extensively studied in the literature, see for example [18, 49, 72, 115].

A channel code C2n for this model consists of

• D message sets; Wl , [1 : 2nRs ], l = 1, 2, · · · , D,

• Cache encoder; fc : [1 : 2nRs ]D 7→ {0, 1}n,

• Cache decoders; fc,j : {0, 1}n 7→ [1 : 2
n
2 ], j = 1, 2,

• Delivery encoders;
{
fd : d ∈ [1 : D]2

}
, fd : [1 : 2nRs ]D 7→ {0, 1}n,

• Decoders;
{
gd,j : j = 1, 2, d ∈ [1 : D]2

}
, gd,j : [1 : 2

n
2 ]× {0, 1}n 7→ [1 : 2nRs ].
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The file rate Rs is said to be achievable with strong secrecy if there exists a

sequence of channel codes {C2n}n≥1 satisfying

lim
n→∞

max
d∈[1:D]2

P

 ⋃
j=1,2

(Ŵdj 6= Wdj )

 = 0, (8.2)

and lim
n→∞

max
S1,S2⊆[1:n]:
|S1|+|S2|≤µ

I
(
W[1:D]; Z

n
S1
,Zn

S2

)
= 0. (8.3)

That is, Rs is the symmetric secure file rate, under any demand vector and adversarial

strategy. The strong secrecy capacity Cs is the the supremum of all achievable Rs.

Remark 24. While we consider the file rate Rs which guarantees reliability for the worst-

case demand vector, the average rate for which there exists a prior distribution on the

demands has been studied in coded caching literature as well; see for example [51,65,93].

Remark 25. The condition in (8.3) guarantees strong secrecy against all possible strate-

gies for the adversary, i.e., choices of the subsets S1 and S2 which satisfy the condition

|S1|+ |S2| ≤ µ.

8.3 Main Results

For clarity of exposition, we first study the model described in Section 8.2 when

the transmitter has two files in its library, i.e., D = 2. We then extend the ideas and

the analysis to the case of a library with more than two files, i.e., D > 2. For D > 2,

we utilize a channel coding scheme that is similar to the scheme we construct for D = 2,

but the cache placement and delivery schemes that achieve the best rates are different

from those used for D = 2.
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The following theorem presents the strong secrecy capacity for D = 2.

Theorem 14. For 0 < α ≤ 2 and D = 2, the strong secrecy capacity for the caching

broadcast channel with a wire and cache tapping adversary of type II (CBC-WCT II),

described in Section 8.2, is given by

Cs(α) = 1− α

2
. (8.4)

Proof: The proof is provided in Section 8.4. �

Theorem 15 below presents an achievable strong secrecy file rate for D > 2.

Theorem 15. For 0 < α ≤ 2 and D > 2, the achievable strong secrecy file rate for the

CBC-WCT II is

Rs(α) ≥


1
2 + 3(1−α)

4D , 0 < α < 1

1− α
2 , 1 ≤ α ≤ 2.

(8.5)

Proof: The proof is provided in Section 8.5. �

The following theorem upper bounds the secure file rate when D > 2.

Theorem 16. For 0 < α ≤ 2 and D > 2, the achievable strong secrecy file rate for the

CBC-WCT II is upper bounded as

Rs(α) ≤


1
2 + 2D−1

2D(D−1)(1− α), 0 < α < 1

1− α
2 , 1 ≤ α ≤ 2.

(8.6)
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Proof: The proof is provided in Section 8.6. �

Fig. 8.2. Bounds on the achievable strong secrecy file rate Rs, when α = 0.4 and D ≥ 3.

The following corollary is immediate from Theorems 14, 15, and 16.

Corollary 7. For 1 ≤ α ≤ 2, that is when the adversary can tap longer than one phase

of communication, the strong secrecy capacity for the CBC-WCT II is

Cs(α) = 1− α

2
. (8.7)

Remark 26. When α ∈ [1, 2], i.e., n ≤ µ ≤ 2n, two possible strategies for the adversary

are {S1 = [1 : n], S2 ⊂ [1 : n]} or {S1 ⊂ [1 : n], S2 = [1 : n]}. That is, the adversary can

tap into all symbols in one phase and a subset of symbols in the other phase. Interestingly,
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a positive strong secrecy capacity is achievable against such an adversary. We elaborate

more on the intuition behind this result in the Discussion section.

Unlike for 1 ≤ α ≤ 2, for 0 < α < 1, the lower and upper bounds in (8.5) and

(8.6) have a gap. For illustration purposes, these bounds are plotted for α = 0.4 in Fig.

8.2.

Remark 27. When α = 0, i.e., no adversary, our achievability scheme for D > 2

described in Section 8.5 reduces to the achievability scheme in [72], which is shown to

achieve the optimal rate-memory tradeoff for the case of two users and a library size of

three or larger [18, 115]. The upper bound for D > 2 derived in this work is to address

the intricacies of the adversarial model and is useful only when the adversary is present

(α > 0), i.e., (8.6) is loose when α = 0.

8.4 Proof of Theorem 14

In this section, we prove Theorem 14, which identifies the strong secrecy capacity

for the model in Section 8.2 when D = 2. Recall that the demand vector is denoted by

d = (d1, d2), where d1, d2 ∈ {1, 2}.

8.4.1 Converse

For the model in Theorem 14, when the demand vector d is known to the trans-

mitter during cache placement, the model reduces to a broadcast wiretap channel II, over

a length-2n communication block. The strong sum secrecy rate for that model, 2Rs, is
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upper bounded by

2Rs ≤ 2− α, (8.8)

which follows from 9 in Chapter 7. Notice that (8.8) holds for any d = (d1, d2) such that

d1 6= d2, which represents the worst-case demands. Since the demand vector is unknown

for the model in consideration, 1− α
2 is an upper bound for its strong secrecy capacity.

8.4.2 Restricted Adversary Models as Building Blocks

Before proceeding with the achievability proof, it is relevant to take a step back

and investigate the secrecy capacity when a known fraction of cache placement, a known

fraction of delivery, or both, is tapped. In particular, we consider that the adversary taps

into (i) cache placement only, (ii) delivery only, or (iii) both and the relative fractions

of tapped symbols in each are known. For these three models, we show that the strong

secrecy file rate in (8.4), i.e., 1 − α
2 , is achievable, and hence determines their strong

secrecy capacities. We then use these models as building blocks for when the relative

fractions are unknown, and provide the achievability proof in Sections 8.4.3 and 8.4.4.

8.4.2.1 Setting 1: The adversary taps into cache placement only

Let α1 = α (α2 = 0), and |S1| = µ (S2 = ∅). That is, the adversary taps into cache

placement only. Consider that the transmitter and the receivers know that α1 = α. We

show that 1− α
2 is an achievable strong secrecy file rate for this setting.
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The transmitter divides the message Wl, l = 1, 2, into three independent mes-

sages, W
(1)
l , W

(2)
l , and Wl,s, where W

(1)
l , W

(2)
l , are uniform over

[
1 : 2n

1−α−εn
2

]
, and Wl,s

is uniform over
[
1 : 2n

α+εn
2

]
. Define

Mc =
{
Mc,1,Mc,2

}
; Mc,1 = W (1)

1
⊕W (1)

2
, Mc,2 = W (2)

1
⊕W (2)

2
, (8.9)

Md =
{
W (2)
d1
,W (1)

d2
,Wd1,s,Wd2,s

}
. (8.10)

During cache placement, the transmitter maps Mc into Xn
c

using stochastic en-

coding, i.e., wiretap coding [121]. Since the rate of Mc is less than 1− α, Mc is strongly

secure from the adversary which observes nα symbols of Xn
c

[33,91]. During the delivery

phase, the transmitter sends Xn
d

as the binary representation of Md which is of length

n bits, since the delivery phase is noiseless and secure.

Using Xn
c
, noiselessly received during cache placement, receiver j, j = 1, 2, recov-

ers Mc,j and stores it in its cache memory. Notice that the size of Mc,j , for j = 1, 2, is

smaller than n
2 bits, i.e., the cache size at each receiver. Using Xn

d
, received noiselessly

during delivery, both receivers perfectly recover Md. Using Md along with its cache

contents, i.e., Mc,j , and for n sufficiently large1, receiver j correctly recovers its desired

message Wdj , j = 1, 2.

For secrecy, we show in Appendix K that (8.3), which reduces to

lim
n→∞

max
S1⊆[1:n]: |S1|=µ

I(W1,W2; Zn
S1

) = 0, (8.11)

1Large block-length n is needed in order to ensure a valid subpacketization of the file Wl into

the sub-files {W (1)
l ,W

(2)
l ,Wl,s}, for l = 1, 2. That is, a bijective map between the file and its

sub-files is preserved.
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is satisfied. Since εn → 0 as n→∞, the achievable strong secrecy file rate is given by

Rs(α) = 2× 1− α
2

+
α

2
= 1− α

2
. (8.12)

8.4.2.2 Setting 2: The adversary taps into the delivery only

This setting corresponds to α1 = 0 and α2 = α, and the transmitter and receivers possess

this knowledge. Once again, we show that 1− α
2 is an achievable strong secrecy file rate.

The transmitter performs the same division of Wl, l = 1, 2, as in Setting 1. In

addition, the transmitter generates the keys K1, K2, each is uniform over
[
1 : 2n

α+εn
2

]
,

independent from one another and from W1, W2. In this case, we define Mc, Md, and

M̃d, as follows.

Mc =
{
Mc,1,Mc,2

}
; Mc,1 =

{
W (1)

1
⊕W (1)

2
,K1

}
, Mc,2 =

{
W (2)

1
⊕W (2)

2
,K2

}
, (8.13)

Md =
{
W (2)
d1
,W (1)

d2

}
, (8.14)

M̃d =
{
Wd1,s ⊕K1,Wd2,s ⊕K2

}
. (8.15)

During cache placement, the transmitter sends Xn
c

as the binary representation of

Mc, and receiver j, j = 1, 2, stores Mc,j in its cache memory. During delivery, the trans-

mitter encodes Md into Xn
d

using wiretap coding, while using M̃d as the randomization

message. Receiver j recovers Md and M̃d, using which, along with Mc,j , it correctly

decodes Wdj , for sufficiently large n. By contrast, the adversary can only retrieve M̃d

using which it can gain no information about W1 and W2. We show in Appendix L that
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(8.3), i.e.,

lim
n→∞

max
S2⊆[1:n]: |S2|=µ

I(W1,W2; Zn
S2

) = 0, (8.16)

is satisfied. The achievable strong secrecy file rate is again 1− α
2 .

8.4.2.3 Setting 3: The legitimate terminals know the values of α1 and α2

For this setting, neither α1 = 0 nor α2 = 0. However, the transmitter and receivers

know the values of α1 and α2. Under these assumptions, the scheme which achieves the

strong secrecy rate of 1 − α
2 depends on whether α1 ≥ α2. For α1 ≥ α2, we utilize an

achievability scheme similar to Setting 1; for α1 < α2, we utilize an achievability scheme

similar to Setting 2.

Case 1: α1 ≥ α2: The transmitter divides Wl, l = 1, 2, into the independent

messages
{
W

(1)
l ,W

(2)
l ,Wl,s

}
; W

(1)
l ,W

(2)
l are uniform over

[
1 : 2n

1−α1−εn
2

]
and Wl,s is

uniform over
[
1 : 2n

α1−α2
2

]
. The transmitter forms Mc and Md as in (8.9) and (8.10),

and uses wiretap coding to map them into Xn
c

and Xn
d
, respectively. As in setting 1,

receiver j correctly decodes Wdj .

For the secrecy constraint, notice that Mc and Md are independent, and their

rates are 1−α1− εn and 1−α2− εn, respectively. Thus, wiretap coding strongly secures

both Mc and Md against the adversary. We show in Appendix M that (8.3) is satisfied.

The achievable strong secrecy file rate is

Rs(α) = 2× 1− α1

2
+
α1 − α2

2
=

2− α1 − α2

2
= 1− α

2
. (8.17)
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Case 2: α1 < α2: The transmitter (i) dividesWl, l = 1, 2, into
{
W

(1)
l ,W

(2)
l ,Wl,s

}
;

W
(1)
l ,W

(2)
l are uniform over

[
1 : 2n

1−α2−εn
2

]
and Wl,s is uniform over

[
1 : 2n

α2−α1
2

]
, (ii)

generates the keys K1,K2, uniform over
[
1 : 2n

α2−α1
2

]
, independently from W1,W2, (iii)

forms Mc as in (8.13) and encodes it into Xn
c

using wiretap coding, (iv) forms Md as in

(8.14) and forms M̃d as

M̃d =
{
Wd1,s ⊕K1,Wd2,s ⊕K2, W̃

}
, (8.18)

where W̃ is independent from all other variables and uniform over
[
1 : 2n(α1+εn)

]
, and

(v) encodes Md into Xn
d

using wiretap coding, while using M̃d as the randomization

message.

As in Setting 2, for n sufficiently large, receiver j, j = 1, 2, correctly decodes Wdj ,

and the adversary can only retrieve M̃d using which it can gain no information about

W1, W2. In Appendix N, we show that (8.3) is satisfied. The achievable secrecy rate is

Rs(α) = 2× 1− α2

2
+
α2 − α1

2
= 1− α

2
. (8.19)

With the aforementioned settings, we showed that the same secrecy rate, i.e.,

1 − α
2 , is achievable irrespective of where the adversary taps as long as α1 and α2 are

known. The question then arises whether the lack of knowledge about relative fractions

of tapped symbols would decrease the secrecy capacity. The following setting we propose

provides a hint on the answer.
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8.4.2.4 Setting 4: Either α1 = 0 or α2 = 0, the legitimate terminals do not

know which is zero

The adversary taps into either cache placement or delivery, but not both. The legitimate

terminals do not know which phase is tapped. We show that the strong secrecy rate 1− α
2

is again achievable.

The transmitter performs the same division of W1, W2 as in Settings 1, 2, and

generates independent keys K1, K2 as in Setting 2. Let us define

Mc =
{
Mc,1,Mc,2

}
; Mc,1 = W (1)

1
⊕W (1)

2
, Mc,2 = W (2)

1
⊕W (2)

2
, (8.20)

M̃c = {K1,K2} , (8.21)

Md =
{
W (2)
d1
,W (1)

d2

}
, (8.22)

M̃d =
{
Wd1,s ⊕K1,Wd2,s ⊕K2

}
. (8.23)

During cache placement, the transmitter encodes Mc into Xn
c

using wiretap cod-

ing, while using M̃c as the randomization message. Receiver j, j = 1, 2, stores Mc,j , M̃c,j ,

in its cache memory. During delivery, the transmitter uses wiretap coding to encode Md

into Xn
d
, while using M̃d as the randomization message. Using its cache contents, along

with Md and M̃d, receiver j correctly decodes Wdj . By contrast, the adversary can only

retrieve either {K1,K2} or
{
Wd1,s ⊕K1,Wd2,s ⊕K2

}
, but not both, using which it can

obtain no information about W1 and W2. We show in Appendix O that (8.3) is satisfied.

The achievable strong secrecy rate is 1− α
2 .
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The lack of knowledge about which phase is tapped is countered by encrypting

pieces of information,
{
Wd1,s,Wd2,s

}
, with one-time pad keys K1 and K2, while ensuring

that the adversary only retrieves either the keys or the encrypted bits but not both; using

which it can gain no information about the messages W1 and W2.

In the following subsection, we generalize this idea to tackle the case when the

adversary gets to tap into both phases, with no knowledge about the relative fractions

of tapped symbols in each, i.e., the model in Fig. 8.1. In particular, similar to [63],

in which the uncertainty about the wiretapper’s channel is treated by using a security

embedding code [70], here, in each phase, we construct an embedding code in which nα

single-bit layers are embedded into one another. Doing so, we ensure that, no matter

what the values for α1 and α2 are, the adversary can retrieve no more than nα1 bits from

cache placement, and nα2 bits from delivery. By designing what the adversary retrieves

to be either a set of key bits and/or information bits encrypted with a distinct set of

key bits, we guarantee no information on the messages is asymptotically leaked to the

adversary. We thus prove that the lack of knowledge about relative fractions of tapped

symbols does not decrease the secrecy capacity.

8.4.3 Achievability for α ∈ (0, 1):

We are now ready to present the achievability for the general model considered

in this chapter. Consider first α ∈ (0, 1). For simplicity, assume that nα1
2 = µ1

2 and

nα2
2 = µ2

2 are integers. A minor modification to the analysis can be adopted otherwise.

The transmitter divides Wl, l = 1, 2, into the independent messages W
(1)
l , W

(2)
l ,

Wl,s; W
(1)
l , W

(2)
l are uniform over

[
1 : 2n

1−α
2

]
, and Wl,s is uniform over

[
1 : 2n

α
2

]
. The
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transmitter generates the independent keys K1,K2, uniform over
[
1 : 2n

α
2

]
, and indepen-

dent from W1,W2. For simplicity of exposition, we have ignored the small rate reduction

εn at this stage, as we will introduce this later into the security analysis. The main ideas

of the achievability proof are:

1. The transmitter uses wiretap coding with a randomization message of size n(α1 +

α2) = nα bits in both the cache placement and delivery phases. As the adversary

does not tap into more than nα bits in each phase, a secure transmission rate of

1 − α is achievable in each phase, as long as the randomization messages in the

two phases are independent. Using coded placement for W
(1)
1 , W

(2)
1 , W

(1)
2 , W

(2)
2 ,

a secure file rate of 1− α can be achieved.

2. The randomization messages over the two phases can deliver additional secure

information, of rate α
2 per file, via encryption. The overall achievable file rate is

thus Rs = 1 − α
2 . In particular, we utilize the keys K1, K2, as the randomization

message for cache placement. Along with wiretap coding, we employ a security

embedding code [70], by using bits of K1, K2, in a manner that allows the adversary

to be able to retrieve only the last nα1
2 bits from each. In the delivery phase, we

encrypt additional pieces of information, Wd1,s and Wd2,s, with the keys K1 and K2,

and utilize this encrypted information as the randomization message. We employ

again a security embedding code, in the reverse order, such that the adversary can

only retrieve the first nα2
2 bits from each of Wd1,s ⊕K1 and Wd2,s ⊕K2.

3. With the aforementioned construction, the adversary, for any values of α1 and

α2 it chooses, can only retrieve a set of key bits and/or a set of information bits
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encrypted with other key bits. In particular, due to the reversed embedding order,

the adversary does not obtain, in the delivery phase, any message bits encrypted

with key bits it has seen during cache placement. In addition, since {K1,K2} is

independent from
{
Wd1,s ⊕K1,Wd2,s ⊕K2

}
, and is an independent sequence, the

adversary can not use the revealed key bits in the cache placement to obtain any

information about the bits of Wd1,s ⊕K1 and Wd2,s ⊕K2 that need to be securely

transmitted in the delivery phase.

We now explain the achievability scheme in more detail. Let us define Mc and

M̃c as in (8.20) and (8.21). In particular, let

Mc =
{
Mc,1,Mc,2

}
; Mc,1 = W (1)

1
⊕W (1)

2
, Mc,2 = W (2)

1
⊕W (2)

2
, (8.24)

M̃c =
{
M̃c,1, M̃c,2

}
; M̃c,1 = K1, M̃c,2 = K2. (8.25)

Mc in (8.24) represents the message to be securely transmitted during cache placement,

regardless of the adversary’s choice of α1. M̃c in (8.25) represents the randomization

message utilized for wiretap coding in the cache placement.

The transmitter further divides M̃c,1 and M̃c,2 into sequences of independent

binary bits,

{
M̃

(1)
c,1 , M̃

(2)
c,1 , · · · , M̃

(nα2 )
c,1

}
and

{
M̃

(1)
c,2 , M̃

(2)
c,2 , · · · , M̃

(nα2 )
c,2

}
, and generates

Xn
c

as follows:

Cache Placement Codebook Generation: Letmc, m̃c,1 =

{
m̃

(1)
c,1 , m̃

(2)
c,1 , · · · , m̃

(nα2 )
c,1

}
,

and m̃c,2 =

{
m̃

(1)
c,2 , m̃

(2)
c,2 , · · · , m̃

(nα2 )
c,2

}
be the realizations of Mc, M̃c,1, and M̃c,2 in (8.24)

and (8.25). We construct the cache placement codebook Cc,n, from which Xn
c

is drawn,

as follows. We randomly and independently distribute all the possible 2n length-n binary
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Fig. 8.3. Codebook construction for the cache placement phase, Cc,n.
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sequences into 2n(1−α) bins, indexed by mc ∈
[
1 : 2n

1−α
2

]2
. Each bin mc contains 2nα

binary sequences (codewords). Further, we randomly and independently divide each bin

mc into two sub-bins, indexed by m̃
(1)
c,1 , and each contains 2nα−1 codewords. The two

sub-bins m̃
(1)
c,1 are further divided into smaller bins, indexed by m̃

(1)
c,2 , and each contains

2nα−2 codewords. The process continues, going over m̃
(2)
c,1 , m̃

(2)
c,2 , · · · , m̃(nα2−1)

c,1 , m̃
(nα2−1)
c,2 ,

m̃
(nα2 )
c,1 , until the remaining two codewords, after each sequence of divisions, are indexed

by m̃
(nα2 )
c,2 . The codebook Cc,n is described in Fig. 8.3.

Remark 28. An alternative representation of the binning procedure described above

is that, each of the 2nα binary codewords in the bin mc, where mc ∈
[
1 : 2n

1−α
2

]2
, is

randomly assigned to an index

{
m̃

(1)
c,1 , m̃

(1)
c,2 , m̃

(2)
c,1 , m̃

(2)
c,2 , · · · , m̃

(nα2 )
c,1 , m̃

(nα2 )
c,2

}
. We chose

however to present the former description in order to provide a more detailed explanation

of the embedding structure; in particular, the order of embedding, which is a critical

component in the achievability scheme.

Cache Encoder: Given the messages w1, w2, i.e.,
{
w

(1)
1 , w

(2)
1 , w1,s

}
,
{
w

(1)
2 , w

(2)
2 , w2,s

}
,

the transmitter generates mc, m̃c =
{
m̃c,1, m̃c,2

}
as in (8.24), (8.25). Using the codebook

Cc,n, the transmitter sends xn
c

which corresponds to mc, m̃c,1, m̃c,2, i.e.,

xn
c

(
mc, m̃

(1)
c,1 , m̃

(1)
c,2 , · · · , m̃

(nα2 )
c,1 , m̃

(nα2 )
c,2

)
.

For the delivery phase, as in (8.22) and (8.23), define

Md =
{
W (2)
d1
,W (1)

d2

}
, (8.26)

M̃d =
{
M̃d,1, M̃d,2

}
; M̃d,1 = Wd1,s ⊕K1, M̃d,2 = Wd2,s ⊕K2. (8.27)
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Md in (8.26) represents the message to be securely transmitted during the delivery phase

no matter what the adversary’s choice of α2 is. M̃d in (8.27) represents the randomization

message utilized for the wiretap coding in the delivery phase.

Similar to cache placement, the transmitter further divides M̃d,1, M̃d,2 into se-

quences of independent binary bits,
{
M̃

(1)
d,1, · · · , M̃

(nα2 )
d,1

}
,
{
M̃

(1)
d,2, · · · , M̃

(nα2 )
d,2

}
, and gen-

erates Xn
d

as follows.

Delivery Codebook Generation: Let md, m̃d,1 =
{
m̃

(1)
d,1, · · · , m̃

(nα2 )
d,1

}
, m̃d,2 ={

m̃
(1)
d,2, · · · , m̃

(nα2 )
d,2

}
be the realizations of Md, M̃d,1, M̃d,2 in (8.26), (8.27). We con-

struct the delivery codebook Cd,n, from which Xn
d

is drawn, in a similar fashion as the

codebook Cc,n, but with a reversed indexing of the sub-bins. In particular, we ran-

domly and independently divide all the 2n binary sequences into 2n(1−α) bins, indexed

by md ∈
[
1 : 2n

1−α
2

]2
, and each contains 2nα codewords. We further randomly and in-

dependently divide each bin md into two sub-bins, indexed by m̃
(nα2 )
d,1 , and each contains

2nα−1 codewords. The process continues, going in reverse order over m̃
(nα2 )
d,2 , m̃

(nα2−1)
d,1 ,

m̃
(nα2−1)
d,2 , · · · , m̃(1)

d,1, until the remaining two codewords, after each sequence of divisions,

are indexed by m̃
(1)
d,2. The codebook Cd,n is described in Fig. 8.4.

Delivery Encoder: Given w1, w2, i.e.,
{
w

(1)
1 , w

(2)
1 , w1,s

}
,
{
w

(1)
2 , w

(2)
2 , w2,s

}
, and

d = (d1, d2), the transmitter generates md, m̃d = {m̃d,1, m̃d,2} as in (8.26), (8.27).

The transmitter sends xn
d
, from Cd,n, which corresponds to md, m̃d,1, and m̃d,2, i.e.,

xn
d

(
md, m̃

(nα2 )
d,1 , m̃

(nα2 )
d,2 , · · · , m̃(1)

d,1, m̃
(1)
d,2

)
.

Decoding: Using Xn
c
, receiver j, j = 1, 2, recovers Mc,j , M̃c,j , and stores them in

its cache memory. For j = 1, 2, the combined size of Mc,j and M̃c,j does not exceed n
2
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Fig. 8.4. Codebook construction for the delivery phase, Cd,n.
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bits. Using Xn
d
, both receivers recover Md, M̃d. Using Md, M̃d, Mc,j , M̃c,j , and for n

sufficiently large, receiver j correctly decodes Wdj .

Security Analysis: Let us first slightly modify the construction above as follows.

Recall that {εn}n≥1 is a sequence of positive real numbers such that εn → 0 as n→∞.

Define

αε = α+ 2εn, α1,ε = α1 + εn, α2,ε = α2 + εn. (8.28)

That is, α1,ε + α2,ε = αε. We increase the sizes of K1 and K2 into nαε
2 bits, from nα2 ,

and zero-pad the bit strings of Wd1,s and Wd2,s accordingly. Additionally, we decrease

the sizes of W
(1)
l , W

(2)
l , l = 1, 2, to n1−αε

2 bits, instead of n1−α
2 . Once again, we assume

that nαε
2 and

nα1,ε

2 are integers; as minor modifications can be adopted otherwise.

Let us fix the subsets S1, S2 ⊆ [1 : n]. For the corresponding (fixed) values of

α1 and α2, the cache placement codebook Cc,n can be viewed as a wiretap code with

2n(1−α1,ε) bins. Each bin is indexed by the message

wc =

(
mc, m̃

(1)
c,1
, m̃(1)

c,2
, m̃(2)

c,1
, m̃(2)

c,2
, · · · , m̃

(
n
α2,ε

2

)
c,1 , m̃

(
n
α2,ε

2

)
c,2

)
. (8.29)

Each bin wc contains 2nα1,ε binary codewords which are indexed by the random-

ization message

w̃c =

(
m̃

(
n
α2,ε

2
+1
)

c,1 , m̃

(
n
α2,ε

2
+1
)

c,2 , m̃

(
n
α2,ε

2
+2
)

c,1 , m̃

(
n
α2,ε

2
+2
)

c,2 , · · · , m̃(nαε2 )
c,1 , m̃

(nαε2 )
c,2

)
. (8.30)



231

Similarly, the delivery codebook Cd,n can be seen as a wiretap code with 2n(1−α2,ε)

bins, each of which is indexed by the message

wd =

(
md, m̃

(nαε2 )
d,1 , m̃

(nαε2 )
d,2 , m̃

(nαε2 −1)
d,1 , m̃

(nαε2 −1)
d,2 , · · · , m̃

(
n
α2,ε

2
+1
)

d,1 , m̃

(
n
α2,ε

2
+1
)

d,2

)
.

(8.31)

Each bin wd contains 2nα2,ε codewords, indexed by the randomization message

w̃d =

(
m̃

(
n
α2,ε

2

)
d,1 , m̃

(
n
α2,ε

2

)
d,2 , m̃

(
n
α2,ε

2
−1
)

d,1 , m̃

(
n
α2,ε

2
−1
)

d,2 , · · · , m̃(1)
d,1
, m̃(1)

d,2

)
. (8.32)

Let
{
Bwc : wc = 1, 2, · · · , 2n(1−α1,ε)

}
and

{
Bwd

: wd = 1, 2, · · · , 2n(1−α2,ε)
}

de-

note the partition, i.e., bins, of the codebooks Cc,n and Cd,n, which correspond to the

messages wc and wd in (8.29) and (8.31), respectively. Let x2n , (xn
c
,xn

d
) denote the con-

catenation of the two length-n binary codewords xn
c
, xn

d
. Define the Cartesian product

of the bins Bwc and Bwd
, as

Bwc,wd
,
{

x2n = (xn
c
,xn

d
) : xn

c
∈ Bwc , xn

d
∈ Bwd

}
. (8.33)

Since the partitioning of the codebooks Cc,n and Cd,n is random, for every wc and wd,

Bwc,wd
is a random codebook which results from the Cartesian product of the random

bins Bwc , Bwd
. Recall that Bwc contains 2nα1,ε and Bwd

contains 2nα2,ε length-n binary

codewords. Thus, the product Bwc,wd
contains 2nαε length-2n binary codewords.
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Let
{
W

(1)
dl,s
,W

(2)
dl,s
, · · · ,W (nαε2 )

dl,s

}
and

{
K

(1)
l ,K

(2)
l , · · · ,K(nαε2 )

l

}
denote the binary

bit strings of Wdl,s and Kl, l = 1, 2. In addition, for notational simplicity, define

W(1)
s

=

{
W (1)
d1,s

,W (1)
d2,s

, · · · ,W
(
n
α2,ε

2

)
d1,s

,W

(
n
α2,ε

2

)
d2,s

}
, (8.34)

W(2)
s

=

{
W

(
n
α2,ε

2
+1
)

d1,s
,W

(
n
α2,ε

2
+1
)

d2,s
, · · · ,W (nαε2 )

d1,s
,W

(nαε2 )
d2,s

}
, (8.35)

K(1) =

{
K(1)

1
,K(1)

2
, · · · ,K

(
n
α2,ε

2

)
1 ,K

(
n
α2,ε

2

)
2

}
, (8.36)

K(2) =

{
K

(
n
α2,ε

2
+1
)

1 ,K

(
n
α2,ε

2
+1
)

2 , · · · ,K(nαε2 )
1 ,K

(nαε2 )
2

}
, (8.37)

W(1)
⊕K =

{
W (i)
d1,s
⊕K(i)

1
,W (i)

d2,s
⊕K(i)

2
: i = 1, 2, · · · , nα2,ε

2

}
, (8.38)

W(2)
⊕K =

{
W (i)
d1,s
⊕K(i)

1
,W (i)

d2,s
⊕K(i)

2
: i = n

α2,ε

2
+ 1, n

α2,ε

2
+ 2, · · · , nαε

2

}
. (8.39)

Let Wc, W̃c, Wd, and W̃d denote the random variables that correspond to the re-

alizations defined in (8.29)–(8.32). Using (8.24)–(8.27), (8.29)–(8.32), and (8.36)–(8.39),

we have

Wc =
{
Mc,K

(1)
}

=
{
W (1)

1
⊕W (1)

2
,W (2)

1
⊕W (2)

2
,K(1)

}
, W̃c = K(2) (8.40)

Wd =
{
Md,W

(2)
⊕K

}
=
{
W (2)
d1
,W (1)

d2
,W(2)

⊕K

}
, W̃d = W(1)

⊕K. (8.41)

Notice that W̃c and W̃d are independent, and each is uniformly distributed. {W̃c, W̃d}

is thus jointly uniform. In addition, {W̃c, W̃d} is independent from {Wc,Wd}. Thus, we

can apply the analysis in [33, (94)-(103)] to show that, for every S1, S2, wc, and wd, and
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every ε > 0, there exists γ(ε) > 0 such that

PBwc,wd

(
D
(
P
Zn
S1

Zn
S2

∣∣Wc=wc,Wd=wd
||PZnS1

ZnS2

)
> ε

)
≤ exp

(
−enγ(ε)

)
. (8.42)

P
Zn
S1

Zn
S2

∣∣Wc=wc,Wd=wd
is the induced distribution at the adversary when xn

c
(wc, w̃c) and

xn
d
(wd, w̃d) are the transmitted codewords over cache placement and delivery phases.

PZnS1
ZnS2

is the output distribution at the adversary.

The number of the messages {wc, wd} is 2n(2−αε). Additionally, the number of

possible choices for the subsets S1 and S2 is
(

2n
αn

)
< 22n. Thus, the combined number of

the messages and the subsets is at most exponential in n. Using (8.42) and the union

bound, we have

lim
n→∞

max
S1,S2

I
(
Wc,Wd; Zn

S1
,Zn

S2

)
= 0. (8.43)

For the sake of completeness, we provide the full proofs for (8.42) and (8.43) in Appendix

P.

We also have, for any d = (d1, d2), d1, d2 ∈ {1, 2},

I
(
W1,W2; Zn

S1
,Zn

S2

)
= I

(
W (1)

1
,W (2)

1
,W (1)

2
,W (2)

2
,W1,s,W2,s; Z

n
S1
,Zn

S2

)
(8.44)

= I
(
W (1)

1
,W (2)

1
,W (1)

2
,W (2)

2
,W(1)

s
,W(2)

s
; Zn

S1
,Zn

S2

)
(8.45)

= I
(
W (1)

1
⊕W (1)

2
,W (2)

1
⊕W (2)

2
,W (2)

d1
,W (1)

d2
,W(1)

s
,W(2)

s
; Zn

S1
,Zn

S2

)
(8.46)

= I
(
Mc,Md,W

(1)
s
,W(2)

s
; Zn

S1
,Zn

S2

)
(8.47)
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≤ I
(
Mc,Md,W

(1)
s
,W(2)

⊕K; Zn
S1
,Zn

S2

)
(8.48)

= I
(
Mc,W

(1)
s
,Wd; Zn

S1
,Zn

S2

)
(8.49)

= H
(
Zn
S1
,Zn

S2

)
−H

(
Zn
S1
,Zn

S2

∣∣∣Mc,W
(1)
s
,Wd

)
. (8.50)

Equation (8.45) follows since, for d = (d1, d2), Zn
S1

and Zn
S2

depend only on W
(1)
1 , W

(2)
1 ,

W
(1)
2 , W

(2)
2 , Wd1,s, and Wd2,s, and by using (8.34) and (8.35). Equation (8.46) follows be-

cause there exists a bijection between {W (1)
1 ,W

(2)
1 ,W

(1)
2 ,W

(2)
2 } and {W (1)

1 ⊕W
(1)
2 ,W

(2)
1 ⊕

W
(2)
2 ,W

(2)
d1
,W

(1)
d2
}. Equation (8.47) follows from (8.24) and (8.26). The inequality in

(8.48) follows due to the Markov chain W(2)
s
−
{
Mc,Md,W

(1)
s
,W

(2)
⊕K

}
−
{

Zn
S1
,Zn

S2

}
,

and the data processing inequality. This Markov chain holds because
{
Mc,Md,W

(1)
s

}
are independent from

{
W(2)

s
,K(2)

}
, and only the encrypted information W

(2)
⊕K is trans-

mitted. Equation (8.49) follows from (8.41).

The second term on the right hand side of (8.50) can be lower bounded as

H
(
Zn
S1
,Zn

S2

∣∣∣Mc,W
(1)
s
,Wd

)
= H

(
Zn
S1
,Zn

S2
,W(1)

s

∣∣∣Mc,Wd

)
−H

(
W(1)

s

∣∣Mc,Wd

)
(8.51)

= H
(
Zn
S1
,Zn

S2
,W(1)

s
,W(1)

⊕K

∣∣∣Mc,Wd

)
−H

(
W(1)
⊕K

∣∣∣Mc,Wd,W
(1)
s
,Zn

S1
,Zn

S2

)
−H

(
W(1)

s

)
(8.52)

= H
(
Zn
S1
,Zn

S2
,K(1),W(1)

⊕K

∣∣∣Mc,Wd

)
−H

(
K(1)

∣∣∣Mc,Wd,W
(1)
s
,Zn

S1
,Zn

S2

)
−H

(
W(1)

s

)
(8.53)

≥ H
(
Zn
S1
,Zn

S2
,K(1),W(1)

⊕K

∣∣∣Mc,Wd

)
−H

(
W(1)

s

)
− ε′

n
(8.54)
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≥ H
(
K(1)

∣∣∣Mc,Wd

)
+H

(
Zn
S1
,Zn

S2

∣∣∣Mc,K
(1),Wd

)
−H

(
W(1)

s

)
− ε′

n
(8.55)

= H
(
Zn
S1
,Zn

S2

∣∣∣Wc,Wd

)
+H

(
K(1)

)
−H

(
W(1)

s

)
− ε′

n
(8.56)

= H
(
Zn
S1
,Zn

S2

∣∣∣Wc,Wd

)
− ε′

n
, (8.57)

where ε′
n
→ 0 as n → ∞. Equation (8.52) follows since W(1)

s
is independent from

{Mc,Wd}. Equation (8.53) follows because there exists a bijection between
{

W(1)
s
,W

(1)
⊕K

}
and

{
K(1),W

(1)
⊕K

}
. Equation (8.56) follows from (8.40), and since K(1) is independent

from {Mc,Wd}. Equation (8.57) follows since K(1) and W(1)
s

are independent and iden-

tically distributed.

The inequality in (8.54) follows because, given
{
Mc,W

(1)
s
,Wd

}
, and for n suffi-

ciently large, the adversary can decode K(1) using its observations Zn
S1

and Zn
S2

. In par-

ticular,
{
Mc,W

(1)
s
,Wd

}
determine a partition of the codebook into bins, each of which

contains 2nαε binary codewords. For n sufficiently large, and given the values of Mc,

W(1)
s

, Wd, i.e., the bin index, the adversary can determine the codeword index inside the

bin, and hence decode K(1). We conclude that, H
(
K(1)

∣∣∣Mc,Wd,W
(1)
s
,Zn

S1
,Zn

S2

)
≤ ε′

n
,

where ε′
n
→ 0 as n→∞.

Substituting (8.57) in (8.50) gives

I
(
W1,W2; Zn

S1
,Zn

S2

)
≤ I

(
Wc,Wd; Zn

S1
,Zn

S2

)
+ ε′

n
. (8.58)
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Using (8.43) and (8.58), the secrecy constraint in (8.3) is satisfied. Since εn → 0 as

n→∞, we conclude that, the achievable strong secrecy file rate is

Rs(α) = 2× 1− α
2

+
α

2
= 1− α

2
. (8.59)

Remark 29. Although the cache placement and delivery codebooks, Cc,n and Cd,n, are

designed and generated disjointly, in the security analysis, we have considered the Carte-

sian products of the individual bins of the two codebooks. We were able to do so since the

input distributions for generating the two codebooks are identical, i.e., uniform binary.

8.4.4 Achievability for α ∈ [1, 2]:

For α ∈ [1, 2], we adapt the achievability scheme described in Section 8.4.3 as

follows. The messages W1 and W2 are uniform over
[
1 : 2n

2−αε
2

]
; αε is defined in (8.28).

The transmitter generates the independent keys K1, K2, uniform over
[
1 : 2n

2−αε
2

]
, and

independent from W1, W2. In addition, the transmitter, independently from W1, W2,

K1, K2, generates the independent randomization messages W̃ and W̃K , uniformly over[
1 : 2n(αε−1)

]
.

The messages for cache placement at receivers 1 and 2 are

Mc,1 = K1, Mc,2 = K2. (8.60)
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That is, receiver j, j = 1, 2, stores the key Kj in its cache memory. The message to be

securely transmitted during delivery is

Md =
{
Md,1,Md,2

}
; Md,1 = Wd1

⊕K1, Md,2 = Wd2
⊕K2. (8.61)

Let
{
W

(1)
dl
, · · · ,W (n 2−αε

2 )
dl

}
,
{
K

(1)
l , · · · ,K(n

2−αε
2

)

l

}
, and

{
M

(1)
d,l , · · · ,M

(n
2−αε

2
)

d,l

}
denote

the bit strings of Wdl , Kl, and Md,l, l = 1, 2.

Notice that, for α ∈ [1, 2], the adversary can see all symbols in at least one of the

phases. Hence, unlike Section 8.4.3, we cannot utilize randomization messages, W̃ and

W̃K , to carry any information; only keys are stored in the cache memories of the receivers.

Additionally, the cache placement and delivery codebooks for this case have a different

embedding structure than for α ∈ (0, 1) in Section 8.4.3. In particular, the embedding

here is performed on the bits of the messages Mc and Md, while the embedding in Section

8.4.3 is performed on the bits of the randomization messages M̃c and M̃d.

Cache Placement Codebook Generation: During cache placement, the transmitter

generates Cc,n as follows. The transmitter randomly and independently divides all the

2n length-n binary sequences into 2 bins, indexed by K
(1)
1 , and each contains 2n−1

codewords. These two bins are further randomly and independently divided into two

sub-bins, indexed by K
(1)
2 , and each contains 2n−2 codewords. The process continues,

going over K
(2)
1 , K

(2)
2 , · · · , K(n 2−αε

2 )
1 , K

(n 2−αε
2 )

2 , until the remaining 2n(αε−1) codewords,

after each sequence of divisions, are indexed by W̃K .

Cache Encoder: The transmitter sends Xn
c

which corresponds to the keys K1, K2,

and the randomization message W̃K , i.e., Xn
c

(
K

(1)
1 ,K

(1)
2 , · · · ,K(n 2−αε

2 )
1 ,K

(n 2−αε
2 )

2 , W̃K

)
.
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Delivery Codebook Generation: In the delivery phase, the transmitter generates

Cd,n as follows. The transmitter randomly and independently divides all the 2n length-n

binary sequences into two bins, indexed by M
(n 2−αε

2 )
d,1 , and each contains 2n−1 codewords.

These two bins are further randomly and independently divided into two sub-bins, in-

dexed by M
(n 2−αε

2 )
d,2 , and each contains 2n−2 codewords. The process continues, going

in reverse order over M
(n 2−αε

2
−1)

d,1 , M
(n 2−αε

2
−1)

d,2 , · · · , M (1)
d,1, M

(1)
d,2, until the remaining

2n(αε−1) codewords, after each sequence of divisions, are indexed by the randomization

message W̃ .

Delivery Encoder: Given W1, W2, K1, K2, W̃ , and d = (d1, d2), the transmitter

forms Md,1 and Md,2 as in (8.61) and sends Xn
d

which corresponds to Md,1, Md,2, and

W̃ , i.e.,

Xn
d

(
M

(n 2−αε
2 )

d,1 ,M
(n 2−αε

2 )
d,2 , · · · ,M (1)

d,1,M
(1)
d,2, W̃

)
.

Decoding: Using Xn
c
, receiver j, j = 1, 2, recovers Mc,j = Kj and stores it in its

cache memory. Using Xn
d
, both receivers recover Md = {Md,1,Md,2}. Using Md,j , Kj ,

and for n sufficiently large, receiver j correctly decodes Wdj .

Security Analysis: Fix the subsets S1, S2. Recall that α1, α2 ≤ 1. Since α ≥ 1,

α1, α2 ≥ α − 1. If α1 = 1, then α2 = α − 1, and vice versa. In addition, notice that

1− α1, 1− α2 ≤ 2− α.

As in Section 8.4.3, for a fixed value of α1, the codebook Cc,n is a wiretap code

with 2n(1−α1,ε) bins, indexed by

Wc =

(
K(1)

1
,K(1)

2
, · · · ,K

(
n

1−α1,ε
2

)
1 ,K

(
n

1−α1,ε
2

)
2

)
. (8.62)
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Each bin Wc contains 2nα1,ε binary codewords, indexed by

W̃c =

(
K

(
n

1−α1,ε
2

+1
)

1 ,K

(
n

1−α1,ε
2

+1
)

2 , · · · ,K(n 2−αε
2 )

1 ,K
(n 2−αε

2 )
2 , W̃K

)
. (8.63)

Similarly, for a fixed value of α2, the codebook Cd,n is a wiretap code with

2n(1−α2,ε) bins, each is indexed by

Wd =

(
M̃

(n 2−αε
2 )

d,1 , M̃
(n 2−αε

2 )
d,2 , · · · , M̃

(
n

1−α1,ε
2

+1
)

d,1 , M̃

(
n

1−α1,ε
2

+1
)

d,2

)
. (8.64)

Each bin Wd contains 2nα2,ε codewords, indexed by

W̃d =

(
M̃

(
n

1−α1,ε
2

)
d,1 , M̃

(
n

1−α1,ε
2

)
d,2 , · · · , M̃ (1)

d,1
, M̃ (1)

d,2
, W̃

)
. (8.65)

Let us re-define

K(1) =

{
K(i)

1
,K(i)

2
: i = 1, · · · , n1− α1,ε

2

}
, (8.66)

K(2) =

{
K(i)

1
,K(i)

2
: i = n

1− α1,ε

2
+ 1, · · · , n2− αε

2

}
, (8.67)

W(1)
⊕K =

{
W (i)
d1
⊕K(i)

1
,W (i)

d2
⊕K(i)

2
: i = 1, · · · , n1− α1,ε

2

}
, (8.68)

W(2)
⊕K =

{
W (i)
d1
⊕K(i)

1
,W (i)

d2
⊕K(i)

2
: i = n

1− α1,ε

2
+ 1, · · · , n2− αε

2

}
, (8.69)

and define

W(1) =

{
W (i)
d1
,W (i)

d2
: i = 1, · · · , n1− α1,ε

2

}
, (8.70)

W(2) =

{
W (i)
d1
,W (i)

d2
: i = n

1− α1,ε

2
+ 1, · · · , n2− αε

2

}
, (8.71)
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From (8.62)-(8.69), we have

Wc = K(1), W̃c =
{

K(2), W̃K

}
, Wd = W(2)

⊕K, W̃d =
{

W(1)
⊕K, W̃

}
. (8.72)

Similar to Section 8.4.3, W̃c, W̃d, are independent and uniformly distributed, and hence

{W̃c, W̃d} is jointly uniform. Additionally, {W̃c, W̃d} is independent from {Wc,Wd}.

Thus, (8.43) is satisfied.

We also have, for any d = (d1, d2),

I
(
W1,W2; Zn

S1
,Zn

S2

)
= I

(
W(1),W(2); Zn

S1
,Zn

S2

)
(8.73)

≤ I
(
W(1),W(2)

⊕K; Zn
S1
,Zn

S2

)
(8.74)

= I
(
W(1),Wd; Zn

S1
,Zn

S2

)
(8.75)

= H
(
Zn
S1
,Zn

S2

)
−H

(
Zn
S1
,Zn

S2

∣∣∣W(1),Wd

)
(8.76)

≤ H
(
Zn
S1
,Zn

S2

)
−H

(
Zn
S1
,Zn

S2

∣∣∣K(1),Wd

)
+ ε′

n
(8.77)

= I(Wc,Wd; Zn
S1
,Zn

S2
) + ε′

n
. (8.78)

The inequality in (8.74) follows due to the Markov chain W(2) −
{

W(1),W
(2)
⊕K

}
−{

Zn
S1
,Zn

S2

}
. Equations (8.75) and (8.78) follow from (8.72). The inequality in (8.77)

follows by using similar steps as in (8.51)-(8.57). Using (8.43) and (8.78), the secrecy

constraint in (8.3) is satisfied. Since εn → 0 as n→∞, the achievable strong secrecy file

rate is

Rs(α) =
2− α

2
= 1− α

2
. (8.79)
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This completes the proof for Theorem 14.

8.5 Proof of Theorem 15

In this section, we extend the achievability scheme presented in Section 8.4 and

provide a lower bound on the achievable strong secrecy file rate when D > 2. The

demand vector is again denoted by d = (d1, d2), where d1, d2 ∈ [1 : D]. As in Section

8.4, we divide the proof into two cases for the ranges α ∈ (0, 1) and α ∈ [1, 2].

8.5.1 α ∈ [1, 2]

For α ∈ [1, 2], we utilize the same achievability scheme in Section 8.4.4. The

reason behind this is, for this range of α, only the keys K1, K2, are transmitted in the

cache placement, and stored in receivers 1 and 2 cache memories, respectively. That

is, no information messages are stored in the caches, and the user demands are known

during the delivery phase. The achievable strong secrecy file rate is 1− α
2 .

8.5.2 α ∈ (0, 1)

The achievability scheme for this case has the same channel coding structure as

in the scheme described in Section 8.4.3. The difference however lies in generating the

messages to be securely communicated over cache placement and delivery phases, i.e.,

Mc and Md. In particular, we utilize here uncoded placement for designing the cache

contents, and a partially coded delivery transmission that is simultaneously useful for

both receivers.
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The transmitter dividesWl, l ∈ [1 : D], into the independent messages {W (1)
l ,W

(2)
l ,Wl,t,Wl,s}.

W
(1)
l , W

(2)
l , are uniform over

[
1 : 2n

1−αε
2D

]
; αε is defined in (8.28). Wl,t is uniform

over
[
1 : 2n

(2D−1)(1−αε)
4D

]
, and Wl,s is uniform over

[
1 : 2n

αε
2

]
. The transmitter, inde-

pendently from W[1:D], generates the independent keys K1, K2, uniformly distributed

over
[
1 : 2n

αε
2

]
.

Let Mc = {Mc,1,Mc,2}. Unlike (8.24), we utilize here uncoded placement for

designing Mc,1 and Mc,2. We have,

Mc,1 =
{
W (1)

1
,W (1)

2
, · · · ,W (1)

D

}
, (8.80)

Mc,2 =
{
W (2)

1
,W (2)

2
, · · · ,W (2)

D

}
. (8.81)

The randomization message for cache placement, M̃c = {M̃c,1, M̃c,2}, is identical to

(8.25). That is, M̃c,1 = K1 and M̃c,2 = K2. Receiver j stores Mc,j and M̃c,j in its cache

memory.

Unlike (8.26), we utilize here partially coded delivery. The message to be securely

transmitted during the delivery phase is

Md =
{
W (1)
d2
⊕W (2)

d1
,Wd1,t,Wd2,t

}
. (8.82)

The randomization message for delivery, M̃d, is identical to (8.27).

Remark 30. Notice that the sizes of Mc, Md, M̃c, and M̃d, are the same as in Section

8.4.3. In particular, the sizes of M̃c and M̃d are both nαε bits. The size of Mc is given
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by

2×D × n1− αε
2D

= n(1− αε) bits, (8.83)

and the size of Md is given by

n
1− αε

2D
+ 2× n(2D − 1)(1− αε)

4D
= n(1− αε) bits. (8.84)

Codebooks Generation and Encoders: For the messages Mc, Md, M̃c, and M̃d

defined above, the cache placement and delivery codebooks, Cc,n and Cd,n, and the cache

and delivery encoders, are designed in the same exact manner as in Section 8.4.3, see

Figures 8.3 and 8.4.

Decoding: As in Section 8.4.3, using Md, M̃d, Mc,j , M̃c,j , and for n sufficiently

large, receiver j correctly decodes Wdj , j = 1, 2.

Security analysis: Let Wc, W̃c, Wd, and W̃d, be defined as in (8.29)-(8.32), (8.40),

and (8.41). Once again, W̃c and W̃d are independent and uniform, and hence {W̃c, W̃d}

is jointly uniform. In addition, {Wc,Wd} are independent from {W̃c, W̃d}. Thus, (8.43)

holds for this case.

For any d = (d1, d2), we have

I
(
W[1:D]; Z

n
S1
,Zn

S2

)
= I

({
W (1)
l
,W (2)

l
,Wl,t,Wl,s

}D
l=1

; Zn
S1
,Zn

S2

)
(8.85)

≤ I
(
Mc,

{
W (1)
l
,W (2)

l
,Wl,t,Wl,s

}D
l=1

; Zn
S1
,Zn

S2

)
(8.86)

≤ I
(
Mc,W

(1)
d2
⊕W (2)

d1
,Wd1,t,Wd2,t,Wd1,s,Wd2,s; Z

n
S1
,Zn

S2

)
(8.87)
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= I
(
Mc,Md,Wd1,s,Wd2,s; Z

n
S1
,Zn

S2

)
(8.88)

≤ I
(
Wc,Wd; Zn

S1
,Zn

S2

)
+ ε′

n
, (8.89)

where (8.87) follows form the Markov chainW[1:D]−
{
Mc,W

(1)
d2
⊕W (2)

d1
,Wd1,t,Wd2,t,Wd1,s,Wd2,s

}
−{

Zn
S1
,Zn

S2

}
; (8.88) follows from (8.82), and (8.89) follows using similar steps as in (8.46)-

(8.57). Using (8.43) and (8.89), the secrecy constraint in (8.3) is satisfied.

With εn → 0 as n→∞, the achievable strong secrecy file rate is

Rs(α) = 2× 1− α
2D

+
(2D − 1)(1− α)

4D
+
α

2
(8.90)

=
1

2
+

3(1− α)

4D
. (8.91)

This completes the proof for Theorem 15.

Remark 31. For D = 2, the achievable secrecy rate in (8.91) is strictly smaller than

the secrecy rate obtained by coded placement and uncoded delivery in Section 8.4.3, i.e.,

1− α
2 .

Remark 32. An achievability scheme which utilizes coded placement and uncoded deliv-

ery, as in Section 8.4.3, achieves the same secure file rate as (8.91) for D = 3. However,

this scheme achieves a strictly smaller secure file rate for D ≥ 4. In this scheme, W
(1)
l

and W
(2)
l are uniform over

[
1 : 2

n
1−αε

2(D−1)

]
. Wl,t is uniform over

[
1 : 2

n
(D−2)(1−αε)

2(D−1)

]
. Wl,s,

K1 and K2, are uniform over
[
1 : 2n

αε
2

]
. Mc = {Mc,1,Mc,2} and Md are given by

Mc,1 =
{
W (1)

1
⊕W (1)

2
,W (1)

2
⊕W (1)

3
, · · · ,W (1)

D−1
⊕W (1)

D

}
, (8.92)
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Mc,2 =
{
W (2)

1
⊕W (2)

2
,W (2)

2
⊕W (2)

3
, · · · ,W (2)

D−1
⊕W (2)

D

}
, (8.93)

Md =
{
W (1)
d2
,W (2)

d1
,Wd1,t,Wd2,t

}
. (8.94)

Without loss of generality, let d1 < d2. For any d = (d1, d2), using Mc,j in (8.92)

and (8.93), receiver j, can restore W
(j)
d1
⊕W (j)

d2
by xor-ing

{
W

(j)
d1
⊕W (j)

d1+1

}
,
{
W

(j)
d1+1 ⊕

W
(j)
d1+2

}
,· · · ,

{
W

(j)
d2−1 ⊕W

(j)
d2

}
. The achievable strong secrecy file rate using this scheme

is Rs(α) = 1
2 + 1−α

2(D−1) .

8.6 Proof of Theorem 16

When α ∈ [1, 2], the upper bound on Rs, stated in Theorem 16 for D > 2, follows

as in Section 8.4.1. Thus, it remains to prove the upper bound for α ∈ (0, 1). The proof

is divided into the three following steps.

Step 1: We first upper bound Rs by the secrecy capacity when the adversary is

restricted to tap into the delivery transmission only, denoted as CRes
s

. That is, CRes
s

is

the maximum achievable file rate when α1 = 0 and α2 = α. Restricting the adversary

to only tap into the delivery phase cannot decrease the secrecy capacity, i.e., Rs ≤ CRes
s

,

since this setting is included in the feasible strategy space for the adversary. The cache

placement transmission is secure, and each receiver has a secure cache memory of size n
2

bits.
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Step 2: We upper bound CRes
s

by the secrecy capacity, i.e., the maximum achiev-

able file rate, when the delivery channel to the adversary is replaced by a discrete mem-

oryless binary erasure channel, with erasure probability 1 − α, denoted as CDM
s

. The

proof for this step follows the same lines as in Section 5.5 in Chapter 5.

Step 3: From Step 1, each receiver has a secure cache of size n
2 bits. Since

increasing the cache sizes cannot decrease the achievable file rate, we further upper bound

CDM
s

with the maximum achievable file rate when each receiver has a cache memory of

size n bits, in which it stores Xn
c
. Receiver j, j = 1, 2, utilizes both Xn

c
and Xn

d
in order

to decode its desired message Wdj , i.e., Ŵdj = gd,j
(
Xn
c
,Xn

d

)
, d = (d1, d2). This setup

is thus equivalent to a single receiver, with a cache of size n bits, which demands two

files Wd1
, Wd2

, and utilizes the decoder gd , {gd,1, gd,2}. Let us denote the maximum

achievable file rate for this single receiver model as CSR
s

. We have CDM
s
≤ CSR

s
. In the

following, we upper bound CSR
s

.

Let MD denote the fraction of the size-n bits cache memory dedicated to store

(coded or uncoded) information bits, and let MK denote the fraction dedicated to store

key bits. That is, MD + MK = 1. Let SD denote the information bits stored in this

memory, i.e., SD = fD(W[1:D]) and H(SD) = nMD. We utilize the following lemma in

order to upper bound CSR
s

.

Lemma 13. [132, Lemma 1] For a fixed allocation of MD and MK, and a receiver which

demands the files Wd1
and Wd2

, the secrecy rate for the single receiver model is upper

bounded as

2RSR
s
≤ min {1, 1− α+MK}+

1

n
I
(
Wd1

,Wd2
;SD

)
. (8.95)
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Notice that (8.95) holds for any demand pair d = (d1, d2) such that d1 6= d2, i.e.,

the worst-case demands. Summing over all such demands, we have

2RSR
s
≤ min {1, 1− α+MK}+

1

nD(D − 1)

∑
d1,d2∈[1:D], d1 6=d2

I
(
Wd1

,Wd2
;SD

)
. (8.96)

The second term on the right hand side of (8.96) can be written as

1

nD(D − 1)

∑
d1,d2∈[1:D], d1 6=d2

I
(
Wd1

,Wd2
;SD

)

=
1

nD

∑
d1∈[1:D]

I
(
Wd1

;SD

)
+

1

nD(D − 1)

∑
d1,d2∈[1:D], d1 6=d2

I
(
Wd2

;SD|Wd1

)
(8.97)

≤ 1

nD

∑
d1∈[1:D]

I
(
Wd1

;SD

)
+

1

nD(D − 1)

∑
d1∈[1:D]

 ∑
d2∈[1:D]

I
(
Wd2

;SD|Wd1

) .

(8.98)

For any d1 ∈ [1 : D], we have

∑
d2∈[1:D]

I
(
Wd2

;SD

∣∣Wd1

)
=

D∑
d2=1

[
H
(
Wd2

∣∣Wd1

)
−H

(
Wd2

∣∣Wd1
, SD

)]
(8.99)

≤
D∑

d2=1

[
H
(
Wd2

∣∣W1,W2, · · · ,Wd2−1,Wd1

)
−H

(
Wd2

∣∣W1,W2, · · · ,Wd2−1,Wd1
, SD

)]
(8.100)

= I
(
W1,W2, · · · ,WD;SD

∣∣Wd1

)
(8.101)

≤ H(SD) = nMD, (8.102)
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where (8.100) follows because when d2 = d1, H
(
Wd2
|Wd1

)
= H

(
Wd2
|W1,W2, · · · ,Wd2−1,Wd1

)
=

0, and when d2 6= d1, H
(
Wd2
|Wd1

)
= H

(
Wd2
|W1,W2, · · · ,Wd2−1,Wd1

)
= H(Wd2

).

Similarly, we have

∑
d1∈[1:D]

I
(
Wd1

;SD

)
≤ H(SD) = nMD. (8.103)

Substituting (8.102) and (8.103) in (8.98) gives

1

nD(D − 1)

∑
d1,d2∈[1:D], d1 6=d2

I
(
Wd1

,Wd2
;SD

)
≤ 2D − 1

D(D − 1)
MD. (8.104)

Thus, using (8.96) and (8.104), RSR
s

is further upper bounded as

RSR
s
≤ 1

2

[
min {1, 1− α+MK}+

2D − 1

D(D − 1)
MD

]
. (8.105)

Finally, by maximizing over all possible allocations for MD and MK such that

MD +MK = 1, we obtain

CSR
s
≤ 1

2
max

MD,MK:
MD+MK=1

{
min {1, 1− α+MK}+

2D − 1

D(D − 1)
MD

}
(8.106)

=
1

2

[
1 +

2D − 1

D(D − 1)
(1− α)

]
. (8.107)

Equation (8.107) follows because, for D ≥ 3, the maximum occurs at MK = α and

MD = 1− α. This completes the proof for Theorem 16.

Remark 33. An upper bound considering uncoded placement only can be derived as

follows. The same analysis as in (8.95)-(8.107) carries through with I(Wd2
;SD|Wd1

) in
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(8.97) is equal to I(Wd2
;SD). Hence the right hand side of (8.104) is replaced by 2MD

D .

The resulting bound Rs ≤ 1
2 + (1−α)

D is tighter than (8.107).

8.7 Discussion

While the fixed-size cache memory setup considered in this chapter can be seen as

a clean basic model for the intricate problem in consideration, it also allows us to obtain

results and insights that are generalizable to more involved cache memory models. In

particular, the extension to variable memory sizes can be done by considering multiple

communication blocks for cache placement. Our results and coding scheme readily apply

to an adversary model whose tapping capability during the delivery is normalized with

respect to tapping during cache placement, i.e., µ1 + Bµ2 ≤ µ; B is the number of

communication blocks for cache placement. This is a reasonable assumption given that

cache placement generally takes place in a longer period than delivery. The problem

turns to be more challenging when the adversary optimizes its tapping uniformly over

the multiple blocks for cache placement as well as the delivery phase. This is left for

future investigation.

It is typical to model the cache placement as a noiseless channel since placement

is assumed to occur when networks are not congested and their rates are assumed to

be large enough. Here however we model the cache placement as a broadcast channel

communication. The broadcast model avails a clean and tractable solution without com-

promising its generalizability. A time division multiple access (TDMA) model for cache

placement is a special case by imposing an additional constraint in which each receiver
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has to decode its desired file using only one half of the transmitted codeword. Addition-

ally, the broadcast model is in line with the network information theory literature and it

does not limit the cache placement to occur over low rate traffic. With the ever-growing

user demands, placement and delivery occurring in less asymmetric network loads is

likely to be expected in the near future.

Corollary 7 demonstrates that, for the model considered in this chapter, when

α ∈ [1, 2], the strong secrecy capacity is equal to 1− α
2 for any library size. For α ∈ [1, 2],

{S1 = [1 : n], S2 ⊂ [1 : n]} and {S1 ⊂ [1 : n], S2 = [1 : n]} are two possible strategies for

the adversary. In other words, the adversary can tap into either all transmitted symbols

in cache placement and a subset of symbols in the delivery, or all transmitted symbols

in the delivery and a subset of symbols in cache placement. Such an adversary limits

the communication for cache placement, i.e., the use of cache memories, to exchanging

additional randomness (key bits) that allows for communicating a positive secure rate

over the two phases. In other words, the cache memories are not utilized to store any

data bits, and hence the lack of knowledge of user demands during cache placement is

immaterial.

For a library with two files, if the receivers were to have cache memories of size

n bits in which they store the transmitted signal during cache placement, the strong

secrecy file rate in Theorem 14 is achievable using a simple wiretap code. In particular,

the transmitter encodes W = (W1,W2) ∈ [1 : 2n2R] into a length-2n binary codeword

using a wiretap code, and sends the first n bits of this codeword during cache placement

and the last n bits during delivery. Each receiver can thus decode both files, and the

secrecy of W1 and W2 against the adversary follows by the results in [33,91]. In caching
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problems, the relevant setup however is when the receivers have cache memories of limited

size with respect to the overall transmission during cache placement. This calls for the

limited size cache memory model considered in this chapter, which in turn necessitates

the use of the more elaborate coding scheme in Section 8.4.

8.8 Conclusion

We have introduced the caching broadcast channel with a a wire and cache tap-

ping adversary of type II. In this broadcast model, each receiver is equipped with a

fixed-size cache memory, and the adversary is able to tap into a subset of its choosing

of the transmitted symbols during cache placement, or delivery, or both. The legitimate

terminals have no knowledge about the fractions of the tapped symbols in each phase,

or their positions. Only the size of the overall tapped set is known. We have identified

the strong secrecy capacity of this model, i.e., the maximum achievable file rate while

keeping the overall library secure, when the transmitter’s library has two files. We have

derived lower and upper bounds for the strong secrecy file rate when the transmitter has

more than two files in its library. We have devised an achievability scheme which com-

bines wiretap coding, security embedding codes, one-time pad keys, and coded caching

techniques. The results presented in this chapter highlight the robustness of (stochas-

tic) coding against a smart adversary which performs a chosen attack, jointly optimized

over both cache placement and delivery phases. Future directions include investigating a

tighter upper bound for a library with more than two files, and exploring the extensions

of this work to variable cache memory sizes, more than two users, and a noisy legitimate

channel.



252

Chapter 9

Conclusion

9.1 Thesis Summary

In this thesis, we have investigated more capable models for the adversary against

which we showed that information theoretic security guarantees are possible. The thesis

is divided into three major themes. In the first theme, we have considered an adversary

with potentially more resources than the legitimate terminals, in terms of the number

of its antennas. We have shown that a positive secure degrees of freedom, i.e., a secrecy

capacity that scales with the transmit power, is attainable against such an adversary by

employing a helper terminal in the network such that the combined number of trans-

mit antennas exceeds the number of adversary’s antennas. To do so, we have utilized

a variety of beamforming, alignment, and signaling schemes for the different antenna

configurations of the model. Among these schemes, we have devised a projection and

cancellation decoding scheme for structured transmitted signals, which is optimal for

certain antenna configurations.

In the second theme of the thesis, we have addressed adversarial models in which

the adversary performs a chosen codeword (cipher-text) attack. In particular, we have

considered the wiretap II channel model, introduced three decades ago, and generalized

the model outside its original special communication setting. We have introduced a

noisy legitimate channel to the model, and derived inner and outer bounds on its secrecy
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capacity, which match for certain instances. Further, we have introduced a generalized

wiretap channel which subsumes both the classical wiretap and the wiretap II models as

its special cases. The adversary chooses a subset of the transmitted symbols to noise-

lessly observe, while observing the remainder through a noisy channel. We have derived

the strong secrecy capacity of the model. Achievability is established by utilizing con-

centration of measures to prove a super-exponential convergence rate for the security

measure, which dominates the exponentially many possible strategies for the adversary.

We have explored several multi-terminal extensions of our generalized wiretap model,

including the multiple access wiretap channel, the broadcast wiretap channel with com-

mon and private messages, and the interference and broadcast channels with confidential

messages, and highlighted some insightful remarks.

In the third theme, we have studied the impact of an adversary that designs

an attack in a multi-phase communication system. In particular, we have studied the

problem of coded caching in the presence of an adversary which taps into a subset of

symbols of its choice either from cache placement, delivery, or both transmissions. The

legitimate terminals know neither the fractions of tapped symbols in each phase, nor

their positions. Introducing an adversary which taps into cache placement is original

and requires challenging standard assumptions in caching literature. We have derived

the strong secrecy capacity for the instance of two receivers and two library files, and

inner and outer bounds for the case of library size of three or larger. We have shown that

information theoretic security is possible against a powerful adversary which optimizes

its chosen attack over both phases of a cache-aided communication system.
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9.2 Future Directions

The models we have introduced and studied in this thesis can be viewed as ex-

amples of adversaries that are stronger than those encountered previously in the in-

formation theoretic security literature, and against which strong information theoretic

security guarantees are still possible. Adopting a similar line of thought to what we have

presented is important for information theoretic security to move forward and its vision

to get closer to be implemented in real and practical systems.

Several generalizations and practical concerns about the models we investigated

are of interest for future research. Among those, the extension of the generalized wiretap

model to Gaussian legitimate and wiretapper channels seems tractable. Additionally,

generalizing the caching broadcast channel with a type II adversary to the cases of

multiple cache placement blocks, more than two users, and noisy communication channels

are open interesting directions.

We note that the type II adversary we have extensively studied in this thesis gives

rise to an interesting modeling direction, in which the transmitter learns the existence

of an adversary through feedback signals, caused by the changes in the surrounding

environment, and aborts the communication protocol whenever positive. In this model,

the threshold of the learning process corresponds to the threshold on the time during

which the adversary can co-exist in the communication medium without being detected,

and hence tap into the communication.
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Appendix A

Proof of Lemma 4

Let U1, U2, · · · , Un be a sequence of non-negative independent random variables,

which satisfy the conditions of the Lemma. For any θ > 0, we have

P
( n∑
i=1

Ui ≥ (1 + ε)m̄

)
= P

(
eθ
∑n
i=1 Ui ≥ eθ(1+ε)m̄

)
(A.1)

≤
E
(
eθ
∑n
i=1 Ui

)
eθ(1+ε)m̄

(A.2)

=

∏n
i=1

E
(
eθUi

)
eθ(1+ε)m̄

(A.3)

≤
∏n
i=1

(
1 + eθb−1

b E(Ui)
)

eθ(1+ε)m̄
(A.4)

≤
∏n
i=1

e
e
θb−1
b

m̄i

eθ(1+ε)m̄
(A.5)

≤ e
e
θb−1
b

m̄

eθ(1+ε)m̄
(A.6)

= exp

(
−
[
θ(1 + ε)− eθb − 1

b

]
m̄

)
, (A.7)

where (A.2) follows from Markov’s inequality. (A.4) follows because eθx ≤ 1 + eθb−1
b x for

x ∈ [0, b], as ex is a convex function in x, (A.5) follows because 1 + x ≤ ex for all x ≥ 0,

and (A.6) follows because
∑n

i=1
m̄i ≤ m̄.
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The value of θ which maximizes the right hand side of (A.7) is θ∗ = 1
b ln(1+ε) > 0,

for which we have

P

(
n∑
i=1

Ui ≥ (1 + ε)m̄

)
≤ exp

(
−m̄
b

[(1 + ε) (ln(1 + ε)− 1) + 1]
)
. (A.8)

By considering Taylor’s expansion of x[ln(x) − 1] around x = 1, we have, for all x ≥ 1,

that

x[ln(x)− 1] + 1 ≥ 1

2
(x− 1)2 − 1

6
(x− 1)3. (A.9)

We also have, for x ∈ [1, 2], that

1

2
(x− 1)2 − 1

6
(x− 1)3 ≥ 1

3
(x− 1)2. (A.10)

Thus, for all x ∈ [1, 2], we have

x[ln(x)− 1] + 1 ≥ 1

3
(x− 1)2. (A.11)

By applying (A.11), with x = (1 + ε), to the right hand side of (A.8), we have, for

ε ∈ [0, 1], that

P

(
n∑
i=1

Ui ≥ (1 + ε)m̄

)
≤ exp

(
− m̄

3b
ε2
)
. (A.12)
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Appendix B

Choice of Kt and Kc

The covariance matrices Kt and Kc are chosen so that they are positive definite,

i.e., Kt,Kc � z, and hence non-singular, in order to guarantee the finiteness of h(Z̃t)

and h(Z̃c) in (3.26). In addition, positive definite Kt and Kc result in positive definite

ΣZ̃1
and ΣZ̃2

, and hence, h(Z̃1) and h(Z̃2) in (3.28) are also finite.

For INe −GtKtG
H
t

to be a valid covariance matrix for Z̃e in (3.30), Kt has to

satisfy GtKtG
H
t
� INe , which is equivalent to

||K
1
2
t GH

t
|| ≤ 1. (B.1)

Recall that ||K
1
2
t GH

t
|| is the induced norm for the matrix K

1
2
t GH

t
.

Similarly, for IN −HcKcH
H
c

, INe −GtKtG
H
t
−GcKcG

H
c

, and IN −H′
c2

K′
c
H′H
c2

to be valid covariance matrices for Z̃r, Z̃
′
e
, and Z̃′

r
, in (3.40), (3.53), (3.62), Kt,Kc,K

′
c

have to satisfy

||K
1
2
c
HH
c
|| ≤ 1, ||K

1
2
t GH

t
||2 + ||K

1
2
c
GH
c
||2 ≤ 1,

and ||K′
1
2
c

H′H
c2
|| ≤ 1. (B.2)
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In order to satisfy the conditions (B.1) and (B.2), we choose Kt = ρ2IN , Kc = ρ2IK ,

where

0 < ρ ≤ 1

max
{
||GH

t
||, ||HH

c
||, ||H′H

c2
||,
√
||GH

t
||2 + ||GH

c
||2
} (B.3)

=
1

max
{
||HH

c
||,
√
||GH

t
||2 + ||GH

c
||2
} . (B.4)
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Appendix C

Derivation of (3.48), (3.49), and (3.66)

In order to upper bound h(Yr,k(i)), for all i = 1, 2, · · · , n and k = 1, 2, · · · , N ,

we first upper bound the variance of Yr,k(i), denoted by Var
(
Yr,k(i)

)
. Let hr

t,k
and hr

c,k

denote the transpose of the kth row vectors of Ht and Hc, respectively. Let Zr(i) =[
Zr,1(i) · · ·Zr,N (i)

]T
. Using (3.1), Yr,k(i) is expressed as

Yr,k(i) = hr
T

t,k
Xt(i) + hr

T

c,k
Xc(i) + Zr,k(i). (C.1)

Thus, Var
(
Yr,k(i)

)
can be bounded as

Var
(
Yr,k(i)

)
≤ E

(
Yr,k(i)Y

∗
r,k

(i)
)

(C.2)

= E
(
|hr

T

t,k
Xt(i)|2

)
+ E

(
|hr

T

c,k
Xc(i)|2

)
+ E

(
|Zr,k(i)|2

)
(C.3)

≤ ||hr
t,k
||2 E

(
||Xt(i)||2

)
+ ||hr

c,k
||2 E

(
||Xc(i)||2

)
+ 1 (C.4)

≤ 1 +
(
||hr

t,k
||2 + ||hr

c,k
||2
)
P, (C.5)

where (C.4) follows from Cauchy-Schwarz inequality and monotonicity of expectation,

and (C.5) follows from the power constraints at the transmitter and cooperative jammer.

Define h2 = max
k

(
||hr

t,k
||2 + ||hr

c,k
||2
)

. Since h(Yr,k(i)) is upper bounded by the

entropy of a complex Gaussian random variable with the same variance, we have, for all
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i = 1, 2, · · · , n and k = 1, 2, · · · , N ,

h(Yr,k(i)) ≤ log 2πe
(

1 +
(
||hr

t,k
||2 + ||hr

c,k
||2
)
P
)

(C.6)

≤ log 2πe+ log(1 + h2P ). (C.7)

Similarly, we have

Ȳr,k(i) = hr
T

t,k
Xt(i) + h′r

T

c,k
X′
c2

(i) + Zr,k(i), (C.8)

where h′r
c,k

is the transpose of the k-th row vector of H′
c2

. Thus, we have,

h(Ȳr,k(i)) ≤ log 2πe+ log(1 + h̄2P ), (C.9)

where h̄2 = max
k

(
||hr

t,k
||2 + ||h′r

c,k
||2
)

.

Next, we upper bound h(X̃t,k(i)). The power constraint at the transmitter, for

i = 1, 2, · · · , n, is E
(
XH
t

(i) Xt(i)
)

=
∑N

k=1
E
(
|Xt,k(i)|2

)
≤ P . Thus, E

(
|Xt,k(i)|2

)
≤ P

for all i = 1, 2, · · · , n, and k = 1, 2, · · · , N . Recall that X̃t,k(i) = Xt,k(i)+ Z̃t,k(i), where

Xt,k(i) and Z̃t,k(i) are independent, and the covariance matrix of Z̃t is Kt = ρ2IN , where

0 < ρ ≤ min

{
1

||HH
c
|| ,

1√
||GH

t
||2+||GH

c
||2

}
. Thus, Var

(
X̃t,k(i)

)
is upper bounded as

Var
(
X̃t,k(i)

)
= Var

(
Xt,k(i)

)
+ Var

(
Z̃t,k(i)

)
(C.10)

≤ E
(
|Xt,k(i)|2

)
+ ρ2 ≤ P + ρ2. (C.11)
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Thus, for i = 1, 2, · · · , n and k = 1, 2, · · · , N , we have

h(X̃t,k(i)) ≤ log 2πe+ log(ρ2 + P ). (C.12)

Similarly, using the power constraint at the cooperative jammer, we have, for i = 1, · · · , n

and m = 1, · · · ,K,

h(X̃c,m(i)) ≤ log 2πe+ log(ρ2 + P ). (C.13)
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Appendix D

Proof of Lemma 6

Consider two matrices Q ∈ CM×K and W ∈ CK×N such that Q is full row-rank

and W has all of its entries independently drawn from a continuous distribution, where

K > N,M . Let L = min{N,M}. We show that QW has a rank L a.s. The matrices Q

and W can be written as

Q =

[
q1 q2 · · · qK

]
, (D.1)

W =

[
w1 w2 · · · wN

]
, (D.2)

where q1,q2, · · · ,qK are the K length-M column vectors of Q, and w1,w2, · · · ,wN are

the N length-K column vectors of W.

Let wm,i denotes the entry in the mth row and ith column of W. Let QW =

[s1 s2 · · · sN ], where si is a length-M column vector, i = 1, 2, · · · , N . When M ≥ N ,

QW = [s1 s2 · · · sL], and when M < N , {s1, s2, · · · , sL} are the first L columns of

QW. In order to show that the matrix QW has rank L, we show that, in either case,

{s1, s2, · · · , sL} are a.s. linearly independent, i.e.,

L∑
i=1

λisi = zM×1 (D.3)

if and only if λi = 0 for all i = 1, 2, · · · , L.
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Each si, for i = 1, 2, · · · , L, can be viewed as a linear combination of the K

columns of Q with coefficients that are the entries of the ith column of W, i.e.,

si =

K∑
m=1

wm,iqm. (D.4)

Using (D.4), we can rewrite (D.3) as

K∑
m=1

ϕmqm = zM×1 (D.5)

where, for m = 1, 2, · · · ,K,

ϕm =
L∑
i=1

λiwm,i. (D.6)

The K columns of Q are linearly dependent since each of them is of length M and

K > M . Thus, equation (D.5) has infinitely many solutions for {ϕm}Km=1
.

Each of these solutions for ϕm’s constitutes a system of K linear equations
{
ϕm =∑L

i=1
λiwm,i,m = 1, 2, · · · ,K

}
. The number of unknowns in this system, i.e. λ’s, is

L. Since the number of equations in this system, K, is greater than the number of

unknowns, L, this system has a solution for {λi}Li=1
only if the elements {wm,i : m =

1, 2, · · · ,K, and i = 1, 2, · · · , L} are dependent. Since the entries of W are all randomly

and independently drawn from some continuous distribution, the probability that these

entries are dependent is zero.

Moreover, consider the set with infinite cardinality, where each element in this

set is a structured W that causes the system of equations in (D.6) to have a solution



264

for {λi}Li=1
for one of the infinitely many solutions of {ϕm}Km=1

to (D.5). This set with

infinite cardinality has a measure zero in the space CK×L, since this set is a subspace of

CK×L with a dimension strictly less than K × L. We conclude that (D.3) a.s. has no

non-zero solution for {λi}Li=1
. Thus, QW has rank L a.s.

If QW has rank L a.s. , then so does (QW)T = WTQT . Setting E1 = WT and

E2 = QT , we have E1 ∈ CN×K has all of its entries independently drawn from some

continuous distribution, E2 ∈ CK×M is full column-rank, K > N,M , and E1E2 has rank

L = min{N,M} a.s. Thus, Lemma 6 is proved.
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Appendix E

Derivation of (3.89) and (3.90)

The power constraints at the transmitter and cooperative jammer are E
(
XH
t

Xt

)
≤

P and E
(
XH
c

Xc

)
≤ P . Using (3.72), we have

E
(
XH
t

Xt

)
= E

(
UH
t

PH
t

PtUt

)
(E.1)

=
d∑
i=1

d∑
m=1

pH
t,m

pt,iE
(
U∗
m
Ui
)

(E.2)

=
d∑
i=1

||pt,i||2E
(
|Ui|2

)
(E.3)

= ||pt,1||2E
(
|U1|2

)
+

d∑
i=2

||pt,i||2
(
E
(
U2
i,Re

)
+ E

(
U2
i,Im

))
(E.4)

≤
(
||pt,1||2 + 2

d∑
i=2

||pt,i||2
)
a2Q2, (E.5)

where (E.3) follows since Ui and Um, for i 6= m, are independent, and (E.5) follows since

E
(
U2

1

)
, E
(
U2
i,Re

)
, E
(
U2
i,Im

)
≤ a2Q2, for i = 2, 3, · · · , d.

Similarly, using (3.72) and (3.87), we have

E
(
XH
c

Xc

)
= E

(
VH
c

PH
c

PcVc

)
=

l∑
i=1

E
(
|Vi|2

)
(E.6)

= E
(
V 2

1

)
+

l∑
i=2

(
E
(
V 2
i,Re

)
+ E

(
V 2
i,Im

))
(E.7)

≤ (2l − 1)a2Q2. (E.8)
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From (E.5) and (E.8), in order to satisfy the power constraints, we need that

a2Q2 ≤ γ2P, (E.9)

where,

γ2 =
1

max
{

2l − 1, ||pt,1||2 + 2
∑d

i=2
||pt,i||2

} . (E.10)

Let us choose the integer Q as

Q =
⌊
P

1−ε
2+ε

⌋
= P

1−ε
2+ε − ν, (E.11)

where ν is a constant which does not depend on the power P . Thus,

a = γP
3ε

2(2+ε) , (E.12)

satisfies the condition in (E.9). Thus, the power constraints at the transmitter and

cooperative jammer are satisfied.
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Appendix F

Proof of Lemma 7

For w, f ∈ [1 : W̃ ]× [1 : F̃ ], we have

PWF (w, f) =
∑
x∈X

pX(x)1{B1(x) = w}1{B2(x) = f}. (F.1)

We also have that, for all x ∈ X ,

EB
(
1 {B1(x) = w}1 {B2(x) = f}

)
= P(B1(x) = w)P(B2(x) = f) =

1

W̃ F̃
. (F.2)

Thus, we have EB(PWF ) = 1
W̃ F̃

= pU
W
pU
F

. For all w and f , define the random variables

P1(w, f) =
∑
x/∈Dγ

pX(x)1{B1(x) = w}1{B2(x) = f} (F.3)

P2(w, f) =
∑
x∈Dγ

pX(x)1{B1(x) = w}1{B2(x) = f}. (F.4)

Note that PWF (w, f) = P1(w, f) + P2(w, f). Thus, we have

EB
(
V
(
PWF , p

U
W
pU
F

))

=
1

2
EB

∑
w,f

∣∣∣PWF (w, f)− EB (PWF (w, f))
∣∣∣
 (F.5)
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=
1

2
EB

∑
w,f

∣∣∣∣∣
2∑
i=1

(Pi(w, f)− EB (Pi(w, f)))

∣∣∣∣∣
 (F.6)

≤ 1

2

∑
w,f

EB |P1(w, f)− EB (P1(w, f))|

+
1

2

∑
w,f

EB |P2(w, f)− EB (P2(w, f))| , (F.7)

where (F.7) follows from the triangle inequality. We now upper bound each term on the

right hand side of (F.7). For the first term, we have

1

2

∑
w,f

EB
∣∣∣P1(w, f)− EB (P1(w, f))

∣∣∣ ≤∑
w,f

EB (P1(w, f)) (F.8)

=
∑
w,f

∑
x/∈Dγ

pX(x) EB
(
1 {B1(x) = w}1 {B2(x) = f}

)
(F.9)

=
∑
x/∈Dγ

pX(x) = P(X /∈ Dγ), (F.10)

where (F.8) follows from the triangle inequality.

For the second term in the right hand side of (F.7), we have

1

2

∑
w,f

EB
∣∣∣P2(w, f)− EB (P2(w, f))

∣∣∣
=

1

2

∑
w,f

EB
√

(P2(w, f)− EB (P2(w, f)))2 (F.11)

≤ 1

2

∑
w,f

√
EB (P2(w, f)− EB (P2(w, f)))2 (F.12)

=
1

2

∑
w,f

√
VarB (P2(w, f)) ≤ 1

2

√
W̃ F̃

2γ
, (F.13)
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where (F.12) follows from Jensen’s inequality and the concavity of square root. The

inequality in (F.13) follows because, for all w and f , we have

VarB (P2(w, f))

= VarB

∑
x∈Dγ

pX(x)1{B1(x) = w}1{B2(x) = f}

 (F.14)

=
∑
x∈Dγ

VarB

(
pX(x)1{B1(x) = w}1{B2(x) = f}

)
(F.15)

≤
∑
x∈Dγ

p2
X

(x) EB
(
1{B1(x) = w}1{B2(x) = f}

)
(F.16)

=
1

W̃ F̃

∑
x∈Dγ

p2
X

(x) (F.17)

≤ 2−γ

W̃ F̃

∑
x∈Dγ

pX(x) ≤ 2−γ

W̃ F̃
, (F.18)

where (F.15) follows since the random variables
{
pX(x)1{B1(x) = w}1{B2(x) = f}

}
x∈Dγ

are independent due to the structure of the random binning, and (F.18) follows because

pX(x) ≤ 2−γ for all x ∈ Dγ . Lemma 7 follows from substituting (F.10) and (F.13) in

(F.7).
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Appendix G

Proof of Lemma 8

G.1 High probability Z-set:

For all S ∈ S, define the set

AS ,
{
z ∈ Z : PpX|ZS

(
(X, z) ∈ DS

γ

)
≥ 1− δ

}
. (G.1)

Recall that PpXZS
(

(X,ZS) ∈ DS
γ

)
≥ 1 − δ2 by assumption. Using Markov in-

equality, we have

PpZS (Ac
S

) = PpZS
(
PpX|ZS

(
(X,ZS) /∈ DS

γ

)
≥ δ
)

(G.2)

≤ 1

δ
EpZS

(
PpX|ZS

(
(X,ZS) /∈ DS

γ

))
(G.3)

=
1

δ
PpXZS

(
(X,ZS) /∈ DS

γ

)
(G.4)

≤ δ2

δ
= δ. (G.5)

G.2 Typical and non-typical events:

For all w, f ∈ [1 : W̃ ]× [1 : F̃ ], z ∈ Z, and S ∈ S, define the random variables

PS
1

(w, f |z) =
∑
x∈X

pX|ZS (x|z)1{B1(x) = w}1{B2(x) = f}1
{

(x, z) ∈ DS
γ

}
(G.6)
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PS
2

(w, f |z) =
∑
x∈X

pX|ZS (x|z)1{B1(x) = w}1{B2(x) = f}1
{

(x, z) /∈ DS
γ

}
. (G.7)

Thus, we have, for all w, f, z, and S, that

PWF |ZS (w, f |z) =
∑
x∈X

pX|ZS (x|z)1{B1(x) = w}1{B2(x) = f} (G.8)

= PS
1

(w, f |z) + PS
2

(w, f |z). (G.9)

Note that, for fixed z ∈ Z and S ∈ S, each of the the random variables PS
i

(w, f |z),

i = 1, 2, is identically distributed for all w, f ∈ [1 : W̃ ] × [1 : F̃ ] due to the sym-

metry in the random binning. We then fix z ∈ Z and S ∈ S, and let PS
1

(w, f |z) =∑
x∈X Ux(w, f, z, S), where

Ux(w, f, z, S) = pX|ZS (x|z)1{B1(x) = w}1{B2(x) = f}1
{

(x, z) ∈ DS
γ

}
. (G.10)

The random variables {Ux(w, f, z, S)}x∈X are non-negative and independent, and for all

x ∈ X ,

Ux(w, f, z, S) ≤ pX|ZS (x|z) 1
{

(x, z) ∈ DS
γ

}
< 2−γ , (G.11)

where pX|ZS (x|z) < 2−γ , for all (x, z) ∈ DS
γ

. Also, we have

∑
x∈X

EB(Ux(w, f, z, S)) =
∑
x∈X

pX|ZS (x|z) EB (1{B1(x) = w}1{B2(x) = f})1
{

(x, z) ∈ DS
γ

}
(G.12)
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=
1

W̃ F̃

∑
x∈X

pX|ZS (x|z)1
{

(x, z) ∈ DS
γ

}
(G.13)

=
1

W̃ F̃
PpX|ZS

(
(X, z) ∈ DS

γ

)
. (G.14)

By applying the variation on Chernoff’s bound in Lemma 2.7 to the random

variables {Ux(w, f, z, S)}x∈X , with m̄ =
PpX|ZS

(
(X,z)∈DS

γ

)
W̃ F̃

and b = 2−γ , we have, for

every ε1 ∈ [0, 1] and z ∈ AS , that

PB
(
PS

1
(w, f |z) ≥ 1 + ε1

W̃ F̃

)
≤ P

(∑
x∈X

Ux(w, f, z, S) ≥ 1 + ε1

W̃ F̃
PpX|ZS

(
(X, z) ∈ DS

γ

))

(G.15)

≤ exp

−ε21 PpX|ZS

(
(X, z) ∈ DS

γ

)
2γ

3W̃ F̃

 (G.16)

≤ exp

(
−ε2

1
(1− δ)2γ

3W̃ F̃

)
, (G.17)

where (G.15) follows since PpX|ZS

(
(X, z) ∈ DS

γ

)
≤ 1, and (G.17) follows because, for all

z ∈ AS , we have PpX|ZS

(
(X, z) ∈ DS

γ

)
≥ 1− δ.

We also have have that,

EpZS

∑
w,f

PS
2

(w, f |ZS)


= EpZS

∑
x∈X

pX|ZS (x|ZS)1
{

(x, ZS) /∈ DS
γ

}∑
w,f

1{B1(x) = w}1{B2(x) = f}


(G.18)

=
∑
z∈Z

pZS (z)
∑
x∈X

pX|ZS (x|z)1
{

(x, z) /∈ DS
γ

}
(G.19)
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=
∑

(x,z)/∈DS
γ

pXZS (x, z) (G.20)

= PpXZS
(

(X,ZS) /∈ DS
γ

)
≤ δ2, (G.21)

where (G.19) follows since every x ∈ X is assigned to only one pair (w, f), and hence,

∑
w,f

1{B1(x) = w}1{B2(x) = f} = 1. (G.22)

G.3 Good binning functions:

Let b , (b1, b2) : X 7→ [1 : W̃ ]× [1 : F̃ ] be a realization of the random binning B.

Recall that the random variable PS
1

(w, f |z) is identically distributed for every w and f .

We then define the class G of binning functions b as

G ,
{

b : PS
1

(w, f |z) < 1 + ε1

W̃ F̃
, for all S ∈ S and z ∈ AS

}
. (G.23)

Using the union bound and (G.17), we have that

PB
(
Gc
)

= PB
(
PS

1
(w, f |z) ≥ 1 + ε1

W̃ F̃
, for some S ∈ S, or z ∈ AS

)
(G.24)

= PB

⋃
S∈S

⋃
z∈AS

PS
1

(w, f |z) ≥ 1 + ε1

W̃ F̃

 (G.25)

≤
∑
S∈S

∑
z∈AS

PB
(
PS

1
(w, f |z) ≥ 1 + ε1

W̃ F̃

)
(G.26)

≤
∑
S∈S
|AS | exp

(
−ε2

1
(1− δ)2γ

3W̃ F̃

)
(G.27)
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≤ |S||Z| exp

(
−ε2

1
(1− δ)2γ

3W̃ F̃

)
. (G.28)

Take b such that b ∈ G, and set W = b1(X) and F = b2(X). For every S ∈ S,

we have

D
(
PWFZS ||p

U
W
pU
F
pZS

)
= EpZS

(
D
(
PWF |ZS ||p

U
W
pU
F

))
(G.29)

= EpZS

∑
w,f

PWF |ZS (w, f |ZS) log
PWF |ZS (w, f |ZS)

pU
W
pU
F

 (G.30)

= EpZS

(∑
w,f

2∑
i=1

PS
i

(w, f |ZS) log
(
W̃ F̃

2∑
i=1

PS
i

(w, f |ZS)
))

(G.31)

= EpZS

(∑
w,f

2∑
i=1

PS
i

(w, f |ZS) log

∑2
i=1

PS
i

(w, f |ZS)
1

W̃ F̃

∑2
i=1

∑
w,f P

S
i

(w, f |ZS)

)
(G.32)

≤ EpZS

 2∑
i=1

∑
w,f

PS
i

(w, f |ZS) log
W̃ F̃PS

i
(w, f |ZS)∑

w,f P
S
i

(w, f |ZS)

 (G.33)

=

2∑
i=1

EpZS

∑
w,f

PS
i

(w, f |ZS) log
(
W̃ F̃PS

i
(w, f |ZS)

)

+ EpZS

 2∑
i=1

∑
w,f

PS
i

(w, f |ZS) log
1∑

w,f P
S
i

(w, f |ZS)

 (G.34)

where (G.32) follows because

∑
w,f

2∑
i=1

PS
i

(w, f |ZS) =
∑
w,f

PWF |ZS (w, f |ZS) = 1, (G.35)

and (G.33) follows from the log-sum inequality.
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Now, we upper bound each term in (G.34). For b ∈ G and every S ∈ S, we have

EpZS

∑
w,f

PS
1

(w, f |ZS) log
(
W̃ F̃PS

1
(w, f |ZS)

)
= EpZS

(∑
w,f

PS
1

(w, f |ZS) log
(
W̃ F̃PS

1
(w, f |ZS)

)
1 {ZS ∈ AS}

)

+ EpZS

(∑
w,f

PS
1

(w, f |ZS) log
(
W̃ F̃PS

1
(w, f |ZS)

)
1 {ZS /∈ AS}

)

(G.36)

< log(1 + ε1) +
∑
x,z

pXZS (x, z) log
(
W̃ F̃PS

1
(w, f |z)

)
1 {z /∈ AS} (G.37)

≤ log(1 + ε1) + log(W̃ F̃ ) PpZS (ZS /∈ AS) (G.38)

≤ ε1 + δ log(W̃ F̃ ), (G.39)

where (G.37) follows because, for every b ∈ G and S ∈ S, we have W̃ F̃PS
1

(w, f |ZS) <

(1 + ε) for ZS ∈ AS and every w, f , and (G.39) follows from (G.5).

Using (G.21), we have, for every S ∈ S, that

EpZS

∑
w,f

PS
2

(w, f |ZS) log
(
W̃ F̃PS

2
(w, f |ZS)

)

≤ log(W̃ F̃ ) EpZS

∑
w,f

PS
2

(w, f |ZS)

 ≤ δ2 log(W̃ F̃ ). (G.40)
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We also have, for every S ∈ S, that

EpZS

 2∑
i=1

∑
w,f

PS
i

(w, f |ZS) log
1∑

w,f P
S
i

(w, f |ZS)

 = EpZS
(
Hb

(
PpX|ZS

(
(X,ZS) ∈ DS

γ

)))
(G.41)

≤ Hb

(
EpZS

(
PpX|ZS

(
(X,ZS) ∈ DS

γ

)))
(G.42)

= Hb

(
PpXZS

(
(X,ZS) ∈ DS

γ

))
(G.43)

≤ Hb(1− δ2) = Hb(δ
2), (G.44)

where (G.42) follows from Jensen’s inequality and the concavity of Hb, and (G.44) follows

since Hb(x) is monotonically decreasing in x ∈
(

1
2 , 1
)
. Equation (G.41) follows since∑2

i=1

∑
w,f P

S
i

(w, f |ZS) = 1, and
∑

w,f P
S
1

(w, f |ZS) = PpX|ZS

(
(X,ZS) ∈ DS

γ

)
.

By substituting (G.39), (G.40), and (G.44) in (G.34), we have, for every b ∈ G

and S ∈ S, that

D
(
PWFZS ||p

U
W
pU
F
pZS

)
< ε1 + (δ + δ2) log(W̃ F̃ ) +Hb(δ

2) = ε̃. (G.45)

Thus, we have

PB
(

max
S∈S

D
(
PWFZS ||p

U
W
pU
F
pZS

)
≥ ε̃
)

= 1− PB
(

max
S∈S

D
(
PWFZS ||p

U
W
pU
F
pZS

)
< ε̃

)
(G.46)

= 1− PB
(
D
(
PWFZS ||p

U
W
pU
F
pZS

)
< ε̃, for all S ∈ S

)
(G.47)

≤ 1− PB(G) = PB(Gc) (G.48)
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≤ |S||Z| exp

(
ε2
1
(1− δ)2γ

3W̃ F̃

)
, (G.49)

where the inequality in (G.48) follows because (G.45) implies that

PB
(
D
(
PWFZS ||p

U
W
pU
F
pZS

)
< ε̃, for all S ∈ S

)
≥ PB(G). (G.50)

This completes the proof for Lemma 8. The analysis in this proof is adapted from [3,

Appendix].
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Appendix H

Proof of Lemma 10

First, we rewrite the relative entropy in (6.41) as follows:

D
(
PW[1:2]F[1:2]ZS

||pU
W[1:2]

pU
F[1:2]

pZS

)
=

∑
w[1:2],f[1:2],z

PW[1:2]F[1:2]ZS
(w[1:2], f[1:2], z) log

PW[1:2]F[1:2]ZS
(w[1:2], f[1:2], z)

pU
W[1:2]

pU
F[1:2]

pZS (z)
(H.1)

=
∑

w[1:2],f[1:2],z

PW[1:2]F[1:2]ZS
(w[1:2], f[1:2], z)

× log

(
PW[1:2]F[1:2]ZS

(w[1:2], f[1:2], z)

PW1F1ZS (w1, f1, z)p
U
W2
pU
F2

.
PW1F1ZS (w1, f1, z)

pU
W1
pU
F1
pZS (z)

)
(H.2)

= EpZS
(
D
(
PW[1:2]F[1:2]|ZS ||PW1F1|ZSp

U
W2
pU
F2

))
+ D

(
PW1F1ZS ||p

U
W1
pU
F1
pZS

)
. (H.3)

Thus, the probability in (6.41) is upper bounded as

PB
(

max
S∈S

D
(
PW[1:2]F[1:2]ZS

||pU
W[1:2]

pU
F[1:2]

pZS

)
≥ 2ε̃

)

≤ PB
(

max
S∈S

D
(
PW1F1ZS ||p

U
W1
pU
F1
pZS

)
> ε̃

)

+ PB
(

max
S∈S

EpZSD
(
PW[1:2]F[1:2]|ZS ||PW1F1|ZSp

U
W2
pU
F2

)
> ε̃

)
. (H.4)
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We upper bound each term on the right hand side of (H.4). Using Lemma 8, the

first term is upper bounded as

PB
(

max
S∈S

D
(
PW1F1ZS ||p

U
W1
pU
F1
pZS

)
> ε̃

)
≤ |S||Z| exp

(
−ε2(1− δ)2γ1

3W̃1F̃1

)
. (H.5)

Next, we upper bound the second term in (H.4). For all S ∈ S, let us define

AS ,
{
z ∈ Z : PpX[1:2]|ZS

(
(X[1:2], z) ∈ DS1

)
≥ 1− δ

}
, (H.6)

where DS
1

is defined in (6.37). As in (G.2)-(G.5), we have

PpZS (Ac
S

) = PpZS
(
PpX[1:2]|ZS

(
(X[1:2], z) /∈ DS1

)
≥ δ
)
≤ δ. (H.7)

For all w[1:2], f[1:2] ∈ [1 : W̃ ]× [1 : F̃ ] , z ∈ Z, and S ∈ S, define

PS
1

(w[1:2], f[1:2]|z) =
∑

x[1:2]∈X1×X2

pX[1:2]|ZS (x[1:2]|z)1
{

(x[1:2], z) ∈ DS1
}

× 1
{
B(j)

1
(xj) = wj ,B(j)

2
(xj) = fj ,∀j = 1, 2

}
(H.8)

PS
2

(w[1:2], f[1:2]|z) =
∑

x[1:2]∈X1×X2

pX[1:2]|ZS
(x[1:2]|z)1

{
(x[1:2], z) /∈ DS1

}

× 1
{
B(j)

1
(xj) = wj ,B(j)

2
(xj) = fj ,∀j = 1, 2

}
. (H.9)

Thus, we have PW[1:2]F[1:2]|ZS (w[1:2], f[1:2]|z) = PS
1

(w[1:2], f[1:2]|z) + PS
2

(w[1:2], f[1:2]|z).
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Now, for every x2 ∈ X2, define

Ux2
=
∑
x1∈X1

pX[1:2]|ZS (x[1:2]|z)1
{
B(2)

1
(x2) = w2,B(2)

2
(x2) = f2

}
1

{
(x[1:2], z) ∈ DS1

}
.

(H.10)

The random variables
{
Ux2

}
x2∈X2

are non-negative and independent since the random

variables
{
B(2)

1 (x2),B(2)
2 (x2)

}
x2∈X2

are independent. From the definition of DS
1

in (6.37),

we have for (x[1:2], z) ∈ DS1 that (x[1:2], z) ∈ DSγ21
. Additionally, from the definition of

Dγ21
in (6.39), we have that p(x2|x1, z) ≤ 2−γ21 . From (H.10), we have

Ux2
≤
∑
x1

pX1|ZS (x1|z)pX2|X1,ZS (x2|x1, z)1
{

(x[1:2], z) ∈ DS1
}

(H.11)

≤ 2−γ21
∑
x1

pX1|ZS (x1|z)1
{

(x[1:2], z) ∈ DS1
}

(H.12)

≤ 2−γ21 . (H.13)

Since for all x2 ∈ X2,

EB
(
1

{
B(2)

1
(x2) = w2,B(2)

2
(x2) = f2

})
=

1

W̃2F̃2

, (H.14)

we have,

∑
x2∈X2

EB(Ux2
) =

1

W̃2F̃2

∑
x[1:2]∈X1×X2

pX[1:2]|ZS (x[1:2]|z)1
{

(x[1:2], z) ∈ DS1
}

(H.15)

=
PpX[1:2]|ZS

((
X[1:2], z

)
∈ DS

1

)
W̃2F̃2

. (H.16)
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In addition, notice that

∑
w1,f1

PS
1

(w[1:2], f[1:2]|z) =
∑
x[1:2]

pX[1:2]|ZS (x[1:2]|z)1
{(
x[1:2], z

)
∈ DS

1

}

×
∑
w1,f1

1

{
B(j)

1
(xj) = wj ,B(j)

2
(xj) = fj ,∀j = 1, 2

}
(H.17)

=
∑
x2

∑
x1

pX[1:2]|ZS (x[1:2]|z)1
{
B(2)

1
(x2) = w2,B(2)

2
(x2) = f2

}
1

{(
x[1:2], z

)
∈ DS

1

}
(H.18)

=
∑
x2

Ux2
(H.19)

The random variables
{
Ux2

}
x2∈X2

are non-negative, independent, and Ux2
∈

[0, 2−γ21 ] for all x2 ∈ X2. By applying Lemma 4 to the random variables {Ux2
}x2∈X2

, we

have,

PB
(
PS

1
(w[1:2], f[1:2]|z) ≥

1 + ε

W̃2F̃2

PW1F1|ZS (w1, f1|z)
)

≤ PB

∑
w1,f1

PS
1

(w[1:2], f[1:2]|z) ≥
1 + ε

W̃2F̃2

∑
w1,f1

PW1F1|ZS (w1, f1|z)

 (H.20)

= P

(∑
x2

Ux2
≥ 1 + ε

W̃2F̃2

)
(H.21)

≤ P

(∑
x2

Ux2
≥ 1 + ε

W̃2F̃2

PpX[1:2]|ZS

((
X[1:2], z

)
∈ DS

1

))
(H.22)

= P

(∑
x2

Ux2
≥ (1 + ε)

∑
x2

EB(Ux2
)

)
(H.23)

≤ exp

(
−ε22γ21

3W̃2F̃2

PpX[1:2]|ZS

((
X[1:2], z

)
∈ DS

1

))
. (H.24)
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where (H.21) follows from (H.19), (H.23) follows from (H.16), and (H.24) follows from

Lemma 4.

From the definition ofAS in (H.6), we have, for all z ∈ AS , that PpX[1:2]|ZS
((X[1:2], z) ∈

DS
1

) ≥ 1− δ. Thus, for all z ∈ AS ,

PB
(
PS

1
(w[1:2], f[1:2]|z) ≥

1 + ε

W̃2F̃2

PW1F1|ZS (w1, f1|z)
)
≤ exp

(
−ε2(1− δ)2γ21

3W̃2F̃2

)
. (H.25)

Note that, for fixed z ∈ Z and S ∈ S, the random variables
{
PS

1
(w[1:2], f[1:2]|z)

}
are identically distributed for all w[1:2], f[1:2] due to the symmetry in the random binning.

Let b , {b(j)1 , b
(j)
2 , j = 1, 2} be a realization of the random binning B. We define the

class G of binning functions b as

G ,
{

b : PS
1

(w[1:2], f[1:2]|z) <
1 + ε

W̃2F̃2

PW1F1|ZS (w1, f1|z), for all S ∈ S and z ∈ AS
}
.

(H.26)

Using similar steps as in (G.24)-(G.28), we have

PB(Gc) = PB
(
PS

1
(w[1:2], f[1:2]|z) ≥

1 + ε

W̃2F̃2

PW1F1|ZS (w1, f1|z), for some S ∈ S or z ∈ AS
)

(H.27)

≤ |S||Z| exp

(
−ε2(1− δ)2γ21

3W̃2F̃2

)
. (H.28)
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Take b such that b ∈ G, and set Wj = b
(j)
1 (Xj) and Fj = b

(j)
2 (Xj) for j = 1, 2.

Using similar steps as in (G.29)-(G.34), we have, for all S ∈ S

EpZS
(
D
(
PW[1:2]F[1:2]|ZS ||PW1F1|ZSp

U
W2
pU
F2

))

≤ EpZS

 2∑
i=1

∑
w[1:2],f[1:2]

PS
i

(w[1:2], f[1:2]|ZS) log
1∑

w[1:2],f[1:2]

PS
i

(w[1:2], f[1:2]|ZS)



+ EpZS

 ∑
w[1:2],f[1:2]

PS
1

(w[1:2], f[1:2]|ZS) log
W̃2F̃2P

S
1

(w[1:2], f[1:2]|ZS)

PW1F1|ZS (w1, f1|ZS)


+ EpZS

 ∑
w[1:2],f[1:2]

PS
2

(w[1:2], f[1:2]|ZS) log
W̃2F̃2P

S
2

(w[1:2], f[1:2]|ZS)

PW1F1|ZS (w1, f1|ZS)

 . (H.29)

Now, we upper bound each term in the right hand side of (H.29) for b ∈ G. The

second term in the right hand side of (H.29) is upper bounded as follows:

EpZS

 ∑
w[1:2],f[1:2]

PS
1

(w[1:2], f[1:2]|ZS) log
W̃2F̃2P

S
1

(w[1:2], f[1:2]|ZS)

PW1F1|ZS (w1, f1|ZS)


≤ log(W̃2F̃2) EpZS

 ∑
w[1:2],f[1:2]

PS
1

(w[1:2], f[1:2]|ZS)1 {ZS /∈ AS}


+ EpZS

 ∑
w[1:2],f[1:2]

PS
1

(w[1:2], f[1:2]|ZS) log
W̃2F̃2P

S
1

(w[1:2], f[1:2]|ZS)

PW1F1|ZS (w1, f1|ZS)
1 {ZS ∈ AS}


(H.30)

≤ log(W̃2F̃2)
∑
z∈Z

pZS (z)1{z /∈ AS}
∑

w[1:2],f[1:2]

PS
1

(w[1:2], f[1:2]|z)

+ log(1 + ε) EpZS

 ∑
w[1:2],f[1:2]

PS
1

(w[1:2], f[1:2]|ZS)

 (H.31)

≤ PpZS (ZS /∈ AS) log(W̃2F̃2) + log(1 + ε) (H.32)
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≤ δ log(W̃2F̃2) + ε, (H.33)

where (H.30) follows because, for i = 1, 2,

PS
i

(w[1:2], f[1:2]|ZS) ≤ PW[1:2]F[1:2]|ZS (w[1:2], f[1:2]|ZS) (H.34)

= PW1F1|ZS (w1, f1|z)PW2F2|W1F1ZS (w2, f2|w1, f1, z) (H.35)

≤ PW1F1|ZS (w1, f1|z), (H.36)

and hence
PS
i

(w[1:2],f[1:2]|ZS)

PW1F1|ZS (w1,f1|z) ≤ 1 for all w[1:2], f[1:2] and i = 1, 2. Equation (H.31) follows

because, from (H.26), we have for all b ∈ G and z ∈ AS that
W̃2F̃2P

S
1

(w[1:2],f[1:2]|ZS)

PW1F1|ZS (w1,f1|ZS) <

(1 + ε).

Next, we upper bound the third term in the right hand side of (H.29). Using

similar steps as in (G.18)-(G.22), we have

EpZS

 ∑
w[1:2],f[1:2]

PS
2

(w[1:2], f[1:2]|ZS)

 ≤ δ2. (H.37)

Using (H.36) and (H.37), we have

EpZS

 ∑
w[1:2],f[1:2]

PS
2

(w[1:2], f[1:2]|ZS) log
W̃2F̃2P

S
2

(w[1:2], f[1:2]|ZS)

PW1F1|ZS (w1, f1|ZS)



≤ log(W̃2F̃2) EpZS

 ∑
w[1:2],f[1:2]

PS
2

(w[1:2], f[1:2]|ZS)

 (H.38)

≤ δ2 log(W̃2F̃2). (H.39)
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Since we have

2∑
i=1

∑
w[1:2],f[1:2]

PS
i

(
w[1:2], f[1:2]|ZS

)
= 1, (H.40)

∑
w[1:2],f[1:2]

PS
1

(
w[1:2], f[1:2]|ZS

)
= PpX[1:2]|ZS

((
X[1:2], ZS

)
∈ DS

1

)
, (H.41)

and
∑

w[1:2],f[1:2]

PS
2

(
w[1:2], f[1:2]|ZS

)
= 1− PpX[1:2]|ZS

((
X[1:2], ZS

)
∈ DS

1

)
, (H.42)

the first term on the right hand side of (H.29) is upper bounded as follows:

EpZS

 2∑
i=1

∑
w[1:2],f[1:2]

PS
i

(w[1:2], f[1:2]|ZS) log
1∑

w[1:2],f[1:2]

PS
i

(w[1:2], f[1:2]|ZS)



= EpZS
(
Hb

(
PpX[1:2]|ZS

((
X[1:2], ZS

)
∈ DS

1

)))
(H.43)

≤ Hb(1− δ2) = Hb(δ
2), (H.44)

where (H.44) follows as in (G.43) and (G.44).

Using (H.33), (H.39), and (H.44), for any b ∈ G and for all S ∈ S, the left hand

side of (H.29) is upper bounded as

EpZS
(
D
(
PW[1:2]F[1:2]|ZS ||PW1F1|ZSp

U
W2
pU
F2

))
≤ ε+ (δ + δ2) log(W̃2F̃2) +Hb(δ

2) ≤ ε̃.

(H.45)
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Thus, the second probability on the right hand side of (H.4) is upper bounded as

PB
(

max
S∈S

EpZSD
(
PW[1:2]F[1:2]|ZS ||PW1F1|ZSp

U
W2
pU
F2

)
> ε̃

)
≤ |S||Z| exp

(
−ε2(1− δ)2γ21

3W̃2F̃2

)
.

(H.46)

Finally, by rewriting (H.3) with switching the roles of (W1, F1) and (W2, F2) and

repeating the whole proof, we obtain the second term in the minimum in (6.41), which

completes the proof for Lemma 10.
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Appendix I

Proof of Lemma 11

Recall that J , {J : J ⊆ [1 : T ], J 6= ∅}. For notational simplicity, define, for all

J ∈ J ,

1{x,w, f, J} = 1 {B1t(xt) = wt,B2t(xt) = ft,∀t ∈ J} . (I.1)

We have,

PW[1:T ]F[1:T ]

(
w[1:T ], f[1:T ]

)
=

∑
x[1:T ]∈X[1:T ]

pX[1:T ]
(x[1:T ])1{x,w, f, [1 : T ]}. (I.2)

Also, for J ∈ J , we have

EB (1{x,w, f, J}) =
∏
t∈J

1

W̃tF̃t
=

1

W̃J F̃J
. (I.3)

Let PW[1:T ]F[1:T ]

(
w[1:T ], f[1:T ]

)
= P1

(
w[1:T ], f[1:T ]

)
+ P2

(
w[1:T ], f[1:T ]

)
, where

P1

(
w[1:T ], f[1:T ]

)
=
∑
x[1:T ]

pX[1:T ]

(
x[1:T ]

)
1{x,w, f, [1 : T ]} 1

{
x[1:T ] /∈ D

}
(I.4)

P2

(
w[1:T ], f[1:T ]

)
=
∑
x[1:T ]

pX[1:T ]

(
x[1:T ]

)
1{x,w, f, [1 : T ]} 1

{
x[1:T ] ∈ D

}
. (I.5)
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Using similar steps as in Appendix F, we have

2EB
(
V
(
PW[1:T ]F[1:T ]

, pU
W[1:T ]

pU
F[1:T ]

))
≤ 2P

(
X[1:T ] /∈ D

)
+

∑
w[1:T ],f[1:T ]

EB
∣∣P2

(
w[1:T ], f[1:T ]

)
− EB

(
P2

(
w[1:T ], f[1:T ]

))∣∣ . (I.6)

We partition X[1:T ] as follows:

• At the first iteration, s = 1, for all J ∈ J , pick the largest possible set NJ,1 of

sequences x[1:T ] that have different coordinates in each position of J , and at least

one other position. That is, NJ,1 is on the form

{
x[1:T ] : x̄[1:T ] ∈ NJ,1 ⇒ xJc 6= x̄Jc , and ∀t ∈ J, xt 6= x̄t

}
. (I.7)

Notice that, for J ∈ J , the largest set NJ,1 is not unique. Choose the sets

{NJ,1}J∈J such that they do not overlap.

• We repeat the process, such that NJ,s ∩ NJ ′,s′ = ∅ for s 6= s′ or J 6= J ′, and for

x[1:T ] ∈ NJ,s, x′[1:T ]
∈ NJ,s′ , xJc 6= x′

Jc
, until we run out of sequences in X[1:T ].

Let N be the number of iterations. Thus X[1:T ] = ∪N
s=1
∪J∈J NJ,s. We thus have

P2

(
w[1:T ], f[1:T ]

)
=

N∑
s=1

∑
J∈J

P̄ J,s
2,w[1:T ],f[1:T ]

, (I.8)

where

P̄ J,s
2,w[1:T ],f[1:T ]

=
∑

x[1:T ]∈NJ,s

pX[1:T ]

(
x[1:T ]

)
1{x,w, f, [1 : T ]} 1

{
x[1:T ] ∈ D

}
. (I.9)
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Using the triangle inequality, we have

∑
w[1:T ],f[1:T ]

EB
∣∣P2

(
w[1:T ], f[1:T ]

)
− EB

(
P2

(
w[1:T ], f[1:T ]

))∣∣
≤
∑
s,J

∑
w[1:T ],f[1:T ]

EB
∣∣∣P̄ J,s2,w[1:T ],f[1:T ]

− EBP̄
J,s
2,w[1:T ],f[1:T ]

∣∣∣ . (I.10)

Notice that
∑

wJc ,fJc
1{x,w, f, [1 : T ]} = 1 {x,w, f, J}. Define

P J,s
2,wJ ,fJ

,
∑

x[1:T ]∈NJ,s

pX[1:T ]

(
x[1:T ]

)
1{x,w, f, J} 1

{
x[1:T ] ∈ D

}
, (I.11)

and hence,

∑
wJc ,fJc

P̄ J,s
2,w[1:T ],f[1:T ]

= P J,s
2,wJ ,fJ

. (I.12)

We also have

EB
(
P̄ J,s

2,w[1:T ],f[1:T ]

)
=

1

W̃JcF̃Jc
EBJ

(
P J,s

2,wJ ,fJ

)
, (I.13)

PB
(
P̄ J,s

2,w[1:T ],f[1:T ]
>

1

W̃JcF̃Jc
P J,s

2,wJ ,fJ

)
≤ PB

 ∑
wJc ,fJc

P̄ J,s
2,w[1:T ],f[1:T ]

> P J,s
2,wJ ,fJ

 = 0,

(I.14)

where BJ , {B1t(xt),B2t(xt),∀xt ∈ Xt, t ∈ J}. Using (I.14), we have

PB
(
P̄ J,s

2,w[1:T ],f[1:T ]
≤ 1

W̃JcF̃Jc
P J,s

2,wJ ,fJ

)
= 1. (I.15)
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Using the law of total expectation and (I.13), (I.10) is further upper bounded as

∑
w[1:T ],f[1:T ]

EB
∣∣P2

(
w[1:T ], f[1:T ]

)
− EB

(
P2

(
w[1:T ], f[1:T ]

))∣∣
=

∑
w[1:T ],f[1:T ]

EB
(√(

P2

(
w[1:T ], f[1:T ]

)
− EB

(
P2

(
w[1:T ], f[1:T ]

)))2)
(I.16)

≤
∑
s,J

∑
wJ ,fJ

EBJ

√(
P J,s2,wJ ,fJ

− EBJP
J,s
2,wJ ,fJ

)2

≤
∑
s,J

∑
wJ ,fJ

√
VarBJP

J,s
2,wJ ,fJ

, (I.17)

where (I.17) follows from Jensen’s inequality and the concavity of square root.

For any s and J ∈ J , we have

VarBJ

(
P J,s

2,wJ ,fJ

)
= VarBJ

∑
x[1:T ]∈NJ,s

pX[1:T ]

(
x[1:T ]

)
1{x,w, f, J} 1

{
x[1:T ] ∈ D

}
(I.18)

=
∑

x[1:T ]∈NJ,s

VarBJ

(
pX[1:T ]

(
x[1:T ]

)
1{x,w, f, J} 1

{
x[1:T ] ∈ D

})
(I.19)

≤
∑

x[1:T ]∈NJ,s

p2
X[1:T ]

(
x[1:T ]

)
1
{
x[1:T ] ∈ D

}
EBJ (1{x,w, f, J}) (I.20)

≤ 1

W̃J F̃J

∑
xJ∈NJ,s

p2
XJ

(xJ) 1
{
xJ ∈ Dγ(J)

} ∑
xJc∈NJ,s

p2
XJc |XJ

(xJc |xJ) (I.21)

≤ 2−γ
(J) 1

W̃J F̃J

∑
xJc∈NJ,s

p2
XJc |XJ

(xJc |xJ) , (I.22)

where (I.19) follows since
{
1{x,w, f, J} : x[1:T ] ∈ NJ,s

}
are independent random vari-

ables due to the structure of the set NJ,s and the random binning. The inequality in

(I.22) follows since for all xJ ∈ Dγ(J) , we have pXJ (xJ) ≤ 2−γ
(J)

.
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Lemma 11 follows by substituting (I.22) in (I.17), and noticing that

∑
s

√ ∑
xJc∈NJ,s

p2
XJc |XJ

(xJc |xJ)

≤
∑
s

∑
xJc∈NJ,s

pXJc |XJ (xJc |xJ) ≤
∑

xJc∈XJc
pXJc |XJ (xJc |xJ) = 1. (I.23)
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Appendix J

Proof of Lemma 12

Let us first consider p̄ ∈ P that is the natural ordering of [1 : k]. We first prove

the inequality in (7.38) for p̄, i.e., by replacing the minimum in (7.38) with p = p̄.

The proof for (7.38) then follows from a similar proof for all p ∈ P. For p = p̄, we

prove Lemma 12 by induction. For the base of induction, T = 1, (7.38) reduces to the

assertion in Lemma 8, i.e., (5.19). We now show that if the assertion in the lemma holds

for T = k − 1, then it holds for T = k.

We rewrite the relative entropy in (7.38) as follows:

D
(
PW[1:k]F[1:k]ZS

||pU
W[1:k]

pU
F[1:k]

pZS

)
=

∑
w[1:k],f[1:k],z

P (w[1:k], f[1:k], z) log
P (w[1:k], f[1:k], z)

pU
W[1:k]

pU
F[1:k]

p(z)

(J.1)

=
∑

w[1:k],f[1:k],z

P (w[1:k], f[1:k], z) log

(
P (w[1:k], f[1:k], z)

P (w[1:k−1], f[1:k−1], z)p
U
Wk
pU
Fk

P (w[1:k−1], f[1:k−1], z)

pU
W[1:k−1]

pU
F[1:k−1]

p(z)

)

(J.2)

= D
(
PW[1:k]F[1:k]ZS

||PW[1:k−1]F[1:k−1]ZS
pU
Wk
pU
Fk

)
+ D

(
PW[1:k−1]F[1:k−1]ZS

||pU
W[1:k−1]

pU
F[1:k−1]

pZS

)
.

(J.3)

Thus, the probability in (7.38) can be upper bounded as

PB
(

max
S∈S

D
(
PW[1:k]F[1:k]ZS

||pU
W[1:k]

pU
D[1:k]

pZS

)
≥ kε̃

)
≤



293

PB
(

max
S∈S

D
(
PW[1:k−1]F[1:k−1]ZS

||pU
W[1:k−1]

pU
F[1:k−1]

pZS

)
> (k − 1)ε̃

)

+ PB
(

max
S∈S

D
(
PW[1:k]F[1:k]ZS

||PW[1:k−1]F[1:k−1]ZS
pU
Wk
pU
Fk

)
> ε̃

)
. (J.4)

By the induction hypothesis, the first probability in (J.4) is upper bounded as

PB
(

max
S∈S

D
(
PW[1:k−1]F[1:k−1]ZS

||pU
W[1:k−1]

pU
F[1:k−1]

pZS

)
> (k − 1)ε̃

)

≤ |S||Z|
k−1∑
t=1

exp

(
−ε2(1− δ)2γp̄t

3W̃tF̃t

)
. (J.5)

Using similar analysis as in Appendix H, we can show that the second probability

in (J.4) is be upper bounded as

PB
(

max
S∈S

D
(
PW[1:k]F[1:k]ZS

||PW[1:k−1]F[1:k−1]ZS
pU
Wk
pU
Fk

)
> ε̃

)

≤ |S||Z| exp

(
−ε2(1− δ)2γ

p̄
k

3W̃kF̃k

)
. (J.6)

We conclude that (7.38) holds for p = p̄. By rewriting (J.3) with the different

permutations of [1 : k] and repeating the proof, the minimum over p ∈ P in (7.38)

follows, hence Lemma 12.
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Appendix K

Secrecy Constraint for Setting 1: Proof of (8.11)

For every S1 ⊆ [1 : n] satisfying |S1| = µ, we have

lim
n→∞

I
(
W1,W2; Zn

S1

)
= lim

n→∞
I
(
W (1)

1
,W (2)

1
,W (1)

2
,W (2)

2
,W1,s,W2,s; Z

n
S1

)
(K.1)

= lim
n→∞

I
(
W (1)

1
,W (2)

1
,W (1)

2
,W (2)

2
; Zn

S1

)
(K.2)

≤ lim
n→∞

I
(
W (1)

1
⊕W (1)

2
,W (2)

1
⊕W (2)

2
; Zn

S1

)
(K.3)

= lim
n→∞

I
(
Mc; Z

n
S1

)
= 0. (K.4)

Recall that the adversary’s observation over cache placement, Zn
S1

, results from

sending Mc = {Mc,1,Mc,2}, where Mc,1 = W
(1)
1 ⊕W (1)

2 and Mc,2 = W
(2)
1 ⊕W (2)

2 . Thus,

(K.2) follows because Zn
S1

does not depend on {W1,s,W2,s} and (K.3) follows due to

the Markov chain
{
W

(1)
1 ,W

(2)
1 ,W

(1)
2 ,W

(2)
2

}
−
{
W

(1)
1 ⊕W (1)

2 ,W
(2)
1 ⊕W (2)

2

}
−Zn

S1
. The

second equality in (K.4) follows from [33, Theorem 2], and the fact that the rate of Mc

is less than 1− α.
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Appendix L

Secrecy Constraint for Setting 2: Proof of (8.16)

For every S2 ⊆ [1 : n] satisfying |S2| = µ, and any d = (d1, d2), d1, d2 ∈ {1, 2},

we have

I
(
W1,W2; Zn

S2

)
= I

(
W (2)
d1
,W (1)

d2
,Wd1,s,Wd2,s; Z

n
S2

)
(L.1)

= I
(
W (2)
d1
,W (1)

d2
; Zn

S2

)
+ I

(
Wd1,s,Wd2,s; Z

n
S2

∣∣∣W (2)
d1
,W (1)

d2

)
(L.2)

≤ I
(
W (2)
d1
,W (1)

d2
; Zn

S2

)
+ I

(
Wd1,s,Wd2,s;Wd1,s ⊕K1,Wd2,s ⊕K2

∣∣∣W (2)
d1
,W (1)

d2

)
(L.3)

= I
(
W (2)
d1
,W (1)

d2
; Zn

S2
) + I(Wd1,s,Wd2,s;Wd1,s ⊕K1,Wd2,s ⊕K2

)
(L.4)

= I
(
W (2)
d1
,W (1)

d2
; Zn

S2

)
(L.5)

= I
(
Md; Zn

S2

)
. (L.6)

The adversary’s observation over the delivery phase, Zn
S2

, results from sending Md =

{W (2)
d1
,W

(1)
d2
} and the randomization message M̃d =

{
Wd1,s ⊕K1,Wd2,s ⊕K2

}
. Equa-

tion (L.1) thus follows because Zn
S2

depends only on W
(2)
d1

, W
(1)
d2

, Wd1,s, and Wd2,s. The

inequality in (L.3) follows from the Markov chain {Wd1,s,Wd2,s} − {W
(2)
d1
,W

(1)
d2
,Wd1,s ⊕

K1,Wd2,s ⊕ K2} − Zn
S2

. Equation (L.4) follows because {W (2)
d1
,W

(1)
d2
} are independent

from
{
Wd1,s,Wd2,s,K1,K2

}
.
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The randomization message of the wiretap code in the delivery phase, M̃d, is

independent from the message Md. Thus, using (L.6) and [33, Theorem 2], we have

lim
n→∞

max
S2⊆[1:n]:|S2|=µ

I(W1,W2; Zn
S2

)

≤ lim
n→∞

max
S2⊆[1:n]: |S2|=µ

I(Md; Zn
S2

) = 0. (L.7)
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Appendix M

Secrecy Constraint for Setting 3 When α1 ≥ α2

Recall that Mc and Md are defined as in (8.9) and (8.10), respectively. For a fixed

choice of the subsets S1, S2 ⊆ [1 : n] such that |S1| + |S2| = µ, and any d = (d1, d2),

d1, d2 ∈ {1, 2}, we have

I(W1,W2; Zn
S1
,Zn

S2
) = I

(
W (1)

1
,W (2)

1
,W (1)

2
,W (2)

2
,W1,s,W2,s; Z

n
S1
,Zn

S2

)
(M.1)

= I
(
W (1)

1
⊕W (1)

2
,W (2)

1
⊕W (2)

2
,W (2)

d1
,W (1)

d2
,Wd1,s,Wd2,s; Z

n
S1
,Zn

S2

)
(M.2)

= I
(
Mc,Md; Zn

S1
,Zn

S2

)
(M.3)

= I
(
Mc; Z

n
S1
,Zn

S2

)
+ I

(
Md; Zn

S1
,Zn

S2

∣∣Mc

)
(M.4)

= I
(
Mc; Z

n
S1

)
+ I

(
Mc; Z

n
S2

∣∣Zn
S1

)
+ I

(
Md; Zn

S2

∣∣Mc

)
+ I

(
Md; Zn

S1

∣∣Mc,Z
n
S2

)
,

(M.5)

where (M.2) follows because, for any d1, d2 ∈ {1, 2}, there exists a bijective map between{
W

(1)
1 ,W

(2)
1 ,W

(1)
2 ,W

(2)
2

}
and

{
W

(1)
1 ⊕W (1)

2 ,W
(2)
1 ⊕W (2)

2 ,W
(2)
d1
,W

(1)
d2

}
.

From (8.9) and (8.10), Mc and Md are independent. The adversary’s observation

in cache placement, Zn
S1

, results from sending Mc, while its observation in the delivery

phase, Zn
S2

, results from sending Md. Thus, for a fixed choice of the subsets S1 and S2,
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Mc,Z

n
S1

}
are independent from Zn

S2
. We thus have

I
(
Mc; Z

n
S2
|Zn
S1

)
= 0. (M.6)

In addition,
{
Md,Z

n
S2

}
are independent from Mc. Thus,

I
(
Md; Zn

S2
|Mc

)
= H

(
Zn
S2
|Mc

)
−H

(
Zn
S2
|Mc,Md

)
(M.7)

= H
(
Zn
S2
|Mc

)
−H

(
Zn
S2
|Md

)
(M.8)

≤ I
(
Md; Zn

S2

)
. (M.9)

Finally, using the Markov chain
{
Md,Z

n
S2

}
−Mc − Zn

S1
, we have

I
(
Md; Zn

S1
|Mc,Z

n
S2

)
= H

(
Zn
S1
|Mc,Z

n
S2

)
−H

(
Zn
S1
|Mc,Z

n
S2
,Md

)
(M.10)

≤ H
(
Zn
S1

)
−H

(
Zn
S1
|Mc

)
= I

(
Mc; Z

n
S1

)
. (M.11)

Substituting (M.6), (M.9), and (M.11) in (M.5),

I
(
W1,W2; Zn

S1
,Zn

S2

)
≤ 2I

(
Mc; Z

n
S1

)
+ I

(
Md; Zn

S2

)
. (M.12)

The rates of Mc and Md are 1 − α1 − εn and 1 − α2 − εn, respectively. By

applying [33, Theorem 2] to (M.12), we have

lim
n→∞

max
S1,S2⊆[1:n]:
|S1|+|S2|=µ

I
(
W1,W2; Zn

S1
,Zn

S2

)
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≤ 2 lim
n→∞

max
S1⊆[1:n]: |S1|=µ1

I(Mc; Z
n
S1

) + lim
n→∞

max
S2⊆[1:n]: |S2|=µ2

I
(
Md; Zn

S2

)
(M.13)

= 0. (M.14)
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Appendix N

Secrecy Constraint for Setting 3 When α1 < α2

For this case, Mc and Md are defined in (8.13) and (8.14) and the randomization

message M̃d is defined in (8.15). For notational simplicity, let us define

Mc,1\K1
= W (1)

1
⊕W (1)

2
, Mc,2\K2

= W (2)
1
⊕W (2)

2
(N.1)

Mc\K =
{
Mc,1\K1

,Mc,2\K2

}
. (N.2)

For a fixed choice of S1, S2 ⊆ [1 : n] such that |S1|+|S2| = µ, and any d = (d1, d2),

d1, d2 ∈ {1, 2}, we have

I
(
W1,W2; Zn

S1
,Zn

S2

)
= I

(
W (1)

1
⊕W (1)

2
,W (2)

1
⊕W (2)

2
,W (2)

d1
,W (1)

d2
,Wd1,s,Wd2,s; Z

n
S1
,Zn

S2

)
(N.3)

= I
(
Mc\K ,Md,Wd1,s,Wd2,s; Z

n
S1
,Zn

S2

)
(N.4)

= I
(
Mc\K ; Zn

S1
,Zn

S2

)
+ I

(
Md; Zn

S1
,Zn

S2
|Mc\K

)
+ I

(
Wd1,s,Wd2,s; Z

n
S1
,Zn

S2
|Md,Mc\K

)
.

(N.5)

From (8.13), (8.14), and (8.15), Mc is independent from {Md, M̃d}. The adver-

sary’s observation in cache placement, Zn
S1

, results from sending Mc =
{
Mc\K ,K1,K2

}
,

and its observation in the delivery results from sending Md =
{
W

(2)
d1
,W

(1)
d2

}
and the

randomization message M̃d =
{
Wd1,s ⊕K1,Wd2,s ⊕W2

}
. We now upper bound each
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term on the right hand side of (N.5). For the third term, we have

I
(
Wd1,s,Wd2,s; Z

n
S1
,Zn

S2

∣∣Md,Mc\K

)
≤ I

(
Wd1,s,Wd2,s; M̃d

∣∣Md,Mc\K

)
(N.6)

= I
(
Wd1,s,Wd2,s;Wd1,s ⊕K1,Wd2,s ⊕K2

)
= 0, (N.7)

where (N.6) follows due to the Markov chain {Wd1,s,Wd2,s}−{Mc\K ,Md, M̃d}−{ZnS1
,Zn

S2
},

and (N.7) follows because M̃d is independent from {Wd1,s,Wd2,s,Md,Mc\K}.

For a fixed choice of the subsets S1 and S2, Zn
S2

is independent from
{
Mc,Z

n
S1

}
.

Thus, the first term on the right hand side of (N.5) is bounded as

I
(
Mc\K ; Zn

S1
,Zn

S2

)
≤ I

(
Mc; Z

n
S1
,Zn

S2

)
(N.8)

= I
(
Mc; Z

n
S1

)
+ I

(
Mc; Z

n
S2

∣∣Zn
S1

)
= I

(
Mc; Z

n
S1

)
. (N.9)

For the second term on the right hand side of (N.5), we have

I
(
Md; Zn

S1
,Zn

S2

∣∣Mc\K

)
= I

(
Md; Zn

S2

∣∣Mc\K

)
+ I

(
Md; Zn

S1

∣∣Mc\K ,Z
n
S2

)
. (N.10)

Notice that Mc\K and Zn
S2

are conditionally independent given Md. Thus,

I
(
Md; Zn

S2

∣∣Mc\K

)
= H

(
Zn
S2

∣∣Mc\K

)
−H

(
Zn
S2

∣∣Md

)
≤ I

(
Md; Zn

S2

)
. (N.11)

In addition, using the independence between
{
Md,Z

n
S2

}
and

{
Mc,Z

n
S1

}
, we have

I
(
Md; Zn

S1

∣∣Mc\K ,Z
n
S2

)
= H

(
Zn
S1

∣∣Mc\K ,Z
n
S2

)
−H

(
Zn
S1

∣∣Mc\K ,Md,Z
n
S2

)
(N.12)
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≤ H
(
Zn
S1

)
−H

(
Zn
S1

∣∣Mc\K ,K1,K2,Md,Z
n
S2

)
(N.13)

= H
(
Zn
S1

)
−H

(
Zn
S1

∣∣Mc

)
= I

(
Mc; Z

n
S1

)
. (N.14)

Substituting (N.11) and (N.14) in (N.10) gives

I
(
Md; Zn

S1
,Zn

S2

∣∣Mc\K

)
≤ I

(
Md; Zn

S2

)
+ I

(
Mc; Z

n
S1

)
. (N.15)

Finally, substituting (N.7), (N.9), (N.15) in (N.5), and applying [33, Theorem 2],

we have

lim
n→∞

max
S1,S2⊆[1:n]:
|S1|+|S2|=µ

I
(
W1,W2; Zn

S1
,Zn

S2

)
= 0, (N.16)

since the rates of Mc and Md are 1− α1 − εn and 1− α2 − εn, respectively.
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Appendix O

Secrecy Constraint for Setting 4

For this setting, Mc and Md are defined in (8.20) and (8.22), and the randomiza-

tion messages M̃c and M̃d are defined in (8.21) and (8.23). Notice that, Mc is independent

from M̃c; Md is independent from M̃d, and {Mc, M̃c} are independent from {Md, M̃d}.

Conditioned on a fixed choice of the subsets S1 and S2, which satisfies the condi-

tions for this setting, i.e., either {|S1| = µ, |S2| = 0} or {|S1| = 0, |S2| = µ}, define the

random variable

Zn
S
, Zn

S1
1{|S2|=0} + Zn

S2
1{|S1|=0}. (O.1)

Notice that the random variable Zn
S

only have a well-defined probability distribution

when conditioned on the event {S1, S2}, since a prior distribution on these subsets is not

defined. For this fixed choice of the subsets, and any d = (d1, d2), d1, d2 ∈ {1, 2}, we

have

I
(
W1,W2; Zn

S1
,Zn

S2

)
= I

(
W (1)

1
⊕W (1)

2
,W (2)

1
⊕W (2)

2
,W (2)

d1
,W (1)

d2
,Wd1,s,Wd2,s; Z

n
S1
,Zn

S2

)
(O.2)

= I
(
Mc,Md,Wd1,s,Wd2,s; Z

n
S

)
(O.3)

= 1{|S2|=0} I
(
Mc,Md,Wd1,s,Wd2,s; Z

n
S

∣∣∣ {|S2| = 0}
)
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+ 1{|S1|=0} I
(
Mc,Md,Wd1,s,Wd2,s; Z

n
S

∣∣∣ {|S1| = 0}
)

(O.4)

= 1{|S2|=0} I
(
Mc,Md,Wd1,s,Wd2,s; Z

n
S1

)
+ 1{|S1|=0} I

(
Mc,Md,Wd1,s,Wd2,s; Z

n
S2

)
(O.5)

= 1{|S2|=0} I
(
Mc; Z

n
S1

)
+ 1{|S1|=0} I

(
Md,Wd1,s,Wd2,s; Z

n
S2

)
(O.6)

≤ 1{|S2|=0} I
(
Mc; Z

n
S1

)
+ 1{|S1|=0} I

(
Md; Zn

S2

)
. (O.7)

Equation (O.6) follows because (i) Zn
S1

results from {Mc, M̃c} which are independent from

{Md,Wd1,s,Wd2,s}, and (ii) Zn
S2

is conditionally independent fromMc given {Md,Wd1,s,Wd2,s},

due to the Markov chain Mc − {Md,Wd1,s,Wd2,s} − {Md, M̃d} −Zn
S2

. The inequality in

(O.7) follows using the same steps in (L.1)–(L.6), in Appendix L.

Finally, since M̃c is independent from Mc; M̃d is independent from Md, and the

rates of Mc and M̃d are both equal to 1− α− εn, we have

lim
n→∞

max
S1,S2⊆[1:n]:
|S1|+|S2|=µ

I
(
W1,W2; Zn

S1
,Zn

S2

)
= lim

n→∞
max

S1,S2⊆[1:n]:
|Si|=0, |Sj |=µ
i,j∈{1,2}, i 6=j

I
(
W1,W2; Zn

S1
,Zn

S2

)
(O.8)

≤ lim
n→∞

max

{
max

S1⊆[1:n]: |S1|=µ
I(Mc; Z

n
S1

), max
S2⊆[1:n]: |S2|=µ

I
(
Md; Zn

S2

)}
(O.9)

= max

{
lim
n→∞

max
S1⊆[1:n]: |S1|=µ

I(Mc; Z
n
S1

), lim
n→∞

max
S2⊆[1:n]: |S2|=µ

I
(
Md; Zn

S2

)}
(O.10)

= 0, (O.11)

where (O.9) follows from (O.7), and (O.10) follows because both limits exist and equal

to zero; by using [33, Theorem 2].
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Appendix P

Proofs of (8.42) and (8.43)

Let us fix the subsets S1 and S2, and the messages wc and wd. Consider the

Cartesian product of the random bins Bwc and Bwd
, i.e., Bwc,wd

, defined in (8.33). Recall

that P
Zn
S1

Zn
S2

∣∣Wc=wc,Wd=wd
denotes the induced distribution at the adversary’s output

when the transmitted codewords over cache placement and delivery phases are xn
c

(wc, w̃c)

and xn
d

(wd, w̃d), i.e., when
(
xn
c
,xn

d

)
belongs to Bwc,wd

. In addition, PZn
S1

Zn
S2

denotes

the output distribution at the adversary, induced by the cache placement and delivery

codebooks, Cc,n and Cd,n, defined in Figures 8.3 and 8.4.

Let zn
1
, zn

2
∈ Zn, where Z , {0, 1} ∪ {?}. Define the distribution QZn

S1
Zn
S2

as

follows:

QZn
S1

Zn
S2

(zn
1
, zn

2
) =

∏
i/∈S1,j /∈S2

1{z1,i =?, z2,j =?}
∏

i∈S1,j∈S2

UX(z1,i) UX(z2,i), (P.1)

where UX(z) is a uniform binary distribution when z = 0, 1, and UX(z) = 0 when z =?.

We thus have

I
(
Wc,Wd; Zn

S1
,Zn

S2

)
= D

(
PWcWdZ

n
S1

ZSn
2

∣∣∣∣PWcWd
PZnS1

ZSn
2

)
(P.2)

=
∑
wc,wd

PWcWd
(wc, wd)

∑
zn

1
,zn

2

P
Zn
S1

Zn
S2

∣∣WcWd
(zn

1
, zn

2
|wc, wd) log

(
PWcWdZ

n
S1

Zn
S2

(wc, wd, z
n
1
, zn

2
)

PZn
S1

Zn
S2

(zn
1
, zn

2
)PWcWd

(wc, wd)

)

(P.3)
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=
∑
wc,wd

PWcWd
(wc, wd)

∑
zn

1
,zn

2

P
Zn
S1

Zn
S2

∣∣WcWd
(zn

1
, zn

2
|wc, wd)

× log

PZn
S1

Zn
S2

∣∣WcWd
(zn

1
, zn

2
|wc, wd)

QZn
S1

Zn
S2

(zn
1
, zn

2
)

×
QZn

S1
Zn
S2

(zn
1
, zn

2
)

PZn
S1

Zn
S2

(zn
1
, zn

2
)


(P.4)

=
∑
wc,wd

PWcWd
(wc, wd)

[
D
(
P
Zn
S1

Zn
S2

∣∣Wc=wc,Wd=wd

∣∣∣∣QZnS1
ZnS2

)
− D

(
PZnS1

ZnS2

∣∣∣∣QZnS1
ZnS2

)]
(P.5)

≤
∑
wc,wd

PWcWd
(wc, wd) D

(
P
ZnS1

ZnS2

∣∣Wc=wc,Wd=wd

∣∣∣∣QZn
S1

Zn
S2

)
. (P.6)

Define ZS1 , {ZS1,i : i ∈ S1}, ZS2 , {ZS2,i : i ∈ S2}, ZS
c
1 , {ZS1,i : i /∈ S1},

ZS
c
2 , {ZS2,i : i /∈ S2}, and let zS1 , zS2 , zS

c
1 , zS

c
2 be the corresponding realizations. Note

that Zn
S1

= {ZS1 ,ZS
c
1} and Zn

S2
= {ZS2 ,ZS

c
2}. For each S1, S2, wc, and wd, we have

D
(
P
ZnS1

ZnS2

∣∣Wc=wc,Wd=wd

∣∣∣∣QZn
S1

Zn
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)
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1ZS2ZS

c
2

∣∣Wc=wc,Wd=wd
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ZS1ZS

c
1ZS2ZS

c
2

)

(P.7)

=
∑

zS1 ,zS
c
1 ,zS2 ,zS

c
2

P
ZS1ZS

c
1ZS2ZS

c
2

∣∣WcWd
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c
1 , zS2 , zS

c
2
∣∣wc, wd

)

× log
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)
Q
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1ZS2ZS

c
2
(zS1 , zS

c
1 , zS2 , zS
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2)

 (P.8)
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2
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ZS1ZS2

∣∣WcWd

(
zS1 , zS2

∣∣wc, wd

)
P
ZS

c
1ZS

c
2

∣∣WcWdZ
S1ZS2

(
zS

c
1 , zS
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2
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× log
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= D
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)
, (P.11)

where (P.11) follows because

P
ZS

c
1ZS

c
2

∣∣Wc=wc,Wd=wd,Z
S1=zS1 ,ZS2=zS2

= Q
ZS

c
1ZS

c
2

∣∣ZS1=zS1 ,ZS2=zS2

=
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i/∈S1,j /∈S2

1{z1,i =?, z2,j =?}. (P.12)

By applying the stronger version of Wyner’s soft covering lemma in [33, Lemma

1] to (P.11), for every ε > 0, there exists a γ(ε) > 0 such that

PBwc,wd

(
D
(
P
Zn
S1

Zn
S2

∣∣Wc=wc,Wd=wd

∣∣∣∣QZn
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Zn
S2

)
> ε

)

= PBwc,wd

(
D
(
P
ZS1ZS2

∣∣Wc=wc,Wd=wd

∣∣∣∣QZS1ZS2

)
> ε

)
≤ exp

(
−enγ(ε)

)
,

(P.13)

since the rate of Bwc,wd
is slightly greater than α, i.e., Bwc,wd

contains 2nαε codewords.
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Using (P.6) and (P.11), we have

I
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(P.14)

Thus,
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where (P.15) follows from (P.14), and (P.18) follows from the union bound. Since the

combined number of the messages wc, wd, and the subsets S1, S2 is at most exponential

in n, using the super-exponential decay rate in (P.13), the probability term on the right

hand side of (P.15) goes to zero as n goes to infinity. Thus, maxS1,S2
I
(
Wc,Wd; Zn

S1
,Zn

S2

)
converges to zero almost surely. This completes the proof of (8.43).
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