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ABSTRACT 

 The diversity and composition of the bacterial community inhabiting the human 

gastrointestinal tract contributes to the evolutionary fitness of the host through its role in 

extracting energy from diet and producing signaling molecules (e.g., short chain fatty 

acid [SCFA] and bile acid) to regulate metabolic and immunological function. Further, 

the gut microbiome composition and function can be perturbed by environmental 

stressors (xenobiotics, toxicants, drugs), change in diet (nutrition) or lifestyle (smoking, 

exercise, stress), and thus greatly influence the host metabolic phenotype and disease 

risk. A better understanding of how the xenobiotic-microbiome-host interaction 

contributes to disease risk may identify new therapeutic targets for metabolic and 

inflammatory disorders like obesity and diabetes. 

 High-throughput metabolomics approaches including liquid chromatography 

coupled with mass spectrometry (LC-MS), gas chromatography coupled with mass 

spectrometry (GC-MS) and nuclear magnetic resonance (NMR) spectroscopy inform 

metabolic changes by creating a “metabolite dictionary” to decipher the metabolite 

chatter between the host and the gut microbiota. Moreover, robust genomics approaches, 

including 16S rRNA gene sequencing, metagenomics and metatranscriptomics, provide 

an additional perspective to view and understand the microbiome community structure 

and function. By combining those approaches, the correlation between microbial 

community structure, metabolic profiles and phenotypes of microbiome and host can be 

established to develop a deeper understanding of microbiota-host interaction. Therefore, 

the central hypothesis of the dissertation is metabolomics in addition with other 
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informative techniques enables the comprehensive and complementary understanding of 

the mechanistic interplay between the host and microbiome. 

 Given the biological and clinical significance of microbiota and microbial-derived 

metabolites like SCFAs and bile acids, reliable and efficient metabolomics platforms and 

methods to provide robust detection and quantitation results with improved analytical 

confidence is highly demanded. Four different methods for SCFA extraction and 

quantitation were evaluated and compared using two independent platforms GC-MS and 

1H NMR spectroscopy. MS-based methods, especially after derivatization, have 

incomparable sensitivity and precision thus they are highly recommended for 

trace/ultratrace detection. GC-MS acidified water method, because of the easier sample 

preparation and short run time is most suitable for studies with large sample numbers. 

Alternatively, NMR-based methods, while exhibiting high repeatability and relatively 

low sensitivity, are suitable for cecal and fecal samples with both global and target 

analysis purpose. The application of three mutually independent methods, GC-MS, NMR, 

and bomb calorimetry in the germ free (GF) mice study showed consistent results, 

demonstrating the feasibility of the techniques used in metabolomics studies and the 

critical role that gut microbiome play in host energy balance and metabolic status. 

 To investigate the metabolic functional roles of gut microbiome and how to target 

the microbiome for potential pharmaceutical application, a typical xenobiotic and 

antioxidant tempol (4-hydroxy-2,2,6,6-tetramethylpiperidine-N-oxyl) with anti-obesity 

and microbiome-modulation effect was investigated in conventionally-raised (CONV-R) 

and GF mouse models. The metabolic changes were evaluated with metabolomics tools 

combined with biochemistry and molecular biological techniques. The results 
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demonstrated tempol exerts its metabolic regulatory role on host through changing gut 

microbiota metabolism. Tempol decreases gut energy availability by inhibiting bacterial 

SCFAs production in a dose-dependent manner, and the restricted gut SCFAs availability 

impacts overall host metabolism by promoting energy expenditure. This study provides 

insight into a possible mechanism for the anti-obesity effect of tempol mediated by gut-

microbiota, which sheds light on the pharmaceutical and therapeutic potential of tempol 

for obesity treatment and prevention. 

 The gut microbiome affects the bioavailability and toxicity of xenobiotics and can 

be modulated physiologically, compositionally and metabolically by xenobiotics. To 

further investigate the causal relationship between xenobiotic exposure and changes in 

gut microbiota metabolism, a novel approach combining in vitro bacterial incubation, 

single-cell flow cytometry, and global metabolomics tools including Orbitrap LC-MS and 

1H NMR were developed to elucidate the direct impact of xenobiotics on the microbiome 

physiology and metabolism. This multi-platform approach identified the unique 

physiological and metabolic biomarkers for microbial membrane damage and metabolism 

disruption. The result also revealed that the disrupted metabolic activity of the gut 

microbiota is strongly correlated with the bacterial membrane damage by direct 

xenobiotic exposure. Importantly, in vitro and in vivo results were highly consistent thus 

indicating the in vitro methods can be a convenient, economic approach to better 

understand and/or predict in vivo physiological and metabolic responses to xenobiotics 

for future screening and risk assessment application.  

 Together, the research presented in the dissertation demonstrates valuable 

metabolomics tools combined with other techniques are elegant approaches to study 
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xenobiotics-microbiome-host interactions, therefore opening up avenues for better risk 

assessment and toxicity study during drug discovery to minimize undesirable side effects.  
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Microbiome is Important for Human Health 

 The microbiome consists of microbial organisms that reside in the human body, 

making up to approximately 1-5 pounds of the human body weight. The microbiome 

plays essential roles in development, nutrition, metabolism, physiology, and immunity of 

the host. The gut microbiome is the most well-studied community compared to 

microbiomes at other body sites (e.g., skin, lung). Disrupted gut microbiome-host 

interactions have been implicated in numerous diseases including metabolic disorders 

(obesity, diabetes), immune disorders (inflammatory bowel disease (IBD), allergies, 

asthma), cancer, and, potentially, autism (1). As the diversity and composition of gut 

microbiome can be perturbed by environmental factors including diet composition, 

xenobiotic exposure (drugs, environmental toxicants, antibiotics) and life-style (smoking, 

exercise, stress, social interactions) (2-4), a better understanding of functional role of 

microbiome and its regulation of host metabolic responses is an important prerequisite for 

designing microbiome-specific therapeutic strategies to combat disease.  

 

Dynamic Distribution of Normal Microbiota 

 Microbes start colonizing the human body at birth, newborn handling (e.g., 

through contact with the caregiver including nurses, doctors and parents), and feeding 

after birth, leading to a stable, regular community. The microbiome remains throughout 

life and participates in maintaining health without causing disease under normal 

circumstances (5). In the healthy human body, the microbiome resides at surface tissues 

like skin, the digestive tract (mouth, stomach, and intestinal tract), respiratory tract (nose 

and lung), genital tract (urinary and vaginal tract) and other mucous membranes 
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(conjunctiva), while the internal tissues like brain, circulation system (blood, heart), 

muscles are considered microorganism-free (Figure 1-1). Importantly, the microbiome is 

characterized by relatively stable, body region-specific microbial inhabitants during 

particular life periods of an individual. For example, major inhabitants of the skin include 

Staphylococcus epidermidis, Staphylococcus aureus, Micrococcus luteus and 

Diphtheroids. The resident oral microbiota include a wide spectrum of anaerobic bacteria 

including Streptococcus mutans, Viridans streptococci, Staphylococci, Fusiform bacilli, 

Treponemes and Lactobacilli. The predominate inhabitants Staphylococcus epidermidis, 

Staphylococcus aureus and diphtheroids are found in the oropharynx and nose. The 

resident microbiota in the vagina depends on pH, hormonal level, and life stage of the 

female. Lactobacillus spp. is the predominate bacteria in female infant (vaginal pH=5) 

during the first month after birth. As the pH changes during the prepubescent phase 

(vaginal pH=7), diphtheroids, Staphylococcus epidermidis, Streptococci, and E. coli 

become the major inhabitants. At puberty, pH drops and adult vaginal microbiota 

contains Lactobacillus acidophilus, Peptostreptococci, Staphylococci, Streptococci, 

Corynebacterium and Bacteroides. After menopause, pH increases to neutral level similar 

to prepubescent, and the postmenopausal microbiota resembles that before puberty (5).  

 

 Microbiota in the gastrointestinal tract is the most diverse and relatively well-

explored region. Currently more than 1000 gut microbial species have been 

characterized (6). Compared to the stomach where the acidic environment is hostile for 

bacteria, the intestinal tract is a relative hospitable environment for bacteria growth 

especially anaerobic genera such as Bacteroides, Bifidobacterium, Streptococcus, 
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Eubacterium, Peptostreptococcus, and Clostridium (5, 7, 8). Actinobacteria and 

Proteobacteria are the dominate phyla at early development stage, then the microbial 

diversity increases and resembles normal adult human microbial community, which is 

dominated by Bacteroidetes and Firmicutes at the end of the first 3-5 developmental 

years (9, 10). Notably, it has been suggested early life microbial development is critical 

for adulthood metabolic phenotypes. Microbial disruption during critical early 

developmental windows by antibiotics can cause tremendous and enduring metabolic 

consequences in later life, even though the microbial community recovers to normal after 

cessation of antibiotic treatment in mice model (11). In addition to pH and age, the 

quantity, distribution and composition of the microbiome are influenced by chemical, 

nutritional, and immunological gradients along the gut. In the small intestine of mice, the 

environment is hostile with higher concentrations of acidic digestive juices, oxygen, 

antimicrobials (host-derived bile acids and antimicrobial peptides) and a shorter transit 

time. The resistant, facultative, fast growing bacteria like Lactobacillaceae with the 

ability to adhere to epithelia or mucus thrives in the challenging environment (12). On the 

contrary, the cecum and colon environment are more hospitable to support a denser and 

more diverse microbial community, where the lower level of antimicrobials, slower 

transit time, and abundant complex carbohydrate sources favor the growth of 

fermentative polysaccharide-degrading anaerobic bacteria, like Bacteroidaceae and 

Clostridiaceae. The mouse cecum is dominated by Ruminococcaceae, Lachnospiraceae 

and Rikenellaceae, while Bacteroidaceae, Prevotellaceae and Rikenellaceae are enriched 

in the colon (12). In addition, the viscosity gradient of the mucus from the proximal to 

distal colon affects the local microbial composition, characterized with more abundant 
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mucus-associated bacteria in the proximal region (13). In addition to mucus-associated 

bacterial communities, digesta-associated and crypt-associated communities have been 

observed in different animal models and humans (14-17), indicating the complexity of 

the highly organized and niche-specific gut microbial community.  

  

Functions of the Gut Microbiome 

 Normal gut microbiota usually exists as commensals and is relatively harmless 

providing benefit to the host, and thus separated from the pathogenic microbes, viruses, 

and parasites. However, a dysregulated and imbalance of the gut microbiome 

composition or function referred to as dysbiosis, has been linked to various human 

chronic diseases including IBD, colorectal cancer, asthma, diabetes and obesity (1, 18). 

The development of high throughput gene sequencing technology, metabolomics, and 

bioinformatics has enabled functional analysis of the gut microbiome thus providing 

mechanistic explanations of the beneficial or detrimental effect of gut microbiome to host 

(19).  

 

Nutrient Metabolism 

 The gut microbiome directly participates in host nutrient metabolism. Comparison 

between conventionally-raised (CONV-R) and germ free (GF) rats revealed that with the 

help of microbial partners, CONV-R rats required 30% less caloric intake to maintain 

body weight relative to GF counterparts. This suggests the gut microbiome significantly 

contributes  to host nutritional status (20). An important function of gut microbiome is 

metabolizing non-digestible carbohydrates to salvage extra energy from food to fuel the 
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host while producing short chain fatty acids (SCFAs) as end products. SCFAs play 

tremendous functional roles including energy sources (21), biosynthesis substrates and 

precursors (22), and signaling molecules for membrane receptors like G protein-coupled 

receptors (GPR) to regulate host metabolic and immunological pathways (23-25). An 

obese microbiome characterized with an increased ratio of Firmicutes to Bacteroidetes, 

and an increased energy harvest ability has been implicated into the pathophysiology of 

obesity (26). The gut microbiome can also metabolize proteins and amino acids with 

microbial enzymes including histamine decarboxylases encoded by microbial hdcA 

genes, which catalyze the conversion of histidine to histamine (27), and glutamate 

decarboxylases encoded by microbial gadB genes, which convert glutamate to γ-amino 

butyric acid (28). Some amino acid fermenting microbes (Clostridium, the Bacillus-

Lactobacillus-Streptococcus groups, and Proteobacteria) are able to uptake and utilize 

peptides and amino acids to produce SCFAs, branched-chain amino acids (BCAAs) and 

ammonia (29, 30). It has been reported that ruminal bacteria ( Prevotella bryantii B14, 

Selenomonas ruminantium HD4, and Streptococcus bovis ES1) contribute to de novo 

synthesis of amino acids (31). Moreover, metagenomics analysis has found that the 

human colonic microbiome is enriched with genes involved in essential amino acid 

biosynthesis (32), and a more recent study has identified biosynthetic genes in human 

microbiome for essential amino acid threonine biosynthesis (32). The gut microbiome is 

involved in the synthesis of vitamin K and water-soluble B vitamins, including biotin, 

cobalamin, folate, niacin, panthothenate, pyridoxine, riboflavin and thiamine (33, 34), 

which act as essential coenzymes and cofactors for numerous host metabolic functions 

such as DNA synthesis and regulation, glucose, fatty acid and amino acid metabolism (35, 
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36). Additional studies also revealed the gut microbiome is involved in breaking down 

and transforming dietary polyphenols to active compounds. The active products can be 

absorbed by the host via portal vein circulation to carry out antimicrobial and metabolic 

functions. For example,  isoflavone is transformed to (S)-equol by a mixture of human 

microbes including Bacteroides ovatus, Ruminococcus productus and Streptococcus 

intermedius or Lactobacillus mucosae, Enterococcus faecium, Finegoldia magna and 

Veillonella spp. (37), which have anti-microbial, anti-oxidative, anti-androgenic, and 

anti-cancerous effects (38). 

 

Drug and Xenobiotic Metabolism 

 Extensive evidence suggests that the gut microbiome affects the bioavailability 

and metabolism of drugs and xenobiotics through direct and indirect mechanisms. In 

vitro and in vivo evidence has revealed that the gut microbiome is capable of 

metabolizing at least 50 drugs (39, 40). Direct mechanisms involved in the microbial 

biotransformation of drugs into active, inactive, or toxic products occur primarily via 

reduction and hydrolysis with microbial enzymes. For example, the azo bond-containing 

prodrugs require microbial reduction for activation. The anti-inflammatory drug 

sulfasalazine and antibacterial drug prontosil contain azo bonds, which are reduced by 

microbial azoreductases, liberating the biologically active metabolites 5-aminosalicylic 

acid and sulfanilamide, respectively (40). Another typical example is the 

reduction/inactivation of digoxin by Eggerthella lenta. The cardiac glycoside digoxin 

used for the treatment of congestive heart failure and arrhythmias, was found to be 

reduced by Eggerthella lenta into the inactive metabolite dihydrodigoxin. The digoxin-
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induced high cardiac glycoside reductase (cgr) operon activity in Eggerthella lenta was 

discovered and proven to be necessary for the reduction/inactivation of digoxin (41). 

Microbial hydrolysis of the chemotherapeutic drug by microbial β-glucuronidases can 

lead to undesirable side effects. The anti-cancer drug SN-38 and non-steroidal anti-

inflammatory drugs are subject to host glucuronidation in the liver for detoxification, 

then are transported to the gut where glucuronides can be hydrolyzed by microbial β-

glucuronidases to toxic metabolites, resulting in side effects such as diarrhea and small 

intestinal injuries (39, 40).  

 Besides directly impacting drug metabolism through microbial enzymes, the gut 

microbiome can affect host gene expression and receptor activity involved in xenobiotics 

metabolism. More than 100 differentially expressed genes have been identified between 

CONV-R and GF mice, predominately the cytochrome P450 family, the important 

enzymes involved in the metabolism of drugs, xenobiotics, chemical carcinogens and 

toxicants (42). Another RNA-sequencing study revealed the differentially expressed 

xenobiotic metabolism-associated genes in the GF mouse liver compared to CONV-R 

counterpart, as well as significantly altered xenobiotic receptor activity in GF mice liver, 

including increased peroxisome proliferator-activated receptor alpha (PPARα) and aryl 

hydrocarbon receptor (AHR), and decreased pregnane X receptor (PXR) and constitutive 

androstane receptor (CAR) (43). In addition, the gut microbiome can affect drug efficacy 

and xenobiotic metabolism indirectly through the disposition of bacterial-derived 

metabolites to compete with host xenobiotic-metabolizing enzymes, resulting in 

diminished host capacity to metabolize xenobiotics and drugs (44).  
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Immunological Function 

 It has been increasingly appreciated that gut microbiome plays a fundamental role 

in induction, education and regulation of the host immune system. The immune system 

consists of a complex network of innate and adaptive responses, which requires a delicate 

balance between attacking invading pathogens and maintaining tolerance to avoid 

harming self-tissue (45). The crosstalk between the host immune system and the gut 

microbiome is mediated by recognition of microbe-associated molecular patterns. 

Absence (germ free) or disruption (antibiotic-treated, deliberately colonized) of the gut 

microbiome has been implicated in the dysregulated innate and adaptive immune 

responses and autoimmune diseases (46). However, normal gut microbiome under 

homeostatic condition do not trigger inflammatory responses. This specific 

immunological tolerance is likely associated with the anti-inflammatory cytokine 

interleukin 10 (IL-10) secreting dendritic cells (DCs) at Peyers’s patches (lymphoid 

follicles located in the ileum region) (47) and unique “inflammation anergy” phenotype 

of the intestinal macrophages (48). It has been suggested that the early interactions 

between commensals and immune system set the tone of the mucosal and systemic 

immune system for the appropriate response to pathogens and commensals long term. 

Microbial exposure during early life is critical for establishing persistent mucosal natural 

killer T cell (iNKT) tolerance to prevent autoimmune diseases later in life (49). A recent 

study suggested microbial inhibitory sphingolipids directly inhibited iNKT cell 

development during early life, and the restricted colonic iNKT cell number persisted and 

conferred protection against oxazolone-induced colitis in adulthood (50). Commensals 

contribute to secondary and lymphoid structure development postnatal, including a 
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smaller gut-associated lymphoid tissues, reduced number of CD4+T cells and 

immunoglobulin A (IgA) producing plasmocytes (51, 52). The gut microbiome is critical 

for the development and differentiation of naïve CD4+ cells, revealed by the bacterial 

polysaccharide-induced correction of systemic CD4+ cells deficiency and T helper 1 

(Th1) and Th2 imbalance, and the consequently restored appropriate immunological 

functions in Bacteroides fragilis-colonized GF animal (53). Other studies have shown 

segmented filamentous bacteria is a key inducer of pro-inflammatory Th17 cell in the 

small intestine, and enhances the production of IgA (54, 55), while Clostridia clusters 

promote colonic regulatory T cells (Tregs) (56). These findings suggest different 

microbial members might have distinct regulatory roles in directing T cell responses, 

therefore a compositional change of gut microbiome might lead to either pathological or 

beneficial effects. Additional immune-regulatory roles mediated by microbial-derived 

metabolites (SCFAs and bile acids) important for directly sustaining or harming 

colonocytes, regulating mucosa proliferation, maintaining intestinal lining integrity and 

gut barrier function, modulating the anti-inflammatory activity of intestinal epithelial 

cells, macrophages and DCs, and activating receptor-dependent signaling pathways will 

be discussed in detail in the following sections.  

 

Metabolic Signaling 

The gut microbiome indirectly regulates host metabolic pathways including glucose, 

lipid, energy, xenobiotic metabolism and immunological functions through producing 

microbial-derived metabolic signaling molecules like SCFAs (23-25). Another group of 

critical microbial-derived metabolic and immunological signaling molecules are bile 
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acids (57), whose pool size and composition are intimately related to host physiological 

and metabolic health (58-62), and can be readily shaped by the microbiome through 

deconjugation, dehydroxylation, oxidation and epimerization, and other 

biotransformation reactions (63-66). The microbial-associated biosynthesis and 

biotransformation, functional significance, metabolism involvement, diseases association 

and therapeutic opportunity of microbial-derived metabolites (SCFAs and bile acids) will 

be reviewed below.  

 

SCFAs: A Chemical Bridge Between Microbiota Activity to Host 

Physiology 

 
SCFAs are those carboxylic acids with aliphatic tails less than six carbons. In 

human, SCFAs are largely derived from anaerobic bacterial activity in the gut referred to 

as “fermentation”. During the fermentation process, bacteria utilize non-digestible dietary 

fibers, and resistant starches as energy sources for growth, producing SCFAs as end-

products, which can be absorbed and utilized by the host to carry out a wide range of 

physiological, metabolic, and immunological functions (Figure 1-2). The primary 

fermentation-derived SCFAs are acetic acid (C2), propionic acid (C3) and butyric acid 

(C4). Ninety percent of SCFAs derived by bacterial fermentation are reabsorbed rapidly 

in the colon (67), utilized by the host as energy sources (21), anabolic substrates or 

precursors for biogenic synthesis (22) and signaling molecules for metabolic (23) and 

immunological regulation  (24). Therefore, SCFAs are a chemical bridge to link bacteria 

activity to the host metabolic phenotype. Human fecal SCFAs levels vary however the 

molar ratio is fairly constant, approximately acetate:propionate:butyrate =60:20:20 (68). 

The physiological functions of three primary SCFAs are distinct but can overlap or 
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sometimes even counteract each other. Acetate is the most abundant SCFA in colon 

where it is transported to the liver and transformed into acetyl-CoA, a precursor for 

lipogenesis (22) and gluconeogenesis (69). Further, acetic acid is reported to be involved 

in central appetite regulation for energy intake control (70, 71). Propionic acid provides 

beneficial effects including anti-lipogenic (72, 73), anti-cholesterogenic (73, 74), anti-

inflammatory (75, 76), anti-carcinogenic (75, 77) and energy homeostasis regulation 

activity . Butyric acid serves as a preferred nutrient for colonocytes (78, 79) and is 

implicated in colonic mucosa proliferation, intestinal lining integrity maintenance (79, 

80), colonic inflammation attenuation (81, 82), and colonic cancer prevention (81, 83) 

and treatment (84, 85). 

   

SCFAs are Preferable Energy Sources 

Mammals are unable to digest dietary fibers and resistant starches due to lack of 

necessary enzymes; however, the gut bacteria possess the enzymes to break down non-

digestible fibers readily. From the host perspective, the bacteria fermentation turns non-

usable carbon molecules into absorbable, transportable, and usable SCFAs, thus helping 

the host to salvage more energy from food and fueling the physiological and metabolic 

activity. Bacterial-derived SCFAs account for about 5-10% of daily energy intake of the 

host (86). Colonocytes utilize SCFAs, especially butyrate as a preferred primary energy 

source (78). GF mice who are unable to produce SCFAs due to lack of microbiota are in a 

constant energy deprived state and show a significant downregulation of critical enzyme 

expression in the Krebs cycle and downstream consequences including decreased 

NADH/NAD+, oxidative phosphorylation, ATP levels, which lead to autophagy (87). 
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Interestingly, butyrate supplementation can rescue disrupted  mitochondrial respiration 

and prevent autophagy occurrence (88). Additional evidence demonstrated butyrate is not 

only a preferred nutrition source, but also a prerequisite for colonocytes to maintain 

normal homeostasis and physiological function. Lacking luminal butyrate or lacking the 

ability to metabolize butyrate causes a nutritional deficiency of colonic epithelium, which 

might lead to mucosal atrophy in short term and “nutritional colitis” in long term (89). 

Recent evidence suggest SCFAs, especially butyrate is critical for intestinal epithelial to 

maintain gut barrier function (90, 91), which is essential to protect against intraluminal 

entities including foreign antigens, microorganisms and their toxic metabolites and to 

ensure the selective absorption of essential dietary nutrients, electrolytes and water (92). 

Microbial-derived acetate enters circulation, serves as an oxidizable substrate throughout 

the body (93),  particularly 70% is taken up by the liver and undergoes further catabolism 

as energy substrates or biosynthesis as anabolic substrates (94).  

 

SCFAs Serve as Building Blocks for Anabolism 

SCFAs are not only direct energy substrates for tissues but also substrates for 

biosynthesis including glucose, cholesterol, and lipids. Propionate is a well-known 

precursor for hepatic gluconeogenesis (95, 96), which in the liver is first converted to 

propionyl-CoA and then to succinyl-CoA. Succinyl-CoA enters the Krebs cycle to 

generate oxaloacetate, the direct precursor for gluconeogenesis. Acetate and butyrate 

enter Krebs cycle as acetyl-CoA (butyrate is converted to acetyl-CoA through 

mitochondrial fatty acid oxidation), then is incorporated into oxaloacetate for synthesis of 

glucose, amino acids, cholesterol and fatty acids. Interestingly, palmitate and cholesterol 

file:///C:/Users/juc313/Box%20Sync/Jingwei/Thesis/JINGWEI/Thesis%20Jingwei%20AP/180518%20(b).%20CHAPTER%201%20AP.docx%23h.3as4poj
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are mostly synthesized from acetate and butyrate but not propionate, suggesting the 

distinct metabolic fate of propionate versus acetate and butyrate (68). Additional 

evidence using stable isotopes showed gut-derived SCFAs reached to the liver and 

incorporated into long chain fatty acid palmitate aggravated metabolic syndrome in toll-

like 5 receptor knockout mice, suggesting excessive gut-derived SCFAs promote 

augmented hepatic lipogenesis might potentiate metabolic syndrome (97).  

 

SCFAs Act as Signaling Molecules through Receptors 

SCFAs can function as integrated signaling regulators which trigger signaling 

cascades systemically via GPRs like free fatty acid receptor FFAR2 (GPR43), FFAR3 

(GPR41), GPR109a and Olfactory Receptor 78 (Olfr78) (25, 98). FFAR2 and FFAR3 are 

two main SCFAs sensors with different affinity for different SCFAs. Specifically, 

FFAR2 preferentially binds to shorter SCFAs, the order of affinity for FFAR2 is acetate 

= propionate > butyrate. Whereas FFAR3 is favorably activated by relatively longer 

SCFAs with the order of affinity butyrate = propionate > acetate (25, 99). Besides the 

SCFAs binding specificity, FFAR2 and FFAR3 also differ by tissue distribution and 

activation mechanism. FFAR2 and FFAR3 are generally expressed broadly throughout 

the human body including spleen, intestine, liver, immune cells and adipocytes (99). 

FFAR2 is highly expressed in immune cells, especially neutrophils, monocytes, and 

polymorphonuclear cells (100, 101), suggesting FFAR2 could have important function in 

the SCFAs-mediated differentiation and activation of immune cells. FFAR3 is 

abundantly expressed in white adipose tissue and has been implicated in SCFAs-

stimulated leptin secretion in adipocytes (102). The two receptors showed different 
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coupling preference during activation. Upon activation, FFAR3 only couples to pertussis 

toxin sensitive Gai/o family while FFAR2 couples to both Gai/o and pertussis toxin-

insensitive Gaq family (100). The SCFAs-FFAR signaling pathways regulate glucose, 

lipid and energy homeostasis and immunological response extensively. GPR109a is a 

nicotinate receptor that recognizes butyrate as a ligand with low affinity. A recent study 

suggested colon tumor suppressive effect of butyrate is mediated via GPR109a activation 

(103). A newly discover SCFA receptor Olfr78 activated by acetate and propionate might 

play a potential role in SCFAs-mediated blood pressure control (104). There is an 

increasing appreciation of SCFAs receptors as pivotal mediators that mediating the 

crosstalk between gut microbiome and host physiology, through regulating glucose, lipid, 

energy metabolism and modulating immune response of the host.    

 

SCFA Regulation of Lipid Metabolism 

SCFAs play significant roles in fatty acid synthesis, fatty acid oxidation 

lipogenesis and cholesterol metabolism. In the liver, acetate transforms into acetyl-CoA 

and contributes to de novo lipogenesis and cholesterogenesis while propionate exhibits 

anti-lipogenic effects and inhibits hepatic fatty acid and cholesterol synthesis (105, 106). 

Therefore, the ratio of pro-lipogenic acetate and anti-lipogenic propionate in the liver 

might be critical for the overall physiological effect of SCFAs in lipid synthesis. Another 

independent study demonstrated SCFAs supplemented with a high propionate ratio 

inhibits hepatic lipogenesis and improves insulin-sensitivity in high-fat diet induced 

obesity (107). The anti-lipogenic property of propionate was confirmed with an acute 

randomized, controlled cross-over human study, wherein 10 g/day inulin-propionate ester 
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supplementation significantly reduced weight gain, visceral and liver fat in overweight 

adult humans (72). Propionate also inhibits cholesterol synthesis in vivo and in vitro, 

likely through suppressing 3-hydroxy-3-methylglutaryl CoA synthase and 3-hydroxy-3-

methylglutaryl-CoA reductase, the critical enzymes for cholesterol biosynthesis (108, 

109). The lipid modulatory effect of SCFAs is largely carried out through FFAR 

signaling. It is indicated that SCFAs-mediated FFAR2 activation promotes leptin 

secretion (110), stimulates adipogenesis (111), while inhibiting lipolysis in adipocytes, 

resulting in reduced plasma free fatty acids, energy control, and improved metabolic 

phenotype (112). A recent study using mice lacking FFAR2 and overexpressing FFAR2 

in adipocytes demonstrated the lipid, glucose and energy metabolism is associated with 

suppressed insulin signaling via SCFAs-mediated activation FFAR2 in adipocytes (113). 

FFAR3 is also found in high expression in human adipose tissue (25) and reported to 

promote leptin production in primary mouse white adipose tissue (114). However, other 

studies unable to detect FFAR3 in murine adipose tissue suggested FFAR2, rather than 

FFAR3 is the leptin inducer (110, 111).  

 

SCFA Regulation of Glucose Metabolism 

SCFAs supplementation improved glycemic control in animal studies (115-117), 

although the human studies showed inconclusive and somehow contradictory results 

(118-120). Oral administration of acetic acid improved fasting plasma glucose and 

HbA1c levels in diabetic KK-A(y) mice is likely associated with AMP-activated protein 

kinase (AMPK) -dependent inhibition of hepatic enzyme involved in gluconeogenesis 

and lipogenesis including glucose-6-phosphatase (G6pase), phosphoenolpyruvate 
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carboxykinase (Pepck) and sterol regulatory element binding protein-1 (Srebp-1c). A 

recent study suggested SCFAs ameliorate high fat diet (HFD)-induced obesity and insulin 

resistance by promoting fat oxidation via peroxisome proliferator-activated receptor γ 

(PPARγ) dependent activation of uncoupling protein 2 (UCP2) -AMPK- acetyl coenzyme 

A carboxylase (ACC) pathway (121). In addition, SCFAs are involved in appetite, 

glucose and insulin regulation by stimulating enteroendocrine L cells-secreted gut 

hormone glucagon-like peptide-1 (GLP-1) and peptide YY (PPY) via FFAR2 and FFAR3 

(122). GLP-1 is incretin hormone which is strongly insulintropic and plays a critical 

regulatory role in energy balance and glucose homeostasis (123). PPY is a satiety 

hormone for appetite regulation and improves insulin sensitivity (124). Intracolonic 

infusion of SCFAs or intake of fibers increases circulating GLP-1 and PPY and enhances 

hormonal physiological effects (125-127). In addition, Ffar2 and Ffar3 knockout mice 

showed a reduction in SCFA-induced GLP-1 secretion in vitro and in vivo, and impaired 

glucose tolerance (123), suggesting FFAR2 and FFAR3 are critical for SCFA-induced 

gut hormone secretion. Moreover, SCFAs-activated FFAR2 and FFAR3 play crucial 

physiological roles on pancreatic β cell functions, including glucose stimulated insulin 

secretion, response to insulin resistance, and mass regulation of pancreatic β cells, 

another possible mechanism of SCFAs to impact glucose and energy metabolism 

dependent on FFAR activity (128). A recent study suggested propionate and butyrate 

exert body weight and glucose control through activating intestinal gluconeogenesis 

(IGN) via complementary mechanisms (129). Glucose released by IGN induces a nervous 

signal through portal vein glucose sensor and transmits to the brain for food intake and 

glucose regulation (130). Dietary SCFAs and fructo-oligosaccharides markedly 
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stimulated intestinal glucose production and ING gene expression including G6pase and 

Pepck, and significantly improved glucose tolerance and insulin sensitivity. Interestingly, 

butyrate activates IGN gene expression via cAMP-dependent mechanism while 

propionate induce IGN via a gut-brain neural circuit mediated by FFAR3.  

 

SCFA Regulation of Energy Homeostasis 

SCFAs increase energy expenditure and regulate energy homeostasis through 

multiple pathways. First, SCFAs induced FFAR-dependent leptin secretion improves 

metabolic rate and regulates energy homeostasis. Leptin is a potent adipose-derived 

hormone that regulates the appetite, metabolic rate and variety of other physiological and 

immunological functions (131). Leptin is involved in regulation of energy expenditure by 

controlling feeding behavior to reduce food intake (131) while stimulating fatty acid 

oxidation and thermogenesis through increasing the AMP/ATP ratio and AMPK activity 

in liver and muscle tissue (132, 133). Second, SCFAs activate AMPK in liver and muscle 

(134, 135), a critical enzyme that induces peroxisome proliferator-activated receptor 

gamma coactivator 1-alpha (PGC-1α) -dependent regulation of critical transcription 

factors including PPARα, PPARβ/δ, farnesoid X receptor (FXR) and liver X receptor 

(LXR), all play critical roles in the maintenance of glucose, lipid and energy homeostasis 

(136). The SCFAs-mediated AMPK activation promotes hepatic fatty acid oxidation, 

ketogenesis, skeletal muscle fatty acid oxidation and glucose uptake, inhibits lipolysis 

and lipogenesis in the adipocytes and modulates insulin secretion by pancreatic β-cells 

(137). SCFAs activate AMPK either via SCFAs-FFAR2 mediated leptin pathway 

aforementioned or via leptin-independent mechanism by directly increase AMP/ATP 



 20 

ratio (138). Lastly, SCFAs promote metabolic and energy homeostasis via neural system. 

SCFAs regulate appetite via central homeostatic mechanism, wherein hypothalamus, 

acetate increases the glutamate–glutamine, gamma-aminobutyric acid neuroglial cycles 

and changes the expression profiles of the regulatory neuropeptides that favor appetite 

suppression (70). It is also shown SCFAs initiate neural gut-brain circuits involving 

sympathetic activity and intestinal gluconeogenesis to exert glucose and energy control 

(129).  

 

SCFA Regulation of Immune Response 

Gut-derived SCFAs have been greatly appreciated in the regulation of intestinal 

homeostasis and pathogenesis of IBD (24). Butyrate and propionate supplementation or 

fiber-rich diets have been demonstrated to ameliorate IBD in both animal and human 

studies (139, 140). The anti-inflammatory properties of SCFAs, especially butyrate, has 

been associated with: 1) preferred energy substrates for colonocytes proliferation and 

differentiation and gut barrier maintenance; 2) inhibition of histone deacetylase to 

regulate the anti-inflammatory activity of intestinal epithelial cells, macrophages and 

DCs; and, 3) activation of GPCRs to regulate the gene expression, proliferation 

differentiation, chemotaxis and apoptosis of different immune cells. A lack of SCFAs 

often lead to rectosigmoid colitis, suggesting local nutritional deficiency in the gut leads 

to an inflammatory state, while local application of SCFAs significantly ameliorates 

inflammatory symptoms in colitis patients (139). As a histone deacetylase inhibitor,  

butyrate directly modulates macrophage function by inhibiting lipopolysaccharide (LPS)-

induced pro-inflammatory mediators including nitric oxide  production of IL-6 and IL-10 
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via histone deacetylase inhibition independent of toll-like receptor and GPR signaling 

(141). Through inhibition of histone deacetylation, butyrate also prevents the proteasome-

dependent degradation of IκBα to suppress pro-inflammatory transcription factor nuclear 

factor κB (NF-κB) (142). The suppression of NF-κB results in downregulation of 

proinflammatory factors including tumor necrosis factor alpha (TNF-α), IL-1β, and IL-6 

to achieve anti-inflammatory effect (143). SCFAs modify the recruitment, chemotaxis 

and effector function of neutrophils, another critical component of the innate immune 

response, dependent on the activation of GPRs (144). Acetate induced apoptosis in 

neutrophils a dose-dependent and a GPR43-dependent manner. Also inflammatory 

response and surface expression of pro-inflammatory receptors such as complement 

fragment 5a receptor and C-X-C chemokine receptor were markedly reduced with acetate 

stimulation (145). SCFAs modulate neutrophil recruitment through regulating the pro-

inflammatory cytokines like TNF-α and neutrophil-chemoattractants including cytokine-

induced neutrophil chemoattractant-2 released by neutrophil (146). SCFAs modulate the 

function of DCs, a critical cell population that initiates the adaptive immune response by 

processing and presenting antigens to T cells, and producing cytokine response to 

immunological signals. In vitro studies demonstrated that propionate and butyrate 

significantly reduced pro-inflammatory cytokines and chemokines including TNF-α, IL-

12B, IL-6, C-C motif chemokine ligand-5, CXC chemokine ligand (CXCL)-9, CXCL-10, 

CXCL-11 released by LPS-induced human monocyte-derived DC (147). Another in vitro 

study indicates non-toxic doses of butyrate inhibited the cytokine-driven phenotypic 

differentiation process of monocyte-derived DCs and macrophages, and altered the 

terminal maturation of DC with a decreased ability to prime alloreactive naive T cells, 
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thus exerting anti-inflammatory effect (148). A recent study suggested that butyrate and 

propionate-dependent induction of indoleamine 2,3-dioxygenase 1 and aldehyde 

dehydrogenase 1A2 in DCs potentiates the ability of DCs to encourage naïve T cells 

convert into immunosuppressive Tregs than pro-inflammatory interferon gamma (IFN-γ)-

producing cells (149). Consistent with the in vitro results, animal studies confirmed that 

SCFAs ameliorate  central nervous system autoimmunity through promoting Tregs 

differentiation via suppression of the c-Jun N-terminal protein kinase 1 and p38 pathway 

(150). A possible mechanism of butyrate-regulated Tregs differentiation is the 

upregulation of histone H3 acetylation of Foxp3 locus by butyrate (151). GPRs might 

have a chemoattractant effect for Tregs, as SCFAs induced anti-inflammatory cytokine 

secretion and Tregs suppressor activity is FFAR3 (GPR41) dependent (152). SCFAs, 

especially butyrate, have shown anti-carcinogenic effects in vitro and in vivo. Multiple 

animal and cell line studies have demonstrated the butyrate prevents the development of 

colon adenoma and cancer (81, 83, 153, 154). Possible molecular mechanisms by which 

butyrate inhibits colon carcinogenesis include: 1) histone deacetylases inhibition-

mediated regulation of carcinogenesis-related transcription factors including p53, 

retinoblastoma protein, Stat3, NF-κB and estrogen receptors (155); 2) GPR signaling 

dependent apoptotic, anti-proliferative and anti-inflammatory effects (103, 156); and, 3) 

the acidic colonic environment due to accumulation of SCFAs decreases the level of 

toxic and tumorigenic secondary bile acids through promoting calcium binding of free 

bile acids, decreasing solubility of bile acids, and inhibiting bacterial 7a-dehydroxylase to 

prevent secondary bile acids formation from primary bile acids (68).  
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In summary, the anti-inflammatory and anti-cancerous roles of SCFAs can be 

achieved via multiple mechanisms, including nutritional function, direct immune-

modulatory effects, receptor-mediated effects, oxidative stress remission effects, 

benefiting immune cell proliferation, differentiation, migration, activation and cytokine 

expression. 

 

Metabolomics Methods for SCFAs quantitation 

Reliable, reproducible, and affordable methods for SCFAs quantitation are highly 

important for experimental and clinical application. Multiple techniques have been 

employed for SCFA quantitation, including capillary electrophoresis (157, 158), high 

pressure liquid chromatography coupled with ultraviolet detection (HPLC-UV) (159, 

160), liquid chromatography coupled with mass spectrometry (LC-MS) (161), gas 

chromatography coupled with flame ionization (GC-FID) and mass spectrometry (GC-

MS) (162, 163), and nuclear magnetic resonance (NMR) spectroscopy (164, 165). 

Among these techniques, gas chromatography is most widely employed for its separation 

power, choice of detectors, and the relatively inexpensive cost of the instrumentation. 

Multiple extraction methods have been developed based on GC-MS techniques including 

acidified water extraction (166, 167), organic reagent extraction (168), ultrafiltration 

(169, 170), steam distillation (171, 172), vacuum evaporation stripping (173), purge and 

trap (174, 175), headspace single-drop microextraction (176), and derivatization to 

decrease polarity and improve volatility (177, 178). NMR spectroscopy is commonly 

used in metabolomic fingerprinting studies due to its high reproducibility and simple 

preparation process(179). NMR spectroscopy has been used for SCFAs profiling in 
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extracts from mouse cecal content and feces as well (180, 181). A combination of MS- 

and NMR- based SCFAs quantitation method has been employed to provide 

comprehensive and complementary views of SCFAs status and overall metabolic changes 

in the CONV-R and GF mice feces study (182).  

 

Bile Acids: Microbial-derived Signals in Host Homeostasis and Disease 

 Bile acids are a group of steroid acids, which are initially synthesized from 

cholesterol in the liver and then undergo extensively bacterial transformation as they 

move along the intestinal tract. The combined host and microbiota enzymatic activities 

give rise to a bile acid pool with great diversity. Bacterial-transformed bile acids 

profoundly impact host metabolic and immunological functions as they are able to 

activate different bile acid receptors to regulate signaling pathways with a broad coverage 

of complex symbiotic metabolism networks, including lipid metabolism, glucose 

metabolism, xenobiotics metabolism and energy homeostasis. Disrupted bile acid 

signaling due to perturbed gut microbiome or dysregulated gut microbiome-host 

interaction has been associated with pathogenesis and progression of metabolic disorders. 

Given the physiological significance of bile acids signaling, bile acids might represent 

novel and exciting therapeutic solutions in the treatment of metabolic and immunological 

diseases.  

 

Bacterial modulation of bile acid de novo synthesis and biotransformation 

The gut microbiota plays a well-documented role in the synthesis, transformation 

and regulation of bile acids (63). Bile acids are hydroxylated sterols which are initially 
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synthesized from cholesterol in the liver via either the classical (neutral) pathway 

initiated by 7α-hydroxylase (CYP7A1) (183) or alternative (acidic) pathway initiated by 

sterol-27-hydroxylase (CYP27A1) (184), and released into duodenum to aid in the 

solubilization and absorption of dietary lipids and lipid-soluble nutrients (63, 185). In a 

process known as enterohepatic circulation, more than 95% of bile acids are reabsorbed 

into the portal circulation and returned to liver by active transport in the ileum and 

passive transport throughout the length of the gastrointestinal tract (186). Bile acids 

escaping reabsorption are secreted mainly into feces (~0.2-0.6 g/day) and urine (~0.5 

mg/day), and replenished by de novo bile acid synthesis from cholesterol in the liver, a 

process which is regulated by a bile acid controlled feedback mechanism via FXR (185). 

At least 17 enzymes are involved in bile acid de novo synthesis and the gut microbiota 

participates in the regulation of some of these key participant enzymes, including 

CYP7A1 (rate-limiting enzyme), CYP7B1, CYP8B1 and CYP27A1 (187-189) (Figure 

1-3). Importantly, primary bile acids (cholic acid (CA) and chenodeoxycholic acid 

(CDCA)) are conjugated with glycine (extensively in human, 75%) or taurine 

(exclusively in murine, 95%) in the liver (190, 191) before undergoing extensive 

biotransformation as they pass through the intestine as the result of bacterial mediated 

enzymatic activity, transformed into a variety of secondary bile acids (deoxycholic acid 

(DCA) and lithocholic acid (LCA)), deconjugated bile acids (removal of the glycine or 

taurine ),  bile acid isomers (ursodeoxycholic acid (UDCA), isodeoxycholic acid), bile 

acid esters, and unsaturated bile acids  (Table 1-1).  

 

Deconjugation 
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Microbial bile acid deconjugation was first identified in “B.Coli” in 1934 (65, 

192) and occurs through the hydrolysis of amino acid side chain of taurine and glycine 

conjugates with the bacterial enzyme bile salt hydrolase (BSH). Through a bacteria 

culture supernatants assay and functional metagenomics analysis, functional BSH activity 

has been detected in Lactobacillus (193-196), Bacteroides (196-198), Bifidobacterium 

(193, 196, 199),  Clostridium (196, 200, 201),  Listeria (202, 203), and Enterococcus 

(204-206). As conjugated bile acids are antimicrobial (207, 208), the enriched gut 

microbiota BSH is a microbial adaptation to detoxify intestinal bile acids (196). 

Importantly, microbial deconjugation regulates host metabolism via FXR, which will be 

reviewed in detail in next section. Deconjugated free bile acids are subsequently available 

to various microbial mediated biotransformation activities, including dehydroxylation, 

epimerization, desulfatation, esterification and unsaturation (Table 1-1), which generates 

bile acid pools with great structural diversity.  

 

Dehydroxylation 

Specifically, deconjugated primary bile acids are transformed to secondary bile 

acids through dehydroxylation catalyzed by bacterial 7α-dehydroxylase possessed by 

mainly Firmicutes phylum genera Clostridum XIVa and XI (66, 209) and Eubacterium 

(210, 211). Bile acid-inducible genes which encode enzymes in the bile acid 7α-

dehydroxylation pathways has been characterized in Eubacterium sp. strain VPI 12708 

(212), Clostridium hylemonae, and Clostridium scindens (64). Importantly, the secondary 

bile acids DCA and LCA, which predominate in human feces (66) and have been 

associated with obesity (213), cholesterol gallstone disease (214, 215), liver and colon 
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cancer pathogenesis (216-220), indicate that 7α-dehydroxylation is the most 

quantitatively and physiologically important bacterial bile acid biotransformation in the 

human intestine. Importantly, deconjugation and dehydroxylation of bile acid increases 

the hydrophobicity and enhances absorption, thus slowing the bile acid turnover, which 

leads to multiple physiological and pathological effects. For example, conversion of 

primary bile acid into secondary bile acid via on gut bacteria alters host metabolism via 

bile acid receptor G protein-coupled bile acid receptor 1 (GPBAR1/TGR5), PXR and 

vitamin D receptor (VDR). 

 

Oxidation and Epimerization 

Another critical microbial transformation occurs through reversible oxidation of 

3α-,7α-, or 12α- hydroxyl groups of bile acid catalyzed by bacterial hydroxysteroid 

dehydrogenase (HSDH) (65), generating ketonic (oxo-) bile acid, which can undergo 

epimerization through the subsequent stereospecific reduction of the oxo group to yield 

β-hydroxyl bile acid or iso-bile acid (66). Major bacterial phyla including Bacteroidetes 

(genus: Bacteroides), Firmicutes (genera: Clostridium, Eubacterium, Peptostreptococcus 

and Ruminococcus), Proteobacteria (genera: Bifidobacterium, Egghertella) and 

Proteobacteria (genera: Enterobacter, Escherichia) (65, 66, 221-223) are known to 

exhibit either α-, β- or both HSDH enzyme activity. Epimerization is a microbial 

adaptation mechanism results in more hydrophilic, less toxic iso-bile acids that in turn 

increase microbial resistance in the highly competitive and hostile intestinal environment 

(224, 225). Interestingly, iso-bile acids function as a potential modulator for both gut 

microbial composition and host metabolism. For example, iso-DCA was reported to favor 
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the growth of bacterial genus Bacteroides (224), a critical genus  involves in obesity and 

metabolic disorders (226, 227). Of note, UDCA (iso-CDCA) was reported to protect 

against cytotoxicity in vitro studies (228, 229) and cholestatic liver diseases clinically 

(230) (231). Curiously, human liver class I alcohol dehydrogenase γγ isozyme presented 

3β-HSDH activity (232), indicating the interplay between liver and bacterial 

biotransformation and the co-contribution of host and bacteria to the diversity of the bile 

acid pool.  

 

Desulfatation, Esterification and Unsaturation 

Bile acid ethyl esters account for approximately 10 to 30% of the human total bile 

acid pool in feces (221). In vitro human fecal isolates studies have shown the bacterial 

esterification activity to covert bile acids to C-24 ethyl esters present in genera 

Bacteroides, Eubacterium, Lactobacillus, Citrobacter and Peptostreptococcus (233, 234). 

Bile acid sulfatase activity was found in the bacteria genera Clostridium,  Peptococcus, 

Fusobacterium, and Pseudomonas (221, 235-237), converting bile acid sulfates into less 

polar and more efficiently absorbed desulfated bile acids, indicating that the desulfating 

bacteria regulate enterohepatic circulation and lengthens metabolic half-life of bile acids 

(238, 239). Desulfation results in a more toxic and longer half-life substrate than the 

sulfated counterpart, which might be involved in hepatobiliary and intestinal toxicity, like 

cholestasis (a decrease in bile flow and biliary bile acid excretion) and colon cancer 

(239). In vitro studies have demonstrated that the gut bacteria genus Clostridium (240, 

241) possesses dehydrogenase activity, which is capable of introducing a double bond in 

the bile acid nucleus. However, it is uncertain if bacterial unsaturation transformation 
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occurs in vivo given the fact that unsaturation reaction reported are from fecal isolates 

and the unsaturated bile acids are rarely found in human feces (65).  

 

Bile Acid Activated Receptors and Signaling Metabolism Networks 

Bile acids are not only detergents, but critical signaling molecules that activate 

nuclear receptors including FXR, PXR, LXR, VDR and GPBAR1/TGR5 (57). The 

receptor activated cell-signaling pathways regulate complex symbiotic metabolism 

networks, including lipid metabolism (58), glucose metabolism (59), xenobiotic 

metabolism (60, 61) and energy homeostasis (62). As the size and composition of the bile 

acid pool directly regulates de novo bile acid synthesis via negative feedback control 

(242) and affects receptors activation (57, 225), by modulating bile acid pool through 

microbial biotransformation, gut microbiota has an essential participation in bile acid 

self-regulation signaling and receptor-dependent symbiotic metabolism network signaling 

(225, 243) (Table 1-2). 

 

Farnesoid X Receptor (FXR)  

FXR is the major bile acid receptor in the liver and intestine, which regulates bile 

acid, glucose, insulin, lipoprotein, triglyceride, drug, xenobiotic, and energy metabolism 

upon activation (60, 244) . FXR regulates de novo bile acid synthesis through negative 

feedback (242). In the liver, activated FXR forms a heterodimeric complex with the 

retinoid X receptor (RXR) to target the nuclear receptor small heterodimer partner (SHP), 

which binds to and inactivates liver-related homolog-1 (LRH-1) and an oxysterol-

activated nuclear receptor LXRα to inhibit transcription of CYP7A1 and CYP8B1, both 
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encode critical enzymes in the classical (neutral) bile acid synthesis pathway. Besides 

inhibition of bile acid synthesis, FXR activation enhances bile acid elimination via 

induction of bile salt efflux pump bile salt excretory pump (BSEP) (known as 

triphosphate-binding cassette transporter (ABCB11)) (245), conjugate export pump multi 

drug resistant protein 2 (MRP2)  (246),  organic solute transporters α and β (OST α and 

β) (247), while downregulating hepatocyte basolateral bile acid uptake via repression 

Na+ taurocholate co-transporting peptide (NTCP/ SLC10A1) (248, 249) and organic 

anion transport polypeptides OATP1B1/SLCO1B1 (known as OATP-C) and 

OATP1B3/SLCO1B3 (formerly known as OATP8/ SLC21A8) (244, 250). Together, 

liver FXR activation negatively regulates hepatic bile acid pools by reducing bile de novo 

synthesis and influx while enhancing excretion. FXR activation in the distal ileum results 

in regulation of the expression of a series of ileal bile acid transporters, which move bile 

acids from the intestine into the portal circulation. Apical sodium dependent transporter 

(ASBT) transfers bile acids into the ileal enterocyte brush border membrane, and its 

expression is decreased upon bile acid mediated FXR activation via the SHP (251).  Bile 

acids are shuttled from the apical to the basolateral membrane of enterocytes by intestinal 

bile acid-binding protein (I-BABP; also known as fatty acid-binding protein 6 (FABP6)), 

and transported into blood vessels by the OSTα and OSTβ, all of which are positively 

regulated by FXR (252). Additionally, intestinal enterocytes can directly suppress hepatic 

bile acid synthesis via fibroblast growth factor 19 (FGF19) in humans (its homolog Fgf15 

in mouse), which is secreted and circulated to the liver in response to bile acid activation 

of FXR, binding to the FGF receptor type 4 (FGF-R4) and β-Klotho complex to trigger 

mitogen-activated protein kinase MARK /extracellular signal-regulated kinase ERK1/2 
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pathway, ultimately repressing expression of the gene encoding CYP7A1 (253, 254). 

FGF19 has also been shown to activate hepatic glycogen synthesis and inhibit hepatic 

gluconeogenesis independent of insulin signaling, directly linking FXR to the regulation 

of carbohydrate metabolism (255, 256). Notably, FGF19 also negatively regulates bile 

acid synthesis and intestinal and hepatic bile acid transporters, which mediate absorption 

of dietary lipids and adiposity (257), thus altered FXR-FGF signaling impacts lipid 

homeostasis was shown in Fxr null and Fgf19 transgenic studies (258-260). 

Bile acids are the endogenous ligands for FXR and show a striking diversity in 

FXR activation which is correlated with hydrophobicity (261). The bile acid ligands 

binding affinity of FXR in order of potency is CDCA>LCA=DCA>CA (262, 263). As 

gut microbiota readily transforms bile acids structurally, by altering the bile acid pool 

composition, the gut microbiota is capable of altering FXR signaling and tuning the host 

physiology and metabolism. Multiple studies revealed that the gut microbiota regulates 

bile acids and host metabolism in an FXR-dependent manner (187, 264). GF mice and 

Fxr knockout mice studies suggest the gut microbiota regulates FXR signaling not only 

by converting bile acids to more or less potent FXR ligands, but also by controlling bile 

acid synthesis and pool size. It was reported germ free and antibiotic-treated mice 

exhibited changes in the bile acid pool size and profile as well as the gene expression 

involved in FXR-dependent pathways like Cyp7a1 and Fgf 15 (187, 265), Bsep, Mrp2, 

multidrug resistance protein 3 (Mdr3) and ATP-binding cassette (Abcg5/Abcg8) (266). 

Tissue specific Fxr knockout studies have shown intestinal FXR inhibition by elevated  

FXR antagonist tauro-β-muricholic acid (TβMCA)(187) levels via modulating microbiota 

to reduce bacterial BSH activity (264, 267). Interestingly, the gut microbiota modulation 
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of FXR signaling is intestine-specific (264, 267). As intestinal FXR inhibition with 

elevated TβMCA ameliorates adiposity and attenuates hepatic gluconeogenesis, 

enhancing FXR antagonism by targeting BSH producing bacteria (e.g., Lactobacillus and 

Clostridium IV and XIV) provides a potential therapeutic treatment of obesity and 

diabetes (264, 268). However, the translational application to human remains unknown as 

muricholic acid (MCA) is restricted to mouse species (269).  

 

FXR Signaling Mediated Glucose Metabolism 

Emerging evidence suggests the regulatory role of bile acid-induced FXR activity 

in glucose metabolism. Activating FXR by administration of bile acids or synthetic FXR 

agonist inhibits gluconeogenesis by repressing the expression of gene encoding G6pase, 

Pepck, and fructose 1,6-bis phosphatase via hepatocyte nuclear factor 4 (Hnf4) and 

forkhead box protein O1 (Foxo1) in an SHP-dependent fashion (270, 271). Over 

expressed hepatic G6pase and Pepck were identified in response to suppressed FXR 

signaling in GF and antibiotic-treated rats (266). Diabetic model studies demonstrated 

FXR activation promotes glucose metabolism and enhances insulin sensitivity (272, 273). 

FXR promotes insulin sensitivity via protein kinase B (Akt) signaling cascade, which 

inactivate glycogen synthase kinase 3β (Gsk3β) through phosphorylation to upregulate 

glycogenesis (272) and activating glucose transporter Glut2 translocation at pancretic β 

cell membrane and Glut4 in hepatocyte to promote insulin transcription and secretion 

(274, 275). Interestingly and controversially, FXR deficiency through genetic knockouts 

or bile acid sequestrant administration appears to promote glucose metabolism through 



 33 

activating GLP-1 synthesis, a critical hormone involving in glucose homeostasis and 

energy balance (276).  

 

FXR Signaling Regulates Lipid Metabolism 

FXR deficient mice have disrupted lipid homeostasis as shown by elevated levels 

of hepatic cholesterol, phospholipid, triglycerides, and pro-atherogenic lipoprotein-

containing serum (277), indicating the regulatory role that FXR plays in lipid 

metabolism. Bile acid activated FXR/SHP pathway lowers triglyceride levels by 

negatively regulating the expression of enzyme involved in lipogenesis including fatty 

acid synthethase (Fas) via repression of lipogenic protein Srebp-1c (278). Moreover, bile 

acid-activated FXR promotes lipoprotein lipase (LPL)-mediated triglyceride clearance of 

triacylglycerol-rich lipoproteins such as very low density lipoprotein (VLDL) and 

chylomicrons through repression of LPL inhibitor apolipoprotein CIII (Apo-CIII) (279), 

while inducing LPL cofactor/activator ApoC-II (280) and APOA-V promotor (human) 

(281) dependent on FXR/RXR heterodimerization, and upregulates expression of VLDL 

receptor (282), and transmembrane protein syndecan-1 (283). In addition, a transgenic 

mice study described the lipoprotein regulatory role of FXR in mediating bile acid-

induced transcriptional downregulation of thrombosis and atherogenesis-related 

lipoprotein(a) encoding human APOA by directly binding and repressing APOA 

promoter activity (284, 285). FXR activation also regulates PPARα, a nuclear receptor 

that upon activation promotes fat oxidation to reduce triglycerides (286). Together, 

hepatic FXR activation up-regulates the expression of genes involved in VLDL and 

chylomicron clearance such as syndecan-1, VLDL receptor, ApoC-II and APOA-V, 
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while reducing liver triacylglycerol levels through suppression of Fas expression via 

Srebp-1c and enhanced fatty acid β-oxidation via PPARα expression. 

 

FXR Signaling Promotes Cholesterol Metabolism 

FXR participates in cholesterol metabolism as it is the primary regulator of bile 

acid homeostasis and serves as the intimate linkage between bile acid de novo synthesis 

and biliary cholesterol elimination (287). Induction of CYP7A1 activity through bile acid 

regulated-FXR modulation stimulates cholesterol de novo synthesis and biliary 

cholesterol secretion (288). Bile acid-activated FXR enhances biliary and fecal 

cholesterol excretion by regulating transporters and enzymes, as evidence show FXR 

natural (bile acid) and synthesized ligands induce expression of ATP-binding cassette 

transporters Abcg5 and Abcg9 in mice and rat hepatoma cells (289), and promote 

macrophage reverse cholesterol transportation and hepatic CYP8B1 inhibition-dependent 

reduction of intestinal cholesterol absorption (290). Additional evidence in Fxr knockout 

mice has shown impaired cholesterol clearance indicated by increased plasma 

cholesterol, reduced hepatic high density lipoprotein (HDL)-mediated cholesterol ester 

clearance, and increased intestinal cholesterol absorption, resulting from a deceased 

cholesteryl ester hydrolase (Ceh)-mediated cholesterol mobilization,  sterol carrier 

protein (Scp)-mediated intra-cellular transport, scavenger receptor BI (SrbI)-mediated 

HDL cholesterol ester clearance, and transporter Abcg5/8-mediated free cholesterol 

biliary secretion (287). 

 

FXR Signaling Involves In Xenobiotics Metabolism 
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In human hepatocytes, bile acid mediated-FXR activation induced gene 

expression involve in bile acid and xenobiotics detoxification, including Cytochrome 

P450 Family 3A4 (CYP3A4) (291), DHEA sulfotransferase (SULT2A1) (292), UDP-

glucuronosyltransferase 1A3 (UGT1A3) (293) and UDP-glucuronosyltransferase 2B4 

(UGT2B4) (294). Long lived little mice studies revealed more FXR-activated xenobiotic 

genes enconding  Abcb1, Flavin containing monooxygenase 3 (Fmo3) and Glutathione S-

transferase A2 (Gsta2) (61). Together, these studies heightened the FXR-dependent bile 

acid regulation in phase I and II xenobiotics and drug metabolism.  

 

FXR Signaling Modulates Energy Metabolism 

FXR signaling regulates metabolism of glucose and lipid, which are two major 

energy sources in human and other organisms, thus serves as an important modulator in 

energy metabolism and homeostasis. The antioxidant drug tempol (4-hydroxy-2,2,6,6-

tetramethylpiperidine-N-oxyl) inhibits BSH-producing bacteria Lactobacillus to favor T

βMCA production (an FXR antagonist) and thus promote FXR inhibition, which leads 

to a more catabolic state to ameliorate obesity (264, 295). Fxr knockouts have revealed 

important regulatory roles that FXR plays in Ucp1-driven thermogenesis due to low 

metabolic fuels like glucose and triglyceride (296). Intestinal FXR agonism enhances 

thermogenesis and white adipose tissue browning via expression of genes involved in 

thermogenesis, mitochondrial biogenesis and fatty acid oxidation including peroxisome 

proliferator-activated receptor γ coactivator 1α and β (Ppargc1α and Ppargc1β, encoding 

Pcg1α and β), Ucp1 and Fabp1 (297). FGF19 (Fgf15 in mouse), is an FXR-dependent 

key regulator of energy expenditure to increase metabolic rate, restore mitochondrial 
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function, reduce adiposity and ameliorate hyperglycemia by upregulating expression of 

phosphofructokinase (Pfk-1), ATP citrate lyase (Acly), stearoyl CoA desaturase (Scd) 

and Pgc-1 while repressing Acc2 has been identified in transgenic and diet-induced 

obesity mice model (298, 299). The FXR agonist GW4046 attenuates mitochondrial 

dysfunction and oxidative injury via repression of  microRNAs miR-199a-3p to increase 

liver kinase B1 (Lkb1) (300), while CDCA treatment induced antioxidant and detoxifying 

enzymes via  AMPK and ERK-mediated CCAAT enhancer binding protein β (C/EBPβ) 

phosphorylation (301). However, activated FXR may induce mitochondrial dysfunction, 

apoptosis and cell death in certain cell lines with distinct phenotypes including 

cardiomyocyte and cancer cell line (302, 303). Together, FXR-dependent signaling 

pathways coordinate energy metabolism via regulating glucose and lipid metabolism to 

promote mitochondrial and cellular function and catabolism.  

 

G-Protein-Coupled Receptor-1 (GPBAR1/TGR5) 

TGR5 (GPBAR1), the first identified G-coupled protein receptor specific for bile 

acid ligand (304), is expressed extensively in tissues including liver, skeletal muscle, 

kidney, gall-bladder, with prominent expression in the enteric nervous system in the 

intestine (305). TGR5 is in low-affinity state at rest condition and is activated with 

greater potency by secondary bile acids LCA and DCA (304). Importantly, conversion of 

less potent primary bile acid ligands CA and CDCA to more potent secondary bile acid 

ligands DCA and LCA is bacterial deconjugation (to free primary bile acid) and 

dehydroxylation (to dehydroxylate primary bile acid)-dependent, therefore emphasizing 

the critical regulatory role that BSH and 7α-dehydroxylase active bacteria have in TGR5 
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signaling pathways. Bile acid-activated TGR5 stimulates intracellular cAMP level to 

activate protein kinase A (PKA), resulting in the cAMP-dependent upregulation of gene 

expression involves in energy expenditure, glucose and lipid metabolism and NO 

production (62, 306, 307).  

 

TGR5 Regulates Energy Homeostasis and Inflammation 

Bile-acid-activated TGR5 regulates lipid metabolism, energy homeostasis and 

prevents diet-induced obesity through activation of cAMP-dependent thyroid hormone 

activating enzyme deiodinase-2 (DIO2), which converts inactive thyroid hormone 

throxine (T4) into its active counterpart (T3), therefore promoting mitochondrial oxygen 

consumption and energy expenditure in mice brown adipose tissue (BAT) and human 

skeletal myocytes, the most thermogenically important tissues of rodents and human (62). 

The TGR5-dependent thermogenesis and energy expenditure boosting effect of bile acids 

was confirmed in a CDCA oral supplementation human study. Two-day CDCA 

supplementation to 12 healthy female promotes BAT activity and whole-body energy 

expenditure with an enhanced mitochondrial uncoupling UCP1 and DIO2 expression 

(308). FXR is unlikely involved in cAMP-DIO2 pathway as the FXR is neither expressed 

nor induced in the metabolic responding BAT tissue, plus the evidence suggests FXR 

specific agonist GW4046 fails to induce the similar energy expenditure promotion effect 

(309). Bile acid-activated TGR5 stimulates NO via upregulating expression of nitric 

oxide synthase (NOS) in liver sinusoidal endothelial cells, a possible protective 

mechanism to against oxidative stress and lipid peroxidation induced by excessive bile 

acids (307, 310). Bile acid activated TGR5/cAMP signaling also inhibits inflammatory 
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cytokines induced by LPS via repression NF-B pathway and attenuates colon 

inflammation in colitis mouse model, revealing the anti-inflammatory role and intestinal 

barrier protection effect that bile acids have through TGR5-dependent signaling pathways 

(311, 312).  

 

TGR5 Promotes Glucose Metabolism and Insulin Sensitivity 

TGR5 signaling promotes glucose metabolism and insulin sensitivity mainly 

through stimulating incretin hormone GLP-1, which is driven by elevated intracellular 

ATP/ADP ratio and a subsequent intracellular calcium influx (293). GLP-1 regulates 

glucose metabolism and energy balance through promoting pancreatic insulin production, 

inhibiting gastric empty and acid secretion, delaying intestinal transit, and reducing food 

intake by enhanced satiety (313, 314). GLP-1-mediated physiological benefits can be 

achieved by bile acids (e.g., CDCA) and bile acid sequestrants (e.g., colesevelam) 

treatment through TGR5-dependent signaling pathway (315). Notably, gut microbiota 

regulates GLP-1 not only through bacterial modulated bile acid TGR5 signaling, but also 

via bacterial derived SCFAs signal through GPR41/43 (316), and microbial modifiable 

endocannabinoid-like compounds (e.g., 2-oleoylglycerol-activated GPR119 pathway 

(317, 318), emphasizing the importance of microbial tuning in host metabolic regulation.  

 

Pregnane X Receptor (PXR) 

PXR is highly expressed in the intestine and liver,  functions as a master 

xenobiotic receptor as it transcriptionally regulates phase I and phase II enzymes and 

transporters (319). Evidence demonstrated RXR also serves as a bile acid sensor, which 
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can be activated by bile acid with the potency order: 3-keto-LCA > LCA > DCA= CA 

(246, 320). Upon activation by the efficacious and toxic LCA and its 3-keto metabolite, 

PXR coordinately regulates gene expression involved in bile acid biosynthesis (e.g., 

Cyp7a1), transport (e.g., Oatp2) and detoxification (e.g., Cyp3a) in mice (320). PXR 

regulated detoxification enzymes in human include UDP-glucuronosyltransferases 

(UGTs, UGT1A1, UGT1A6, UGT1A3 and UGT1A4), sulfotransferases (SULTs,  

SULT2A1), glutathione S-transferases (GSTs, GSTA1, GSTA2, GSTM1), cytochromes 

P450 family (CYP3A4, CYP3A11 and  CYP1A) , multidrug resistance associated 

proteins (MRP2, MRP3, MRP4, and MRP5) and SLC/OATP family 

(SLCO1A2/OATP1A2, SLCO1B1/OATP1B1, SLCO1B3/OATP1B3), multidrug 

resistance 1 or P-glycoprotein (MDR1/P-gp) (320-323). Of note, the PXR ligand, 

synthetic pregnane pregnenolone 16α-carbonitrile and the antibiotic rifampicin, have 

anti-hepatotoxic and anti-cholestatic effects. The possible underlying mechanism 

involves PXR-mediated de novo bile acid synthesis regulation through CYP7A1 

signaling pathway, and promoted bile acid transportation via upregulated basolateral 

transporters and bile acid detoxification through CYP3A-dependent 6-hydroxylation of 

the toxic bile acid. Recently studies revealed LCA or rifampicin activated PXR in bile 

acid and cholesterol metabolism is related to HNF4α/PGC-1α -induced CYP7A1 

inhibition and FGF19-dependent CYP7A1 repression in human hepatocytes (324, 325). 

In addition to xenobiotic and bile acid metabolism, PXR activation has been associated 

with transcriptional regulation of gene expression involves in gluconeogenesis, 

thermogenesis, cholesterol, and fatty acid in high-fat diet-induced obesity and knockout 
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mice models, revealing the additional physiological function that PXR in glucose, lipid 

and energy metabolism (322, 323, 326).  

 

Vitamin D Receptor (VDR) 

VDR, a vitamin D hormone 1,25-dihydroxyvitamin D3 (1α,25-(OH)2-D3) 

activated transcriptional factor also functions as a bile acid sensor which can be activated 

by secondary bile acids LCA and 3-keto-LCA (327). The responsive genes expression 

activated  via VDR-dependent transactivation includes CYP2, CYP3A, SULT2A1, 

MDR1, MRP3, CYP7A1 (328-332), coordinately regulates xenobiotics and drugs, 

glucose, lipid, and energy metabolism with other bile acid-activated receptors like FXR 

and PXR in the nuclear receptor regulatory networks (185). LCA also upregulates 

vitamin D-induced gene expression of calbindin D9K, Ca2+ ATPase, transient receptor 

potential vanilloid (TRPV6) and CYP24. LCA-treated vitamin D-deficient mice restored 

vitamin D-sufficient phenotype, indicating LCA might serve as a vitamin D substitute 

and regulates calcium absorption, mobilization and homeostasis in intestine, kidney, bone 

and serum (327, 333). Additionally, VDR is also participates in cell proliferation, 

differentiation, and immunomodulation, as VDR signaling induces apoptosis in 

keratinocytes, psoriatic plaques, breast cancer cells and pre-malignant colonic epithelium 

(334-337), inhibits antigen-induced T cell proliferation, enhances Tregs function, 

attenuates pro-inflammatory cytokine expression (338-340). These studies illustrated the 

anti-proliferative and anti-informatory effect of VDR, and the importance of natural or 

synthetic VDR agonists as immunoregulators for potential therapeutic applications 

against inflammatory and autoimmune diseases.  
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Gut Microbiota-Modulated Bile Acids and Associated Diseases 

The diversity and composition of the bacterial community inhabiting the human 

gastrointestinal tract is a newly appreciated key factor that contributes to the evolutionary 

fitness of the host, and its quantity or structural perturbation caused by environmental 

stressors (xenobiotics, toxicants, drugs), change in diet (nutrition) or lifestyle (smoking, 

exercise, stress), will greatly influence the host metabolic phenotype and disease risk (2, 

3). Microbial-modulated bile acids are major signaling molecules capable of fine-tuning 

host metabolism for the benefit of the microbiota. It is well appreciated that microbial 

composition perturbation and the resultant altered bile acid pool size and composition is 

involved in metabolic and immunological disorders. A better understanding of how 

microbiota-modulated bile acids contribute to disease risk and health will enlighten the 

way to new therapeutic applications for metabolic and inflammatory disorders, like 

obesity, diabetes, fatty liver disease, cholestatic disease and inflammation.  

 

Obesity and Associated Metabolic Complications 

The rising prevalence of obesity and obesity-associated metabolic complications 

like type 2 diabetes (T2D) has becoming an international epidemic, with a rate projected 

to increase by 33% in obesity and 54% in diabetes by 2030 in United States (341, 342). It 

is well established that the co-regulation of first genome (host) and second genome 

(microbiome) determines the host metabolic phenotype, and disrupted microbiome and 

microbiome-host interaction play a critical role for obesity and subsequent metabolic 

complications (343, 344). A diabetic animal study revealed the alterations in bile acid 
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pool size and composition while a clinical study confirmed elevated post-prandial 

circulating bile acids in obese patients with T2D compared to normoglycemic controls 

(345, 346). A discordant twin study demonstrated obese phenotype was correlated with a 

robust bile acid decrease, resulting from activated mouse host ileal FXR-Fgf15 signaling, 

and corresponding downregulation of liver bile acid de novo synthesis via suppression of 

Cyp7a1 (347).  

Bile acids involved in obesity and related metabolic disorders mainly through 

three routes; 1) microbial-modulated bile acid signaling through bile acid receptor; 2) 

antimicrobial bile acids modulate the gut microbiome composition and function; 3) 

accumulation of toxic bile acids causes toxicity of the cells and organs. The first route 

highlights the microbial transformation of bile acid and the signaling role that certain 

transformed bile acids act through bile acid receptors to achieve metabolic regulatory 

function, especially through FXR, TGR5 and PXR (Table 1-2). Interestingly, 

controversial results showed Fxr-deficient mice are protected from diet- or genetic- 

induced obesity and hyperglycemia compared with wild-type counterparts. Recent studies 

demonstrated that intestinal upregulation of the FXR antagonist TβMCA by manipulating 

BSH active microbiome (e.g., Lactobacillus) or directly inhibiting bacterial BSH (caffeic 

acid phenethyl ester (CAPE)) improves obesity and hyperglycemia (264, 267). The 

second route emphasizes the microbial modulating effect of bile acids, which pool size 

and composition can regulate the structure of microbial community. The antimicrobial 

effect of bile acids can be achieved directly through damaging bacterial membrane,  

disturbing macromolecule stability and increasing oxidative stress, or indirectly through 

FXR-dependent antimicrobial peptides (348). Toxic and hydrophobic primary and 
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secondary bile acids directly damage the bacterial membrane, resulted in taxonomic 

alteration, which favors bile acid-metabolizing and resistant bacteria like Firmicutes, 

representing from 54% to 95% of the total microbiome while inhibiting bile acid 

intolerant bacteria like Bacteroidetes and Actinobacteria, reduced from 33% to less than 

1% in CA-supplemented rats (349). It seems increased bile acid toxicity in the gut favors 

the growth of gram-positive bacteria as the protective peptidoglycan layer is thicker and 

more resistant to the harsh environment compared with gram-negative bacteria (350). 

Another study observed a 1000-fold increase of the bile acid 7α-dehydroxylating bacteria 

with CA treatment, which all belong to Clostridium cluster XIVa from Firmicutes 

phylum, indicating the conversion of primary bile acids to more toxic secondary bile 

acids by 7α-dehydroxylating bacteria might be an adaptation mechanism to inhibit 

nutrients competitors to favor their own growth in the highly competitive gut 

environment (351). Interestingly, expansion of Firmicutes and shrinkage of Bacteroidetes 

is the characteristic structure of an obesity-associated microbial community with an 

elevated energy-harvest ability (26). The third route accentuates the cytotoxic and 

genotoxic property of hydrophobic bile acids. In addition to membrane damage, bile 

acids disrupt intracellular activity by interfering with the transporters (352), inducing 

DNA damage, ER stress, protein malfolding and denaturation, which is involved in 

multiple diseases, including cholestasis and cancer (353, 354) 

 

Nonalcoholic Liver Disease (NAFLD)   

NAFLD refers to a broad spectrum of non-alcohol relevant liver pathologies (<20 

g of alcohol intake/day) ranging from simple steatosis due to excessive hepatic lipid 
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accumulation to severe non-alcoholic hepatosteatosis (NASH), progressive fibrosis, 

cirrhosis and even hepatocellular carcinoma, which affects up to 25% of population 

worldwide with an astonishing estimated 33.5% prevalence among the adult population 

in 2030 (355, 356). NAFLD is highly correlated with obesity, insulin resistance and T2D 

mellitus. The co-occurrent rate of obesity/T2D and NAFLD is up to 70%-80%, and 

NAFLD is 100% presented in patients with combined obesity and T2D (357, 358). As 

pathogenesis of NAFLD is intimately associated with glucose, lipid, energy and 

immunity dysregulation, it is expected that bile acids are involved in NAFLD through 

modulating hepatic and extrahepatic lipid, carbohydrate and inflammation pathways by 

targeting bile acid receptors. Fxr-deficient mice exhibit the full spectrum of NAFLD 

pathology including hepatocellular carcinoma, and manipulating FXR expression or 

administering natural or synthetic FXR agonist improves NAFLD manifestation 

including steatosis, inflammation, fibrosis and carcinogenesis and regenerative capacity 

in both pre-clinical in vivo models and human clinical trials (359). Controversially, 

emerging evidence suggested intestine-specific Fxr deficiency might protect against 

HFD-induced NAFLD by reducing hepatic lipid accumulation via repression of 

ceramides/Srebp1-c/Cidea (cell death activator) pathway (360). Tgr5 deficiency is 

implicated in obesity, hypercholesterolemia, NAFLD, and atherosclerosis mainly due to 

lack of glucose, energy metabolism and inflammation modulation with deficient 

TGR5/GLP-1 signaling, TGR5/cAMP/PKA thermogenesis signaling and 

TGR5/cAMP/NF-B anti-inflammatory signaling. In agreement with the TGR5 

deficiency phenotype, TGR5 agonist like INT-777 (a semisynthetic bile acid, also known 

as obeticholic acid (OCA); 6α-ethyl-CDCA), reverses HFD-induced hepatosteasosis and 
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LPS-induced atherosclerosis (306, 361). Additionally, bile acid transporters have been 

implicated in NAFLD pathogenesis, as the influx and efflux bile acid transporters control 

local and systemic bile acid levels, bile acid enterohepatic cycling and distribution, thus 

regulating the strength of the bile acid receptor activation and downstream signaling 

including glucose and lipid homeostasis. Evidence indicates bile acid transporters like 

BSEP, ASBT, NTCP and MRP2 are relevant in NAFLD pathogenesis in both animal and 

human studies (362, 363), while inhibition of ileal bile acid uptake by disrupting ASBT 

with ASBT inhibitor has protective effect against HFD-induced NAFLD, a potential 

therapeutic target to ameliorate NAFLD and NASH (364).  

 

Hepatobiliary Diseases -Cholestasis and Gallstone Diseases 

Cholestasis and gallstone disease are associated with impaired bile flow excretion 

due to impaired hepatocytes, bile duct or gallbladder, and dysregulated cholesterol 

metabolism. Cholestasis describes a medical condition characterized by a decrease in bile 

flow due to either impaired hepatocyte secretion or obstructed bile ducts (365). 

Cholestasis occurring during pregnancy is called obstetric cholestasis or intrahepatic 

cholestasis of pregnancy (ICP), a disorder with 1/140 incidence among UK pregnancies 

with an increased level of maternal and fetal circulating bile acids due to restriction of the 

hepatic bile excretion. ICP has been highly associated with incidence of stillbirth, 

perinatal complications and intra-uterine fetal death (366). Cholestasis is highly 

associated with cholestatic bile acids like CA, CDCA, LCA and DCA, which are highly 

hydrophobic thus eliminated inefficiently in the liver and cause hepatotoxicity and bile 

acid accumulation. Significant elevation of cholestatic bile acids in circulation is the 
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common manifestation with ICP conditions, indicating the impairment of the 

enterohepatic circulation (367, 368). Sufficient elimination of toxic bile acids relies on 

well-controlled bile acid de novo synthesis, enzymatic hydroxylation/detoxification to 

convert hydrophobic bile acids into more hydrophilic and less toxic molecules, and 

functional bile acid transportation system for efficient excretion. Both bile acid de novo 

synthesis, detoxification (Phase I and II enzymes) and transportation (Phase III 

transporters) are tightly regulated by bile acid receptors including FXR, PXR and VDR. 

Under cholestatic conditions, activation of those bile acid receptors exert protective 

effects by decreasing hepatic bile acid output and uptake, stimulating hepatic bile acid 

efflux, and inducing bile acid metabolizing, conjugating enzymes and transporters. 

Multiple studies have demonstrated bile acid receptor agonism is the potential therapeutic 

strategy for the treatment of cholestasis and hepatobiliary-related diseases (369).     

Cholesterol gallstone formation is highly associated with hypersecretion of 

cholesterol resulting from dysregulated bile acid, which can obstruct the bile duct leading 

to diminished hepatic bile acid outflow and ultimately cholestasis. The inactivation of 

CYP7A1 (limiting enzyme of bile acid synthesis from cholesterol) has been reported to 

cause gallstone formation, proven by Apobec-1−/− mice with Cyp7a1 deficiency 

phenotype that readily develop lithogenic diet-induced gallstone, and the human 

hypercholesterolemic phenotype due to loss of CYP7A1 function with a homozygous 

deletion mutation (370, 371). A correlation has been established between decreased bile 

acid synthesis and increased biliary cholesterol secretion (372). Hydrophobic bile acid 

DCA and CA have been reported to promote cholesterol crystallization, a pre-stage of 

gallstone. Female gallstone patients showed a significantly smaller bile acid pool size 
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with an enhanced CA to DCA biotransformation comparing to the healthy female 

controls. Additional human studies confirmed cholesterol gallstone prevalence is 

associated with raised proportion of DCA and CA (373, 374). Bile acid receptor FXR, 

PXR and VDR are implicated in gallstone diseases by inhibiting bile acid synthesis to 

eliminate hepatic cholesterol through repressing transactivation or transcription of 

CYP7A1 (287, 324, 332). Moreover, studies revealed Tgr5 knockout mice were protected 

from lithogenic diet-induced gallstone diseases, indicating TGR5 activation is involved in 

gallstone pathogenesis. The possible mechanism is related to promotion of gallbladder 

filling by inducing gallbladder smooth muscle relaxation via TGR5-cAMP-protein kinase 

A-KATP channel pathway (375, 376).  

Interestingly, microbiota is involved in cholestasis and gallstone formation not 

only by regulating bile acid receptors, but also by directly converting bile acids to more 

or less cholestatic/hydrophobic forms. For example, microbiota contributes to 

hepatobiliary diseases pathogenesis by dehydroxylation of primary bile acid to more 

hydrophobic and toxic secondary bile acid via 7α-dehydroxylase activity, and 

deconjugation of more hydrophilic conjugated bile acids to free and toxic bile acids by 

BSH activity. Meanwhile, bacteria participates in the protection against cholestasis and 

gallstone by transforming cholestatic bile acids to less hydrophobic and toxic iso-bile 

acids form through oxidation and epimerization by HSDH activity. 

 

Apoptosis, Inflammation and Autoimmunity  

Bile acids are increasingly appreciated as immunological modulators in regulation 

of apoptosis, inflammation, and immunity. Accumulation of hydrophobic bile acids is the 
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major inducer of hepatic inflammation, cholestasis, fibrosis and carcinogenesis. Besides 

liver, systemic bile acids levels cause damage in extrahepatic organs including gut and 

kidney as well (377, 378). One mechanism, which bile acids lead to hepatocyte damage 

and inflammation involve bile acid-induced oxidative stress and endoplasmic reticulum 

stress through ligand independent epidermal growth factor receptor and FAS receptor-

mediated caspase activation or hydrophobicity-caused direct mitochondria damage. 

(379). Another mechanism involves the bile acid-activated proinflammatory mediators 

including early growth response factor-1, which stimulates the proinflammatory signaling 

and effector including cytokine (TNF-α, IL-23, IL-17A), chemokine (Macrophage 

Inflammatory Protein-2) (380), and adhesion molecules (intercellular adhesion molecule-

1) (380, 381). The most recognized mechanism that bile acids exert immunomodulatory 

effect is through bile acid receptors including FXR, TGR5, and VDR. Bile acid-activated 

FXR and TGR5 induce hepatic, colonic and cardiovascular anti-inflammatory signaling 

by inhibiting pro-inflammatory cytokines and enzymes including IL-1α, IL-1β, IL-6, 

TNF-α,  IFN-γ, cycloxygenase (COX)-1, COX-2 and iNOS through antagonizing NF-kB 

dependent pathway (311, 312, 382). FXR modulates renal inflammation and fibrosis 

through repressing Srebp-1c-mediated fatty acid synthesis, profibrotic growth factor 

TGF-β, and pro-inflammatory cytokines and chemokines including TNF-α, IL-6 and 

monocyte chemoattractant protein-1 (383). VDR has been implicated in the prevention of 

IBD and colorectal cancer as it exhibits regulatory role in cell proliferation, 

differentiation, immunomodulation and pro-inflammatory signaling attenuation in 

epidermal cells, malignant breast cells, pre-malignant colonic epithelium and immune 

cells (334-337, 339). Due to the beneficial immunomodulatory effects, bile acid receptor 
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antagonism represents the promising therapeutic strategy in the treatment of 

inflammatory and autoimmune diseases.  

 

Bile Acid Measurement Approaches  

Bile acids have great clinical significance as the pool size and composition is 

intimately related to their metabolic and immunological function, and disrupted gut 

microbiome-host interaction. Increased serum bile acid especially hydrophobic bile acid 

indicates problems with intrinsic clearance and detoxification deficiency thus is critical 

for liver disease diagnosis including ICP, hepatitis and cirrhosis (384-386). Given the 

biological and clinical significance of bile acids, a reliable and efficient platform and 

method to provide robust detection and quantitation  with improved analytical confidence 

is highly important for disease diagnosis and prognosis. However, the development of 

sensitive and accurate analytical methods remains challenging due to the structural 

diversity of BAs, broad spectrum of biological concentration (>106 magnitude), as well as 

the molecular complexity of the biological matrix like plasma, urine, bile, and stool, 

which can contain mixtures of lipid,  protein, carbohydrates, mineral salts, vitamins 

,various trace element, and other interfering components (387). Various methods using 

different platforms have been utilized for bile acid separation, detection and quantitation 

in the past decades, including enzymatic assays, thin layer chromatography, gas 

chromatography (GC), gas liquid chromatography (GLC), HPLC, GC-MS, LC-MS, and 

NMR spectroscopy. Reviewing and evaluating the analytical and practical performance 

of the emerging techniques will be advisable for clinical practice of bile acid 

measurement and disease diagnosis.  
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Enzymatic assays 

Enzymatic assays offer a relative simple, specific and rapid measurement for total 

bile acids, thus they are most widely used in clinical laboratories for direct total bile acid 

measurement in patient serum with liver diseases. The general enzymatic reaction is 

initiated by adding dehydrogenase enzyme like NAD-linked 3α-hydroxysteroid 

dehydrogenase (3α-HSD) to catalyze the oxidation reaction of bile acid, either generating 

NADH to react with nitrotetrazolium blue to form fluorescent formazan dye with the 

presence of diaphorase enzymes (3rd generation method) or forming fluorescent reduced 

coenzyme thio-NADH with the presence of coenzyme thio-NADH (5th generation, also 

known as enzymatic cycling), followed by fluorometric measurement with ultraviolet 

spectrophotometry or fluorimetry (388, 389). Despite that enzymatic assays are 

extensively used for their cost and ease of use, the drawbacks that they are dependent on 

enzyme purification and certain bile acids may hinder the accuracy and thus reduce 

extensive application of the measurement (390).  

 

Chromatography-based techniques  

Besides total bile acid levels, individual bile acids serve important physiological 

function and clinical significance, especially hydrophobic secondary bile acids like LCA 

and DCA, which in high concentration are hepatotoxic and carcinogenic. Elevated LCA 

and DCA levels have been implicated in the promotion of colon cancer, chronic 

inflammation and hepatobiliary diseases like cholestasis and gallstone formation (369). 

Therefore, highly selective techniques for accurate specific bile acid quantitation is 
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required for clinical practice. Chromatographic techniques depend on the selective 

retention of the migrating components in the column by the stationary phase, thus 

providing good separation to purify individual bile acid from the complex biological 

matrices, which means this methodology can be extensively applied clinically for 

individual bile acid measurement (391).  

 

Thin-Layer Chromatography (TLC) 

TLC methods have mostly used in routine clinical separation of primary and 

secondary bile acids and their glycine or taurine conjugates for the relatively simple 

procedure (391). However, the relative low sensitivity and separation difficulties hinder 

the extensive application of this method to samples with low quantity and more complex 

constituents. High performance TLC,  an over-pressured TLC technique with the 

improved separation, has been applied to the conjugated bile acid analysis of lower 

volume serum samples in children with cystic fibrosis (392). High performance TLC with 

fluorescence indicators has also been used for the rapid and accurate quantitation of free 

and conjugated bile acids in duodenal juices (393). In clinical practice, TLC is still a 

reliable, simple and time-effective alternative to other more advanced bile acid 

quantitation methods, like gas chromatography.  

 

High Performance Liquid Chromatography (HPLC) 

HPLC techniques with a high-pressure pump achieves better sensitivity and 

separation of the analytes in a complex matrix, thus HPLC has been developed 

extensively to analyze bile acids in biological fluids. Modification of chromatography 
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and choice of detectors and columns coupled with HPLC is dependent on sample type 

and analysis purpose. For samples with high bile acid concentrations (mM), HPLC 

coupled with refractive index or ultraviolet detectors yields satisfactory measurement. 

For samples with low bile acid concentrations (pM) or more unconjugated bile acids with 

poor spectroscopic absorption,  the use of pre-column derivatization by esterification with 

derivatization reagent like 4-bromomethyl-7-methoxycoumarin and 1-

bromoacetylpyrene, or the post–column immobilized 3α-HSD enzymatic reactions using 

octadecyl-silica column significantly improved the sensitivity and resolution of the bile 

acid detected by either UV or fluorescence detector (391). For determination of 

conjugated bile acid in serum, improved HPLC using paired-ion chromatography or ion-

exchange chromatography on piperidinohydroxy-propyl-sephadex LH-20 were developed 

for better separation and selectivity (394, 395). However, the main disadvantages of 

HPLC including matrix effect and restricted specificity of the detectors limit the 

suitability for the measurement of the non-principal bile acid species in more complex 

biological matrix.  

 

Gas/Gas-Liquid Chromatography (GC/GLC)  

GC is a separation technique for volatile constituent in a mixed sample as it 

passes through carrier gas stream. The earliest GC application for bile acid series analysis 

was described in 1960, with only four methyl-bile acid derivatives detected (396). The 

development of capillary columns like glass or metal columns packed with liquid phase 

and inert fused-silica columns, improved the derivatization methods to derivatize the 

carboxyl group, hydroxyl group, or oxo group, and the diverse detection techniques 
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including electron capture detection, flame ionization detection and selected ion 

monitoring mass spectrometry enable the wider research application for bile acid 

derivatives analysis in bile, serum, urine and feces (391, 397). However, the time-

consuming sample preparation procedure involving extraction, purification, hydrolysis, 

derivatization, and the inaccurate identification of stereoisomeric forms of bile acid with 

single column of GLC technique have posed practical difficulty for extensive application 

for bile acid quantitation.  

 

Mass Spectrometry-based Techniques  

The continuous utilization of mass spectrometry techniques for bile acid analysis 

is attributed to its structural elucidation, definitive quantitation and isotopic 

differentiation capacity. Various mass spectrometry ionization techniques have been used 

for bile acid analysis, including electron impact ionization, chemical ionization, fast atom 

bombardment, atmospheric pressure chemical ionization, matrix-assisted laser desorption 

ionization, thermospray ionization, ion spray and electrospray ionization (398). Choices 

of coupled mass analyzers are based on analytical purposes, including qualitative ion 

trap, orbitrap, time-of-flight and quantitative triple/tandem quadrupole.  

 

Gas Chromatography-Mass Spectrometry (GC–MS) 

GC-MS, as a robust, simple method, which has been extensively utilized for bile 

acid separation and quantitation, especially for bile acid structure elucidation (399). 

Compared to LC-MS, the obvious advantage of GC-MS is the relative inexpensive 

instrumentation and lower carry-over on columns. However, the drawbacks of GC-MS 
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for bile acid analysis include the requirement of time-consuming and variation-

introducing conjugation cleavage and carboxyl or hydroxyl group 

derivatization/methylation. GC-MS recently has been used as a complementary approach 

to LC-MS to validate methods, increase metabolome coverage or to verify the biomarker 

identification (400, 401).  

 

Liquid Chromatography-Mass Spectrometry (LC-MS) 

LC-MS and LC-tandem mass spectrometry (LC-MS/MS) has been the most 

sensitive and widely used analytical tools for accurate bile acid quantitation in urine, 

plasma, serum, bile, intestinal content, liver and feces. Currently, most available LC-MS 

and LC-MS/MS methods are reverse-phase chromatography and atmospheric pressure 

ionization dependent, which allow wider choices of flow rates and column dimensions 

(387, 402). A buffered mobile phase is usually introduced to maintain a certain pH range 

to achieve better ionization and chromatographic response based on the analytical 

purpose. For example, bile acids are predominately in the deprotonated form under 

neutral pH environment. As the pH decreases to pH=4 by adding acetic or formic acid, 

taurine conjugated bile acids become deprotonated while glycine and free bile acids are 

in their ionized from predominately (403). Moreover, the highly specific and sensitive 

LC-MS/MS provides direct, reliable and accurate measurement of conjugated bile acid by 

simultaneous monitoring the parent and daughter ions with multiple reaction monitoring 

(MRM) method, which has been applied for bile acid profile screening and taurine, 

glycine, sulfated, and glucuronidated bile acid quantitation (387, 399, 401, 404). The 

improved ultra-high pressure liquid chromatography (UHPLC) system using columns 
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packed with particles smaller than 2 μm allows for faster flow rate, shorter elution time, 

better LC performance and increased peak capacity over HPLC. 21 and 55-66 different 

bile acids species in mouse and human samples have been quantified with UPLC-MS/MS 

system by different research groups, respectively (387, 405). 

 

Nuclear Magnetic Resonance (NMR) Spectroscopy based Assays 

As the most reproducible, reliable and simplest sample preparation analytical 

method, high field NMR spectroscopy has been exploited for bile acid identification and 

quantification. However, due to the relative low sensitivity and complexity of the matrix, 

the application has been limited to quantitation of total bile acids and several highly 

concentrated conjugated bile acid species (406, 407).   

 

Manipulate Microbiome Therapeutically to Treat Metabolic Disease 

 

The critical metabolic and immunological roles of microbial-derived metabolites for 

human health has led to therapeutic approaches to manipulate SCFAs and bile acids pool 

size, composition and function by targeting microbiome or microbial-derived metabolites 

like BSH via different strategies like bariatric surgery, dietary supplement and 

xenobiotic/drug intervention. 

 

Bariatric Surgery 

Bariatric surgery has been the most effective intervention for the treatment of 

obesity and glycemic control of T2D, with over 30,000 bariatric surgery procedures being 

undertaken annually (408). Roux-en-Y gastric bypass (RYGB), laparoscopic adjustable 
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gastric banding (LAGB) and vertical sleeve gastrectomy (VSG) operations are most 

common bariatric surgery procedures, which lead to glucose normalization, insulin 

resistance resolution and T2D remission strikingly within hours to days after the surgery, 

well before any significant weight loss has occurred (409). The molecular mechanisms 

underlying the metabolic improvement of bariatric surgery have not been well delineated, 

however recent data suggests that postsurgery improvement is not merely an effect of 

weight loss due to decreased stomach volume, but is intimately associated with 

significant alteration of gut microbiome, SCFAs and bile acid signals resulting from 

surgical re-routing of ingested nutrients and digestive juices (410-412). Increased anti-

lipogenesis propionate and decreased pro-lipogenesis acetate in RYGB-recipient mice 

were likely responsible for the beneficial changes in lipid metabolism and promoted 

energy homeostasis(413). Elevated systemic bile acid following RYGB and VSG were 

reported in both clinical studies and animal models, suggesting an enhanced 

enterohepatic bile acid signaling after surgery (410, 414).  

Emerging animal and human studies have shown a remodeling of gut microbiome 

structure after RYGB, with a substantial shift of the main phyla from predominant 

Firmicutes and Bacteroidetes towards γProteobacteria, specifically family 

Enterobacteriaceae (415, 416). Inoculation of GF recipients with gut microbes from 

RYGB donors resulted in significant lower fat mass and weight gain compared to 

recipients inoculated from sham surgery donors, indicating restructured gut microbiome 

after RYGB directly contributes to postsurgery metabolic improvement (413). The 

remodeling of microbiome after RYGB has been implicated in alteration of bile acid-

regulated pathways through bile acid receptors. FXR and FGF19/21 signals, which are 
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known to modulate bile acid, glucose and lipid metabolism, have been observed in higher 

levels three months after RYGB (417). FXR-signaling was reported as a molecular target 

in mediating beneficial metabolic response to the gastric bypass alternative procedure 

VSG, and the genetic disruption of FXR lead to substantial reduction of therapeutic 

efficacy of  VSG (418). Remarkably, the functional change of microbial community 

postsurgery is Fxr-genotype dependent, as the prevalence of specific bacteria genera 

(e.g., Bacteroides, Roseburia) known as critical systemic metabolism modulators whose 

abundance is associated with weight loss and improved glucose control were altered 

differently by VSG Fxr knockout mice. In addition to FXR signaling, another bile-acid 

regulated receptor TGR5 is activated after RYGB, which potentiates GLP-1 secretion 

from enteroendocrine L cells. GLP-1 is a major incretin hormone to promote glucose 

metabolism, insulin sensitivity and energy expenditure to achieve glycaemia and energy 

control, which is rapidly increased after RYGB in plasma (419, 420). Gastric bypass 

alternative procedure VSG induced elevation in energy expenditure was reported to be 

TGR5 independent in mice. However, Tgr5 deficiency attenuated improved glucose 

tolerance, insulin signaling and metabolism in bile acid profiles after VSG, suggesting 

TGR5 signaling contributes to the postsurgery glucoregulatory benefits by promoting 

metabolically favorable shifts in gut microbial and circulating bile acid profiles (421). 

Notably, the inconsistency in post-prandial bile acid changes after RYGB, VSG, and 

LAGB might suggest different enterohepatic bile acid signaling, while the concrete 

mechanism of each surgical type remains to be elucidated. The variability in the 

composition of the bile acid pool among independent studies indicates the analytical 
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limitation and unreliability of bile acid quantitation protocols with inconsistent sampling 

timing, analytical technique, statistical analysis, and reporting (422).  

 

Dietary Control  

Dietary factors have both direct modulatory effect on SCFAs/bile acids kinetics 

and indirect effects through shaping the gut microbiome and remodeling the microbiome-

metabolite-host interactions. The SCFAs concentration depends on the type and the 

quantity of fiber consumed with a non-linear pattern. It has been observed that elevated 

cecal SCFAs levels with 10% of dietary wheat starch replaced by inulin, while decreased 

when replaced by 20% inulin (423). Additionally, inulin shifted SCFAs composition 

from acetate to beneficial propionate and butyrate (424). A recent human study suggested 

a fiber-rich diet like the typical Mediterranean diet is linked to an elevated level of health 

promoting SCFAs and an expansion of SCFAs- producing bacteria including 

Lachnospira and Prevotella (425). Dietary factors directly affect bile acid metabolism 

and kinetics through regulating the rate of gallbladder emptying, the gut transit time, the 

fractional turnover rate, and bile acid pool size in response to a meal. Dietary fat content 

and composition have been shown to influence the response of CYP7A1 to dietary 

cholesterol during de novo bile acid synthesis thus affecting bile acid metabolism in 

animal models, though human studies showed less consistent links between dietary fat 

intake and bile acid kinetics (426). Dietary factors indirectly modulate bile acid 

composition and signaling by reshaping the microbial community structure and 

selectively favoring or inhibiting species involved in bile acid synthesis, regulation, and 

biotransformation. The dynamic interplay between gut microbiome and bile acids/SCFAs 
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which could be modified by dietary components leading to host metabolic alterations, 

supports the notion that dietary therapeutic solutions for metabolic disease can be 

explored. 

 

Probiotics 

Probiotics of the genera Lactobacillus and Bifidobacterium have been widely used 

as food ingredients and over-the-counter supplements for gut microbiota homeostasis, 

general health improvement, and medical condition treatment including diarrhea and 

hypercholesterolemia (427). According to a recent meta-analysis of randomized 

controlled trails including a total of 1971 patients from public database dating from 2007 

to 2017, probiotics administration has been shown to significantly reduce total cholesterol 

levels in serum between 9.8 to 16.74% with 95% confidential interval in the random-

effect model analysis (428). Evidence suggests that probiotics exert their metabolic and 

immunological benefits through modifying bile acid composition as probiotic stains with 

BSH activity generate various bile acid species with different signaling functions (427). 

A recent study reported the probiotic cocktail formulation VSL#3 caused significant 

microbial composition shift towards Firmicutes and Actinobacteria at the expense of 

Bacteroidetes and Proteobacteria, along with enhanced ileal bile acid deconjugation and 

fecal excretion corresponding with increased fecal BSH activity, as well as upregulated 

Cyp7a1 and Cyp8b expression and consequently enhanced hepatic bile acid synthesis via 

FXR-Fgf15 suppression dependent pathway (429). In a 2,4,6-trinitrobenzenesulfonic 

acid-induced colitis rodent model, VSL#3 administration corrected the inflammation-

driven metabolic dysfunction through bile acid-regulated nuclear receptors FXR, PXR as 
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well as PPARγ (430). Despite the growing body of health- promoting evidence for BSH-

positive probiotic strain supplementation, safety concerns may arise knowing microbial 

BSH could be potentially detrimental as BSH catalyzed deconjugation is the prerequisite 

for generation of toxic secondary bile acids via microbial-mediated 7α/β-

dehydroxylation. Therefore, a better understanding of the role of BSH and attentive 

selection of specific strain that is incapable of further modifying unconjugated bile salts, 

or is unlikely to produce harmful products of BSH deconjugation are necessary to address 

the medical concerns about the possible side effects associated with BSH-positive 

probiotic supplementation (431).  

 

Prebiotics 

Prebiotic refers to a substrate that is selectively utilized by host microorganisms 

conferring a health benefit (432). Prebiotics are reported to improve gastrointestinal 

disorders (e.g., irritable bowel syndrome) and metabolic disorders (e.g., 

hypercholesterolaemia), prevent carcinogenesis and lower tumor incidence (433). 

Saccharolytic fermentation by bacteria lead to SCFAs production that are recognized as 

preferred energy substrates for colonic epithelium to maintain gut barrier function and 

positive metabolic and immunological modulators. Prebiotics like inulin-type fructans 

selectively favor growth of specific microbial genera like Bifidobacteria and Lactobacilli, 

which have relatively lower xenobiotic-metabolizing enzymes, might beneficially reduce 

carcinogen, pre-cancerous lesions and tumor formation (433). A recent study using 

apolipoprotein E knockout (Apoe−/−) mice model with endothelial dysfunction in 

mesenteric arteries has shown inulin-type fructans supplementation upregulated gene 
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expression involved in bile acid metabolism including Cyp7a1, Slc10a2, Fabp6, 

Slc51a/b, and modulated the plasma and cecal BA profiles with an increase in primary 

bile acids (CA, CDCA), MAC and UDCA, but a decrease in secondary bile acids (DCA) 

and tauro-conjugated bile acids, which are correlated with marked decrease of 

Ruminococcaceae and Lachnospiraceae families and expended Bifidobacteriaceae and 

Erysipelotrichaceae families and Akkermansia genus. The expended NO-producing 

bacteria, elevated circulating bile acids, increased L cells density and promoted glucagon-

like peptide 1 production might co-contribute to the improvement of enteric vascular 

dysfunction through activation of the endothelial NOS–nitric oxide pathway (434).  

 

Xenobiotic/Drug Targeting of Microbial-Derived Signaling 

Increased understanding of microbial-derived signaling routes and effects 

covering physiological, metabolic and immunological functions, have drawn vast interest 

in the development of novel therapeutic approaches by targeting gut microbiome-

metabolite-receptors axis for metabolic and inflammatory diseases treatment. One most 

popular strategy is therapeutically targeting FXR signaling. A 6-α ethyl derivative of 

CDCA (6-ECDCA), also knowns as OCA, a semi-synthetic steroidal dual FXR/TGR5 

agonist with a 100-fold greater FXR selectivity compared to CDCA (435), has been used 

as a first-in-class selective FXR agonist under double-blinded, placebo-controlled clinical 

phase 2 trails in the treatment of NAFLD and NASH. Other FXR agonists including 

WAY-362450 (FXR-450), PX-102, PX-104, LJN452, GS-9674, are already completed or 

under active clinical trials ranging from phase 1 to 2 (436). Other developed FXR 

agonists like GW4064 or INT-767 have shown promising effect for the improvement of 
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insulin resistance, steatosis, and fibrosis in diet-induced diabetic and NASH animal 

models (271, 437). Follow-up clinical trials are currently underway but no convincing 

efficacy data as of yet has been reported.  

Interestingly, gut-restricted FXR agonism might offer a safer therapeutic 

alternative in the treatment of metabolic syndrome with beneficial systemic efficacy and 

minimum systemic toxicity. A gut-restricted drug fexaramine, which is administered 

orally while poorly absorbed into the circulation, counters obesity and metabolic 

syndrome, promotes energy expenditure and fat browning, and improves insulin response 

in diet-induced obesity mice, likely through FXR-Fgf15 signaling and alterations in bile 

acid composition (297). The role of selective FXR agonism/antagonism in metabolic 

disorders is controversial and complicated, as the comparative analysis of liver-specific 

and intestine-specific Fxr knockout mice revealed distinct metabolic outcomes in diet-

induced or genetic obese/diabetic mice models (267, 272, 360, 438, 439). Emerging 

evidence revealed the intestinal-specific FXR antagonism attenuated HFD-induced 

hepatic steatosis and ameliorated HFD-induced hyperglycemia, suggesting the potential 

therapeutic strategy of tissue specific FXR inhibition for obesity-related metabolic 

disorders (267, 360). The antioxidant tempol which has anti-obesity and metabolic 

beneficial effects in mice (181, 440), increases FXR antagonist levels, specifically 

TβMCA in the intestinal bile acid pool by inhibiting BSH producing Lactobacillus. By 

knocking out BSH, tempol inhibits the deconjugation process (hydrolysis of tauro-

conjugated bile acid to free bile acid) to upregulate TβMCA and intestinal FXR 

inhibition. Another new orally available, synthesized bile acid analog glycine-β-

muricholic acid (GMCA) was developed as a more potent intestine-specific FXR 
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inhibitor as it is not hydrolyzed by BSH. GMCA induced intestine-specific FXR 

inhibition prevents diet-induced and genetic obesity and hepatic steatosis in mice through 

intestinal FXR-ceramide axis, whereby intestinal FXR regulated-ceramides enter 

circulation and regulate hepatic de novo fatty acid synthesis via the Srebp1-c/Cidea 

signaling pathway (441). A newly discovered BSH inhibitor CAPE reverses 

hyperglycemia in HFD fed mice by selectively suppressing intestinal FXR-ceramides 

signaling (267). Additional pre-clinical and clinical experiments need to be done to fully 

determine if FXR antagonism can be therapeutically exploited in the treatment of 

metabolic syndrome in human.  

The antidiabetic, anti-inflammatory and energy expenditure effects of TGR5 

uncovers a therapeutic avenue through TGR5 agonism to conquer type 2 diabetes, 

atherosclerosis and other obesity-related metabolic disorders (62, 293). Mice studies have 

revealed TGR activation by administering synthetic TGR5 agonist like INT-777 and 

TRC210258 addresses the multiple metabolic and immunological abnormalities related to 

obesity and diabetes, including dyslipidemia, hyperglycemia, diabetic nephropathy, renal 

damage and kidney disease (442, 443). However, controversial results and potential risk 

of TGR5 agonism have been reported (444-447), indicating the challenges for 

pharmaceutical application of TGR5 agonist-based therapy.  

Although animal studies have identified the great therapeutic potential by 

manipulating microbial-derived signals in the treatment of enterohepatic and metabolic 

disorders, including cholestasis, nonalcoholic liver disease (NAFLD and NASH) and 

diabetes (448-450), the clinically available therapies targeting microbial-derived 

signaling (SCFAs and bile acids) are limited, and promising drug candidates are still 
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under development phase and early clinical trials. More fundamental and translational 

investigations will be needed to elucidate microbial-derived signaling and xenobiotics-

microbiome-host interactions to fully exploit the therapeutic potential of microbial-

derived metabolites and their signaling in the treatment of metabolic and immunological 

disorders. 

 

Research Objectives 

 The central hypothesis is metabolomics in addition with other informative 

techniques enables the comprehensive and complementary understanding of the 

mechanistic interplay between xenobiotic and host-associated microbiome. By testing the 

hypothesis, this dissertation explores the application of MS- and NMR-based 

metabolomics combined with molecular biology, biochemistry, flow cytometry and other 

elegant approaches to quantify bacterial-derived metabolites, characterize the xenobiotic 

induced-microbial modulation of host metabolic profiles, evaluate impact of xenobiotic 

on microbiome function and host metabolism, and discover xenobiotics-microbiome-host 

interactions for potential therapeutic application. In chapter 2, reliable and dependable 

metabolomics methods for SCFAs quantitation were investigated. Different SCFAs 

quantitation methods using two independent metabolomics platform GC-MS and 1H 

NMR were compared, optimized and combined for accurate quantitation, feasibility 

validation and extensive application. In chapter 3, the metabolic functional roles of gut 

microbiome and how to target microbiome therapeutically to achieve metabolic 

improvement on host was elucidated by investigating anti-obesity mechanism of a 

xenobiotic tempol. The effect of tempol on microbial fermentation and host metabolic 
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profiles and energy homeostasis were fully investigated with the global and targeted 

metabolomics methods developed. A xenobiotic-microbiome-host interaction was 

established for microbiome-targeting therapeutic strategy development. In chapter 4, a 

novel approach combining in vitro bacterial incubation, single-cell flow cytometry, and 

global metabolomics tools was developed to characterize microbiome viability, 

physiology, and metabolic activity following direct xenobiotic tempol exposure, aiming 

to understand the direct impact of xenobiotic/toxicants on microbiome toxicity  for better 

inform risk assessment and drug screening. Chapter 5 thoroughly discussed the key 

findings of the work and future directions with the powerful metabolomics tools to 

uncover xenobiotic-microbiome-host interactions, the role of the gut microbiome in the 

context of human diseases and the best ways to manipulate the microbiome 

therapeutically to achievement health benefits in host.  
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Figure 1-1  

 

Figure 1-1. Dynamic Distribution of Normal Microbiota. Normal microbiota refers to 

a stable, regular microorganism community acquired during birth, newborn handling and 

feeding after birth. The microbiome remains throughout life and participates in the health 

maintenance without causing disease under normal circumstance. In the healthy human 

body, the microbiome inhabits at mucous membrane (conjunctiva), surface tissues like 

skin, digestive tract (mouth, stomach and intestinal tract), respiratory tract (nose primarily 

and lung) and genital tract (urinary and vaginal tract). The internal tissues like brain, 

circulation system (blood, heart), and muscles are considered microorganism-free. 

Normal microbiome is characterized with body region-specific, life stage-, pH- and 

hormonal level- dependent microbial inhabitants. 
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Figure 1-2. SCFAs involved in metabolic and immunological functional pathways 

 

Figure 1-2. SCFAs Involved in Metabolic and Immunological Functional Pathways. 

The primary fermentation-derived SCFAs acetic acid (C2), propionic acid (C3) and 

butyric acid (C4) are utilized by the colon epicedium as energy source to maintain gut 

barrier function. SCFAs serve as anabolic substrates or precursors for biogenic synthesis 

in the liver including lipogenesis and gluconeogenesis. SCFAs also function as signaling 

molecules to activate GPRs/FFARs for metabolic and immunological regulation.  
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Figure 1-3 

 

Figure 1-3. Bile Acid Synthesis, Biotransformation and Regulation. Primary Bile 

acids CA and CDCA are initially synthesized from cholesterol in the liver, and undergo 

extensively bacterial transformation as moving along the intestinal tract, eventually form 

a bile acid pool with great diversity. Bacterial-transformed bile acids activate different 

bile acid receptors FXR, TGR5, PXR and VDR to regulate signaling pathways with a 

broad coverage of complex symbiotic metabolism networks, including lipid metabolism, 

glucose metabolism, xenobiotics metabolism, energy homeostasis and inflammation. 
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Table 1-1. Bacterial Transformation of Bile Acids 

 

 

 

Main Bacteria 

Genera 

Transformation and enzyme 

regulated*/produced 

 by bacteria 

Initial metabolite End metabolites Location 

 

bile acid de novo synthesis 

CYP7A1*,CYP7B1*, 

CYP8B1*,CYP27A1* 

Cholesterol 

Primary bile acid 
CA,CDCA (in human) 

CA,CDCA, 

UDCA,MCA (murine) 

Liver 

Clostridum XIVa, 

Clostridum XI 

Eubacterium 

bile acid dehydroxylation 

7α-dehydroxylase 

Primary bile acid 
CA,CDCA (human) 

CA,CDCA UDCA,MCA 

(murine) 

Secondary bile acid 
DCA,LCA (human) 

DCA,LCA,MDCA 

(murine) 

Intestine 

Lactobacillus, 

Bacteroides, 

Bifidobacterium, 

Clostridium, 

Listeria, 

Enterococcus, 

Brevibacillus 

Bile acid deconjugation 

Bile salt 

hydrolases (BSH) 

Conjugated bile acid 
T(G)CA,T(G)CDCA, 

T(G)DCA,T(G)UDCA 

Tα/β/ωMCA (murine) 

Free bile acid 
CA,LCA,DCA UDCA 

α/β/ωMCA (murine) 

Intestine 

Bacteroides, 

Clostridium, 

Eubacterium, 

Peptostreptococcus, 

Ruminococcus, 

Bifidobacterium, 

Egghertella, 

Enterobacter, 

Escherichia 

Bile acid oxidation and 

epimerization 

hydroxysteroid 

dehydrogenase (HSDH) 

α-Hydroxyl bile acid 
DCA, LCA, UDCA, 

CDCA 

β-hydroxyl (Iso) bile 

acid 
isoDCA, isoLCA, 

isoUDCA 

isoCDCA 

UDCA (7β isomer of 

CDCA) 

Intestine 

Clostridium, 

Fusobacterium, 

Peptococcus, 

Pseudomonas 

Bile acid desulfatation 

bile salt sulfatases 
Bile acid sulfate ester Unsulfated bile acid Colon 

Bacteroides, 

Eubacterium, 

Lactobacillus, 

Citrobacter, 

Peptostreptococcus 

Bile acid esterification Unesterfied bile acid 
Fatty acid ethyl 

esterified bile acid 
In vitro 

Pseudomonas, 

Clostridium 

Bile acid unsaturation of the 

steroid ring A 

Nuclear dehydrogenase 

(NDH) 

Saturated bile acid Unsaturated bile acid In vitro 
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Table 1-2. Bile Acid Receptors and Signaling Pathways. 

Receptor Ligand potency Signaling pathway  
Transcriptional 

regulation 

Physiological and 

metabolic effect 

Metabolism  

regulated 

FXR 
CDCA>LCA=DCA>CA 

TβMCA (antagonist) 

 

FXR/SHP/LRH-

1/LXRα  

 

FXR/FGF19(15)/FGF-

R4 

CYP7A1↓, CYP8B1↓, 

 

BSEP↑, MRP2↑, 

MDR3↑, OST α and β↑, 

I-BABP↓ 

NTCP↓, OATP1B1↓, 

OATP1B3↓, ASBT↓,  

Inhibited de novo bile acid 

synthesis  

 

Enhanced  bile acid export 

 

Decreased of Bile acid 

influx 

Bile acid  

 

FXR/Shp/Hnf4 and 

Foxo1 

 

PI3K/Akt/Gsk3β 

 

FXR deficiency 

 

G6pase↓, Pepck↓,  

Gsk3β phosphorylation↑ 

 

Glut2↑, Glut4↑ 

 

Proglulcagon↑ 

 

Decreased  

gluconeogenesis  

Increased glycogenesis 

 

Improved insulin 

transcription and secretion 

Improved glycaemia 

Hepatic 

Glucose 

 

FXR/SHP/Srebp-1c 

FXR/RXR 

 

 

 

 

 

FXR depletion  

 

Fas↓  

ApoC-II↑, 

APOA(human)↑ VLDL-

R↑, syndecan-1↑,  

ApoC-III↓, PPARα↑,  

Abcg5↑, Abcg8↑,  

Ceh↑, Scp↑, SrbI↑ 

 

Cyp7a1↑ 

Decreased serum TG 

Promoted VLDL and 

chylomicrons clearance 

Promoted fat oxidation 

Enhanced cholesterol 

reverse transportation and 

clearance 

 

Stimulated cholesterol de 

novo synthesis 

Lipid, 

Cholesterol 

FXR 

Human: CYP3A4↑, 

SULT2A1↑, UGT1A3↑, 

UGT2B4↑ 

Mouse: Abcb1↑, 

Fmo3↑,Gsta2↑ 

Promoted Phase I and II 

detoxification 

Drugs and 

xenobiotic 

FXR/FGF19(15)/FGF-

R4 

AMPK-ERK1/2-

C/EBPβ 

Pfk-1↑, Acly↑, Scd↑, 

Acc2↓, Pgc1α ↑, Pgc1β 

↑, Ucp1↑, 

Fabp1↑,Esrrg↑, 

Glut4↑,Aox↑,DIO2↑ 

Lkb1↑, AMPK↑ 

GCS↑, MnSOD↑, 

UGT1A↑, HO-1↑, 

GSTA2↑, Mrp2↑ 

Increased metabolic rate 

Enhanced thermogenesis, 

mitochondrial biogenesis 

and fatty acid oxidation 

Reduced adiposity 

Ameliorated 

hyperglycemia 

Energy 

metabolism 

TGR5 
LCA≥DCA>CDCA>CA 

  

TGR5-cAMP-PKA 

DIO2↑, PGC-1α↑, PGC-

1β↑, UCP-1↑, UCP-3↑, 

ACO↑,mCPT-I↑ 

Enhanced thermogenesis 

and energy expenditure  

Energy 

metabolism 

TGR5-cAMP-NF-kB 
IL-1α↓, IL-1β↓, IL-6↓, 

TNF-α↓, IFN-γ↓ 
Attenuated inflammation inflammation 

TGR-5/cAMP/Ca
2+

 Proglulcagon↑,   

promoted insulin secretion 

inhibited gastric empty and 

acid secretion delayed 

intestinal transit 

reduced food intake, 

enhanced satiety  

Glucose 
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Table 1-2. Continued 

Receptor Ligand potency Signaling pathway  Transcriptional regulation 
Physiological and 

metabolic effect 

Metabolism  

regulated 

PXR 
3-keto-LCA > 

LCA > DCA = CA 

 

PXR/HNF4α/PGC1α 

PXR/FGF19 

 

CYP7A1↓ 

 

OATPs↑ (OATP1B1, OATP1B3, 

OATP2), MRPs↑(MRP2, MRP3, 

MRP4, and MRP5), MDR1↑ 

 

CYPs↑(CYP3A, 

CYP2B,CYP2C, CYP1A) 

UGTs↑ (UGT1A1, UGT1A6, 

UGT1A3, UGT1A4), 

SULTs↑(SULT2A1), 

GSTs↑(GSTA1,GSTA2,GSTM1) 

 

Inhibited de novo bile 

acid synthesis  

 

Enhanced xenobiotics 

and bile acid transport 

 

 

 

Promoted Phase I and II 

detoxification 

 

Xenobiotics 

and bile acid 

detoxification 

 

PXR/Creb and Foxo1 

PXR/Hnf4α/Pgc1α 

 

G6pase↓, Pepck↓,  

 

 

Decreased  

gluconeogenesis  

 

Hepatic 

Glucose 

 

PXR 

 

PXR/Foxa2 

 

PXR 

 

Cd36↑,Pparγ2↑, Scd1↑ 

 

Cpt1a↓, Hmgcs2↓ 

 

 

Cyp27a1↑, Abca1↑, Abcg1↑, 

ApoA1↑ 

 

Promoted lipogenesis  

 

Suppressed  β-oxidation 

and ketogenesis 

 

Enhanced cholesterol 

detoxification  

 

 

Lipid, 

Cholesterol 

 

Dio2, Pgc-1α, Pgc-1β, Cidea, 

and Ucp-3 

 

Increased energy 

expenditure 

 

Energy 

metabolism 

VDR LCA>DCA>CA 

 

VDR/RXR 

 

 

 

 

 

VDR/HNF4α 

 

CYP2↑, CYP3A↑, SULT2A1↑ 

 

 

MDR1↑, MRP3↑ 

 

 

CYP7A1↓ 

Promoted Phase I and II 

detoxification 

 

Promoted xenobiotics 

transportation 

 

Inhibited of de novo bile 

acid synthesis  

 

 

Xenobiotics 

and bile acid 

detoxification 

 

Calbindin D
9K

, Ca
2+

ATPase, 

TRPV6, CYP24 

Elevated serum calcium 

originating from 

enhanced intestinal 

absorption and bone 

mobilization 

 

Calcium 

metabolism 

 

IFN-γ↓, IL-2↓, IL-17↓, IL-23↓, 

IL-10↑ 

 

Attenuated inflammation 

 

inflammation 

 

EGF-R, c-MYC, K16 

 

Induced apoptosis 

Inhibited proliferation 

 

Proliferation 
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ABSTRACT 

Short chain fatty acids (SCFAs) are important regulators of host physiology and 

metabolism and may contribute to obesity and associated metabolic diseases. Interest in 

SCFAs has increased in part due to the recognized importance of how production of 

SCFAs by the microbiota may signal to the host. Therefore, reliable, reproducible, and 

affordable methods for SCFA profiling are required for accurate identification and 

quantitation. In the current study, four different methods for SCFA (acetic acid, propionic 

acid, and butyric acid) extraction and quantitation were compared using two independent 

platforms including gas chromatography coupled with mass spectrometry (GC-MS) and 

1H nuclear magnetic resonance (NMR) spectroscopy. Sensitivity, recovery, repeatability, 

matrix effect, and validation using mouse fecal samples were determined across all 

methods. The GC-MS propyl esterification method exhibited superior sensitivity for 

acetic acid and butyric acid measurement (LOD<0.01 µg mL-1, LOQ<0.1 µg mL-1) and 

recovery accuracy (99.4%-108.3% recovery rate for 100 µg mL-1 SCFA mixed standard 

spike in and 97.8%-101.8% recovery rate for 250 µg mL-1 SCFAs mixed standard spike 

in). NMR methods by either quantitation relative to an internal standard or quantitation 

using a calibration curve, yielded better repeatability and minimal matrix effects 

compared to GC-MS methods. All methods generated good calibration curve linearity 

(R²>0.99) and comparable measurement of fecal SCFA concentration. Lastly, these 

methods were used to quantitate fecal SCFAs obtained from conventionally-raised 

(CONV-R) and germ free (GF) mice. Results from global metabolomic analysis of feces 

generated by 1H NMR and bomb calorimetry were used to further validate these 

approaches. 



 102 

INTRODUCTION 

It is generally appreciated that compositional and functional changes in the gut 

microbiota promote or modify metabolic diseases (1, 2). The gut microbiota impact host 

metabolism by producing or catabolizing metabolites (e.g., short chain fatty acids, 

SCFA), generating a barrier against pathogens (3, 4), and altering the physiological 

activity of the host (5, 6). An important activity of the gut microbiota is fermentation of 

non-digestible dietary fibers to produce SCFAs. SCFAs are fatty acids with an aliphatic 

tail less than six carbons and the primary fermentation-derived SCFAs are acetic acid 

(C2), propionic acid (C3) and butyric acid (C4). Ninety percent of SCFAs derived by 

bacterial fermentation are reabsorbed rapidly in the colon (7), utilized by the host as an 

energy source (8), and serve as anabolic substrates or precursors for biogenic synthesis 

(9). Acetate is the most abundant SCFA in colon where it is transported to the liver and 

transformed into acetyl-CoA, a precursor for lipogenesis (9) and gluconeogenesis (10). 

Further, acetic acid was reported to be involved in central appetite regulation for energy 

intake control (11, 12). Propionic acid provides beneficial effects including anti-

gluconeogenic (13, 14), anti-lipogenic (14, 15), anti-cholesterogenic (15, 16), anti-

inflammatory (17, 18) and anti-carcinogenic (17, 19) activity. Butyric acid serves as a 

preferred nutrient for colonocytes (20, 21) and is implicated in colonic mucosa 

proliferation, intestinal lining integrity maintenance (21, 22), colonic inflammation 

attenuation (23, 24), and colonic cancer prevention (23, 25) and treatment (26, 27). The 

discovery of the metabolic, immunological, and physiological implications of SCFAs has 

strengthened the demand for effective and precise quantitation approaches.  
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Given the biological significance of SCFAs, MS- and NMR-based metabolomics 

are utilized for SCFAs measurement in the past decades. A basic analytical question is 

therefore raised regarding the complementarity and reproducibility of quantitation 

methods. Or to what extent can current techniques (GC-MS or NMR) be combined to 

increase the analytical confidence and minimize irreproducible measurements. To 

compare the quantitative performance of GC-MS-based and NMR-based techniques for 

SCFAs measurement in biological samples, four common SCFA quantitation methods 

were assessed including GC-MS-based propyl esterification method (28), GC-MS-based 

acidified water extraction method (29, 30), 1H NMR-based quantitation relative to the 

reference compound sodium 3-trimethylsilyl [2,2,3,3-d4] propionate (TSP-d4), and 1H 

NMR based quantitation with calibration curve (Figure 2-1). Validation indices 

including sensitivity, recovery accuracy, repeatability, matrix effect, and biological 

concentrations were compared and evaluated across all methods. The methods were also 

applied to a comparison of conventional and germ-free mouse feces and further validated 

by NMR metabolic fingerprinting profiling and bomb calorimetry. 

 

MATERIALS AND METHODS 

Chemical and Reagents  

 Acetic acid, propionic acid and butyric acid, 1- 13C acetate, 1-13C propionate, 1-

13C butyrate, 1-propanol, pyridine sodium chloride, K2HPO4, and NaH2PO4 were 

purchased from Sigma-Aldrich Chemical Co. Ltd. (St. Louis, MO). Hexane and methanol 

were purchased from EMD Chemicals Inc (Gibbstown, NJ). Internal standard hexanoic 

acid-6,6,6-d3 was obtained from C/D/N Isotopes Inc (Pointe-Claire, Quebec, Canada). 
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Sodium 3-trimethylsilyl [2,2,3,3-d4], propionate (TSP-d4) and D2O (99.9% in D) were 

purchased from Cambridge Isotope Laboratories (Miami, FL). Standard benzoic acid 

pellets were obtained from Parr Instrument Company (Moline, IL). All compounds were 

of the highest grade available. 

 

Animal Samples  

 For the method assessment experiment, feces obtained from conventionally- 

raised C57BL/6J wild-type male mice (Jackson Laboratory, Bar Harbor, Maine) were 

pooled and measured. For method validation experiments, fresh feces were obtained from 

conventionally- raised mice and germ free mice (The Pennsylvania State University 

Gnotobiotic Facility).  

 

Gas Chromatography–Mass Spectrometry (GC-MS) Analysis Procedure  

Preparation of Standard SCFAs and Calibration for GC-MS Methods  

 Acetic acid, propionic acid and butyric acid stock solutions at 10 mg mL-1 and 

internal standard hexanoic acid-6,6,6-d3 solution at 100 µg mL-1 were prepared by 

dissolving individual SCFAs or internal standard in the calculated amount of HPLC water 

based on the initial stock density of each compound. The three 10 mg mL-1 SCFAs 

solutions and the 100 µg mL-1 internal standard solution were pooled together then to 

generate a final concentration 500 µg mL-1 of each SCFAs containing 10 µg mL-1 internal 

standard. Pooled solution was further diluted by 10 µg mL-1 internal standard solution to 

obtain 500 µg mL-1, 250 µg mL-1, 100 µg mL-1, 50 µg mL-1, 25 µg mL-1, 10 µg mL-1, 5 

µg mL-1, 1 µg mL-1, 0.5 µg mL-1 0.1 µg mL-1 SCFAs containing 10 µg mL-1 internal 
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standard. The calibration curve was constructed by plotting relative peak area of each 

SCFA (peak area of SCFA was normalized to peak area of internal standard) to the 

corresponding concentration of SCFA standard. By normalizing the peak area to that of 

the internal standard, the potential variabilities in the instrument conditions, injection 

volumes and mass spectrometer response would expected be corrected. 

 

GC-MS Sample Preparation  

Fresh feces collected randomly from wild type mice was pooled and spiked with 1-13C 

SCFAs at different concentration levels (250 µg mL-1, 100 µg mL-1, 10 µg mL-1). For the 

propyl esterification method (28), 50 mg of 1-13C SCFAs spiked feces were mixed with 1 

mL of 0.005 M NaOH (containing 10 µg mL-1 internal standard hexanoic acid-6,6,6-d3), 

homogenized (Bertin Technologies, Rockville, MD) at 6500 rpm, 1 cycle, 60s with 1.0 

mm diameter Zirconia/Silica beads (BioSpec, Bartlesville, OK) added and then 

centrifuged (Eppendorf, Hamburg, Germany) at 13,200 x g, 4 °C, 20 min. The 

supernatant was collected and mixed with an aliquot of 500 µL of 1-propanol/pyridine 

(v/v=3:2) mixture. 100 µL of propyl chloroformate subsequently was added following a 

brief vortex for 1 minute. Samples were derivatized in an incubator (Thermo Scientific, 

Marietta OH) at 60 °C for an hour. The derivatized samples were extracted with a two-

step hexane extraction (300 µL + 200 µL). A total 500 µL volume of extracts were 

obtained and stored at -20 °C for GC-MS quantitation. For the acidified water-extraction 

method, 50 mg of 1-13C SCFAs spiked fecal samples were mixed with 1 mL HPLC water 

containing 10 µg mL-1 internal standard hexanoic acid-6,6,6-d3. The mixture then was 

homogenized and the pH of the suspension was adjusted to 2-3 by adding 12 M HCl (29). 
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The suspension was kept at room temperature for 10 min with occasional shaking then 

centrifuged at 13200 x g, 4 °C, 20 min. The supernatant was transferred to autosampler 

and stored at 4°C for GC-MS analysis.  

 

Experimental Condition for GC-MS Methods  

 SCFAs were quantified with an Agilent 7890A gas chromatograph coupled with 

an Agilent 5975 mass spectrometer (Agilent Technologies Santa Clara, CA). The 

experimental conditions of propyl esterification method and acidified water extraction 

method are as previously described (28, 30).  

 For propyl esterification method, a HP-5 ms (5%-Phenyl-methylpolysiloxane) 

capillary GC column (30 m x 250 μm i.d. 0.25 μm film thickness, Agilent Technologies) 

was employed with helium as the carrier gas at a constant flow rate of 1 mL/min. samples 

(0.5 uL) were injected using a pressure pulsed split mode (10 psi) with a split ratio of 

10:1. The initial column oven temperature was 50ºC for 2 min and then increased to 70ºC 

at a rate of 10ºC /min, and then increased to 85ºC at a rate of 3 ºC/min, then increased to 

110ºC at a rate of 5ºC /min, and then increased at a rate of 30ºC/min to a final 

temperature of 290ºC where it was held for 5 min. The temperatures of the front inlet, 

transfer line and mass source were set at 260ºC, 290ºC, and  230ºC, respectively. The 

total run time was 25 min and the mass spectral data was collected in full scan mode with 

a mass range 30-300 m/z.  

 For the acidified water extraction method2, a NUKOL (cross-linked and bonded 

acid-modified polyethylene glycol) capillary GC column, (30m × 250µm × 0.25µm, 

Supelco, Bellefonte, PA) was employed, with helium as carrier gas at a constant flow rate 
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of 1 mL/min. Samples (0.5 μL) were injected using a pressure pulsed split mode (10 psi) 

with a split ration of 10:1. The initial column oven temperature was 100 ºC for 1min, and 

then increased to 120 ºC at a rate of 10ºC/min and held for 5 min, then increased to a final 

temperature of 220 ºC at a rate of 30ºC/min and held for 3 min. The total run time was 

14.3 min and all the data was collected in full scan mode with a mass range of 40-300 

m/z. 

 

GC-MS Spectra Data Processing 

All data were processed with Enhanced Chemstation (Agilent MSD chemstation). 

The peak area of extracted ions and retention time of each peak signal were calculated by 

the ion integration tools in Enhanced Chemstation. Standard SCFAs were identified by 

matching mass spectra in NIST 2011 Library with a match index over 90 and further 

confirmed by comparing spectra and retention time with reference (28) (Figure 2-2). 

Sample SCFAs were identified by comparing spectra retention time with standard 

SCFAs. The following extracted ions and retention time were used for determining the 

concentration of unlabeled and 1-13C labeled of SCFAs (Figure 2-3). For the propyl 

esterification method (Figure 2-3 A-C), m/z 43 at 2.73 min for unlabeled acetic acid, m/z 

44 at 2.73 min for [1-13C acetic acid]; m/z 57 at 4.01 min for unlabeled propionic acid, 

m/z 58 at 4.01 min for [1-13C propionic acid]; and, m/z 71 at 5.66 min for unlabeled 

butyric acid, m/z 72 at 5.66 min for [1-13C butyric acid]. For the acidified water extraction 

method (Figure 2-3 D-F), m/z 43 at 5.62 min for unlabeled acetic acid, m/z 44 at 5.66 

min for [1-13C acetic acid]; m/z 74 at 7.40 min for unlabeled propionic acid, m/z 75 at 

7.47 min for [1-13C propionic acid]; and m/z 60 at 9.27 min for unlabeled butyric acid, 
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m/z 61 at 9.31 min for [1-13C butyric acid];. The integrated areas for all SCFAs were 

normalized with the internal standard and quantified with standard curve constructed.  

 

GC Method Validation 

Sensitivity 

  Sensitivity is expressed by three indexes; limit of detection (LOD), limit of 

quantitation (LOQ), and linear range (LR). LOD represents the lowest detectable 

concentration of an individual SCFA in a sample with a signal-to-noise ratio greater than 

three. LOQ is the lowest concentration of SCFA in a sample which can be quantitatively 

determined with a signal-to-noise ratio above ten (31). LR is defined as the concentration 

range where the calibration curve displays linearity with correlation coefficient R2 >0.99. 

 

Precision  

 Precision was expressed as recovery rate determined at three concentrations (250 

µg mL-1, 100 µg mL-1, 10 µg mL-1). Six fecal samples spiked with 1-13C SCFAs were 

analyzed. The fecal suspension without adding the SCFA standards was also analyzed to 

determine the initial amount of targeted compound present in the sample. Recovery rate 

was calculated by comparing calculated 1-13C standards concentration with the nominal 

concentration. Specifically, percent recovery (%R) was calculated using the following 

equation: %R = (quantified 1-13C SCFAs standards spiked in fecal sample-initial amount 

of 1-13C SCFAs present in the fecal samples)/ nominal standards conc.× 100. 

 

Repeatability  
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 Repeatability was expressed by intra-day and inter-day relative standard deviation 

(%RSD). Intra-day repeatability was determined by running the same standard samples 

five times a day within a 24 hour interval. Inter-day precision measurement was 

performed on the same samples on five different days. Mean and standard deviation of 

peak area of extracted ions for each injection were obtained. %RSD = standard deviation/ 

mean × 100.  

 

Matrix Effect  

 Matrix effect was evaluated by comparing the response of the pure SCFA 

standards dissolved in extract solvent with the response of the SCFAs in the fecal matrix. 

Different concentrations of pure 1-13C SCFAs standards were spiked in either fecal 

suspensions or extract solvent. Unspiked samples were also analyzed to substrate the 

initial amount of SCFAs present in the samples out. The percent Matrix Effect (%ME) = 

(Normalized area of SCFA in spiked fecal samples - normalized area of SCFAs of the 

unspiked fecal samples)/ normalized area of SCFA in extract solvent. 

 

Nuclear Magnetic Resonance (NMR) Spectroscopy  

SCFA Standard and Sample Preparation  

 Fecal samples (50-60 mg) were extracted with 1 mL of phosphate buffer 

(K2HPO4/NaH2PO4, 0.1 M, pH 7.4, 50% v/v D2O) containing 145.1 µM TSP-d4 as a 

chemical shift reference (δ 0.00). The samples were freeze-thawed three times with liquid 

nitrogen then homogenized (6500 rpm, 1 cycle, 60s) and centrifuged (11,180 x g, 4°C, 10 

min). The supernatants were transferred to a new tube, and another 600 µL of PBS was 
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added to the pellets followed by the same procedure described above. Fecal supernatants 

were combined and centrifuged (max speed, 4°C, 10 min), then spiked with the SCFA 

standards at three final concentrations (250 µg mL-1, 100 µg mL-1, 10 µg mL-1 ),  and 600 

µL of spiked fecal extract was transferred to a 5 mm NMR tube (Norell, Morganton, 

NC). Unspiked fecal supernatants were also analyzed to determine the initial amount of 

each SCFA presented in the sample. 

 

 1H NMR Spectra Acquisition 

In detail, All of the 1H NMR spectra were recorded at 298 K on a Bruker NMR 

spectrometer (600 MHz for 1H) equipped with a 5-mm inverse cryogenic probe as 

previously described (32). A standard one-dimensional pulse sequence noesypr1d 

(recycle delay-90°-t1-90°-tm-90°-acquisition) was used with a 90 pulse length of 

approximately 10 μs (-9.6 dbW). 64 transients were collected into 65,536 data points for 

each spectrum, with a spectral width of 9.6 KHz. Receive gain was automatically set to 

12. Water suppression was achieved with a weak irradiation during the recycle delay (4 s) 

and mixing time (50 ms). The spectra were acquired without spinning the NMR tube in 

order to avoid artifacts, such as spinning side bands of the first or higher order. Chemical 

shifts are reported in ppm from TSP (δ = 0.00). For quantitation purpose, a repetition 

time ≥ 5T1 are typically used to ensure quantitative results. The total repetition time 

(relaxation delay of 5s, recycle delay of 4s, and acquisition time of 3.4 s) is 12.4 s (5 × the 

longest relaxation time of 2.4s T1 of acetic acid) was therefore used here. For the 

resonance assignment, two-dimensional 1H–1H total correlation spectroscopy (TOCSY) 

NMR spectroscopy (Figure 2-4) and 1H-13C heteronuclear single quantum correlation 
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(HSQC) NMR spectroscopy (Figure 2-5) spectra were acquired. In TOSCY experiment, 

pulse sequence dipsi2phpr was used with the mixing time of 60 ms. 64 transients were 

collected into 2K data points for each of the 256 increments, and the spectral widths were 

6009 Hz for both 1H dimensions. In HSQC experiment, a Bruker standard pulse sequence 

hsqcetgpsisp2.2 was employed. Globally alternating optimized rectangular pulses was 

employed for 13C-decoupling during the acquisition period, 360 transients for each of 150 

increments were collected into 2K data points with spectral width of 6009 in F2 

dimension (1H) and 26409 HZ in the F1 dimension (13C).   

 

1H NMR Quantitation Analysis 

Quantitation relative to TSP-d4 reference Due to the basic NMR theory that the 

integrated area of a given 1H NMR signal is proportional to the proton number, the 

concentration of target metabolites can be measured by equating the integral areas of the 

target metabolites and a reference compound with known proton number and 

concentration (33). TSP-d4 area of one sharp singlet (Regions δ 0.00) formed by three 

methyl groups (9H) of TSP-d4 were chosen as a reference for quantitation. Acetate, 

propionate and butyrate were identified with 2D 1H-1H TOCSY NMR spectroscopy 

(Figure 2-4) and 2D 1H-13C HSQC NMR spectroscopy (Figure 2-5). Regions of δ 1.91 

(acetate-methyl group, 3H), δ 1.06 (fully resolved left peak of propionate-methyl group 

triplet, which account for ¼ of the total area of the methyl-group, 3H), δ 0.90 (butyrate-

methyl group, 3H) were integrated. Concentration of acetate, propionate and butyrate 

were calculated using the following formula based on the basic NMR quantitation 

equation previously described (33) 
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Molarity of acetate or butyrate= (9 × Molarity of TSP-d4 × Area of acetate or 

butyrate)/ (3× Area of TSP-d4);  

Molarity of propionate=4 × (9 × Molarity of TSP-d4 × Area of propionate)/ (3 × 

Area of TSP-d4) 

Quantitation with calibration curve A stock solution containing the mixture of 

SCFAs standards in 0.1 M phosphate buffer containing 145.1 µM TSP-d4 was diluted to 

obtain a calibration curve ranging from 250 µg mL-1 to 1 µg mL-1. Peak area of each 

SCFAs was calculated with represented regions described above. All integrated area was 

normalized to the signal area of TSP-d4 (δ 0.00). The calibration curve was constructed 

by plotting the normalized peak area versus concentration of individual SCFAs. The 

relative peak area of the SCFAs in fecal extract was integrated and the concentration of 

SCFAs in fecal extract was calculated by the calibration curve. 

 

1H NMR Spectra processing and Multivariate Data Analysis  

 Quality of all 1H NMR Spectra were improved by manually adjusting phase and 

baseline using Topspin 3.0 (Bruker Biospin, Germany). The chemical shift was 

referenced to the TSP-d4 (δ 0.0 The spectra were bucketed into 0.004 ppm bins by AMIX 

3.9.14 software (Bruker Biospin, Germany). The residual water signal (region δ 4.2-5.2) 

was removed prior to normalization. The binned spectral data were normalized to the sum 

of total intensity of the spectrum to compensate for the overall concentration differences. 

Multivariate data analysis was performed with SIMCA 13 (Umetrics, Sweden). 

Orthogonal Projection to Latent Structures with Discriminant Analysis (OPLS-DA) were 

used to process NMR data. To perform OPLS-DA, a binary variable for Y is created and 
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assigned when defining a class (in this case, conventionally raised mice group is 0, germ-

free mice group is 1) before importing to SIMCA. After importing the data in SIMCA, 

OPLS-DA was selected for modelling with UV scaling. A 7-fold cross validation method 

was employed to validate the OPLS-DA models and the R2X and Q2 values generated 

from the method represent the predictive power and validity of the models, respectively. 

The validation of the OPLS-DA model was further confirmed by ANOVA of the cross-

validated residuals (CV-ANOVA) analysis (implemented in SIMCA 13) (34).To 

facilitate interpretation of the results, color-coded loading plots were generated from the 

OPLS-DA to facilitate result interpretation as previously described (32). 

 

Bomb Calorimetry  

 Bomb calorimetry was performed on a 6200 isoperibol calorimeter (Parr 

Instrument Company, Moline, IL). Fecal samples (100 mg) were weighed and ground in 

a clean mortar and pestle. Ground samples were pressed into ¼ inch diameter pellets 

(Parr 2812 Pellet Press, Moline, IL). Extra moisture content was removed from pellet 

using speedvac concentrator (Thermo Fish Scientific, Marietta, OH). ¼ inch diameter 

benzoic acid pellets were used for standardization. Samples were placed in a tared fuel 

capsule (208AC) in the 1109A semi-micro oxygen bombs (Parr Instrument Company, 

Moline, IL) and fixed by a coiled 10 cm of NiCr fuse wire (PN 45C10). A minimum 

99.5% purity oxygen was provided with 420 psig pressure to the bomb. Prepared Semi-

micro bomb was set on a ring support in the A604DD twin-chambered calorimeter 

bucket. Gross heat of samples was determined by temperature change   recorded by 
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calorimeter resulting from energy released by the combustion, expressed as calories/gram 

feces. Each gross heat was averaged from duplications.                                                  

                                                                

Method Validation and Application  

 1H NMR-based SCFAs quantitation methods based on TSP-d4 as a reference or on 

the calibration curve were validated by measurement of accuracy, repeatability, 

sensitivity, and matrix effect. Further, the methods described were applied to investigate 

the SCFAs level and metabolic status differences between CONV-R and GF mice 

combined with bomb calorimetry technique. 

 

Statistical Analysis 

 Graphical illustrations and statistical analyses were performed using Prism 

version 6. All data values were expressed as mean ± SEM. Statistical significance was 

defined as p<0.05. 

 

RESULTS AND DISCUSSION 

Linearity and Sensitivity of GC-MS-Based and NMR-Based Methods 

 The linearity (i.e., the correlation between numerical points), calibration range, 

LOD, LOQ, and calibration curve are extremely critical to assess the sensitivity and 

application of an analytical method. As summarized in Table 2-1, all calibration curves 

generated from four orders of magnitude of SCFA standard mixture demonstrated 

satisfactory linearity (R2>0.99) thus indicating that these methods could be employed 

extensively for quantifying SCFAs in biological samples with a wide range of 
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concentrations. The GC-MS propyl esterification method yielded the lowest LOD and 

LOQ for acetic acid (LOD = 0.002 µg mL-1, LOQ = 0.02 µg mL-1) and butyric acid (LOD 

= 0.01 µg mL-1, LOQ = 0.09 µg mL-1). Propionate LOD/LOQ was not calculated as it 

could be detected in the background due to impurity in the derivatization solvent (28), 

whereas the GC-MS acidified water method (non-derivatization) showed a relatively high 

LOD and LOQ for acetic acid (LOD = 0.5 µg mL-1, LOQ = 5 µg mL-1), propionic acid 

(LOD = 0.8 µg mL-1, LOQ = 3 µg mL-1) and butyric acid (LOD = 0.2 µg mL-1, LOQ = 1 

µg mL-1). LOD and LOQ detected were comparable with previous studies using the 

acidified water extraction method (29, 30). Comparison of LOD and LOQ between 

derivatization and non-derivatization methods suggested that the improved volatility with 

derivatization increased the sensitivity compared to the non-derivatization method. Due 

to the high sensitivity of the derivatization approach, concentrations above 250 µg mL-1 

saturated the detector thus compromising linearity. However, the acidified water method 

could quantify higher concentrations due to the relatively low sensitivity. Detectable 

SCFAs concentrations for the NMR method are approximately 2 µg mL-1, 100 fold less 

sensitive than GC-MS methods, which ranged from 0.002-0.01 µg mL-1. Quantifiable 

SCFAs levels by the NMR method started from 4 µg mL-1, significantly higher than GC-

MS propyl esterification method which started from 0.02 µg mL-1.  

 

Recovery and Matrix Effect of Measurement Based on Spiked Sample Matrix 

 Recovery assessment was done by measuring a known amount of SCFA spiked 

into the biological matrix. Recovery is an informative indicator of whether the method 

presents satisfactory precision with interference from the biological matrix and bias 
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created during sample preparation and analysis. In the current study, 250 µg mL-1, 100 µg 

mL-1, and 10 µg mL-1 of 1-13C SCFAs mixture was spiked in pooled fecal extracts and 

recovery was investigated by comparing the SCFA levels quantified by different methods 

and the expected concentration. GC-MS propyl esterification method was superior as 

almost 100% of 100 µg mL-1 and 250 µg mL-1 spiked concentration were recovered for 

all three SCFAs (Table 2-2). The GC-MS acidified water method showed better recovery 

at higher concentrations, ranging from 87.6% to 118.9%; however it was inferior to the 

GC-MS propyl esterification method at lower concentrations. The two NMR-based 

methods showed very similar recovery, demonstrating the stability of the NMR-based 

technique. However, the recovery rate is inferior to the GC-MS propyl esterification 

method. The matrix effect is defined as the difference between the response of standards 

in solvents and those in a biological matrix which is known to interfere with the 

chromatographic efficiency and introduce error in the mass spectroscopy-based technique 

(35, 36). Specific to the GC-MS based technique, matrix components may cause 

enhancement (37) or suppression (38) of the analyte signal thus severely affecting 

quantitative analysis. Numerous factors might contribute to the matrix effect including 

matrix components, extraction reagents, the procedure itself, the purity of the reference 

standards, analyte physico-chemical properties (stability, mass, charge, concentration), 

column used, and myriad other factors. To minimize matrix effect, both GC-MS based 

methods used reagents and standards of the highest grade available and the use of an 

internal standard to eliminate possible instrumentation errors. As shown in Table 2-2, the 

signal is suppressed by the matrix with GC-MS-based methods with a signal loss up to 

24%, suggesting the accumulation of non-volatile matrix components from fecal extracts 
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like phospholipids and protein in the injection liner and column. The matrix effect 

introduced in NMR is usually due to pH, temperature, ionic strength, and protein content, 

resulting in peak position shifts and line width variations (39). The NMR quantitation 

method has reduced matrix effect compared to the GC-MS quantitation method, most 

likely due to the fact that it is less sensitive to matrix constituents and solvents and due to 

the simple extraction procedure (typically only requires dilution using phosphate buffer 

solution). In the present study, the NMR-based method demonstrated signal enhancement 

up to 18%, the majority of matrix effects are around 10% signal enhancement, except 10 

µg mL-1 spiked in butyric acid, which exhibited significant matrix effect (36% signal 

suppression), likely due to interference signals from the branched chain amino acids 

(valine, leucine, isoleucine) with a resonance located δ 0.9, and compromised sensitivity 

in the low concentration range for the NMR-based quantitation method.  

 

Intraday and Interday Repeatability Revealed Reliability of Different Methods

 Repeatability assessment is a critical aspect of investigating alternative analytical 

methods for reliable and robust quantitation. High repeatability also increases 

quantitative accuracy and efficiency by minimizing experimental replicates. Repeatability 

is assessed for each measurement method separately from replicated measurement on the 

same set of samples and described by within-subject relative standard deviation (RSD). 

In the current study, replicated measurements of different concentrations of SCFAs 

standard mixture were performed five times either within the same day (intraday) or on 

five different days (interday) by the four different measurement methods (Table 2-3). 

Generally, the NMR-based techniques generated the smallest intraday and interday RSD 
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ranging from 0.3% to 6.7%, with 80% of the RSD below 3%. The GC-MS propyl 

esterification method presented better intraday and interday repeatability compared to 

GC-MS acidified water method, except for propionic acid. Due to introduction of 

propionate to the background with the GC-MS propyl esterification solvent (28), 

propionic acid measurement was inconsistent at the lowest concentration 10 µg mL-1. The 

RSD for intraday and interday measurement reached 12.2% and 21.3%, respectively. 

Aside from the reduced impact from the matrix, the most attractive feature for NMR-

based analytical techniques is the high repeatability. It is partially due to the unbiased 

detection nature of the NMR technique where the peak integrals relate directly to the 

chemical structure of the compound (number of protons giving rise to the peak in 1H 

NMR), thus less interference from instrumentation and other external environmental 

factors would be introduced during intraday and interday repeated measurement. Further, 

the simple extraction process, non-volatile extraction solution, and non-destructive 

detection platform maintain the maximum level of integrity and stability of the samples, 

contributing to the high repeatability especially during interday measurement. 

Conversely, MS-based methods are highly dependent on instrumentation (injector, 

column, inlet, liner) and chromatographic conditions (40), sample preparation and storage 

(especially for highly volatile samples after derivatization), which raise issues with data 

repeatability and reproducibility between different research groups and research facilities 

(41). In the current study, GC-MS repeatability was improved (intraday and interday 

RSD of propyl esterification method ranging from 1.2% to 21.3% with 71% of the RSD 

below 7%, intraday and interday RSD of acidified water extraction method ranging from 

2.4% to 12.6% with 67% of the RSD below 7%) through optimization of the instrument 
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parameters, chromatographic conditions, normalization with internal standards as well as 

the addition of multiple washes pre and post injection and blank samples run between 

injections to eliminate carryover. However extra attention for low level of propionic acid 

measurement using GC-MS propyl esterification methods is warranted (12.2% and 21.3% 

for intraday and interday RSD at 10 μg mL-1, respectively), additional replicates or blank 

samples are requisite to minimize and/or understand background interference.  

 

Application and Validation of SCFAs Quantitative Methods in CONV-R and GF 

Mice Feces Study 

 The SCFAs methods were used to quantify SCFAs levels in feces obtained from 

CONV-R and GF mice. SCFAs were measurable but significantly lower in GF mice feces 

compared to CONV-R mice feces (p<0.001, Figure 2-6), consistent with the level and 

proportion of SCFAs in GF mice previously reported. For example,  Hoverstad et al (42) 

reported the following concentrations using the GC-MS acidified water method with 

additional steps including vacuum distillation, alkalization, evaporation, and dissolution: 

acetic acid=990±380 µmol/kg (equivalent to 59.4±22.8 µg/g), propionic acid=17±5.8 

µmol/kg (equivalent to 1.3±0.4 µg/g), and butyric acid=7.1±3.6 µmol/kg (equivalent to 

0.6±0.3 µg/g). For CONV-R mice, as shown in Figure 2-7, biological concentration of 

SCFAs determined with GC-MS and NMR techniques were not significantly different, 

providing further validation for the applicability of the methods compared in the current 

study. The GC-MS acidified water method captured the broadest range of the biological 

concentration for all three SCFAs measured, indicating the greatest variation and least 

stability. The SCFAs concentrations quantified with different methods in this study 
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(Figure 2-7) were in good agreement with reported proportion and quantity of three 

primary SCFAs in fecal samples measured with other methods. For example, Lu et al 

(43) reported mouse fecal SCFAs concentrations using modified GC-MS acidified water 

direct injection method as: acetic acid=1468±299 µg/g, propionic acid=285±94 µg/g, 

butyric acid=192±55 µg/g; García-Villalba et al (44) reported the following SCFAs 

concentrations in rat fecal samples extracted with ethyl acetate: acetic acid=2818.3 ± 

720.7 µg/g, propionic acid= 268.5 ± 73.6 µg/g, butyric acid ranging from 1387.8 ± 613.3 

µg/g. In addition, the global metabolic profile between CONV-R and GF mice feces 

generated by 1H NMR (Figure 2-8) also revealed significant differences based on 

discriminant analysis (OPLS-DA, described by R2X=0.58, Q2=0.976) and CV-ANOVA 

test (p<0.0001), supporting a dramatically different metabolic status imparted by the gut 

microbiota. Moreover, PLS-DA using only the SCFAs regions (the chemical shift [ppm] 

at 1.92 [acetate], 1.06 [propionate] and 0.9 [butyrate]) obtained via the 1H NMR approach 

were performed (Figure 2-9). The groups are clearly and significantly separated by only 

SCFAs (R2X=0.859, Q2=0.972, CV-ANOVA p<0.0001), suggesting SCFAs themselves 

are sufficient to distinguish CONV-R and GF mice. GF mice showed a significantly 

lower level of fermentation end products SCFAs (acetate, propionate, butyrate), branched 

chain amino acids (valine, leucine, isoleucine) and bacterial-associated metabolites like 

taurine (45). Moreover, reduced glucose, phenylalanine, tyrosine, tryptophan, urocanate, 

hypoxanthine, inosine, uracil, and increased histidine were seen in feces of GF mice 

comparing to CONV-R mice, indicating altered glucose, amino acid, and nucleotide 

metabolism due to lack of microbial activity. Further, fermentation substrates like 

raffinose, stachyose and many oligosaccharides were excreted in significantly higher 
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levels into feces for GF mice, demonstrating the reduced metabolism of those substrates 

due to the absence of gut microbiota. Fecal energy quantitation was conducted with bomb 

calorimetry to further investigate the metabolic status in GF and CONV-R mice feces. 

The gross heat of feces from GF mice was 4110±38.2 calorie per gram feces, 

approximately 140 calorie per gram higher than the gross heat of feces from CONV-R 

mice, which was 3970±12.2 calorie per gram (Figure 2-10). Excessive fecal energy 

excretion in GF mice is consistent with high level of fecal dietary fibers determined by 

1H NMR global metabolites profile. Because of the absence of bacterial fermentation in 

GF mice, host energy harvest capability and metabolic efficiency is reduced. Dietary 

fibers as potential energy sources are no longer accessible in the germ free gut and are 

excreted intact. The results are in good agreement with the previous studies from lean and 

obesity-resistant GF mice (46, 47), suggesting the feasibility of the described methods for 

metabolic studies.  

 

CONCLUSION 

High-throughput metabolite profiling approaches including GC-MS and 1H NMR 

provide excellent platforms for quantitative detection of SCFAs in complex biological 

matrices. While MS-based methods, especially after derivatization, have incomparable 

sensitivity and precision, they can be influenced by matrix interference thus impacting 

repeatability. In practical applications, GC-MS propyl esterification method is highly 

recommended for trace/ultratrace detection of SCFAs in biological fluid(48) (plasma and 

urine) or intracellular SCFAs in cell culture and intestinal tissue. Because of the easier 

sample preparation procedure and short run time, GC-MS acidified water method is most 
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suitable for studies with large quantity, including samples from biodigesters or large-

scale human studies. Alternatively, NMR-based methods, while exhibiting relatively low 

sensitivity, exhibit high repeatability and low matrix effect due to the nondestructive and 

noninvasive sample preparation and measurement technique. Additionally, NMR 

spectroscopy provides informative metabolic profiles of the overall metabolic 

characteristics, thus it is best suited to measure cecal or fecal samples (higher SCFA 

concentration). In the CONV-R and GF mice feces study, the combination of GC-MS and 

NMR provided comprehensive and complementary views of SCFAs status and overall 

metabolic profile. Bomb calorimetry further confirmed the compromised energy 

harvesting capability of GF mice. Three mutually independent methods, GC-MS, NMR, 

and bomb calorimetry led to consistent results, demonstrating the feasibility of the 

techniques used in metabolomics studies and the critical function that gut microbiota play 

in host energy balance and metabolic status. 
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Figure 2-1 

 

Figure 2-1. Experimental Scheme for Orthogonal Comparison of SCFA 

Quantitation Methods 
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Figure 2-2 

 

 

Figure 2-2. Total Ion Chromatogram of SCFAs Standard Mixture (100 µg/mL) with 

Caproic Acid-6,6,6-d3 as Internal Standard (IS) (10 µg/ml). (A) propyl esterification 

method and (B) acidified water method 
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Figure 2-3 
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Figure 2-3. Continued 
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Figure 2-3. Continued 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-3. Fragmentation Pattern and Extract Ion Chromatogram for Unlabeled 

and 1-13C Labeled SCFAs Standard. (A-C) propyl esterification method and (D-F) 

acidified water method. 
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Figure 2-4 

 

 

Figure 2-4. 2D 1H-1H TOCSY NMR Spectroscopy of Mice Feces. 
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Figure 2-5 

 

 

Figure 2-5. 2D 1H-13C HSQC NMR Spectroscopy of Mice Feces. Reference spectra 

were obtained from Human Metabolome Database (HMDB). Acetate (HMDB00042), 

Propionate (HMDB00237) and Butyrate (HMDB00039). 
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Figure 2-6 

 

Figure 2-6. Biological Concentrations of SCFAs in Germ Free (GF) and 

Conventionally Raised (CONV-R) Fecal Samples Measured by GC-MS Propyl 

Esterification Method. Values are expressed as the mean ± sd. (n=5). Significance was 

determined using a two-tailed Student t-test. 
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Figure 2-7 

 

Figure 2-7. Biological Concentrations of Fecal SCFAs in CONV-R Mice (n=10 per 

group) Measured by GC-MS Propyl Esterification Method, GC-MS Acidified Water 

method, and 1H NMR Quantitation Method. Values are expressed as the mean ± 95% 

CI. Data was analyzed using ANOVA with Bonferroni’s correction. Biological 

concentrations measured by different methods were not significantly different. 
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Figure 2-8 

 

 
 

Figure 2-8. Global Metabolic Profiling of Feces from Germ Free (GF) and 

Conventionally Raised (CONV-R) Mice Determined by 1H NMR. OPLS-DA scores 

represent indicative power of models, p-value (CV-ANOVA) demonstrates the 

significance testing of OPLS model. Correlation coefficient-coded loadings plots for the 

models (right) from NMR spectra fecal extracts displaying changes and significance. The 

upward-pointed peak indicates the metabolite that peak represents (metabolite labeled) 

presented in higher level in GF mice. Peak pointing downward represents the metabolite 

presented more in CONV-R mice. The color-coded correlation coefficient indicates the 

significance of that change, the significance increases, as color gets warmer. A cutoff 

value of |r| > 0.754 (r > 0.754 and r < -0.754) is chosen for correlation coefficient as 

significant based on the discrimination significance (p ≤ 0.05). 
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Figure 2-9 

 

 

Figure 2-9. PLS-DA of Fecal SCFAs Profiling from Germ Free (GF) and Conventionally 

Raised (CONV-R) mice determined by 1H NMR. 
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Figure 2-10 

 

 

Figure 2-10. Quantitation of Gross Heat of Feces from Conventionally Raised 

(CONV-R) and Germ Free (GF) Mice by Bomb Calorimetry (n=8 mice per group). 

Data was analyzed using a two-tailed Student t-test. P<0.05 was considered significant.  
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Table 2-1. Linearity and Sensitivity of Different Methods. Calibration curve: 

x=concentration µg/ml, y=target peak area relative to internal standards. Linear range 

(LR), limit of detection (LOD) and limit of quantitation (LOQ) expressed as µg/ml. 

 

 
 

*LOD and LOQ of propionic acid were not calculated in GC-MS propyl esterification 

method as propyl propionate could be detected in background which is introduced by 

impurity of derivatization solvents. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

GC-MS Propyl Esterification Method

Compounds Target ion Calibration curve R² LR (µg/ml) LOD (µg/ml) LOQ (µg/ml)

Acetic Acid 43 y = 0.4588x - 1.1311 0.9946 LOQ-250 0.002  0.02 

Propionic Acid 57 y = 0.3324x + 1.042 0.9937 LOQ-250 * *

Butyric Acid 71 y = 0.2704x - 1.654 0.9913 LOQ-250 0.01  0.09 

GC-MS Acidified Water Method

Compounds Target ion Calibration curve R² LR (µg/ml) LOD (µg/ml) LOQ (µg/ml)

Acetic Acid 43 y = 0.0503x - 0.0295 0.9992 LOQ-500 0.5 5 

Propionic Acid 74 y = 0.0287x - 0.059 0.9998 LOQ-500 0.8  3

Butyric Acid 60 y = 0.0849x - 0.4245 0.9992 LOQ-500 0.2 1 

1H NMR Quantitation Method

Compounds Chemical shift (ppm) Calibration curve R² LR (µg/ml) LOD (µg/ml) LOQ (µg/ml)

Acetic Acid 1.91 (CH3) y = 0.0374x - 0.1722 0.9949 LOQ-250 2 4 

Propionic Acid 1.06 (CH3) y = 0.0098x - 0.0613 0.9916 LOQ-250 2 4

Butyric Acid 0.90 (CH3) y = 0.0261x - 0.1549 0.9916 LOQ-250 3 4
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Table 2-2. Recovery and Matrix Effect of SCFAs from Fecal Extracts Spiked with 

Different Concentration of SCFAs Standards by Different Quantitation Methods. 

Values are expressed as mean ± SD. n=6 per group. 

 

 

GC-MS Propyl Esterification Method

Compounds
Spiked amount 

(µg/ml)
Amount recovered 

(µg/ml)
%Recovery %RSD %Matrix effect

Acetic Acid

10 6.7 1.0 66.9 14.9 76.3

100 108.3 15.0 108.3 13.9 94.4

250 254.5 16.3 101.8 5.9 92.7

Propionic Acid

10 7.2 1.2 72.3 16.9 74.2

100 100.2 17.6 100.2 17.5 84.2

250 244.5 36.6 97.8 15.0 92.7

Butytic Acid

10 6.7 1.1 67.0 11.2 77.7

100 99.4 20.4 99.4 20.6 88.2

250 249.7 38.1 99.8 15.3 97.4

GC-MS Acidified Water Method

Compounds
Spiked amount 

(µg/ml)
Amount recovered 

(µg/ml)
%Recovery %RSD %Matrix effect

Acetic Acid

10 7.5 1.9 74.8 25.1 116.8
100 108.7 14.9 108.7 13.7 95.7
250 226.1 19.2 90.4 8.5 76.2

Propionic Acid

10 7.5 1.2 75.4 16.0 95.1
100 106.3 10.7 106.3 10.1 80.3
250 297.2 23.1 118.9 7.8 76.2

Butyric Acid

10 5.2 0.4 52.2 6.8 89.6
100 87.6 17.0 87.6 20.6 76.2
250 291.7 24.3 116.7 8.3 79.7

1H NMR Quantitation Relative to TSP Method

Compounds
Spiked amount 

(µg/ml)
Amount recovered 

(µg/ml)
%Recovery %RSD %Matrix effect

Acetic Acid

10 8.4 0.4 83.7 4.2 90.6

100 97.7 4.3 97.7 4.4 118.5

250 271.7 16.0 108.7 5.9 111.7

Propionic Acid

10 10.1 0.6 101.4 6.0 107.2

100 116.6 5.5 116.6 4.7 116.1

250 332.1 15.3 132.8 4.6 104.8

Butyric Acid

10 5.4 0.8 54.2 14.7 64.1

100 92.9 4.6 92.9 5.0 118.1

250 263.2 14.7 105.3 5.6 106.8

1H NMR Quantitation with Calibration Curve Method

Compounds
Spiked amount 

(µg/ml)
Amount recovered

(µg/ml)
%Recovery %RSD

Acetic Acid

10 8.6 0.4 85.6 4.2

100 98.7 5.1 98.7 5.2

250 277.9 16.3 111.2 5.9

Propionic Acid

10 8.0 0.48 80.2 6.0

100 91.4 4.6 91.4 5.0

250 262.7 12.1 105.1 4.6

Butyric Acid

10 5.4 0.8 54.1 14.7

100 92.0 4.7 92.0 5.1

250 263.0 14.7 105.2 5.6
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Table 2-3. Intraday and Interday Repeatability of Standard SCFAs Samples (10, 25, 

100, 250 µg/ml) by Different Quantitation Methods. Expressed as the relative standard 

deviation (%RSD). 

 

 

GC-MS Acidified Water Method

Compounds
No. of 

injections
Intraday Interday

10 µg/ml 25 µg/ml 100 µg/ml 250µg/ml 10 µg/ml 25 µg/ml 100 µg/ml 250 µg/ml

Acetic Acid

1 9.6 24.0 89.1 247.2 9.6 24.0 89.1 247.2

2 11.3 25.3 89.9 227.1 11.9 22.7 89.4 224.3

3 13.8 28.4 100.5 247.7 9.5 20.7 91.9 240.8

4 13.3 28.8 98.3 262.0 10.5 20.9 95.5 212.3

5 12.7 26.3 99.0 246.6 9.1 21.3 80.2 230.7

Mean 12.1 26.6 95.4 246.1 10.1 21.9 89.2 231.1

SD 1.5 1.8 4.9 11.1 1.0 1.2 5.1 12.3

%RSD 12.6 6.8 5.1 4.5 9.8 5.6 5.7 5.3

Propionic Acid

1 9.9 23.2 95.3 248.2 9.3 23.1 96.0 249.7

2 11.4 29.1 101.7 252.6 11.0 23.7 105.3 275.3

3 11.6 26.3 109.4 273.5 11.7 23.2 118.4 284.4

4 11.6 25.8 105.2 287.9 12.2 25.4 118.9 303.5

5 10.4 26.9 108.0 262.1 11.6 28.3 109.5 313.9

Mean 11.0 26.3 103.9 264.9 11.2 24.7 109.6 285.4

SD 0.7 1.9 5.1 14.4 1.0 1.9 8.6 22.4

%RSD 6.4 7.2 4.9 5.4 8.9 7.9 7.8 7.9

Butyric Acid

1 11.1 23.5 92.8 242.8 11.1 23.5 92.8 242.8

2 11.5 25.5 99.0 246.7 12.3 22.4 93.7 260.2

3 11.0 25.1 106.9 267.9 11.4 20.8 102.1 259.2

4 11.2 22.8 105.4 280.9 11.0 23.3 105.4 298.3

5 10.6 24.8 102.6 254.0 10.8 25.3 107.4 290.4

Mean 11.1 24.4 101.3 258.5 11.3 23.1 100.3 270.2

SD 0.3 1.0 5.1 14.1 0.5 1.5 6.0 20.8

%RSD 2.4 4.2 5.0 5.5 4.7 6.4 6.0 7.7

GC-MS Propyl Esterification Method

Compounds
No. of 

injections
Intraday Interday

10 µg/ml 25 µg/ml 100 µg/ml 250µg/ml 10 µg/ml 25 µg/ml 100 µg/ml 250 µg/ml

Acetic Acid

1 11.4 24.5 101.0 251.0 10.4 22.9 91.1 253.0

2 10.9 24.4 85.4 252.4 11.8 21.7 74.0 259.9

3 10.1 23.7 99.2 257.8 11.3 21.5 70.3 245.9

4 11.0 24.6 91.7 244.7 10.6 20.7 72.7 244.7

5 10.4 22.9 91.1 267.3 11.1 21.1 72.4 267.3

Mean 10.7 24.0 93.7 254.7 11.0 21.6 76.1 254.1

SD 0.5 0.6 5.7 7.6 0.5 0.7 7.6 8.5

%RSD 4.3 2.7 6.1 3.0 4.5 3.5 10.0 3.4

Propionic Acid

1 11.0 23.5 109.8 248.1 9.5 22.4 95.3 263.1

2 12.2 24.2 89.1 240.0 16.7 25.3 80.5 250.1

3 8.7 25.3 105.2 253.1 11.8 21.3 70.9 218.0

4 11.5 26.4 94.6 236.7 11.3 22.2 76.3 232.3

5 9.5 22.4 95.3 276.5 15.9 21.2 71.8 276.5

Mean 10.6 24.4 98.8 250.9 13.0 22.5 79.0 248.0

SD 1.3 1.4 7.6 14.0 2.8 1.5 8.9 20.9

%RSD 12.2 5.7 7.7 5.6 21.3 6.5 11.2 8.4

Butyric Acid

1 13.7 24.2 98.8 252.1 13.6 25.0 89.7 281.6

2 14.0 26.0 84.9 247.0 16.3 27.7 84.7 240.5

3 13.8 26.3 97.3 254.0 14.5 24.2 77.9 233.2

4 14.0 26.7 88.5 239.4 15.1 27.1 86.2 256.3

5 13.6 25.0 89.7 266.8 16.8 25.4 83.0 266.8

Mean 13.8 25.6 91.9 251.9 15.3 25.9 84.3 255.7

SD 0.2 0.9 5.3 9.0 1.2 1.3 3.9 17.5

%RSD 1.2 3.5 5.8 3.6 7.7 5.1 4.6 6.9
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Table 2-3. Continued 

 
1H NMR Quantitation Relative to TSP

Compounds
No. of 

injections
Intraday Interday

10 µg/ml 25 µg/ml 100 µg/ml 250 µg/ml 10 µg/ml 25 µg/ml 100 µg/ml 250 µg/ml

Acetic Acid

1 6.8 17.1 81.7 245.7 6.8 17.1 81.7 245.7

2 7.2 16.7 81.8 235.3 6.9 19.7 81.8 243.5

3 7.1 16.6 82.2 242.4 6.5 19.9 82.2 243.7

4 7.0 16.9 82.4 249.2 7.0 19.4 82.4 241.6

5 7.1 15.0 82.3 243.5 6.9 19.2 82.3 242.0

Mean 7.1 16.5 82.1 243.2 6.8 19.0 82.1 243.3

SD 0.1 0.8 0.3 4.6 0.2 1.0 0.3 1.4

%RSD 1.7 4.6 0.3 1.9 2.6 5.3 0.3 0.6

Propionic Acid

1 7.9 19.6 99.8 319.2 7.9 19.6 99.8 319.2

2 8.4 19.2 95.1 303.9 7.8 20.8 95.8 308.9

3 8.1 19.4 100.7 312.6 7.7 20.1 97.1 308.0

4 8.8 19.5 102.3 330.8 7.6 21.0 97.0 302.1

5 8.1 19.7 99.4 318.4 7.9 20.2 97.0 303.0

Mean 8.2 19.5 99.5 317.0 7.8 20.3 97.3 308.2

SD 0.3 0.2 2.4 8.8 0.1 0.5 1.3 6.1

%RSD 3.8 0.9 2.4 2.8 1.4 2.4 1.4 2.0

Butyric Acid

1 7.5 16.0 79.0 251.5 7.5 16.0 79.0 251.5

2 6.7 16.2 76.0 240.0 6.7 17.0 78.8 237.1

3 6.7 15.8 78.0 240.0 6.7 17.0 80.2 235.7

4 7.1 16.5 79.0 249.8 7.1 16.1 79.7 257.1

5 7.0 14.4 77.8 250.7 6.7 16.6 78.7 259.5

Mean 7.0 15.8 78.0 246.4 6.9 16.5 79.3 248.2

SD 0.3 0.7 1.1 5.3 0.3 0.4 0.6 10.0

%RSD 4.3 4.5 1.4 2.1 4.5 2.6 0.7 4.0

1H NMR Quantitation with Calibration Curve

Compounds
No. of 

injections
Intraday Interday

10 µg/ml 25 µg/ml 100 µg/ml 250 µg/ml 10 µg/ml 25 µg/ml 100 µg/ml 250 µg/ml

Acetic Acid

1 11.6 22.1 88.2 255.9 11.6 22.1 88.2 255.9

2 12.0 21.7 85.2 245.3 11.7 24.7 88.3 253.6

3 11.8 21.6 88.3 252.5 11.2 25.0 88.7 253.9

4 11.8 21.8 89.9 259.5 11.7 24.4 88.9 251.8

5 11.9 18.3 87.8 253.7 11.7 24.3 88.8 252.2

Mean 11.8 21.1 87.9 253.4 11.6 24.1 88.6 253.5

SD 0.1 1.4 1.5 4.7 0.2 1.0 0.3 1.5

%RSD 1.1 6.7 1.7 1.8 1.6 4.3 0.3 0.6

Propionic Acid

1 12.5 21.8 85.2 258.7 12.5 21.8 85.2 258.7

2 12.9 21.4 81.5 246.7 12.5 22.7 82.0 250.6

3 12.6 21.6 86.0 253.6 12.4 22.2 83.1 249.9

4 13.2 21.7 87.2 267.9 12.3 22.9 83.0 245.2

5 12.7 21.8 84.9 258.1 12.5 22.2 83.0 245.9

Mean 12.8 21.7 84.9 257.0 12.4 22.4 83.3 250.1

SD 0.3 0.1 1.9 7.0 0.1 0.4 1.0 4.8

%RSD 2.0 0.7 2.3 2.7 0.7 1.7 1.3 1.9

Butyric Acid

1 13.4 21.9 84.9 257.1 13.4 21.9 84.9 257.1

2 12.6 22.1 81.9 245.7 12.6 22.9 84.7 242.8

3 12.6 21.7 83.8 245.6 12.6 22.9 86.1 241.4

4 13.0 22.4 84.8 255.5 13.0 22.0 85.6 262.8

5 12.9 20.3 83.7 256.4 12.6 22.5 84.6 265.1

Mean 12.9 21.7 83.8 252.1 12.8 22.4 85.2 253.8

SD 0.3 0.7 1.1 5.2 0.3 0.4 0.6 10.0

%RSD 2.3 3.2 1.3 2.1 2.4 1.9 0.7 3.9
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ABSTRACT 

 Recent studies have identified the important role of the gut microbiota in the 

pathogenesis and progression of obesity and related metabolic disorders. The antioxidant 

tempol was shown to prevent or reduce weight gain and modulate the gut microbiota 

community in mice; however, the mechanism by which tempol modulates weight 

gain/loss with respect to the host and gut microbiota has not been clearly established. 

Here we show that tempol (0, 1, 10, and 50 mg/kg p.o. for 5 days) decreased cecal 

bacterial fermentation and increased fecal energy excretion in a dose-dependent manner. 

Liver 1H NMR-based metabolomics identified a dose-dependent decrease in glycogen 

and glucose, enhanced glucogenic and ketogenic activity (tyrosine and phenylalanine), 

and increased activation of the glycolysis pathway. Serum 1H NMR-based metabolomics 

indicated that tempol promotes enhanced glucose catabolism. Hepatic gene expression 

was significantly altered as demonstrated by an increase in Pepck and G6pase and a 

decrease in Hnf4a, ChREBP, Fabp1, and Cd36 mRNAs. No significant change in the 

liver and serum metabolomic profiles were observed in germ-free mice thus establishing 

a significant role for the gut microbiota in mediating the beneficial metabolic effects of 

tempol. These results demonstrate that tempol modulates the gut microbial community 

and its function resulting in reduced host energy availability and a significant shift in 

liver metabolism towards a more catabolic state. 

 

INTRODUCTION 

Obesity and related metabolic disorders are major public health concerns. 

Previous studies identified the gut microbiota as an important factor involved in 
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metabolic homeostasis due to their role in extracting energy from the diet (1), interfering 

with metabolic signaling (2), and modulating gut inflammation (3). The population and 

functions of the gut microbiota can be manipulated by xenobiotics (e.g., antibiotics) (4, 

5), pathogens (e.g., diarrhea-causing organisms) (6), drugs (7), and host genetic factors 

(8). Additionally, the gut microbiota has been identified as a promising target for 

therapeutic intervention to treat metabolic disorders including obesity (9).  

Tempol (4-hydroxy-2,2,6,6-tetramethylpiperidine-N-oxyl) is a water soluble 

nitroxide, stable free radical, which has been reported to be an effective antioxidant in 

detoxifying reactive oxygen species in cell culture and animal studies (10, 11) . Tempol 

was reported to inhibit body weight gain in mice (12) and can dramatically influence non-

alcoholic fatty liver disease (NAFLD) through alterations in signaling between the gut 

microbiota and the farnesoid X receptor (FXR) (13). The protective effects of tempol 

against NAFLD were found to be mediated specifically through changes in the 

composition of the gut microbiota, attenuated FXR signaling, and inhibition of hepatic 

SREBP1C and de novo lipogenesis (14). Based on these previous studies, the anti-obesity 

effect of tempol is strongly associated with alterations in the gut microbiota and host 

signaling axis.   

The gut microbiota has been implicated in host metabolic status mainly through 

its control of energy availability by fermenting non-digestible dietary fiber into available, 

absorbable, and transportable short chain fatty acids (SCFAs). SCFAs are saturated fatty 

acid with aliphatic tails with less than six carbons, among which acetate (C2), propionate 

(C3), butyrate (C4) are primary ones with most abundance (15). Acetate is the most 

abundant SCFAs in the gut compare to propionate and butyrate (16). Bacterial-
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fermentation-origin SCFAs account for about 5-10% of daily energy intake of the host 

(17). Overall the host reabsorbs and utilizes SCFAs as an energy source or as anabolic 

substrates for processes including de novo lipogenesis (18).  

In the current study, modulation of host energy metabolism by tempol through 

changes in gut microbiota fermentation was explored. To test the hypothesis, cecal and 

fecal SCFA concentrations, fecal energy excretion, liver and serum metabolite profiles 

were investigated via combined 1H NMR-based metabolomics, targeted GC-MS 

profiling, bomb calorimetry, and hepatic gene expression was measured in mice after 5 

day intragastric administration of tempol. Notably, a dose-dependent decrease in bacterial 

fermentation was found in tempol-treated mice along with significant changes in liver 

metabolism. Metabolic changes were found to be microbial dependent. This study 

provides an additional mechanism for the anti-obesity effect of tempol mediated by the 

gut microbiota. 

 

MATERIALS AND METHODS 

Chemicals 

  Tempol, short chain fatty acids, 1-propanol, propyl chloroformate, pyridine, 

sodium chloride, K2HPO4, and NaH2PO4 were purchased from Sigma-Aldrich Chemical 

Co. Ltd. (St. Louis, MO). Hexane and methanol were purchased from EMD Chemicals 

Inc (Gibbstown, NJ ). The internal standard hexanoic acid-6,6,6-d3 was obtained from 

C/D/N Isotopes Inc (Pointe-Claire, Quebec, Canada). Sodium 3-trimethylsilyl [2,2,3,3-d4] 

propionate (TSP-d4) and D2O (99.9% in D) were purchased from Cambridge Isotope 

Laboratories (Miami, FL). Standard benzoic acid pellets were purchased from Parr 
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Instrument Company (Moline, IL). All compounds were of the highest analytical grade 

possible.  

Tempol Treatment and Sample Collection 

 C57BL/6J wild-type male mice (4-week-old) were purchased from the Jackson 

Laboratory (Bar Harbor, Maine). The mice were housed in polypropylene cages with 

corncob bedding in a well-controlled environment (temperature, 65-75°F; relative 

humidity, 30%-70%; photoperiod, 12 h light/dark cycle). Water and regular chow were 

supplied ad libitum. Mice were randomly grouped after one-week acclimatization before 

treatment. Tempol (dissolved in 0.9% saline) was administered in the morning by gavage 

for 5 consecutive days. The control group was administered an equivalent amount of 

0.9% saline. Mice were transferred to nalgene metabolic cage systems (Tecniplast, USA) 

and housed individually for 24 hours during the acclimatization period and treatment 

period every other day for fecal sample collection. Mice were weighed in the mornings 

and killed on day 6. Liver, cecum, and serum samples were collected immediately 

following CO2 asphyxiation. All samples were quickly placed in liquid nitrogen then 

stored at -80 °C for future analysis. All procedures were performed in accordance with 

the Institute of Laboratory Animal Resources guidelines and approved by the 

Pennsylvania State University Institutional Animal Care and Use Committee. Germ free 

mice wild-type C57Bl/6J mice were bred and maintained by the Pennsylvania State 

University Gnotobiotic Facility, housed in germ free isolators, and fed an autoclaved diet. 

All materials and supplies were sterilized before transfer into the isolators. Germ free 

status was monitored continuously and confirmed through a series of culture based 

assays. 
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Gas Chromatography–Mass Spectrometry (GC-MS) Analysis 

  SCFAs level in tissues were measured with a targeted metabolomics protocol as 

described previously (19). 50 mg of cecal content/ feces were mixed with 1 mL of 0.005 

M aqueous NaOH containing internal standard hexanoic acid-6,6,6-d3 (5 µg/mL), 

homogenized (Bertin Technologies, Rockville, MD) at 6500 rpm,1 cycle, 60s and then 

centrifuged (Eppendorf, Hamburg, Germany) at 13,200 x g at 4 °C for 15 min. The 

supernatant was collected and an aliquot of 500 µL of a solvent mixture of 1-propanol 

/pyridine (3/2, v/v) and 100 µL of propyl chloroformate was subsequently added into 

supernatant and briefly vortexed. Samples were heated (Thermo Scientific, Marietta, OH) 

at 60 °C for 1 hour. The derivatized samples were extracted with a two-step hexane 

extraction. 300 µL of hexane was added to the sample, vortexed for 30 s, and then 

centrifuged (2000 x g, 4 °C for 5 min). 300 µL of the upper layer was transferred to a 

glass auto sampler vial for GC-MS analysis. Another 200 µL of hexane was added to the 

sample and the extraction repeated. Samples were analyzed using a 7890A gas 

chromatograph coupled with an Agilent 5975C mass selective detector (Agilent 

Technologies, Santa Clara, CA). A HP-5-MS (5 %-diphenyl 95%-methylpolysiloxane) 

capillary GC column (30 m x 250 μm i.d. 2.5μm film thickness, Agilent Technologies) 

was used with helium as the carrier gas at a constant flow rate of 1 mL/min. 0.5 μL 

sample was injected onto the column using a pressure pulsed split (10 psi, split ratio 10/1) 

The initial column temperature was set at 55 ºC for 0.5 min and then increased to 70 ºC at 

a rate of 10 ºC /min, increased to 85 ºC at a rate of 3 ºC /min, increased to 110 ºC at a rate 

of 5 ºC /min, increased to a final temperature of 290 ºC at a rate of 30 ºC/ min which was 

held for 5 minutes. The temperatures of the front inlet, transfer line and mass source were 
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set at 260 ºC, 290 ºC, 230 ºC. Mass spectral data was collected in a full scan mode over 

the a mass range 35-500 m/z with an electron energy of 70eV. All raw data were 

processed with Enhanced Chemstation (Agilent Technologies) for mass spectral 

visualization, identification, and quantitation. The integrated areas of the SCFAs were 

normalized to the internal standard and quantified with a standard curve constructed from 

serial dilutions (2500 µM, 1250 µM, 625 µM, 315 µM, 156.25 µM, 78.125 µM, 0) of 

SCFAs .    

 

Nuclear Magnetic Resonance (NMR) Spectroscopy Sample Preparation 

 Cecal content or fecal samples (50 mg-100 mg) was mixed with 800 µL of 

phosphate buffer (K2HPO4/NaH2PO4,  0.1 M, pH 7.4, 50% v/v D2O) containing 0.005% 

TSP-d4 as a chemical shift reference (δ 0.00 ppm). The sample was freeze/thawed three 

times with liquid nitrogen then homogenized (Precellys 24, Bertin Technologies, 

Rockville, MD) and centrifuged (13,200 x g, 4 °C) for 10 min. The supernatant was 

transferred to a new microcentrifuge tube and another 400 µL of PBS was added to the 

pellets and the above procedure repeated. The supernatants were combined, centrifuged 

(13,200 x g, 4 °C, 10 min), and 550 µL was transferred to NMR tubes. Liver tissues (50 

mg) were extracted three times with 600 µL of precooled methanol-water mixture (2/1, 

v/v) using the Precellys tissue homogenizer (Bertin Technologies). After homogenization 

and centrifugation (13,200 x g, 4 °C, 10 min), the combined supernatants were dried and 

reconstituted in 600 µL phosphate buffer (K2HPO4/NaH2PO4, 0.1M, pH 7.4, containing 

50% D2O and 0.005% TSP-d4). After centrifugation (13,200 x g, 4 °C, 10 min), 550 μL 

of each extract was transferred into an NMR tube for analysis. Serum samples (200 µL) 
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were combined with 400 µL of phosphate buffer (K2HPO4/NaH2PO4, 45mM, pH 7.4, 

50% v/v D2O containing 0.9% NaCl) and centrifuged (13,200 x g, 4 °C, 10 min). 550 µL 

of supernatant was transferred into NMR tubes for analysis. 

 

1H NMR Spectroscopy, Spectral Data Processing, and Multivariate Data Analysis 

 1H NMR-based metabolomic analysis was performed as previously described 

(20). Color-coded loading plots were generated from the OPLS-DA models using a script 

for MATLAB (The Mathworks Inc.; Natick, MA). OPLS-DA scores represent the model 

power and the color-coded correlation coefficient indicates the significance of the 

metabolite contribution to the class separation, with a “hot” color (e.g., red) being more 

significant than a “cold” color (e.g., blue). In this study, a cutoff value of |r| > 0.707 (r > 

0.707 and r < -0.707) was chosen for correlation coefficient as significant based on the 

discrimination significance (p ≤ 0.05). SCFAs in cecal content and feces were assigned 

with two dimensional 1H-1H total correlation spectroscopy (TOCSY) NMR (Figure 3-1). 

Relative content of each SCFA is determined by NMR peak area of SCFA relative to 

internal standard (TSP-d4). 

 

Bomb Calorimetry 

 Bomb calorimetry was performed using a 6200 isoperibol calorimeter (Parr 

Instrument Company, Moline, IL). Dried fecal samples (100 mg) were weighed and 

ground in a clean mortar and pestle. Ground samples were pressed into ¼ inch diameter 

pellets (Parr 2812 Pellet Press, Moline, IL). The remaining moisture content was 

removed from the fecal pellet using a speedvac concentrator (Thermo Fisher Scientific, 
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Marietta, OH). Benzoic acid pellets were used for standardization and optimization of the 

bomb calorimeter. Samples were placed in a tared fuel capsule (208AC) in the 1109A 

semi-micro oxygen bombs (Parr Instrument Company, Moline, IL) and fixed by a coiled 

10 cm of NiCr fuse wire (PN 45C10). A minimum 99.5% purity oxygen was provided 

with 420 psi pressure to the bomb. Prepared semi-micro bomb were set on a ring support 

in the A604DD twin-chambered calorimeter bucket. Gross heat of samples were 

determined by the temperature change recorded during combustion and expressed as 

calories/gram feces.  

 

Quantitative PCR analysis 

  RNA of liver (50mg) were extracted using TRIzol reagent (Invitrogen, Carlsbad, 

CA). DNA concentration was determined by Nanodrop. cDNA was synthesized from 1 

µg of total RNA using qScript cDNA SuperMix (Quanta Biosciences, Gaithersburg, MD) 

and then were diluted to 1µg/µL before subjected to quantitative PCR. QPCR was 

performed using SYBR green QPCR master mix on an ABI Prism 7900HT Fast Real-

Time PCR sequence detection system (Applied Biosystems, Foster City, CA). QPCR 

conditions were 95°C for 20 s; 95 °C for 0.01 s; 60 °C for 20 s; 95 °C for 15 s; 60 °C for 

15 s and 95 °C for 15 s, 40 cycles. The reactions were analyzed according to the ΔΔCT 

method. All targeted mRNA were normalized to the GADPH mRNA as an internal 

control. Primer sequences for qPCR analysis of genes were listed in Table 3-1.  

 

Statistical Analysis 
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  Graphical illustrations and statistical analysis were performed using Prism 

GraphPad version 6. All data values were expressed as mean ± SEM. p<0.05 was 

considered significant. 

 

RESULTS 

Tempol Influences Weight Gain and Preserves Liver Function in a Dose-Dependent 

Manner 

 To determine if the observed anti-obesity effect of tempol is dose-dependent, 

mice were treated with tempol (0, 1, 10, 50 mg/kg) by gavage for 5 consecutive days. The 

control group and 1 mg/kg tempol group mice showed a 1.5% increase in body weight 

per day over the treatment period (Figure 3-2A). However, the body weight gain for 10 

mg/kg tempol treated mice showed a similar rate (1.5% per day) for the first two days, 

and then decreased to 0.47% per day from day 2 to day 5. The 50 mg/kg tempol-treated 

mice showed significant weight loss over the entire study (1.65% per day). This data 

demonstrates that the body weight gain is inversely associated with the tempol dose. 

Change in body weights were not due to toxicity, as no change in wet liver weight to 

body weight ratio was observed (Figure 3-2B). Additionally, liver histology (Figure 3-

2C) showed no morphological difference between control and tempol treated groups, 

further indicating that tempol treatment did not cause substantial physiological and 

histological abnormalities. 

 

Tempol Modulates SCFAs Availability in Gut  

 It was reported that fecal SCFA concentrations are significantly higher in obese 

than lean counterparts (21, 22). In agreement with this finding, decreased cecal SCFAs 
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were found in 100 mg/kg, tempol-treated mice (Figure 3-3), suggesting that tempol 

inhibits bacterial fermentation and decreases SCFAs availability in the lower gut. To 

determine whether the SCFAs inhibition effect of tempol is dose-dependent, SCFA levels 

were measured in mice treated with different doses of tempol by global 1H NMR 

metabolomics and targeted GC-MS metabolomic analysis. As shown in Figure 3-4, a 

dose-dependent decrease of SCFAs was observed in extracts from the cecal and feces 

upon tempol with the most significant decrease observed in the 50 mg/kg dose group. 

Specifically, when compared with control, the 50 mg/kg group exhibited a 41%, 25% and 

39% decrease in cecal acetate, propionate, and butyrate, respectively, as identified by 1H 

NMR. These changes were confirmed by GC-MS revealing a 28%, 63% and 37% 

decrease in cecal acetate, propionate and butyrate, respectively. In feces, a 50%, 36%, 

21% decrease of acetate, propionate and butyrate and a 42%, 41%, 33% decrease of 

acetate, propionate and butyrate were identified by 1H NMR and GC-MS, respectively. In 

general, higher amount of SCFAs were measured in the cecal contents than from feces by 

GC-MS quantification, indicating the SCFAs reabsorption and utilization occurred as the 

cecal contents passed through the colon. Interestingly, in the 50 mg/kg tempol group, an 

increase of amino acids (tyrosine and phenylalanine), nitrogenous bases (uracil) and the 

nitrogenous base derivative (hypoxanthine) were identified as being significantly 

changed in the cecum (Figure 3-5A) suggesting further alterations in amino acid and 

nucleotide metabolism in the small intestine.   

 

Tempol-Treated Mice Excrete More Energy 

  Analysis of fecal metabolites revealed a dose-dependent increase of glucose and 

oligosaccharides in tempol-treated groups (Figure 3-4C) which are substrates for 
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microbial fermentation. This observation suggests decreased microbial fermentation 

ability of tempol-treated mice. To further validate these findings, bomb calorimetry was 

performed to determine the energy loss into feces (Figure 3-6). The feces collected from 

metabolic cages after the final dosing with tempol was used for gross heat measurements. 

The results demonstrated that as the tempol dose increased, there was a proportional 

increase in the total gross heat measured in the fecal pellets. Specifically, one gram of 

feces from the 50 mg/kg tempol treated mice contains, on average, 139 more calories 

compared to control mice. The increased fecal energy excretion is consistent with the 

decreased energy availability revealed by lower SCFA production after tempol treatment.  

 

Tempol-Mediated Metabolic Changes in Liver Are Microbiota Dependent 

 To further determine the impact of tempol on energy metabolism, the liver 

metabolome was measured by 1H NMR. No hepatic metabolite differences were 

identified for the 1 mg/kg dose (Figure 3-7A). However, at the 50 mg/kg dose, reduced 

glycogen, sugars and amino acids were identified and indicative of increased hepatic 

energy storage mobilization. The glucogenic and ketogenic amino acids phenylalanine 

and tyrosine, which promote catabolism for energy availability (23) were increased. 

Additionally, uridine, a nucleoside involved in glycolysis was upregulated in the 50 

mg/kg tempol group compared to control. Another immunoprotective and 

neuroprotective nucleoside, inosine (24),  was upregulated. These results suggest that the 

overall liver metabolism balance shifted from energy storage to energy generation.  

Although observations in the current and previous studies suggested that tempol 

changes the gut microbiota and causes metabolic alterations in the liver, it is unclear 

whether these changes are a direct effect of tempol administration or are microbiota-
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mediated. The germ-free mouse liver metabolome was not changed by 50 mg/kg tempol 

treatment as observed in conventionally-raised mice (Figure 3-7B), indicating the 

microbiota play a vital role in directing metabolic alterations with tempol. 

 

Tempol-Altered Microbiota Result in Altered Serum Metabolites 

  Similar to the 1H NMR metabolomics profiles of the liver, a significant dose-

dependent effect was identified in the serum of conventionally-raised mice (Figure 3-

8A). No significant changes were seen in the 1 mg/kg tempol treated mice, while a 

variety of metabolites were altered in the 10 mg/kg and 50 mg/kg groups. Specifically, 

pyruvate, lactate, and citrate were increased while glucose was markedly decreased, 

indicating upregulation of glycolysis. However, the germ free mouse serum profile was 

not significantly changed compared to control (Figure 3-8B), again demonstrating that 

the induced metabolic shifts by tempol are microbiota-dependent. 

 

Tempol Alters Hepatic Gene Expression Involved in Glucose and Lipid Metabolism 

  To further investigate the molecular mechanisms associated with the observed 

metabolic changes, the expression of genes associated with glucose and lipid metabolic 

pathway were analyzed by QPCR. The 50 mg/kg tempol treatment group had 

significantly increased hepatic expression of Pepck and G6pase mRNA by one to two 

fold in conventionally-raised mice (Figure 3-9A), indicating upregulation of 

gluconeogenesis and glycolysis. Moreover, an overall decrease or decreased trend of 

hepatic expression of Hnf4a, ChREBP, Fabp1, Fabp2, Fabp5, and Cd36 mRNAs 

encoding adipogenic transcription factors and proteins were detected in the conventional 

50 mg/kg tempol treated mice (Figure 3-9B). These results suggest upregulation of de 
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novo lipogenesis and improvement of lipid metabolism, consistent with the adiposity-

resistant phenotype observed with tempol. No significant changes in the expression of 

these genes were identified in germ-free tempol-treated mice, again demonstrating the 

effects of tempol are highly dependent on the gut microbiota.   

 

DISSCUSION 

 Here we have proposed that tempol restricts energy availability in the host 

through inhibition of microbial SCFA production. Other studies reported greater colonic 

SCFA production in overweight and obese individuals compared to lean counterparts in 

humans independent of dietary intake (21, 22, 25) . These observations indicate SCFA 

metabolism plays a significant role in obesity. Consistently, the anti-obesity compound 

tempol decreases cecal and fecal acetate, propionate, and butyrate levels in a dose-

dependent manner. Moreover, the substrates for microbial fermentation, glucose and 

oligosaccharides, were excreted in greater quantities into feces in tempol treated mice. 

Thus it is likely that the reduced energy-harvesting potential of tempol-altered gut 

microbiota contributes to the metabolic improvements observed in models of diet-

induced obesity (2, 26).  

In addition to the restriction in energy availability, tempol profoundly impacts the 

overall metabolism of the host. SCFAs are not only direct energy substrates for tissues 

but also substrates for gluconeogenesis (e.g., propionate) (27, 28) and lipogenesis (18). 

For gluconeogenesis, propionate acts as a precursor (29, 30) which is first converted to 

propionyl-CoA and then to succinyl-CoA. Succinyl-CoA enters the citrate cycle to 

generate oxaloacetate, the direct precursor for gluconeogenesis. Therefore, a restricted 



 157 

SCFAs availability would be expected to lead to downregulated glucose anabolism and 

decreased anabolic product like glycogen and glucose. As expected, with tempol 

treatment, an overall decrease in glycogen, sugars, and amino acid reserves in were 

observed in liver, suggesting decreased glucose anabolism and increased glucose 

catabolism, consistent with a lean phenotype and the previously described insulin 

sensitivity improvement effect of tempol (31). Moreover, elevated hepatic acetate levels 

suggest increased fatty acid catabolism, as acetate is an end product of fatty acid 

oxidation in liver peroxisomes (32, 33). The glucogenic and ketogenic essential amino 

acids phenylalanine and tyrosine are important for energy generation and they are also 

precursors of thyroid hormone and catecholamines (e.g., dopamine, epinephrine, 

norepinephrine) that act on adipose tissue to modulate lipolysis and thermogenesis (23). 

An upregulation of phenylalanine and tyrosine in tempol treated mice might indicate an 

alteration in energy production and lipid metabolism. Previous mouse studies suggested 

the serum glucose levels were decreased by restricting calories (34, 35). Serum glucose 

levels are also positively correlated with body mass index (BMI) observed in human 

studies (36, 37). Tempol serum metabolite profiles identified decreased glucose and 

amino acids levels consistent with the decreased hepatic glucose and amino acid reserves, 

improved insulin sensitivity, and lean phenotype. Lactate is derived from anaerobic 

glycolysis and subcutaneous fat (38, 39), which is also a major precursor for 

gluconeogenesis. Elevated lactate is consistent with upregulated glucose utilization and 

fat mobilization.  

Alterations in the expression of key hepatic genes associated with glucose and 

lipid metabolic pathways further confirmed the metabolic changes revealed by 
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metabolomics. PEPCK is a rate-controlling enzyme in gluconeogenesis and its mRNA 

was upregulated in the 50 mg/kg tempol treated livers of conventional mice. mRNA 

encoding G6Pase, the key enzyme in gluconeogenesis and glycogenolysis that 

hydrolyzes glucose-6-phosphate to free glucose that can then enter circulation (40), was 

increased in the 50 mg/kg tempol group. Glycogenolysis and gluconeogenesis are two 

pathways to generate glucose from either glycogen or non-carbohydrate precursors. Both 

pathways are upregulated in tempol-treated group likely due to an adaptive response of 

liver in attempt to restore glucose level. As glucose utilization is accelerated with tempol 

treatment, hepatic glucose are deprived. Since glycolysis is upregulated, glucose is 

utilized quicker, and hepatic glucose is depleted. In order to keep up with the demand for 

glucose utilization, liver mobilizes both glucogenic pathways. Primarily, glycogenolysis 

is upregulated to free glucose from glycogen. Secondarily, gluconeogenesis is activated 

to generate more glucose from non-carbohydrate substrates. The upregulated 

glycogenolysis and gluconeogenesis indicated by hepatic gene expression with tempol 

treatment are consistent with the decreased hepatic glycogen reserves and increased 

hepatic gluconeogenic precursors (phenylalanine and tyrosine) revealed by 1H NMR-

based liver metabolites profiling. There was an increasing trend of Glut2 mRNA as well, 

typically increased with improved insulin sensitivity as seen in type II diabetes (41). 

Besides glucose metabolism related genes, mRNAs encoding transcription factors Hnf4a 

and ChREBP, and lipogenic proteins Fabp1 and Cd36 were downregulated. The 

downregulation of genes involved in lipid metabolism in conventional tempol treated 

mice reveals inhibition of de novo lipogenesis by tempol which also explains the 

observed adiposity-resistant phenotype of conventional tempol treated mice.  
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Metabolic profiling of conventional tempol-treated mice suggests an energy 

balance shift from energy storage to substrate breakdown and energy generation, 

including glycogen catabolism, upregulating lipolysis, glycolysis for energy expenditure 

to compensate SCFAs restriction. It is likely that the combined effects of these pathways 

all contribute to the observed anti-obesity phenotyped in tempol-treated mice. 

Furthermore, these effects were highly dependent on the gut microbiota as germ free 

mice treated with tempol had no significant changes in their serum or liver metabolomics 

profile. 

Obese microbiota profiling generated from mice and human studies were 

characterized as an elevated Firmicutes to Bacteriodetes ratio (26, 42-44) indicative of 

better fermentability with greater energy harvesting potential from the microbial 

community. Consistent with previous studies (13), a decreased Firmicutes to 

Bacteriodetes ratio was observed in the 50 mg/kg tempol group on a normal chow diet 

(Figure 3-10B). Other microbial changes reported with tempol treatment including 

decreasing abundance of β-Proteobacteria and Lactobacillus spp, were also confirmed in 

this study (Figure 3-10C, 3-10D). Overall, tempol helps modulate a more obesity 

resistant microbial community which provides a better gut environment for energy 

restriction and metabolic regulation. 

 

CONCLUSION 

The anti-obesity effects of tempol have been associated with its anti-oxidative 

stress properties (31, 45). Here, by comparing conventionally-raised and germ-free mice, 

the current studies demonstrated that tempol exerts its anti-obesity effect through 
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interactions with the gut microbiota and the host. Further, the tempol-altered microbiota 

is sufficient to promote the obesity resistant phenotype by causing metabolic changes 

from energy storage to expenditure.  
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Figure 3-1 

 

 

Figure 3-1. Two Dimensional 1H-1H Total Correlation Spectroscopy (TOCSY) NMR 

for SCFAs Identification. The cross peaks of propionate and n-butyrate are highlighted 

with red and blue dotted lines, respectively. 
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Figure 3-2 

 

Figure 3-2. Tempol-Associated Weight Loss is Not Associated with Any Gross 

Histological Changes in the Liver. (A) Body weight change over 5 day tempol 

treatment (0.9% saline, 1 mg/kg, 10 mg/kg, 50 mg/kg) on a normal chow diet (n=5 mice 

per group). (B) Liver to body weight ratios in mice after gavage with tempol (n=5 mice 

per group). (C) Hepatic histology of representative hematoxylin and eosin-stained liver 

sections. All data are presented as mean ± SEM and analyzed using one-way ANOVA 

with Tukey’s correction or two-tailed student’s t-test. ***p<0.001, ****p<0.0001. 
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Figure 3-3 

 

 

Figure 3-3. Tempol Causes Pronounced Changes in Bacteria Fermentation. (A-B) 

GC-MS quantification of cecal SCFAs and BCAAs in mice gavaged with 100 mg/kg 

tempol for 5 days (n=6 mice per group). Mann-Whitney test. Groups with different letters 

are significantly different (p<0.05). All data are presented as mean ± SEM. (C) Cecal 

metabolites change determined by 1H NMR. OPLS-DA scores (left) represent indicative 

power of models and correlation coefficient-coded loadings plots for the models (right) 

from NMR spectra displaying changes and significance (n=6 mice per group). 
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Figure 3-4 

 

Figure 3-4. Tempol Inhibits Bacteria Fermentation in a Dose-Dependent Manner. 
(A and C) Cecal and fecal metabolites changes were determined by 1H NMR. Relative 

content of metabolites were determined by NMR peak integration compared to the 

internal standard TSP in the cecal content and feces. Groups labeled with different letters 

are statistically significant (p<0.05), while groups sharing at least one letter are not 

significantly different. Groups without labels are not significantly different from other 

groups. (B and D) Quantification of SCFAs by GC-MS analysis was performed to 

validate results obtained via 1H NMR. All data are presented as mean ± SEM. (n=5 mice 

per group) and analyzed using one-way ANOVA with Tukey’s correction. 
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Figure 3-5 

 

Figure 3-5. Tempol Causes Pronounced Changes in Cecal and Fecal Metabolites 

Determined by 1H NMR. OPLS-DA scores (left) and correlation coefficient-coded 

loadings plots for the models (right) from NMR spectra of (A) cecal content, (B) feces 

obtained from different dose of tempol treated mice, displaying changes of metabolites 

between control group (black circles) and tempol treated group (red squares). (n=5 mice 

per group). 
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Figure 3-6 

 

 
Figure 3-6. Quantification of Gross Heat of Feces by Bomb Calorimetry. Each Gross 

heat was averaged from duplications (n=5 mice per group). Groups with different letters 

are significantly different (p<0.05). Groups without labels are not significantly different 

from the other groups. One-way ANOVA with Tukey’s correction. All Data are 

presented as mean ± SEM. 
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Figure 3-7 

 
 

Figure 3-7. Liver Metabolism Shifts to a More Catabolic State in Conventionally 

Raised (CONV-R) Mice Treated with Increasing Doses of Tempol. (A) 

Conventionally-raised mouse liver metabolic profiles of control group (black circles) and 

1 mg/kg (red squares), 10 mg/kg (blue squares), and 50 mg/kg (purple asterisks) tempol 

groups determined by 1H NMR. OPLS-DA scores (left) and coefficient-coded loadings 

plots (right) for the models obtained from the 1H NMR liver spectra (n=5 mice per 

group). (B) Comparison of germ-free mice liver metabolites between control group (back 

circles) and 50 mg/kg tempol group (red squares) determined by 1H NMR (n=5 mice per 

group). 
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Figure 3-8 

 

Figure 3-8. Serum Metabolites are Associated with Increased Glycolysis in 

Conventionally Raised (CONV-R) Mice Treated with Increasing Doses of Tempol. 

(A) Comparison of serum metabolic profiles of conventionally-raised mice between 

control group (black circles) and 1 mg/kg (red squares), 10 mg/kg (blue squares), and 50 

mg/kg (purple asterisks) tempol groups determined by 1H NMR. OPLS-DA scores (left) 

and the coefficient-coded loadings plots (right) for the models obtained from the NMR 

spectra of serum extracts (n=5 mice per group). (B) Comparison of serum metabolites 

between control group (black circles) and 50 mg/kg tempol group (red squares) 

determined by 1H NMR in germ-free mice (n=5 mice per group). 
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Figure 3-9 

 

Figure 3-9. Tempol Altered Hepatic Expression of Genes Involved in Glucose and 

Lipid Metabolism. QPCR analysis of hepatic mRNA levels of (A) glucose metabolism 

related genes, (B) lipid metabolism related genes in conventionally-raised and germ-free 

mice after 5-day tempol treatment. Groups with different letters are significantly different 

(p<0.05). Groups without labels are not significantly different from other groups. All data 

are presented as mean ± SEM (n=5 mice per group) and analyzed using one-way 

ANOVA with Tukey’s correction, or two-tailed Student’s t-test. 
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Figure 3-10 

 

Figure 3-10. Tempol Modulates Bacterial Community Quantitatively and 

Compositionally (A) Quantitative PCR analysis of universal 16s rRNA gene of fecal 

microbiome using universal primers after 5-day tempol treatment at gradient dose (n=5 

per group). Groups with different superscript letters were different with statistic 

significance (p<0.05). One-way ANOVA with Tukey’s correction. All data are presented 

as mean ± SEM. (B-D) qPCR quantification of targeted 16s rRNA genes using specific 

primers after 5-day gradient tempol treatment (n=5 per group). Groups with different 

superscript letters were different with statistic significance (p<0.05). Group without label 

is not significantly different from other groups. One-way ANOVA with Tukey’s 

correction. All data are presented as mean ± SEM. 
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Table 3-1. Primer Sequences for QPCR Analysis of (A) genes associated with 

glucose and lipid metabolic pathway, related to Figure 3-9. (B) Bacterial primer 

sequences, related to Figure 3-10. 

 

 

A 
 
species gene 

name 

sequence 5'-3' sequence 3'-5' 

mouse GADPH CCTCGTCCCGTAGACAAAATG TGAAGGGGTCGTTGATGGC 

mouse G6Pase CCATGCAAAGGACTAGGAACAA TACCAGGGCCGATGTCAAC 

mouse Pepck CCACAGCTGGTGCAGAACA GAAGGGTCGATGGCAAA 

mouse Glut2 GTCCAGAAAGCCCCAGATACC GTGACATCCTCAGTTCCTCTTAG 

mouse Hnf4a TGAGCACCTGCTGCTTGGA TCGAGGATGCGAATGGACAC 

mouse ChREBP CTGGGGACCTAAACAGGAGC GAAGCCACCCTATAGCTCCC 

mouse Fabp1 TCAAGCTGGAAGGTGACAATAA GTCTCCATTGAGTTCAGTCACG 

mouse Fabp2 TCGGTTCCTGAGGATACAAGAT TTTGATGACTGTGGGATTGAAG 

mouse Fabp5 ACAGGGTTTTTGCATTCCTG TTGGTTCTTTCGAACCTTG 

mouse Cd36 TGGCCTTACTTGGGATTGG CCAGTGTATATGTAGGCTCATCCA 

mouse IL-1β TCGCTCAGGGTCACAAGAAA CATCAGAGGCAAGGAGGAAAA 

mouse Lcn-2 ATTTCCCAGAGTGAACTGGC AATGTCACCTCCATCCTGGT 

mouse TNF-α AGGCTGCCCCGACTACGT GACTTTCTCCTGGTATGAGATAGCAAA 

mouse IFN-γ  CAGCAACAGCAAGGCGAA CTGGACCTGTGGGTTGTTGAC 

mouse cyp1a1 GGTTAACCATGACCGGGAACT TGCCCAAACCAAAGAGAGTGA 

 

 

B 

 
target group forward primer reverse primer 

All bacteria AGAGTTTGATCCTGGCTCAG (8F) CTGCTGCCTCCCGTAGGAGT (338R) 

Lactobacillus.spp AGCAGTAGGGAATCTTCCA (LabF362) CACCGCTACACATGGAG (LabR677) 

Firmicutes GCAGTAGGGAATCTTCCG (Lgc353) ATTACCGCGGCTGCTGG (Eub518) 

Bacteroidetes GTACTGAGACACGGACCA(Cfb319) ATTACCGCGGCTGCTGG (Eub518) 

αProteobacteria ACTCCTACGGGAGGCAGCAG (Eub338) TCTACGRATTTCACCYCTAC 

(Alf685) 

βProteobacteria ACTCCTACGGGAGGCAGCAG (Eub338) TCACTGCTACACGYG (Bet680) 

Actinobacteria CGCGGCCTATCAGCTTGTTG (Actino235) ATTACCGCGGCTGCTGG (Eub518) 
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ABSTRACT 

 The gut microbiome can be considered an environmental and dietary sensor as it 

is extremely susceptible to modulation by environmental stimuli. Recent evidence 

suggests that xenobiotics can disrupt the intimate relationship between the microbiome 

and host. Here, we describe a novel approach that combines in vitro microbial incubation 

(isolated cecal contents from mice), flow cytometry, mass spectrometry- and 1H NMR-

based metabolomics to evaluate the effect of xenobiotics on microbial toxicity. A typical 

xenobiotic tempol known to remodel the microbial structure in vivo and improve host 

metabolism with unclear mechanism was assessed. The microbial cells were isolated 

from mouse cecal content and exposed to tempol for 4h under strict anaerobic condition 

in vitro.  The flow cytometry data suggested DiBAC+ and PI+ cells were significantly 

increased with tempol exposure, indicating excessive membrane depolarization and loss 

of membrane integrity. CFDA+ cells were significantly decreased with tempol exposure, 

indicating compromised metabolic activity. NMR metabolic profiling revealed a unique, 

strong and direct correlation of microbial physiology and microbial metabolites, 

including short chain fatty acids, branched chain amino acids, amino acids, glucose and 

oligosaccharides, suggesting the disrupted microbial metabolic activity is strongly 

correlated with the microbial membrane damage by direct xenobiotic exposure. Orbitrap-

LC-MS analysis identified over 40 significantly changed microbial metabolites with a 

broad coverage of metabolic pathways, providing additional biomarkers for microbial 

membrane damage and metabolism disruption following xenobiotic exposure. In 

addition, an in vivo mouse study with tempol (5 days gavage) showed similar microbial 

physiological and metabolic phenotypes, indicating the translational application of the in 
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vitro approach.  Our results, through phenotypic evaluation of microbial viability, 

physiology and metabolism, and comparison of in vitro and in vivo exposures with 

representative xenobiotics like tempol, suggests this novel multi-platform physiological 

and metabolic phenotyping provides unique insight into gut microbiome toxicity to better 

inform risk assessment and drug screening.  

 

INTRODUCTION  

 Trillions of microbes reside in the gastrointestinal tract and can significantly 

influence host health, by producing metabolites or molecules that function as available 

energy sources (e.g., short-chain fatty acid (SCFA)) (1, 2), metabolic signals (e.g., bile 

acid) (3, 4) and immune signals (e.g., lipopolysaccharides (LPS))(5, 6). The gut 

microbiota is also profoundly involved in xenobiotic metabolism (drug, environmental 

toxicants), through altering xenobiotic-metabolizing enzymes levels (7, 8), regulating the 

activation of nuclear receptors like the aryl hydrocarbon receptor (AHR) (9, 10), or 

executing direct microbial biotransformation (11). Emerging metagenomic and 

taxonomic tools like long read sequencing with the Pacific Biosciences Sequel system 

(12), online user interfaces like Microbiome Analysist (13), and machine learning 

prediction algorithms (14) have enabled the exploration of the diverse and complex 

microbial community structure. Additionally, metabolomics approaches, including MS- 

and NMR-based techniques provide valuable data to inspect the metabolic fingerprints 

and investigate the correlations between the metabolic profile and physiological or 

metabolic phenotype. Despite metagenomics and metabolomics have revealed a critical 

xenobiotic-microbiome-host axis (9), direct microbial toxicity caused by xenobiotic 
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exposure remains unexplored.  Microbial toxicity assessment is important to understand 

the potential for drugs and other xenobiotics to influence the microbiome directly. This is 

especially true for pharmaceutical chemicals whose metabolic fate and risk are not fully 

elucidated (e.g., tempol (4-hydroxy-2,2,6,6-tetramethylpiperidin-1-oxyl)). 

Single-cell techniques, including flow cytometry opens the door for investigating 

physical and chemical characteristics of microbial communities on a cellular level. Flow 

cytometric analysis has been employed to study biochemical activity of a microbial 

population within environmental systems including waste water (15, 16) and aquatic 

ecosystems (17, 18), characterize the physiological structure of the gut microbiota (19, 

20), and assess the microbial response to xenobiotic (21-23) and physical stress (24-26). 

Physiological and metabolic status can be characterized with different fluorescent dyes 

(Figure 4-1). One critical physiological parameter is nucleic acid content. Generally, 

cells with high nucleic acid content indicate more rapid transcriptional and metabolic 

activity and higher growth rate than cells with low nucleic acid content (27, 28). Nucleic 

acid-labeling with the fluorescent dye like SYBR Green stains single and double stranded 

nucleic acids with relatively high affinity regardless of cell membrane status. The 

microbial membrane status is a vital physiological indicator of cellular damage, as the 

loss of membrane integrity and polarity resulting in compromised selective permeability 

and functionality. Propidium iodide (PI) is the most commonly used red nucleic acid dye 

to determine viability of cell (29, 30), as it cannot penetrate intact cell membrane due to 

its biochemical properties unless the membrane is severely damaged and unable to 

prevent the dye from leaking in and staining the nucleic acid. Oxonol dyes like Bis-(1,3-

Dibutylbarbituric Acid) Trimethine Oxonol (DiBAC) can be used to assess loss of 
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membrane polarity (31, 32), another indicator of moderate cell damage. Typically, 

DiBAC is excluded from the cell as both the dye and phospholipid membrane are 

negatively charged. Once the membrane is depolarized and loses membrane potential, 

DiBAC enters and binds to the cellular lipid-containing component. Another indicative 

physiological feature of bacteria is metabolic activity, which can be measured by 

fluorogenic esterase substrates like carboxyfluorescein diacetate (CFDA) (15, 33, 34) and 

carboxyfluorescein diacetate succinimidyl ester (CFSE) (35). Fluorogenic esterase 

substrate is passively loaded into cell where it is converted by intracellular esterases into 

fluorescein analogs which are retained by cells. The strength of fluorescence corresponds 

to the enzymatic/metabolic activity. Labeling bacteria with esterified fluorogenic 

substrates followed by flow cytometric analysis offers a rapid measurement of 

metabolically active bacteria.  

The rapid development of metabolomics techniques have successfully achieved 

high throughput and quantitative measures of small metabolites in complex biological 

matrices in biomedical studies for exploration of the metabolic effects of pharmaceutical 

(36, 37), environmental (38, 39) and dietary factors (40, 41). Mass spectrometry (MS) 

and nuclear magnetic resonance (NMR) spectroscopy are the most widely used platforms 

for global and targeting metabolomics research, and each technique has its own merits 

and limitations. MS-based metabolomics techniques like gas chromatography-mass 

spectrometry (GS-MS) and liquid chromatography-mass spectrometry (LC-MS) have 

excellent sensitivity and efficiency but relatively complicated extraction processes and 

less reproducibility; whereas NMR excels in high reproducibility and simple preparation 

procedure however is hampered by relative insensitivity (42, 43). Metabolome profiling 
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with combined MS and NMR techniques provides complementary insight into the 

characteristic changes of the metabolic, enzymatic pathways and networks following 

xenobiotic exposure. Metabolomics approaches also provide systemic tools to investigate 

global metabolites within microorganisms and monitoring the consequences of the 

interactions between microbiota and the external stressor (44, 45).   

In the current study, microbial toxicity was evaluated physiologically and 

metabolically with isolated gut microbiota following short-term exposure to the 

xenobiotic tempol (Figure 4-2). 1H NMR and Orbitrap LC-MS global metabolomics and 

flow cytometric analysis were performed to characterize the metabolic and physiological 

changes following tempol exposure. Combining the accurate snapshot of the microbial 

physiological state provided by flow cytometry and the metabolic status profiled with 

global metabolomics, the study revealed the direct effect of tempol on microbial 

physiology and metabolism. Importantly, this study supports the potential of integrated 

multi-platform physiological and metabolic phenotyping for microbial toxicity.  

 

MATERIALS AND METHODS 

Microbiome Incubation and Collection 

 6-week-old wild-type male C57BL/6J mice (Jackson Laboratory, Bar Harbor, 

Maine) were transferred into anaerobic chamber (Coy Laboratory Products, Inc., Grass 

Lake, MI) following CO2 asphyxiation. All the following procedures were performed 

under strict anaerobic conditions with an oxygen level below 20 ppm. The cecal content 

was collected and diluted 1:10 (1 g in 10 mL) with brain heart infusion (BHI) broth 

(Sigma, St. Louis, MO). Each suspension was prepared in triplicate (one for flow 
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experiment, the other two replicates for metabolomics analysis). The cecal content 

suspension was treated with tempol at a final concentration 0.01 mg/mL, 0.1 mg/mL and 

1 mg/mL, following a brief centrifuge and incubation at 37 °C for 4 h in dark. The 

negative control group was treated with 12 mM HCl to reach a pH=4.  After incubation, 

two sets of samples were stored at -80 °C for future metabolomics analysis. The other 

samples were centrifuged (700 g, 4 °C for 1 min). 600 µL of the microbial supernatant 

were transferred to a new tube and then centrifuged (6000 g, 4 °C for 3 min). Supernatant 

were discarded and the microbial pellet was washed with pre-filtered (0.2 µm) reduced 

PBS (1X PBS solution containing 137 mM sodium chloride, 2.7 mM potassium chloride, 

10 mM phosphate buffer, 1 mg/mL L-cysteine and 1 µg/mL the oxygen indicator 

resazurin), centrifuged (6000 g, 4 °C for 2 min) and resuspended in 600 µL reduced PBS. 

The wash step was repeated two times until the microbial suspension was colorless. Then 

the microbial cell suspension was diluted 120 fold with reduced PBS. A 500 µL diluted 

microbial suspension was transfer to an FCM tube to be stained for physiology 

assessment.  

 

Microbial Physiology Profiling with Flow Cytometry 

 Four distinct florescent dyes that stain cells based on nucleic acid content (SYBR 

Green I, final concentration 1×, 15 min), membrane damage (PI, final concentration 40 

µg/mL, 15 min; and DiBAC, final concentration 1 µg/mL, 10 min) and biochemical 

activity (CFDA, final concentration 10 µM, 30 min) were applied to microbial 

suspension in the dark and under strict anaerobic condition. All cytometric analyses were 

made using an Accuri C6 flow cytometer (Becton Dickinson, Franklin Lakes, NJ) 
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equipped with a solid state 488 nm laser with standard filter setup. SYBR Green I 

(488/520), DiBAC (488/516), CFSE (488/517) fluoresce in the green channel (FL1) and 

PI (488/620) fluoresces in yellow channel (FL2). Data were analyzed with FlowJo 

software (V10, FlowJo, LLC). Cell growth and transcriptional activity was assessed by 

SYBR Green; metabolic activity was indicated by CFSE; PI and DiBAC were used as 

indicators of a compromised membrane and cell damage. Microbial suspension with a pH 

adjusted to pH=4 with 12 M HCl was used as a negative control for damaged microbial 

cell.  

 

1H NMR Metabolomics Profiling 

 The microbial suspension saved after 4h incubation were used for 1H NMR 

spectroscopy. 1 mL of microbial suspension was centrifuged at low speed (700 g, 4 °C 

for 1 min) to pellet down large particles. Maximum volume of microbial supernatants 

were transferred to a new tube, centrifuged at high speed (6000 g, 4 °C for 3 min) to 

pellet down bacteria. The microbial pellet was washed two times with PBS. After the 

third wash, 1 mL of pre-cooled methanol:H2O (v/v = 2:1) and 1.0 mm diameter 

zirconia/silica beads (BioSpec, Bartlesville,OK) were added to the microbial pellet, 

followed by homogenization (6500 rpm, 1 cycle, 60 s) using the Precellys tissue 

homogenizer ((Bertin Technologies, Rockville, MD). The homogenized sample was 

freeze-thawed three times with liquid nitrogen and 37 °C water bath, then was 

homogenized again and sonicated for 15 min at 250W (ultrasonic 1 min, stop 1 min, 

repeat 8 times) to rupture microbial cell walls and release intracellular metabolites. The 

sample was centrifuged (11180g, 4 °C, and 10 min) and the supernatants was transferred 
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to a new 2 mL tube. Another 1 mL methanol:H2O (v/v = 2:1) was added to the pellets and 

the extraction procedure was repeated. All supernatants were combined, dried down and 

reconstituted in 600 μL of PBS (K2HPO4/NaH2PO4, 0.1M, pH 7.4, containing 50% D2O 

and 0.005% TSP-d4 as internal standard). Following centrifugation (13 000g, 4 °C, 

10min), 550 μL of each extract was transferred into a 5 mm NMR tube for analysis.  

 1H NMR spectra of extracted samples were acquired at 298 K on a Bruker NMR 

spectrometer (600 MHz for 1H) configured a 5 mm inverse cryogenic probe as previously 

described (9). In brief, a standard one-dimensional NOESY – presaturation pulse 

sequence (Bruker 1D noesygppr1d pulse sequence) was employed with irradiation at the 

water frequency during the recycle and mixing time delays to suppress water signal. The 

90° pulse length was adjusted to approximately 10 μs (9.6 dbW) and 64 transients were 

collected into 64 k data points for each spectrum with spectral width of 16 ppm. For the 

resonance assignment, a series of two-dimensional NMR spectroscopy were performed, 

including 1H–1H correlation spectroscopy (COSY), 1H–1H total correlation spectroscopy 

(TOCSY), 1H- 13C heteronuclear single quantum correlation (HSQC) and 1H-13C 

heteronuclear multiple-bond correlation (HMBC) spectra.  

Quality of 1H NMR spectra were improved by phase, baseline correction and 

calibration referenced to TSP-d4 (δ 0.0) using Topspin 3.0 (Bruker Biospin, Germany). 

The NMR spectra then were processed by AMIX 3.9.14 software (Bruker Biospin, 

Germany). The spectral region at δ 0.5- δ 9.0 was bucketed into 0.004 ppm bins. The 

residual water signal (region δ 4.2-5.2) was discarded prior to normalization. The binned 

spectral data were normalized to the sum of total intensity of the spectrum to compensate 

for the overall concentration differences. Multivariate data analysis was performed on the 
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normalized binned NMR data with SIMCA 13 (Umetrics, Sweden). Principal component 

analysis (PCA) was done first with the scores plots showing intergroup separation and the 

possible presence of outliers.  Then orthogonal projection to latent structures with 

discriminant analysis (OPLS-DA) was performed with a 7-fold cross validation method 

using UV scaling. To perform OPLS-DA, a binary variable for Y is created and assigned 

when defining a class (in this case, control group is 0, tempol treatment group is 1) before 

importing to SIMCA. After the model fitting, R2X and Q2 values generated represent the 

predictive power and validity of the models, respectively. The validation of the OPLS-

DA model was further confirmed by CV-ANOVA analysis (implemented in SIMCA 13). 

To facilitate interpretation of the results, color-coded loading plots using Pearson linear 

correlation coefficients of variables from OPLS-DA loadings were generated by 

MATLAB (The Mathworks Inc., Natwick, MA). The hotness of the color represents the 

significance of the metabolite contribution to intergroup separation, with a “hot/red” 

color being more significant than a “cold/blue” color. A cutoff value of |r| > 0.754 (r > 

0.754 and r < −0.754) was used as significant based on the discrimination significance (p 

≤ 0.05). 

 

LC-MS Metabolomics Profiling  

 600 µL of bacteria suspension after 4h incubation was centrifuged (700 g, 4 °C 

for 1 min) and supernatants were transferred to a new tube, centrifuged (6000 g, 4 °C for 

3 min) and washed 3 times with PBS. After the final centrifuge, 1 mL cold 50% aqueous 

methanol containing 1 µM chlorpropamide and 1.0 mm diameter zirconia/silica beads 

(BioSpec, Bartlesville,OK) were added to the microbial pellet, following with the 
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homogenization (6500 rpm, 1 cycle, 60 s). The sample was freeze-thawed three times 

with liquid nitrogen to break tough microbial cell wall. Then the sample was centrifuged 

(max speed, 4 °C, and 10 min), supernatants were transferred to a new EP tube, dried 

down and resuspended in 200 µL 3% aqueous methanol. After a final spin (max speed, 4 

°C, and 10 min), 150 µL supernatants were transferred to autosampler for LC-MS 

analysis. 

Metabolomics profiling was performed with a Dionex Ultimate 3000 quaternary 

high-performance liquid chromatography (HPLC) pump, column compartment and 

autosampler coupled Exactive plus Orbitrap mass spectrometer controlled by Xcalibur 

2.2 software (Thermo Fisher Scientific, Waltham, MA). LC-MS was run with a modified 

ion pairing reversed phase negative ion electrospray ionization method (46). A total 

volume of 10 µL sample is injected and separated on a Phenomenex (Torrance, CA) 

Hydro-RP C18 column (100 × 2.1 mm, 2.5 µm particle size) using a water/methanol 

gradient with tributylamine and acetic acid added to the aqueous mobile phase to enhance 

separation. The HPLC column is maintained at flow rate of 200 µL/min with the 

temperature of 30 °C. Solvents and gradient are as follows: Solvent A is 3% aqueous 

methanol with 10 mM tributylamine and 15 mM acetic acid; solvent B is 100% methanol. 

The gradient is 0 min, 0% B; 5 min, 20% B; 7.5 min, 20% B; 13 min, 55% B; 15.5 min, 

95% B; 18.5 min, 95% B; 19 min, 0% B; and 25 min, 0% B. The Exactive plus is 

operated in negative ion mode at maximum resolving power (140,000), and scanned from 

m/z 72 -1000 for the first 90 sec and then from m/z 85-1000 for the remainder of the 

chromatographic run for the detection of small molecule metabolites. The automatic gain 

control target is 3E6 with a maximum injection time of 100 us, the nitrogen sheath gas 
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flow rate is set at 35, the auxillary gas at 10 and the sweep gas at 1. The capillary voltage 

is 3.2 kV and both the capillary and heater set at 200 °C, the S-lens was 55.  

 Orbitrap-LC-MS data was analyzed with the open-source software pipeline MS-

Dial (47). An in-house library generated from 288 pure metabolite standards were used 

for peak identification with a strict accurate mass tolerance 0.002 Da (5 ppm at mass of 

400) and retention time tolerance 0.5 min. Raw integrated data was normalized to 

chlorpropamide (m/z: 275.0262, RT:16.91). Filtering methods were applied to remove 

features with greater than 50 % gap-filling and their peak areas were less than 

background signal of blank injection. Chemical and biochemical similarity among 

identified compounds was calculated with MetaMapp (48). Biochemical mapping was 

calculated based on the KEGG reactant pairs database and chemical mapping was 

obtained from substructure comparison in PubChem database using Tanimoto chemical 

similarity. For the visualization of biochemical and chemical mapping, Cytoscape is used. 

P-value from statistical t-test and fold change can show node color (related to up- and 

down-regulation) and node size related to absolute value of fold change. MetaboAnalyst 

(http://metaboanalyst.ca)(49) is used for metabolite set enrichment analysis, which 

identify a collection of pre-curated metabolite pathways using KEGG pathway 

information. Significant pathway of globaltest’s p-value less than 0.05 are selected for 

visualization by rendering PathView package (50). For the metabolic profile visualized 

with heatmap, Z-scores were created with the equation z=((x- x ̅))/(sd(x)). All shown 

identified metabolites are significant at P<0.05 from a student’s t test in high tempol 

group relative to control. Heatmaps were created with the heatmap.2 function from the 

gplots package in R. 

http://metaboanalyst.ca/
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Quantitative PCR Analysis 

Standard curve construction 

E.coli (WT MG1655) was cultured in Luria Bertani media at 37°C, 220 rpm in 

the incubator overnight. Spectrophotometer readings at OD600 were obtained (Eon™ 

Microplate Spectrophotometer, BioTek) to estimate bacteria number. A series of diluted 

E.coli media (dilution degree is based on estimated bacteria number) were cultured on LB 

agar plates under the same conditions (24h at 37°C). All plate cultures analyzed in 

triplicate. The countable colonies counts were averaged to determine the total bacteria 

number, represented as colony-forming units (CFU). In parallel, DNA from the same 

E.coli culture was extracted using E.Z.N.A stool DNA kit (Omega BioTek). Quantitative 

PCR assays were carried out using 16S rRNA universal primers (8F: 5’-

agagtttgatcctggctca-3’, 338R: 5’-ctgctgcctcccgtaggagt-3’) on serially diluted DNA with 

FastSYBR green QPCR master matrix on an ABI Prism 7900HT Fast Real-Time PCR 

sequence detection system (Applied Biosystems, Foster City, CA). The reactions were 

analyzed according to the ΔΔCT method.  QPCR conditions were 95°C for 20 s; 95 °C 

for 3s; 60 °C for 30 s, 45 cycles. Standard curve was constructed with CT value versus 

microbial number.  

 

Bacteria quantification 

Microbial DNA from cecal content (50 mg) were extracted using E.Z.N.A stool 

DNA kit (Omega Bio-tek). DNA concentration was determined by Nanodrop and diluted 

in DEPC water at a concentration of 1 ng/µL. DNA was then subjected to quantitative 
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PCR using FastSYBR green with indicated universal 16S rRNA primers, PCR condition 

and ΔΔCT method above. Ct values were substituted into standard curve. Finally results 

were expressed as bacteria number per mg of microbial pellet. For relative specific 

bacteria quantification, specific primers were utilized instead of the universal primer.  

 

Statistical Analysis 

 Graphical illustrations and statistical analyses were performed using Prism 

version 6. Microsoft Excel (2016) and R studio (1.1.419). All data values were expressed 

as mean ± sd.  Statistical significance was defined as p<0.05.  Pearson correlation 

analysis was used to investigate the relationships between stain intensity and metabolite 

levels across all three doses (low, medium and high). Statistical significance was 

determined by transforming the Pearson r values into t values and then using t 

distributions to determine P values. The equation used to find the statistical significant 

cutoff was r=t÷√((t^2+n-2)), where r is the correlation value and n is the number of 

subjects. In this experiment, n was equal to 24. The t value was found by using the Excel 

function tinv (0.05,22), where 0.05 represents a P value of 0.05 and 24 is the degrees of 

freedom for this experiment (n-2). Results were shown using the heatmap.2 function from 

the gplots package in R. 

 

RESULTS 

Short Term Exposure of Xenobiotic in Vitro Directly Impacts Microbial Physiology 

in a Dose-Dependent Manner 
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 First, microbial physiology after short-term exposure of the xenobiotic tempol in 

vitro was examined using a flow cytometric approach (Figure 4-3).  Microbiota isolated 

directly from the mouse cecum were incubated in BHI broth containing different doses of 

tempol (0.01 mg/mL, 0.1 mg/mL and 1 mg/mL) under strict anaerobic condition for 4 

hours. A pH=4 group was introduced as a positive control by treating microbiota with 12 

mM HCl to reach a pH=4. Acid treatment caused direct, severe damage to microbial 

membranes indicated by a significant high percentage of PI+ cells (40.7% PI+ cells with 

pH=4 treatment versus 12.5% in control in average, p<0.0001, Student's t-test) and 

DiBAC+ cells (81.3% DiBAC+ cells in pH=4 group versus 39.2% in control group in 

average, p<0.0001, Student's t-test). Additionally, pH=4 group showed a significant slow 

growth rate indicated by a decrease of SYBR Green-stained cells (an average of 85.8 % 

SYBR+ cells in pH=4 group compared to 91.9% in control group; p<0.0001, Student's t-

test), and drastically decreased metabolic activity revealed by very low percent of 

CFDA+ cells (2.3 % averaged CFDA+ cells in pH4 group comparing to 36.5% in control 

group; p<0.0001, Student's t-test). The negative control with the anticipated compromised 

physiology and metabolic activity validated the feasibility of the flow cytometry method. 

Flow cytometry analysis revealed a significant increase of DiBAC+ cells following high 

dose tempol exposure (1 mg/mL) and an marked elevation of PI+ cells at medium and 

high dose of tempol exposure (0.1 and 1 mg/mL) in vitro, indicating excessive membrane 

depolarization and loss of membrane integrity of microbiota in response to tempol. A 

significant decrease of CFDA+ cells were observed with all three different doses of 

tempol exposure (0.01 mg/mL, 0.1 mg/mL and 1 mg/mL) compared to control in vitro, 

suggesting the compromised metabolic activity of tempol-exposed microbiome. These 
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data together demonstrated tempol directly impacts membrane health and metabolic 

activity of microbiome in vitro without the involvement of host component. Notably, the 

impact of tempol on microbial physiology in vitro is dose-dependent with a 100-fold dose 

range (0.01 - 1 mg/mL).   

 

Xenobiotic Tempol Directly Alters Microbial Metabolism in Vitro  

 We did metabolic profiling of tempol-exposed microbiota in vitro with global 1H 

NMR metabolomics. NMR analysis revealed a dose-dependent decrease of microbial-

derived metabolites including acetate, propionate, butyrate, valine, leucine and 

isoleucine, suggesting the inhibition of microbial fermentation by direct tempol exposure 

in vitro (Figure 4-4). In addition, energy metabolites and the fermentation substrates 

glucose and oligosaccharides were at higher concentration in microbiota exposed at high 

dose tempol, consistent with the low metabolic activity of tempol-exposed microbiome 

revealed by decreased CFDA fluorescence by flow cytometric analysis in vitro. 

Moreover, a significant change in amino acid profiles characterized with a decrease of 

phenylacetate and an increase of aromatic amino acids including tyrosine and 

phenylalanine were identified. It has been reported microbial enzymes and genes 

participate in aromatic amino acid catabolism, emphasizing the significant role of 

microbiome in phenylalanine and tyrosine degradation (51). Moreover, It has been 

elucidated microbial enzymes involve in the anaerobic oxidation of phenylalanine to 

generate phenylacetate (52). Therefore, the compromised microbial metabolism with a 

low microbial enzyme activity after tempol exposure might explain the increased 

aromatic amino acid substrates phenylalanine and tyrosine, and decreased degradation 
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product phenylacetate in the metabolic profile. The most versatile amino acid threonine 

serving as a precursor for SCFAs synthesized by microbiome (53), was also significantly 

increased with tempol exposure, together with the low SCFAs production, confirms the 

compromised microbial metabolic activity. Interestingly, the integration of physiological 

and metabolic biomarkers revealed a unique, strong and direct correlation of microbial 

physiology and metabolites following direct tempol exposure in vitro (Figure 4-5). 

Specifically, the inactivation physiological biomarkers (membrane damage indicators) PI 

and DiBAC are positively correlated with inactivation metabolic biomarkers (catabolism 

substrates) including glucose, oligosaccharides and amino acids, while negatively 

correlated with activation metabolic biomarkers (catabolism products) including SCFAs 

and branched-chain amino acids (BCAAs). These data suggested the compromised 

microbial metabolic activity is strongly correlated with the disrupted microbial membrane 

by direct xenobiotic exposure. 

 

Agreed Physiological and Metabolic Profiles of Tempol-Exposed Microbiome in 

Vivo and in Vitro 

 To further validate the viability of the described multi-platform approach in vitro, 

an in vivo exposure model was developed by gavaging tempol to mice with a dose of 100 

mg/kg.  The in vivo effect of tempol on microbial physiology and metabolism was 

analyzed with the microbial isolates from the tempol-treated mouse cecum following the 

same procedure performed for in vitro analysis. Consistent with in vitro results, the 

microbial physiological status characterized by increased severe membrane damage 

(higher percentage of PI+ cells, p<0.01, Student's t-test) and decreased metabolic activity 
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(lower percentage of CFDA+ cells, p<0.05, Student's t-test) were observed in vivo with 

tempol treatment (Figure 4-3B). Noted, the proportion of DiBAC+ cells, which showed a 

significant increase in vitro, remained unchanged in vivo with a greater variation of 

staining percentage. As DiBAC stains for membrane depolarization which might be more 

sensitive to mild environmental stress, the likely additional mild environmental stress 

introduced during longer preparation procedure of in vivo samples results in observed 

larger variation and loss of statistical significance during DiBAC staining.  

 Microbial metabolic profiling after in vivo tempol exposure by 1H NMR revealed 

similar metabolic fingerprints with in vitro exposure, characterized by a lower level of 

SCFAs and BCAAs and a higher level of glucose and oligosaccharides (Figure 4-6B). 

The consistent results in vitro and in vivo suggested the in vitro method could be a 

convenient and economic in vivo alternative to predict the in vivo microbial toxicity upon 

a xenobiotic exposure using flow cytometric and global metabolomics analysis. 

 

Xenobiotics Tempol Modulates Microbial Composition Directly in Vitro 

 It is well-established that the microbiome composition is intimately related to 

microbial functional roles and host metabolic outcomes.  Having defined the 

physiological and metabolic changes of tempol-exposed microbiome in vitro, we then 

investigated the microbial community composition following tempol exposure in vitro by 

QPCR analysis (Figure 4-7). First, total bacterial quantitation revealed a significant 

decrease in total bacterial population in medium and high dose of tempol exposure in 

vitro, consistent with the decreased total gut microbiota quantified in the in vivo model 

(54). Consistent with previous in vivo studies of tempol (4, 54), a significant decrease of 
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β-proteobacteria, Clostridium coccoides, Closteridum leptum Subgroup and Lactobacillus 

spp., were confirmed in the tempol-exposed in vitro model. This data suggested the 

observed microbial composition change in tempol-treated mice (54) is likely due to 

primary impact of tempol on microbiome directly without necessarily involvement of 

host components, as the tempol exposure in vitro have induced the similar modulatory 

effect on microbial quantitation and composition.  

  

Orbitrap-LC-MS Revealed Metabolic Biomarkers in the Functional Networks 

 To provide an in-depth view of xenobiotic-altered microbial metabolic features 

and pathways, LC-MS was performed for additional metabolic biomarker identification 

and metabolic network assessment. Orbitrap-LC-MS analysis identified over 40 

significantly changed microbial metabolites in the tempol-treated group, providing 

additional metabolic biomarkers for microbial membrane damage and metabolism 

disruption following tempol exposure (Figure 4-8). KEGG functional pathway analysis 

(Table 4-1) revealed a broad coverage of metabolic pathway being altered by tempol 

exposure, especially nucleotide, amino acid and sugar metabolism suggesting the 

compromised physiological and metabolic activity. Metabolite network suggested a dose-

dependent change of the tempol-treated microbial profiles relative to control (Figure 4-

9). Specifically, a significant downregulation of deoxyribose, ribose nucleotides and 

derivatives including dAMP, dCMP, dGMP, dTMP, GDP, uridine and uric acid was 

spotted. Nucleotides are used not only as backbone material for RNA and DNA 

synthesis, but also as energy donors for many cellular function including amino acid, 

proteins and cell membrane and component synthesis and transportation (55). The 
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downregulation of nucleotides with tempol exposure agreed with the altered aminoacyl-

tRNA biosynthesis, amino acid, pyrimidine and purine metabolism annotated by KEGG. 

Moreover, a marked change in amino acids metabolism identified by KEGG pathway 

analysis was visualized in heatmap (Figure 4-8) and functional network metamap 

(Figure 4-9). High tempol exposure induced an overall decrease of essential amino acids 

(leucine, isoleucine, tryptophan, methionine), conditionally essential and non-essential 

amino acids (arginine, aspartate, taurine, proline, glutamate), amino acids derivatives 

(acetyl-glycine, acetyl-alanine, acetyl-glutamine, acetyl-ornithine, valyl-asparate). As 

amino acids carry out important nutritional and physiological roles in proteins and 

coenzymes synthesis, cell signaling and gene regulation (56),  a perturbed amino acids 

pool serve as indicative biomarkers of the compromised physiological and metabolic 

function of microbiome with tempol exposure. In addition, a significant decrease of 

glucose-6-phosphate was seen in microbiome exposed with all three different tempol 

doses, suggesting a compromised glucose metabolism with tempol exposure as glucose-

6-phosphate is the initiating molecule of two major glucose metabolic pathways 

including glycolysis and pentose phosphate pathway (57).  Importantly, decreased 

glucose metabolism revealed by LC-MS is in agreement with the high level of sugar 

substrates like glucose and oligosaccharides detected by NMR, together suggesting 

compromised microbial energy source catabolism with tempol exposure. Moreover, 

significantly decreased hydroxyphenylacetate, phenylpyruvate and hydroxybenzoate 

revealed the decreased microbial anaerobic metabolism of aromatic compounds (58, 59), 

consistent with the NMR results showing a decrease of phenylacetate and an elevated 

aromatic substrates.  Altogether, the tempol-disrupted microbial metabolism is revealed 
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with a wide range of biomarkers participating in nucleotide, amino acid and glucose 

metabolism by LC-MS in addition to NMR, suggesting a profound and extensive 

microbial toxicity of tempol. The compromised microbial metabolism revealed by 

metabolomics is in agreement with tempol-disrupted membrane physiology and 

metabolic rate characterized by flow cytometry, demonstrating the intimately direct 

relationship between microbial physiology and metabolism, as well as the feasibility of 

assessing microbial toxicity of xenobiotic exposure with the physiological and metabolic 

biomarkers by multi-platform functional phenotyping approach. 

 

DISCUSSION 

 The well-established link between disease and disrupted gut microbiome-host 

interactions empowers the microbiota-targeted therapies (60). Thorough study of the 

potential toxicity of new compounds to the microbiome may identify new off target 

effects and improve risk assessment. This study took advantage of high-throughput 

metabolomics, combined with flow cytometry and in vitro bacteria culture, to extensively 

investigate the physiological and metabolic toxicity of the microbiome exposed with a 

typical xenobiotic tempol. The multi-platform functional phenotyping revealed a direct 

influence of short-term tempol exposure on microbial membrane health and metabolic 

activity, providing additional insight into the application of the gut microbiome as a 

screening tool to better understand the mode of action of xenobiotics to better inform risk 

assessment and drug screening. 

 A human microbiome study demonstrated that membrane damage indicated by 

membrane depolarization and integrity loss is significantly increased with environmental 
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hazards like high heat and oxygen exposure (61). In the current study, we observed 

disrupted membrane physiology characterized with excessive loss of polarity (DiBAC+) 

and integrity (PI+) by flow cytometry with xenobiotic tempol exposure, implying tempol 

directly targets the microbiome to introduce environmental stress to microbial membrane. 

Membrane physiology including membrane potential, integrity and energy metabolism is 

the prerequisite for its function, including ions, proteins, nucleic acids, nutrients and 

metabolites passive permeability and active transportation, extracellular environment and 

intercecullar  communication and signal transduction (62). Thus, the disrupted membrane 

physiology could lead to profound and extensive physiological and metabolic 

consequences. We confirmed the disrupted biochemical and metabolic activity along with 

damaged membrane with both physiological and metabolic biomarkers using flow 

cytometry and metabolomics. With flow cytometric analysis, physiological biomarker 

CFDA, which is readily retained and fluorescent in cells with an intact membrane and 

highly active enzymatic activity (15), showed a significantly weaker fluorescent signal 

after tempol exposure, confirming the disrupted membrane physiology and subsequently 

compromised enzymatic and biochemical activity.  

 In addition to physiological biomarkers, informative microbial metabolic 

biomarkers and the altered metabolic functional pathways with tempol exposure were 

identified with high-throughput MS- and NMR-based metabolomics. The combination of 

MS- and NMR-based metabolomics surpasses the limitation of MS or NMR when 

performed alone (63) and permits a broader view of the metabolic alterations with 

improved metabolite identification confidence (64). NMR analysis identified 

significantly inhibited microbial fermentation and catabolic activity revealed by a 
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decrease of degradation products (SCFAs) and an increase of fermentation/degradation 

substrates (glucose, oligosaccharides) and precursors (threonine). More sensitive LC-MS 

analysis identified over 40 significantly changed metabolites with tempol exposure in 

addition to NMR. Many of the metabolites are involved in the critical metabolic 

pathways of nucleotide synthesis (dAMP, dCMP, dGMP, dTMP and UMP), amino acids 

(leucine, isoleucine, tryptophan, methionine, arginine, aspartate, taurine, proline, 

glutamate), amino acid derivatives (acetyl amino acid, dipeptide and tripeptide) and sugar 

derivatives (glucose-6-phosphate, lactate) identified with KEGG, suggesting the marked 

and profound systemic metabolic response of microbiota to tempol exposure. We have 

reported tempol promotes host energy homeostasis and glucose metabolism in mice by 

inhibiting microbial fermentation, hence shifts host energy balance from energy reserving 

to expenditure as an adaptive response of the host to the restricted intestinal microbial-

derived SCFAs (54). Consistent with the in vivo finding, a significant inhibition of 

microbial fermentation activity with short-term tempol exposure was observed in vitro as 

well, demonstrating the tempol-induced host energy metabolism regulation via 

modulating microbiome is likely through direct microbiome-targeting mechanism rather 

than host-targeting mechanism. It has been suggested different microbial species 

contribute differently to the synthesis of essential amino acids and non-essential amino 

acids in response to the environmental stimulations (65). Given tempol modulates 

microbial composition readily in vivo (66) and in vitro (Figure 4-7), the alterations in 

amino acids profile in vitro is anticipated. Tempol has been reported to scavenge reactive 

oxygen species to protect nucleic acid, protein and lipid against oxidative stress, and 

increase the NAD+/NADH ratio to promote energy metabolism against obesity in vivo 
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with animal models (67). This is the first time, the direct impact of tempol on microbial 

energy metabolism was reported. Notably, the altered metabolic pathways are 

functionally interconnected and mutually dependent. For example, nucleotides serve as 

both building blocks for nucleic acids synthesis and energy donors for cellular 

physiological and metabolic function. The altered nucleotide metabolism by tempol 

impacts the microbial growth revealed by total bacteria counts, and disturbs the energy 

supply that other metabolic pathways dependent on, leading to disrupted amino acids 

metabolism and sugar metabolism observed. On the other hand, nucleotide metabolism 

requires sugar units as the backbone component and amino acid-formed protein to 

catalyze the reaction, thus the alteration in sugar and amino acid metabolism due to 

tempol also cause perturbation in nucleotides metabolism. Sugars provide the critical 

energy source for microbiome, however requires nucleotide adenosine triphosphate 

(ATP) for energy storage to support cellular work. Therefore, the changed nucleotide 

metabolism with tempol exposure could interfere with the sugar metabolism.  In addition, 

the compromised amino acid metabolism with tempol exposure could be either the result 

of the depleted energy supply due to disrupted nucleotide and carbohydrate metabolism, 

or the cause of the compromised energy metabolism, as the nucleotide and carbohydrate 

metabolic pathways are heavily dependent on the protein-based enzymes and co-factors 

triggered catalytic reactions, which are synthesized from amino acids.  

 The normal intracellular metabolism is dependent on healthy membrane for 

toxicant exclusion, nutrients and metabolites transportation, signaling transduction and 

intercellular communication, while replenish and maintenance of normal membrane 

physiology require biological molecules and energy fueled from metabolic activity. With 
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the in vitro model, direct and strong correlations between physiological and metabolic 

biomarkers were established in gut microbiome community. The physiological 

biomarkers indicating membrane damage (DiBAC+ and PI+) are positively correlated 

with inactivation metabolic biomarkers (energy substrates like glucose and 

oligosaccharides) and negatively linked to activation metabolic biomarkers (catabolism 

products like SCFAs and BCAAs). Similarly, the physiological biomarkers (CFDA+) and 

metabolic biomarkers, which indicates activation, are positively correlated. As the health 

membrane and normal metabolic activity are mutually dependent, the integrated 

physiological and metabolic profiles revealed by multi-platform approach provide 

informative functional assessment of the microbial response to xenobiotic in addition to 

the compositional change evaluated with sequencing or QPCR based techniques. 

Notably, the practical applicability of the described multi-platform approach for 

microbial toxicity in vitro was validated with in vivo mice model. The consistent results 

of the multi-platform functional phenotyping with in vitro and in vivo tempol exposure 

model demonstrated the in vitro method could be a convenient and economic alternative 

to represent and predict the microbial response to xenobiotic exposure in vivo.   

 The gut microbiome is extremely susceptible to modulation from environmental 

toxicants and orally ingested xenobiotics, indicating the gut microbiome can be used as a 

valuable screening tool to better understand the mode of action and potential toxicity of 

xenobiotics and drugs. The gut microbiome has been incorporated into drug screening 

recently with 40 human microbial stain representatives being selected to screen more than 

1000 non-antibiotic drug (68). An astonishing 24% of non-antibiotic drugs presented 

antimicrobial or microbial modulatory effects, uncovering the potential risk of non-
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antibiotics promoting antibiotic resistance. The current work confirmed the gut 

microbiome as a valuable drug and xenobiotic screening tool by assessing functionally 

informative physiological and metabolic phenotype of gut microbiome, and validating the 

translational application from in vitro to in vivo.  

 

CONCLUSION 

 The gut microbiome can be associated with disease pathogenesis and is 

increasingly appreciated as promising therapeutic target. Using the gut microbiome as a 

screening tool opens the door for better understanding the underlying mechanism and 

potential toxicity of the microbiome-targeted xenobiotic/drug. This work presented a 

novel multi-platform functional phenotyping approach that combines in vitro culturing, 

flow cytometry and global metabolomics for the integrated characterization of the 

physiological and metabolic phenotype of the microbiome in response to xenobiotic 

exposure. The study discovered the physiological and metabolic biomarkers, 

demonstrated the direct correlation between physiology and metabolism in the response 

of gut microbiome to xenobiotic stimuli, and validated the in vitro multi-platform 

functional phenotyping as a feasible in vivo alternative to evaluate microbial toxicity.  
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Figure 4-1 

 

 

Figure 4-1. Flow Cytometry Provides a Snapshot of the Microbial Physiological 

States. Four fluorescent dyes are used to evaluating different physiological parameters. 

Nucleic acid-labeling fluorescent SYBR Green indicates growth rate, Bis-(1,3-

Dibutylbarbituric Acid) Trimethine Oxonol (DiBAC) assesses membrane depolarization 

(moderate damage), Propidium iodide (PI) determines loss of membrane integrity (severe 

damage) , carboxyfluorescein diacetate (CFDA)/carboxyfluorescein diacetate 

succinimidyl ester (CFSE) measures metabolic activity.  
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Figure 4-2 

 

 

 

Figure 4-2. Experimental Scheme of the Microbial Toxicity Assessment. Microbes 

isolated from mouse gut are incubated with xenobiotic (tempol) for 4h under strict 

anaerobic conditions (O2 < 20 parts per million). Microbial toxicity is evaluated by 

characterizing microbial physiological and metabolic status. Microbial physiological 

status is evaluated by flow cytometry with different fluorescent dyes indicating 

membrane damage and biochemical activity. Microbial metabolism is assessed by global 

NMR- and LC-MS-based metabolomics. 
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Figure 4-3 

 

Figure 4-3. Xenobiotic Tempol Directly Impacts Microbial Physiology. Microbial 

physiology was evaluated by flow cytometry after tempol exposure via (A) 4h short-term 

incubation of microbial isolates with different doses of tempol (0.01, 0.1. 1 mg/mL) in 

vitro; (B) 5-day gavage of tempol (100 mg/kg) to mice in vivo. p**<0.01, p***<0.001, 

p****<0.0001. One-way ANOVA with Tukey’s correction. pH4 group is introduced as a 

control. All data are presented as mean ± sd.  (n=6 isolates per group) 
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Figure 4-4 

 
Figure 4-4. Xenobiotic Tempol Directly Impacts Microbial Metabolic Profiles 

Characterized by 1H NMR. Relative concentration of microbial metabolites with 

different doses of tempol exposure in vitro were measured by 1H NMR analysis. 

p**<0.01, p***<0.001, p****<0.0001 compared to control. One-way ANOVA with 

Tukey’s correction. All data are presented from min to max ranges with box and whisker 

plots.  (n=6 isolates per group) 
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Figure 4-5 

 

 

Figure 4-5. Strong Correlations Between Microbial Physiology and Metabolism. 

Pearson correlation analysis was performed between physiological biomarkers and 

metabolic biomarkers characterized with flow cytometric and NMR analysis, respectively 

and visualized using the heatmap.2 function from the gplots package in R. Positive 

correlation is indicated by  “hot” color (e.g., red)  while negative correlation is indicated 

by “”cold” color (e.g., blue). 
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Figure 4-6 

 

Figure 4-6. Similar Microbial Metabolic Fingerprints between in Vivo and in Vitro 

Exposure of Tempol Revealed by 1H NMR. OPLS-DA scores plots (left) indicating 

model quality and coefficient plots (right) displaying metabolites changes, are generated 

using 1H NMR spectra of microbial extract from (A) microbial isolates after 4h short-

term incubation with tempol (1 mg/ml) in vitro (n=6 isolates per group); (B) microbial 

isolates from mice gavaged tempol (100 mg/kg) in vivo (n=4 mice per group). The 

hotness of the color is corresponding to the discrimination significance of the metabolite 

contributed to the model separation. Positive peak indicates the metabolite presented in 

higher concentration in tempol treatment group, while negative peak indicates the 

metabolite is in higher level in control group. 
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Figure 4-7 

 

Figure 4-7. Xenobiotics Tempol Modulates Microbial Composition Directly in Vitro. 

Quantitative PCR analysis 16s rRNA gene in the microbial isolates exposed to tempol in 

vitro with (A) universal primers for absolute quantification of total bacteria with a 

standard curve (B) targeted primers for relative quantitation of specific bacteria. p*<0.05, 

p**<0.01, p***<0.001, p****<0.0001 relative to control. One-way ANOVA with 

Tukey’s correction. All data are presented as mean ± sd.  (n=6 isolates per group) 
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Figure 4-8 

 

Figure 4-8. LC-MS Revealed Altered Microbial Metabolic Profile in Response to 

Tempol. Metabolomic changes are illustrated with z scores showing the number of 

standard deviations each metabolic level is away from the mean for each sample. Red 

colors represent metabolites that are increased or above the mean and blue colors 

represent metabolites that are decreased or below the mean. 
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Figure 4-9 

 
Figure 4-9. Metabolic Network Changes of Microbiome in Response to Tempol 

Exposure. Network map was drawn with MetaMapp (for chemical and biochemical similarity) 

and Cytoscape (for visualization) using normalized LCMS data (to internal standard). The blue 

and red of stand for significant down- and up-regulated compounds compared with control group 

respectively, but green color means no significant difference, which are calculated from T-test. 

The size of node is dependent on the absolute value of fold change. The orange peel (#FF9900) 

and Egg blue (#00CCCC) colors stands for Tonimoto coefficient and KEGG reaction pairs 

obtained from MetaMapp package, respectively. 
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Table 4-1. Primer Sequences of Bacteria for QPCR Analysis  

 
target group forward primer reverse primer 

Universal AGAGTTTGATCCTGGCTCAG (8F) CTGCTGCCTCCCGTAGGAGT (338R) 

Lactobacillus.spp AGCAGTAGGGAATCTTCCA (LabF362) CACCGCTACACATGGAG (LabR677) 

αProteobacteria ACTCCTACGGGAGGCAGCAG (Eub338) TCTACGRATTTCACCYCTAC (Alf685) 

βProteobacteria ACTCCTACGGGAGGCAGCAG (Eub338) TCACTGCTACACGYG (Bet680) 

γProteobacteria CMATGCCGCGTGTGTGAA (γ395f) ACTCCCCAGGCGGTCDACTTA (γ 871r) 

Actinobacteria CGCGGCCTATCAGCTTGTTG (Actino235) ATTACCGCGGCTGCTGG (Eub518) 

Firmicutes GCAGTAGGGAATCTTCCG (Lgc353) ATTACCGCGGCTGCTGG (Eub518) 

Bacteroidetes GTACTGAGACACGGACCA (Cfb319) ATTACCGCGGCTGCTGG (Eub518) 

Clostridium 

coccoides group 

AAATGACGGTACCTGACTAA  

(g-Ccoc-F) 

CTTTGAGTTTCATTCTTGCGAA 

(g-Ccoc-R) 

Clostridium 

leptum subgroup 

GCACAAGCAGTGGAGT 

(Sg-Clept-F) 

CTTCCTCCGTTTTGTCAA 

(Sg-Clept-R3) 
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Table 4-2. KEGG Functional Pathway Analysis.  

 

Normalized LCMS data (to internal standard) were mapped to the KEGG orthology 

database using MetaboAnalyst. The denominator and numerate are the number of 

compounds shown in each pathway and the number of compounds shown in the LCMS 

data. The p-value is estimated from global test based on hypergeometric test for the 

probability of having n-number metabolites of a pathway in the input list, and the Holm 

adjust and FDR are applied for multiple comparison. Here the top-ranked pathways are 

selected in each comparison. 

Control vs Tempol High 
Pathway Match Status Raw p -log (p) Holm adjust FDR Impact 
Aminoacyl-tRNA biosynthesis 8/69 0.000172 8.666 0.014133 0.014133 0 
Ascorbate and aldarate metabolism 2/9 0.019142 3.9559 1 0.46498 0 
Arginine and proline metabolism 4/44 0.02099 3.8637 1 0.46498 0.23975 
Phenylalanine metabolism 2/11 0.028353 3.563 1 0.46498 0.24074 
Valine, leucine and isoleucine biosynthesis 2/11 0.028353 3.563 1 0.46498 0.66666 
Histidine metabolism 2/15 0.05089 2.9781 1 0.69549 0 
Valine, leucine and isoleucine degradation 3/38 0.064532 2.7406 1 0.75477 0 
Pyrimidine metabolism 3/41 0.077566 2.5566 1 0.75477 0.10996 
Purine metabolism 4/68 0.08284 2.4908 1 0.75477 0.04842 
              

Control vs Tempol Medium 
Pathway Match Status Raw p -log (p) Holm adjust FDR Impact 
Pyrimidine metabolism 3/41 0.009695 4.6362 0.79497 0.74959 0.18496 
Starch and sucrose metabolism 2/19 0.018283 4.0018 1 0.74959 0 
Purine metabolism 3/68 0.037788 3.2758 1 1 0.04607 
              

Control vs Tempol Low 
Pathway Match Status Raw p -log (p) Holm adjust FDR Impact 
Amino sugar and nucleotide sugar metabolism 2/37 0.012832 4.3558 1 1 0.04649 
beta-Alanine metabolism 1/17 0.081183 2.511 1 1 0 
Glycerolipid metabolism 1/18 0.085777 2.456 1 1 0.0256 
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The dissertation is a thorough investigation of the high-throughput metabolomics 

approaches including GC-MS, LC-MS and NMR, which covers method development, 

optimization, validation and extensive application combined with other biochemical and 

bioinformatics approaches to explore the impact of xenobiotics on the microbiome-

metabolite-host interaction to fully elucidate the therapeutic and toxicity potential of 

microbiome-targeting xenobiotics.  

 

NMR and MS-based metabolomics is one of the most powerful bioanalytical tools 

to study the biological and metabolic consequences of complex environmental stimuli 

like drugs, toxicants, and diet for the understanding the link between environment, gut 

microbiome, and health (1-3). The rapid development of metabolomics techniques in the 

past decade has permitted high throughput and efficient quantitative detection of small 

molecule metabolites within complex systems. Metabolomics represents an excellent 

option to study microbial-derived metabolites and microbiome-host co-metabolites to 

understand the metabolite chatter between the host and the gut microbiome (4-7). MS- 

and NMR-based approaches are extensively utilized in metabolomics, however the 

inherent insensitivity issue for NMR and low reproducibility problem for MS have raised 

accuracy and reliability concerns (8). In chapter 2, confident metabolomics methods 

using both NMR and GC-MS for SCFAs quantitation with improved analytical 

performance and comparable quantitation results were developed and confirmed. First, 

four different SCFAs quantitation methods were thoroughly investigated and optimized 

from extraction, instrumentation and data integration using two independent platforms. 

The optimized methods were applied to quantify the SCFAs level in pooled mice feces 
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and the comparable quantitation results from different methods demonstrated the methods 

are dependable and reliable. Second, the analytical performance including sensitivity, 

accuracy and reproducibility were compared orthogonally and suitable applications were 

assigned for each method accordingly (Table 5-1). The GC-MS-based derivatization 

method with superior sensitivity and accuracy yet slow sample preparation and data 

acquisition procedure is recommended for the trace/ultratrace SCFAs detection within 

small sample size. The MS-based acidified water method is the fastest method with 

relative high sensitivity thus is suitable for large-scale human studies with larger sample 

size. NMR-based methods exhibits higher repeatability with relative lower sensitivity, 

and more importantly yields global metabolic profiles beyond SCFAs, thus are most 

suitable for the studies with higher SCFAs concentration in samples, and with both global 

and target analysis purposes. Finally, a highly reliable and complementary approach was 

established by combining global NMR-based and targeted MS-based method and 

validated in germ free mice study. The consistent results from three mutually independent 

methods GC-MS, NMR and bomb calorimetry demonstrated significantly reduced 

SCFAs levels, increased fermentation substrates, and energy excretion in feces of germ 

free mice compared to conventionally-raised mice. These results correspond to the 

absence of bacteria that are responsible for fermenting fiber to produce SCFAs. 

 

The gut microbiome impacts host metabolic status mainly through its control of 

intestinal energy availability by contributing to the fermentation of non-digestible dietary 

fiber (oligosaccharides) into absorbable and reusable short chain fatty acids (SCFAs) in 

the gut. SCFAs produced by bacterial fermentation contribute 5-10% to daily energy 
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intake of the host (9). The SCFAs feed back into the host metabolic system as energy 

source or anabolic substrates (10). Therefore, oligosaccharides and SCFAs are good 

indicators for microbial fermentation activity, host energy availability and metabolic 

phenotype. The combination of GC-MS, NMR and bomb calorimetry provides a reliable, 

complementary and comprehensive view of bacterial fermentation activity. Chapter 3 

took advantage of the combined metabolomics approach aforementioned to study the 

impact of a xenobiotic tempol on microbiome fermentation and host energy metabolism. 

Nitroxide radical tempol is an antioxidant, exhibits beneficial metabolic improvements 

through modulating the gut microbiome composition, specifically inhibiting BSH 

producing bacteria Lactobacillus, which resulted in higher intestinal TβMCA level and 

stronger FXR antagonism (11). Focusing on the microbiome modulation effect of tempol, 

the bacteria fermentation activity of mice following 5-day gavage of tempol was 

evaluated by NMR and GC-MS metabolomics in combination with bomb calorimetry. 

The results suggested short-term tempol administration by gavage lead to the inhibition 

of bacteria fermentation characterized by decreased SCFAs and increased 

oligosaccharides level in the intestine in a dose dependent manner. As SCFAs serve as 

energy source and anabolic substrates for biosynthesis to the host (10), the restricted 

intestinal SCFAs availability due to tempol-inhibited bacteria fermentation profoundly 

impacts the host overall energy metabolism towards a catabolic state revealed by 

metabolic and gene expression profiles in the liver (Figure 5-1). The metabolic profiles 

were characterized with the depleted energy source pool and upregulated metabolites 

involved in catabolism. Analysis of the glucose and lipid metabolism associated gene 

expression further confirmed the promoted glycogenolysis and glycolysis, and suppressed 
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lipogenesis by tempol. Overall, metabolic pathways altered by tempol-modulated gut 

microbiome favor energy expenditure. Interestingly, tempol failed to induce any observed 

metabolism improvement in germ free mice, suggesting the metabolic regulatory function 

of tempol is mediated through microbiome. In summary, this study provides a 

microbiome-dependent mechanism of tempol, which achieves its beneficial metabolic 

improvement effects through inhibiting bacteria fermentation to decrease energy harvest 

of the host and shifts host energy homeostasis from energy reservation to expenditure. 

This work not only presented a promising strategy to target gut microbiome for obesity 

and metabolic disorder treatment and prevention, but also demonstrated the practical 

applicability of combined global NMR-based and targeted MS-based metabolomics 

approaches to generate a complementary and comprehensive view for a better 

understanding the crosstalk among gut microbiome, metabolites and host.  

 

Xenobiotic refers to a foreign chemical substance that is not endogenously 

produced or expected to be present within the organism. Xenobiotics like environmental 

toxicants, antibiotics, drugs and other chemicals have been known to alter gut 

microbiome physiology, composition and gene expression (12), and the functional 

interactions between xenobiotics and gut microbiome has been implicated in drug 

efficacy, chemical toxicity, and human disease pathogenesis and progression (13). 

Microbiome-targeted therapies have been exploited in the treatment of diseases related to 

dysregulated xenobiotic-microbiome-host interactions. However, the functional 

interactions between xenobiotic and host-associated gut microbiome are never 

unidirectional. Gut microbiome affects xenobiotic/drug efficacy and toxicity through 
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direct modification of the chemical compound or indirect modulation of host 

xenobiotic/drug metabolism via bacterial-derived signaling. Xenobiotics also impact the 

gut microbiome composition and health which can cause profound microbial-associated 

metabolic consequences to the host (14). Therefore, a better understanding of how the 

xenobiotic impacts the host-associated microbiome will enlighten the molecular 

mechanism, pharmaceutical potential, as well as the toxicity of the xenobiotic for better 

microbiome-targeted therapy development and risk assessment. 

 

Chapter 4 introduced a novel multi-platform in vitro approach that combines high 

throughput global metabolomics with in vitro microbial culturing and flow cytometry to 

evaluate the effect of xenobiotics on microbial toxicity characterized with functional 

physiological and metabolic indicators. Xenobiotic tempol was chosen as it is known to 

modulate microbial structure and improve host metabolism yet is microbiome modulating 

effects are unclear and unexplored (11, 15). Using flow cytometry, microbial physiology 

including nucleic acid content, membrane damage and enzymatic /biochemical activity 

was profiled with different florescent dyes. The flow cytometric analysis revealed a direct 

impact to microbial physiology in response to short-term tempol exposure in vitro, 

characterized with excessive membrane damage (higher percent Pi+ and DiBAC+ cells) 

and suppressed biochemical activity (lower percent CFDA+ cells). Taking advantage of 

combination of NMR- and MS- based metabolomics, a comprehensive and 

complementary metabolic profiles was created. The metabolic profiling with independent 

platforms revealed a consistent low microbial metabolic activity following  tempol 

exposure in vitro, including decreased microbial fermentation, degradation, energy 
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generation and biosynthesis, which broadly covered many critical metabolic pathways 

like nucleotide, amino acid, sugar, and aromatic compounds anaerobic metabolism. 

Comprehensively, the disrupted microbial physiology and compromised microbial 

metabolism induced by tempol are highly correlated, demonstrating the mutually 

dependent relationship between a healthy membrane and normal metabolic activity. As 

the membrane provides a selective barrier against environmental hazardous substances 

from impacting normal intracellular metabolic activity, while the normal metabolic 

activity supplies molecular components and energy required for membrane synthesis and 

maintenance, the integrated physiological and metabolic profiles revealed by multi-

platform approach provide informative functional assessment of the microbial response to 

xenobiotic. Critically, the application of the multi-platform physiological and metabolic 

phenotyping is further validated with the consistent results using in vitro and in vivo 

tempol exposure models. Together, the multi-platform functional phenotyping described 

in Chapter 4 represents a novel approach to evaluate microbial toxicity and xenobiotic 

risks in vitro, which holds great potential as a translational tool for drug screening and 

xenobiotic risk assessment. 

 

Future Directions  

Combining high-throughput metabolomics with other informative techniques, the 

work in the dissertation revealed the interplay between xenobiotic/drug and host-

associated gut microbiome for mode of action characterization, toxicity evaluation and 

risk assessment. A recent study has started to incorporate the gut microbiome into drug 

screening, and discovered an astonishing 24% of human targeted, non-antibiotic 
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compounds exhibited antimicrobial or microbial modulatory effects, which is correlated 

with the antibiotic-like side effects in human studies. This finding reflects the off-target 

effects of non-antibiotic compounds on gut microbiome, implying the potential risk of the 

antibiotic resistance introduced by human-targeted drugs (16). Another study has 

attempted to use MS-based metabolomics as a prediction tool to classify the mode of the 

action of antimicrobial compounds for early drug discovery (17). Our study expanded on 

the idea of using the gut microbiome for drug screening and developed the multi-platform 

functional phenotype approach by using MS- and NMR- based metabolomics and flow 

cytometry. This multi-platform approach out-performs the single MS-metabolomics 

approach by providing the comprehensive and complementary functional phenotypic 

assessment containing physiological and metabolic profiles. This comprehensive 

approach opens up new paths for translational applications in risk assessment for existing 

drugs, and identification of the modes of action for new compounds. In fact, we have 

already expanded the investigation to generate the integrated functional phenotypic 

database of microbiome using the antibiotics with distinct mechanisms. The selected 

antibiotics include ampicillin, ciprofloxacin, tetracycline, and rifampin, with each having 

a distinct mechanism of action (Figure 5-2). Ampicillin prevents the synthesis of the 

bacterial cell wall by inhibiting the required enzyme transpeptidase and will cause a loss 

of membrane potential and cell damage. Ciprofloxacin inhibits DNA synthesis through 

inhibiting DNA gyrase and prevents bacteria from replicating. Tetracycline is a protein 

synthesis inhibitor, which prevents the binding of aminoacyl-tRNA to the mRNA-

ribosome complex. Rifampin inhibits DNA-dependent RNA synthesis via inhibiting 

bacterial DNA-dependent RNA polymerase (18). In addition to the flow cytometry and 
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metabolomics to characterize the whole microbial community, it would be more 

informative to assess the physiological structure, taxonomic and functional changes of the 

microbial community subsets by introducing fluorescence-activated cell sorting and 

downstream sequencing based approaches. After introducing the different fluorescent 

dyes to the microbial community, a fluorescence-activated cell sorter will be used to sort 

microbes based on the physiological status indicated by fluorescent intensity. Then the 

taxonomic composition and gene expression profile of each physiological category subset 

community will be analyzed with downstream sequencing-based approaches including 

16S rRNA gene sequencing, metagenomics, and metatrascriptomics. The physiological 

and metabolic profiles characterized with the novel multi-platform functional 

phenotyping approach, together with the incorporation of taxonomic and transcriptomic 

profiles characterized with sequencing-based approaches, will help screen and 

characterize future compounds of interest that have an unknown mode of action, or help 

identify current known compounds that have potential antimicrobial activity (Figure 5-

3). Moreover, the multi-platform functional phenotyping approach could be applied to 

assess the effect of xenobiotic to specific bacteria strain associated with health and 

diseases such as Clostridium difficile (19),  Helicobacter pylori (20) and Lactobacillus 

spp. (21), assist the elucidation of the  xenobiotic mode of action as well as the health 

impact of xenobiotics the microbiome. 

 

In summary, the findings in this dissertation demonstrated the valuable 

metabolomics tools in combination with other informative techniques enables the 

comprehensive and complementary understanding of the mechanistic interplay between 
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xenobiotic and host-associated microbiome, paving the ways to the discovery and 

development of potent and safe microbiome-targeted compounds for human disease 

treatment. 
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Figure 5-1  

 
 

Figure 5-1 Metabolic Pathways Modulated by Tempol-Altered Functional Change 

of Gut Microbiome Favor Energy Expenditure and Catabolism.  
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Figure 5-2 

  

Figure 5-2 Mechanism of Action of Different Antibiotics. Ampicillin inhibits bacterial 

cell wall synthesis through inhibiting the required enzyme transpeptidase. Ciprofloxacin 

inhibits DNA synthesis and consequently cell division by inhibiting DNA gyrase. 

Rifampicin Inhibits DNA- dependent RNA synthesis thus preventing inhibiting bacterial 

DNA-dependent RNA polymerase. Tetracycline inhibits protein synthesis through 

inhibiting binding of aminoacyl-tRNA to the mRNA-ribosome complex. 
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Figure 5-3 

 

 
 

 

Figure 5-3. Combining Multi-Platform Tools to Study Xenobiotic Toxicity on 

Microbiome 
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Table 5-1 Orthogonal Comparison of SCFA Quantitation Methods. 
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ABSTRACT 

Characterizing the reciprocal interactions between toxicants, the gut microbiota and the 

host, holds great promise for improving our mechanistic understanding of toxic 

endpoints. Advances in culture-independent sequencing analysis (e.g., 16S rRNA gene 

amplicon sequencing) combined with quantitative metabolite profiling (i.e., 

metabolomics) have provided new ways of studying the gut microbiome and have begun 

to illuminate how toxicants influence the structure and function of the gut microbiome. 

Developing a standardized protocol is necessary for establishing robust, reproducible and 

importantly, comparative data. This protocol can be used as a foundation for examining 

the gut microbiome via sequencing-based analysis and metabolomics. Two main units 

follow: 1) Analysis of the gut microbiome via sequencing-based approaches; and 2) 

Functional analysis of the gut microbiome via metabolomics. 
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INTRODUCTION 

Alterations to any area of the microbiome will occur in almost all toxicological 

studies. The gut microbiome will be altered with any oral exposure of xenobiotics (1). 

The microbiome protecting the lungs and airways will be altered when exposed to 

aerosolized compounds like polycyclic aromatic hydrocarbons (2). Even the resilient 

protective microbiome on the skin is being constantly altered by the xenobiotics 

individuals are exposed to every day (3). Despite the importance of the various 

microbiomes in toxicology, the majority of toxicological studies neglect to include an 

investigation of the appropriate microbiome. A major reason for the missing microbiome 

studies is the fact that there is no universal protocol to refer to when completing the 

microbiome analysis. Below is a step by step, nine-part protocol created to start the 

process of incorporating gut microbiome analysis into any applicable toxicological study. 

Even though this protocol only includes one area of the microbiome, it will provide an 

avenue for other complete protocols describing how to investigate the other areas of the 

microbiome.  

The following unit describes the process of bacterial DNA extraction from mouse 

cecal contents. A flow chart describing the following unit can be seen in Figure A-1. The 

bacterial DNA isolation kit used in this protocol can also be used for bacterial DNA 

isolation of rodent fecal pellets or human stool samples and the data generation and 

analysis protocols also apply to human fecal bacterial DNA. Integration of microbiome 

analyses in to toxicology studies can provide insights into cryptic or previously 

uncharacterized toxic endpoints. It is a common misconception that only a computer 

scientist can conduct microbiome analyses, but the reality is that only basic terminal 
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commands and basic R programming are needed for a comprehensive microbiome 

analysis. There are many online resources that can be used; for example, the R cookbook, 

a comprehensive manual for R programming, is a freely available, 

(http://www.cookbook-r.com/) and there are many websites for terminal-based coding. 

This unit will cover 16S rRNA gene analysis using the mothur software package (4) and 

also metagenomic sequence analysis using the HUMAnN2 (Human microbiome project 

Unified Metabolic Analysis Network) software package (5). The resulting files from 16S 

rRNA gene analysis are a taxonomic distribution that can be used to create graphs 

illustrating significant changes. The resulting files from the metagenomic analysis 

represent pathways that are present in the gut microbiome and demonstrate if the relative 

abundance of these pathways have increased or decreased in response to a specific 

treatment. Importantly, sequence analyses revealing the presence of a given panel of 

genes associated with specific metabolic pathways does not imply phenotypic expression 

of the pathway, additional functional assessment is required. Such functional verification 

will be covered in Unit 2. Overall this unit will provide a comprehensive and easy to 

follow method of gut microbiome analysis.  

 Sample data, a script for the mother analysis, and a R mark down file for 

GUnifrac analysis have been included and made available to accompany this protocol in 

a zip file (test_data.zip). Other sample data can be found on the mothur wiki site 

(https://www.mothur.org/wiki/MiSeq_SOP) and sample data for HUMAnN2 can be 

found (https://bitbucket.org/biobakery/humann2/wiki/Home) on the HUMAnN2 bit 

bucket page. To run the included sample script, simply unzip the sample folder, open 

terminal, and navigate to the test_data directory. Type ./mothur/mothur 

http://www.cookbook-r.com/
https://www.mothur.org/wiki/MiSeq_SOP
https://bitbucket.org/biobakery/humann2/wiki/Home)
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./Mothur.test.batch.txt. This script should take roughly 15 min (script specifies two 

processors, it can be edited for more processors if more are available) and will result in a 

summary table, which includes the taxonomic distribution for the test data. It should be 

noted that the commands to make a phylogenic tree with mothur are included but will not 

run without removing the hashtags before the commands. These commands are not run 

because these commands will add an extra 30 min to the run time of this script and the 

resulting.tre and count files WILL NOT work for GUnifrac analysis due to the small size 

of the subset. Instead both a separate .tre file and a count file are provided to illustrate the 

GUnifrac analysis with the R mark down file in a folder called GUnifrac_data. Also, the 

included mothur script is a guide and each user should modify the file names and 

parameters as necessary.  

 

 

SEQUENCING-BASED PROTOCOLS 

Basic Protocol 1: Bacterial DNA Extraction  

 

Introduction 

Basic Protocol 1 explains the process of bacterial DNA isolation from mouse 

cecal contents. For information on how to extract cecal contents see Support Protocol 1. 

This protocol is adopted from the Omega-BioTek E.Z.N.A stool isolation kit and has 

been used extensively within our laboratory(6-9). The PowerSoil DNA Isolation kit 

(moBio) has also been used and can be implemented instead of the Omega-BioTek 

E.Z.N.A kit. A recent study has shown that the use of different bacterial DNA isolation 

kits leads to less variation than the use of different 16S rRNA gene primers (V3-V4 
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yields different results than V4-V5) (10). Listed below is a modified version of the 

protocol provided Omega-BioTek provided protocol.  

Materials 

  Sterile 10 - 200 L pipette (Denville) 

  Sterile 1000 L pipette (Denville) 

  1 Omega-BioTek E.Z.N.A Stool DNA kit (200 preps) 

  1 Centrifuge (Eppendorf 5409 R) 

  1 set of sterile sample labeled 1.5 mL screw cap homogenizer tubes 

(VWR) 

  3 sets of sterile sample labeled 2 mL nuclease-free Eppendorf tubes 

(Eppendorf) 

  Benchmark Multi-Therm Shaker with Heating  

  Vortexer (any brand) 

  100% Ethanol (Any brand as long as it meets USP specifications)  

  Ice bath 

  Zirconia/Silica 1.0mm diameter homogenization beads (BioSpec 

Products) 

  Precellys 24 lysis and homogenization (Bertin Technologies) (Optional) 

Protocol Steps 

1. Dilute the DNA Wash Buffer from the E.Z.N.A kit with 80 mL of 100% 

Ethanol (only if the 200 prep kit is purchased). If this was previously done 

go to step three. 

 

2. Dilute the VHB Buffer from the E.Z.N.A kit with 84 mL of 100% Ethanol 

(only if the 200 prep kit is purchased). If this was previously done go to 

step three. 

 

3. Set one incubator to 70C.  

 



 239 

4. If a second incubator is available, set it to 95C. 

 

5. Place the HTR Reagent from the E.Z.N.A kit into the ice bath. 

 

6. Take between 50 and 100 mg of cecal contents (can be as high as 200 mg) 

and deposit it into the labeled screw cap tubes. 

 

7. Add 10 - 30 Zirconia/Silica beads to each tube and place tube into the ice 

bath.  

 

8. Add 540 L of the SLX-Mlus Buffer from the E.Z.N.A kit to each tube. 

 

9. If homogenizer is available, homogenize samples at 6,500 rpm for 15 

seconds, pause for 30 seconds, then homogenize for another 15 seconds. 

Samples will look foamy. Go to step 11. 

 

10. If homogenizer is not available, vortex each sample for at least 10 min or 

until each sample is thoroughly homogenized.  

 

11. Add 60 L of the DS Buffer and 20 L of the Proteinase K Solution from 

the E.Z.N.A kit. Vortex for 30 seconds to mix. 

 

12. Place samples in the incubator (70 C) for 10 min. Vortex each sample 

twice for 15 s during the incubation, once at minute 2 and once at minute 

7. 

 

13. Immediately after incubation place the samples in the 95 C incubator for 

5 min. This step is optional but improves DNA isolation from gram-

positive bacteria.  

 

14. Add 200 L SP2 Buffer from the E.Z.N.A kit and vortex for 30 sec to mix. 

Place samples in ice bath for 5 min. 

 

15. Centrifuge at maximum speed (at least 13,000 x g) for 5 min. 

 

16. While the samples are spinning, transfer 5 mL of the Elution Buffer to 

separate Eppendorf tubes and incubate them at 65 C until needed.  

a. Each sample requires 150 L of elution buffer will be needed for 

each sample at the end of this protocol, so adjust the total amount 

of elution buffer accordingly.  

 

17. Remove 400 L of the supernatant from step 15, and transfer it to the first 

set of labeled Nuclease-free Eppendorf tubes. Be careful when transferring 

to not disturb the pellet. 
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18. Make sure the cap is secure on the HTR Buffer and shake it vigorously to 

completely mix the buffer. Cut the tip off of a 1000 L pipette tip (this 

helps pipetting the HTR Buffer) and transfer 200 L of the HTR Buffer to 

each sample.  

 

19. Incubate at room temperature for 2 min and then centrifuge at maximum 

speed for 2 min. 

 

20. Remove 250 L of the supernatant, and place it in the second set of 

labeled Eppendorf tubes. 

 

21. Add 250 L of the BL buffer from the E.Z.N.A kit and 250 L of 100% 

ethanol to each sample and vortex for 10 s to mix. 

 

22. Place one HiBind DNA Mini Column into a 2 mL collection tube, both 

provided in the E.Z.N.A kit. Label each column appropriately. 

 

23. Transfer the entire sample from step 21 into each respective column 

(including any precipitates). Centrifuge at maximum speed for 1 min. 

 

24. Discard the filtrate and collection tube. Transfer the column into a new 

collection tube and add 500 L of VHB Buffer from the E.Z.N.A kit. 

 

25. Centrifuge for 30 s at maximum speed. Discard the filtrate but reuse the 

collection tube. 

 

26. Add 700 L o f the DNA Wash Buffer to each sample. Centrifuge at 

maximum speed for 1 min. Discard the filtrate but reuse the collection 

tube.  

 

27. Repeat step 26 to wash the DNA once again.  

 

28. Centrifuge at maximum speed for 2 min to dry out the column and remove 

any excess wash buffer.  

 

29. Transfer the column to the third set of labeled Eppendorf tubes. 

 

30. Add 150 L of the heated Elution buffer to each sample and incubate them 

at room temperature for 2 min. 

 

31. Centrifuge at maximum speed for 1 min. 

a. Note: Do not be alarmed if some of the Eppendorf caps come off 

during the centrifugation. Since the caps of the Eppendorf tubes 

cannot be closed during the centrifugation, the g-force will 

sometimes rip them off.  
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32. Samples can be stored at -20 C.  

 

 

Basic Protocol 2: V4-V4 Amplification for 16S rRNA Gene Sequencing 
 

After DNA isolation, samples can either be directly submitted for bacterial 

metagenomic shotgun sequencing (see Alternative Protocol 1 for metagenomic analysis) 

or they can be further modified for 16S rRNA gene sequencing. Here the process for 

PCR amplification of the fourth variable region of the 16S rRNA gene is described. The 

V4 region of the 16S rRNA gene has been reported to provide the most taxonomic 

information of the 8 variable regions present in the 16S rRNA gene, but other variable 

regions like V5, and V6 can provide comparable results (11). Also, if there is access to a 

long read sequencer like the Pacbio Sequel II system, the entire variable region can be 

amplified and sequenced. Sequencing the entire variable region is the only way to get 

reliable species level taxonomy assignment (12). Using V4-V4 16S rRNA gene 

sequencing provides reliable genus level sequencing (4). This protocol will describe how 

to amplify the V4 region of the 16S rRNA gene by PCR and sequence it.  

 

Materials 

  Ice bath 

Isolated DNA from Basic Protocol 1 

  NanoDrop UV-Vis Spectrophotometer Lite (Thermo-Scientific) 

  Sterile 0.5 L – 10 L pipette (Denville)  

  Sterile 10 - 200 L pipette (Denville) 

  Sterile 1000 L pipette (Denville) 

  V4-V4 primer set (515F and 806R) (10 M concentration) 

  Nuclease free water (Any Brand) 
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Invitrogen Platinum SuperFi Enzyme Kit (ThermoFisher Scientific) 

Sterile 0.2 mL Thin Wall PCR Tubes, strips of 8 tubes  (Denville) 

  T100 Thermocycler (Bio rad)  

  1X TAE (Tris base, acetic acid and EDTA) buffer  

  Omnipur Agarose (Calbiochem) 

  Gel electrophoresis box (Labnet) 

  GelRed dye (Biotium) 

  Gel loading dye 6X, no SDS (Biolabs) 

  100 bp DNA ladder (Omega) 

  ChemiDoc XRS+ (BioRad)    

Protocol Steps 
  

1. Thaw the isolated bacterial DNA from Protocol 1  

 

2. Measure DNA concentration on the NanoDrop 

a. This requires only 1 L of isolated bacterial DNA. Concentration 

values typically range from 100 ng/L to 400 ng/L. Also the 

NanoDrop gives only an estimate of the total bacterial DNA 

concentration. For a more accurate result, submit samples for 

quantification on a Bioanalyser. 

 

3. Create a 100 L aliquot at 10 ng/L concentration. 

a. The easiest way to complete this is to first figure out how much 

original DNA to add and then subtract that from 100 to figure out 

how much nuclease free water to add. To find out how much 

original bacterial DNA to add simply divide 1,000 by the average 

concentration. For example, if the average concentration was 254 

ng/L, take 1000/254 = 3.94. Add 3.94 l of original bacterial 

DNA sample to (100 - 3.94 = 96.06) 96.06 L of nuclease free 

water.  

 

4. Place aliquots on ice and create 10 M solutions of forward (515F) and 

reverse primers (806R).  
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5. Place 10 L of the Platinum Superfi Enzyme mix, 0.4 L of the forward 

primer (10 M), 0.4 L of the reverse primer (10 M) and 8.7 L of 

nuclease free water to each PCR tube. 

a. It is important to prepare a master mix. As an example, a master 

mix for 20 samples can be prepared as follows:  The 20 sample 

master mix should be prepared for 23 samples (for blanks as well 

as to account for imprecise pipetting) samples and would contain 

230 L (10 x 23) of Platinum Superfi enzyme mix, 9.2 L (0.4 x 

23) of forward primer, 9.2 L (0.4 x 23) of reverse primer and 

200.1 L (8.7 x 23) of nuclease free water. Then 19.5 L of the 

master mix is placed in each of the 21 PCR tubes (20 samples + 1 

blank)  

 

6. Add 0.5 L of the 10 ng/L aliquot of bacterial DNA and pipette to mix. 

 

7. Place the caps on the PCR tubes and place the sealed tubes into the PCR 

machine. Run the PCR machine at these settings: 

 

a. 1 cycle at 98 C for 2 min  

b. 25 cycles of: 

i. 98 C for 10 sec  

ii. 56.5 C for 20 sec  

iii. 72 C for 15 sec  

c. 1 cycle at 72 C for 5 min  

d. Infinite hold at 4 C 

e. Note that over amplification can affect the results. The more cycles 

of initial amplification completed, the more populated the 

abundant species become and it makes it much more difficult to 

observe the rare species. Also as the number of cycles increases, 

there is a greater chance of contamination amplification.  

 

8. While the PCR is running, create a 1X agarose gel by mixing 1 g of 

Omnipur Agarose in 100 mL of 1X TAE buffer and microwaving for 2 

min.  

 

9. Before the gel sets, add 10 L (10 L per 100 mL of gel) of GelRed dye to 

the liquid gel. 

a. GelRed can be used instead of ethidium bromide for several 

reasons: First, it is much safer to use in the lab. Second, there is no 

need to add extra dye to the running buffer, so the buffer can be 

reused multiple times. Third, and most importantly, the gels are 

much clearer and there is no ethidium bromide band in the gel.  

 

10. Once PCR is finished add 5 L of the PCR sample to 4 L of 6x loading 

dye (BioLabs) and 6 L of nuclease free water in a separate tube.  
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11. Fill the gel electrophoresis box with 1X TAE buffer and add 5 L of 100 

bp DNA ladder to the edges of the gel. Add the entire sample from step 10 

to the empty wells. Run at 80 Volts for 50 min to an hour. The gel run will 

be complete when the purple band is ¾ of the way down the gel. The gel 

can also be placed back into the gel box for further running if the bands 

have not separated enough.   

 

12. When the bands are at least ¾ the way down the gel, remove the gel and 

analyze it with the ChemiDoc. The correct band length should be 350 bp.  

a. Do not be alarmed if the bands are not very bright (Figure A-2). 

Duller bands are preferred because another round of PCR will be 

completed before sequencing. 

 

13.  Submit samples to a sequencing core or a sequencing company and 

request 250 x 250 paired end sequencing on the Illumina Miseq.  

a. Important: Each sequencing core or sequencing company is 

different and may require a different end product for sample 

submission. Most will take the sample after the first round of PCR 

because this generates amplicons of the 16S rRNA gene variable 

region of the users choosing. If they require more PCR follow the 

detailed instructions provided by the sequencing core or company 

of the users choosing.  

b. Depth is also an important specification to decide prior to 

sequencing. Typically, the Illumina Miseq will provide 10 million 

reads split across each of the user’s samples. This means if the user 

has 50 samples in one run on the Illumina Miseq the user will get 

roughly 200,000 reads per sample. Depth preference is generally 

between 50,000 and 100,000 reads per sample (13) 

c. When the data is returned, it should be demultiplexed, generating 

two files for each sample in FASTQ format.  

 

 

Basic Protocol 3: 16S rRNA Gene Amplicon Data Analysis  
 

The following protocol is directly based on the mothur miseq SOP created by Dr. 

Patrick Schloss. The website can be found here, 

https://www.mothur.org/wiki/MiSeq_SOP, and if this method is used, the 2013 paper by 

Kozich et al must be cited (4). The following command progression is exactly how it 

appears in the Schloss SOP, but the file names, values and explanations are different. For 

a more detailed explanation, please see the above website and consult the Wiki. This 

https://www.mothur.org/wiki/MiSeq_SOP
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protocol covers the basic mothur analysis, normalization, identification of significantly 

different bacterial taxa, and Generalized unifrac analysis. If one chooses, QIIME is an 

alternative 16S rRNA gene sequence analysis pipeline, and more information can be 

found at https://qiime2.org/ (14).  

 This protocol requires that the analysis be performed within a Mac or PC Linux 

environment through the application terminal. PC environments do have a command line 

tool called command prompt, but the computing language the command prompt uses is 

very different from the terminal/Linux computing language. It is also recommended that 

at least 8 processors with at least 100 Gb of memory be used. This analysis can be done 

on a personal laptop, but it is extremely time consuming; therefore, the use of an external 

server or a computing cluster is highly recommended. Since mothur is terminal-based, 

basic command line knowledge is required for this analysis. Also, all graphing and some 

statistical analysis can be done with R studio, thus basic R knowledge or an alternative 

statistical/graphing software is required.  

The mothur github site and SOP describes how to download and install this 

software on a PC (https://github.com/mothur/mothur/releases/tag/v1.39.5 and 

https://mothur.org/wiki/MiSeq_SOP). If one is using an external server or a computing 

cluster, the download is a little more complicated because the user does not have 

administrative privileges. The easiest way to “install” mothur on an external server is first 

by downloading the most recent version on the mothur github site. There are multiple 

options of how to download mothur, and the one used for this procedure is 

mothur.linux_64.zip. This file can be copied over to the external server of a cloud 

cluster and unzipped there. Then simply add the mother folder to the user’s path with the 

https://qiime2.org/
https://github.com/mothur/mothur/releases/tag/v1.39.5
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command export PATH="$PATH:~/mothur". To run mothur, simply type mothur in the 

command line.  

Also on the mothur miseq SOP, there are several files that are required for the 

analysis. The first is the SILVA alignment file, which can be found under the Logistics 

section of the mothur miseq SOP. This provides a zip file, and only the 

silva.bacteria.fasta file is needed for this analysis. The SILVA alignment file is regularly 

updated and new versions of this file can be downloaded from the Silva database website 

(https://www.arb-silva.de/). The next two necessary files can be found right below the 

SILVA link, in a link titled mothur-formated version of RDP training set. This will 

provide a second zip file that contains only two files; both are needed for this analysis. 

Like the SILVA alignment file, the RDP trainsets are also updated regularly and can be 

found at the RDP website (https://rdp.cme.msu.edu/misc/resources.jsp#aligns). Once all 

three files are obtained (silva.bacteria.fasta, trainset9_032012.pds.fasta, and 

trainset9_032012.pds.tax), create a work folder on the external server or computing 

cluster for the mother analysis and move these files into it. For this analysis the provided 

RDP trainsets and the provided SILVA alignment files from the mothur miseq SOP 

(version 9) will be used. For future use, RDP and SILVA regularly puts out new trainsets 

and alignment files, as mentioned above.  

 

Materials 
  Mac computer (or Windows with Linux environment)  

 

External server or computing cluster with an allocation of at least 100 GB 

and 8 processors (can use personal computer but will drastically increase 

computational time) 

 

Sequenced data from Protocol 2  

 

https://www.arb-silva.de/)
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Protocol steps 

 

1. Before the analysis, be sure to read the above information and have 

mothur installed and acquire all the necessary files.  

 

2. With the raw data make a stability file. This is a file that will help mothur 

know what two paired end files to combine and name it according to the 

user created sample names.  

a. This file can be made with a text editor and will look like the 

example below (and an example stability file can be found in the 

provided sample data). 

 

501 501_S21_L001_R1_001.fastq

 501_S21_L001_R2_001.fastq 

502 502_S22_L001_R1_001.fastq

 502_S22_L001_R2_001.fastq 

503 503_S23_L001_R1_001.fastq

 503_S23_L001_R2_001.fastq 

504 504_S24_L001_R1_001.fastq

 504_S24_L001_R2_001.fastq 

505 505_S25_L001_R1_001.fastq

 505_S25_L001_R2_001.fastq 

 

b. The first column contains the sample names; in this case they are 

501, 502, 503, 504, and 505. After each sample name, it is 

important to tab, not space, to the next column. The second column 

contains the first file name for each pair. In this case, 

501_S21_L001_R1_001.fastq is the name of the first file of the 

501 pair. Again tab to create the third column, the second file name 

for each pair. In this case 501_S21_L001_R2_001.fastq is the 

second file name for the 501 pair. Continue this for each sample in 

the run. 

c. This file should be named after the user’s project. In this example 

this file will be named Test.stab.txt. This file should then be sent to 

the mothur work folder along with all the FASTQ data and the 

required files mentioned above.  

  

3. Execute mothur and run make.contigs(file=Test.stab.txt, processors=8) 

a. Notice how the stability file created in the previous step is directly 

used and how mother needs to be told to use 8 processors. If 

mothur is not instructed how many processors to use, the default is 

1.  

b. This process will take about 1 minute per sample and will result in 

six files. The only two required for this analysis are 

Test.stab.trim.contigs.fasta and Test.stab.contigs.groups   



 248 

c. Notice how the first part of these file names are the name of the 

stability file. This is why it is important to name the stability file 

something related to the experiment.  

 

4. With the output files, run a summary with the command 

summary.seqs(fasta= Test.stab.trim.contigs.fasta) 

a. The result will be a table that breaks down the fasta file from step 

3. An example of this can be seen in Table A-1. 

b. The rows break down the data into various segments defined by 

the different columns. For example, the 25%-tile row says that 

25% of the data has a start site at 1, an end site at 292, they are all 

at least 292 bases long with 0 ambiguous sites, an average of 3 

polymers and has 670164 sequences in this group. This is typical, 

and the only column that is important from this specific summary 

file is the NBases column. Since the above protocol resulted in a 

350 bp insert of the V4 region in Protocol 2, the user would expect 

the average base length of the sequences to be around 320 base 

pairs long.  

  

5. Screen the sequences with the command screen.seqs(fasta= 

Test.stab.trim.contigs.fasta, group=Test.stab.contigs.groups, 

maxambig=0, maxlength=320) 

a. This command screens the data and trims off any bad reads. The 

maxambig=0 part of the command indicates that this command 

will cut any sequence with ambiguous bases. Referring back to the 

above table the user can see that 128 sequences have ambiguous 

bases. Also this command cuts anything larger than 320 bases 

(maxlength=320). 320 was picked because according to the above 

table, 97.5% of the data is 311 base pairs long or smaller and it is 

recommended on the mothur miseq wiki to go a few base pairs 

higher than the number at the 97.5% mark.  

b. The screen.seqs command specifications is very dependent on the 

data, so the max length will change depending on which variable 

region is used and the type of Illumina miseq run is completed 

(150x150 or 250x250). As a general rule, the user wants the max 

length to be at least the nBases number for the 97.5-tile group.  

 

6. Remove duplicate sequences by running unique.seqs(fasta= 

Test.stab.trim.contigs.good.fasta)  

a. This step is included to save computational time by condensing the 

data. The resulting files represent a fasta file with only unique 

sequences and a name file that includes how many times each 

sequence occurred. This way when aligning and cleaning the data, 

each sequence is only seen once.  
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7. Combine the resulting name file from step 6 and the group file from step 

3 to form a count table with the command count.seqs(name= 

Test.stab.trim.contigs.good.names, group=Test.stab.contigs.good.groups)  

a. This command will now create a count table that will have the 

names for every unique sequence and how many times they occur 

in each sample.  

 

8. Optional: To save on computational time, the silva.bacteria.fasta file can 

be modified to only include alignment for the V4-V4 region of the 16S 

rRNA gene with the command pcr.seqs(fasta=silva.bacteria.fasta, 

start=11894, end=25319, keepdots=F, processors=8) 

a. This step will only work if the V4 region was sequenced but this 

step is not necessary for this analysis and will only save 

computational time. 

 

9. Align the raw reads to the SILVA database with the command 

align.seqs(fasta=Test.stab.trim.contigs.good.unique.fasta, reference= 

silva.bacteria.pcr.fasta, flip=t) 

a. The reference file used in this example is the edited one from 

Optional Step 8. If Optional Step 8 is not completed the file for 

the reference option will simply be silva.bacter.fasta 

b. With the optional step 8 the alignment time was about 9 min for 

1618841 sequences. 

c. Without the optional step 8 the alignment time was 30 min to align 

1618841 sequences.  

d. The flip=t option is included to attempt to align the reverse 

complement of sequences that do not align in the forward 

direction. This option will also produce more alignments and a 

more comprehensive look at the microbiome composition. 

 

10.  Investigate the alignment with another summary command, 

summary.seqs(fasta=Test.stab.trim.contigs.good.unique.align, count= 

Test.stab.trim.contigs.good.count_table) 

a. The purpose of this step is to further clean the data by picking 

reads that start and end at particular values.  

b. The summary table will be the same format as the one obtained in 

step 4 but the values will be different. Table A-2 provides an 

example of this summary table. 

c. When using the modified SILVA file, the start sequence will 

almost always be 1. The important variables to look at are the End 

and the NBases column. The Nbases column will show how large 

the sequences are and they should be similar to the cutoffs from 

step 4. In this case nothing should be larger than 320 and there 

should be no ambiguity. The end column will be used in the next 

step. 
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11. Screen the sequences again for poor alignment and any alignment errors 

with the command 

screen.seqs(fasta=Test.stab.trim.contigs.good.unique.align, 

count=Test.stab.trim.contigs.good.count_table, start=1, end=13424, 

maxhomop=8) 

a. The values for the start, end, and maxhomop options can be found 

in the summary file generated in step 10. The start option will 

select any sequence that starts at or before this value. The end 

value will select any sequence that ends at or after any value and 

the maxhomop removes any sequences that have more than 8 

homopolymers. These details are important to know because 

occasionally the summary from step 10 will show that 50% of the 

values have an end site of 13424 and 50% will have an end site of 

13425. Picking the higher value makes logical sense but this 

command actually wants the lower value because it selects any 

sequence that ends at or after the selected value. Deciding the 

threshold of homopolymers is completely arbitrary and 8 is used in 

this methods paper because 8 are used in the miseq SOP (4).  

 

12.  Filter the raw data to remove any overhangs from the alignment with the 

command filter.seqs(fasta=Test.stab.trim.contigs.good.unique.good.align, 

vertical=t) 

a. The vertical option is used to ignore certain characters like the ‘-‘ 

and ‘.’ to prevent them from being removed.  

 

13. Remove any duplicate sequences that resulted from the alignment with a 

second unique command, 

unique.seqs(fasta=Test.stab.trim.contigs.good.unique.good.filter.fasta, 

count=Test.stab.trim.contigs.good.good.count_table) 

a. Like step 6, this step saves only the unique sequences and updates 

the count file with the number of times each sequence appears in 

each sample.  

 

14. Further clean the data by addressing minor sequencing errors and 

combining sequences that are only different by 2 nucleotides with the 

command pre.cluster( 

fasta=Test.stab.trim.contigs.good.unique.good.filter.unique.fasta, 

count=Test.stab.trim.contigs.good.unique.good.filter.count_table, diffs=2) 

a. The pre.cluster command is based off an algorithm developed for 

pyrosequencing by Sue Huse (15). 

 

15. Remove chimeras from the data with the command 

chimera.uchime(fasta=Test.stab.trim.contigs.good.unique.good.filter.uniq

ue.precluster.fasta, count=Test.stab.trim.contigs.good.unique.good.filter 

.unique.precluster.count_table, dereplicate=t) 



 251 

a. Depending on the version of mothur, this command may be called 

something else. Later versions of mothur use the command 

chimera.vsearch, but the options within the command are the exact 

same.  

b. If this command discovers a chimera present in one sequence in 

one sample, the default option is to remove that sequence from 

every other sample in the data set, regardless of the presence of 

chimeras. To prevent this, the dereplicate=t option is implemented. 

This pulls out all identified sequences with chimeras and what 

sample they are present in. The next command will remove the 

chimeric sequences only from the samples where they were 

discovered.  

 

16.  Remove the chimeras from the FASTA file with the command 

remove.seqs(fasta=Test.stab.trim.contigs.good.unique.good.filter.unique.p

recluster.fasta, 

accnos=Test.stab.trim.contigs.good.unique.good.filter.unique.precluster.d

enovo.uchime.accnos) 

 

17. Optional: Change the file names to something smaller with the commands 

system(cp 

Test.stab.trim.contigs.good.unique.good.filter.unique.precluster.pick.fasta 

test.final.fasta) and system(cp 

Test.stab.trim.contigs.good.unique.good.filter.unique.precluster.denovo.uc

hime.pick.count_table test.final.count) 

a. This step is used to clean up the file names. Having long file names 

can lead to frustration and errors. At this point the data cleaning is 

completed and the file names can be shortened with the above 

commands if desired. 

b. Also at any time, instead of typing in the entire FASTA or count 

name, one can use “current” to call the most recent FASTA or 

count file. For example, instead of typing 

summary.seqs(fasta=Test.stab.trim.contigs.good.unique.good.filter

.fasta, count=Test.stab.trim.contigs.good.good.count_table), one 

could type summary.seqs(fasta=current, count=current) to get the 

same output.  

 

18. Classify the sequences to the RDP trainsets with the command 

classify.seqs(fasta=Test.stab.trim.contigs.good.unique.good.filter.unique.p

recluster.pick.fasta, 

count=Test.stab.trim.contigs.good.unique.good.filter.unique.precluster.de

novo.vsearch.pick.count_table, reference=trainset9_032012.pds.fasta, 

taxonomy=trainset9_032012.pds.tax, cutoff=75)  

a. The FASTA and count names can vary depending on whether 

Optional step 17 was completed. 



 252 

b. As mentioned in the introduction of Basic protocol 3, the 

taxonomy and reference files can vary depending on which version 

is used. 

c. The cutoff value is, again, arbitrary. This value provides a 

threshold of classification. As it is now, only 75% of the sequence 

has to align to the RDP trainset to be classified. This value can be 

higher leading to a more stringent analysis, or lower leading to a 

less stringent analysis.  

 

19. Create a text file of the taxonomic summary obtained from step 18 with 

the command system(mv 

Test.stab.trim.contigs.good.unique.good.filter.unique.precluster.pick.pds.

wang.tax.summary Test.summary.txt) 

a. This command creates a text file that now can be opened on a 

personal computer. 

b. This file can be copied and pasted into excel for normalization. To 

normalize this data, simply divide all taxonomic values in each 

sample by the root value in each respective sample. This 

normalization will show the percentage each taxa for each 

taxonomic level. This means that the members of each taxonomic 

level (phyla, class, order, family, genus) will add up to 100%.  

c. Significance can be found with a students’ T-test.  

 

20. Proceed to Support protocol 2 for population based gut microbiome 

analysis, if needed.  

 

 

Support Protocol 1: Cecal Contents Extraction  

 

The cecum is used in order to obtain the greatest concentration of intestinal 

microbiota. It is important to note that other protocols call for colonic contents instead of 

cecal contents because in humans the greatest concentration of intestinal microbiota is in 

the colon but when using mice, the cecum has the highest concentration of gut 

microbiota.  

 The mice are transferred to a euthanasia chamber (Patterson Scientific) for CO2 

asphyxiation which is then followed by cervical dislocation. The cecal contents are 

obtained immediately during the mouse dissection. The cecum is the intraperitoneal 

pouch connected to the junction of the small and large intestines. It is located at the 
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beginning of the ascending colon of the large intestine. Once the cecum is identified, it 

will be resected with a surgical scissors  from the rest of the digestive tract and placed on 

a piece of foil. Then, roll the cecum using a sterile pipette tip (1000 L tip works the 

best), and the contents will easily come out. Use the same pipette tip to then scrape up the 

cecal contents and place them in a 1.5 mL screw top vial. The foil allows for an easy 

collection of the cecal contents once they have been removed from the cecum. All 

procedures must be performed in accordance with the Institute of Laboratory Animal 

Resources guidelines and, in the case of this protocol, were approved by the Pennsylvania 

State University Institutional Animal Care and Use Committee.  

 

Support Protocol 2: Community-Based Analysis of the Gut Microbiome 

 

This protocol is intended to describe the steps for a Generalized Unifrac analysis 

with the R package GUniFrac. Generalized unifrac is a measure that combines weighted 

and unweighted unifrac (16). Weighted unifrac is a measure used to analyze differences 

in abundant species within several populations. Unweighted unifrac is a measure of the 

differences in rare species within several populations. Generalized unifrac combines 

these measures to look at both rare and abundant species between two or more 

populations. This algorithm works by aligning a table of raw sequence reads to a 

customized hierarchal phylogenic tree. The output will be a graph showing the two 

populations (control and treatment) and how distinctly different, or similar they are. This 

protocol will only address using two populations (control and treatment) but GUniFrac 

analysis can be done with many groups as well. As mentioned above a R markdown file 

and sample files have been included with this unit discussion to aide in understanding.  
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Materials: 
  

  Computer with R Studio installed  

 

  Analyzed raw sequence reads from Protocol 3 

  

External server or computing cluster with an allocation of at least 100 GB 

and 8 processors (can use personal computer but will drastically increase 

computational time) 

 

Protocol Steps:   

 

 

1. Return to the folder with the mothur output files via terminal and create a 

new folder for GUnifrac analysis. 

 

2. Move the Test.stab.trim.contigs.good.unique.good.filter.unique.precluster. 

pick.fasta (or test.final.fasta)and the 

Test.trim.contigs.good.unique.good.filter.unique.precluster.denovo.vsearc

h.pick.count_table (or test.final.count) file to the new folder. 

a. It is recommended to rename these files as described in Basic 

Protocol 3 step 17. Shortening the names of these files makes the 

downstream analysis much simpler. 

 

3. Start mothur and create a distance table with the command 

dist.seqs(fasta=test.final.fasta, output=lt, processors=8)  

a. This command will take several hours and may crash. If it does 

crash, the command line will say “killed”, and the mothur program 

will close. In the event that dist.seqs crashes, follow the following 

steps: 

i. Take a subsample of the fasta and the count files with the 

command sub.sample( fasta=test.final.fasta, 

count=test.final.count)  

ii. This command will take a random 10% of  test.final.fasta 

and the same random 10% from test.final.count and create 

files with the name test.final.subsample.fasta and 

test.final.subsample.count. 

iii. If a larger subsample is desired, run the command 

count.groups(count=test.final.count). This will show how 

many sequences are in each group and how many total 

sequences are present (shown below). 

 

501 contains 20554. 

502 contains 4474. 

503 contains 19336. 

504 contains 2101. 
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505 contains 11445. 

601 contains 23595. 

602 contains 22541. 

603 contains 22195. 

604 contains 12943. 

605 contains 13733. 

 

Total seqs: 152917.  

 

iv. Note that the above sequences are uneven for each group. 

This occurs because the Illumina miseq provides 10 million 

reads, randomly distributed between the samples of the run. 

The above example data comes from a 50 sample run, 

giving each sample about 150,000 to 200,000 reads. 

Concordantly step iii takes a 10% subsample of the data. 

This means that each sample should have between 15,000 

and 20,000 reads. The above data table is variable, but most 

samples are around that range.  

v. The total sequences are 152917. For a 50% subsample take 

50% of 152917, which is 76459. Run the command 

sub.sample(fasta=test.final.fasta, count=test.final.count, 

size=76459) 

vi. The size option tells the command to take 76459 random 

sequences from both the files, thus resulting in a 50% 

random sampling. 

vii. Rerun dist.seqs(fasta=test.final.subsample.fasta, output=lt, 

processors=8) 

viii. If it crashes again, take a smaller subsample. 

ix. Note this protocol will use file names that have not been 

subsampled. If a subsample is needed, change the names 

accordingly. 

 

4. Create a phylogenic tree with the command 

clearcut(phylip=test.final.phylip.dist) 

a. When this command is running, it will appear that the command 

line is frozen, but that is completely normal. When it is complete, 

this command will result in test.final.phylip.tre. 

 

5. Exit mothur and change directories on terminal to be in the directory with 

all the GUnifrac files. Convert the count file to a text file with the 

command cp test.final.count test.final.count.txt 

 

6. Create a meta file containing sequence names and group identification. 

a. This can be done in excel where the first column, labeled 

‘samples’, are the respective sample names and the second column, 

labeled ‘treatment’, are the treatment groups (control, treatment).  
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b. For this analysis the meta file will be named test.meta.txt. 

 

7. Open R studio and install the GUnifrac package. 

 

8. Import the resulting tree file from step 4 with the command 

read.tree(file="//Users/setup/Desktop/mothur_files/test.final.phylip.tre")-

>test.tre.  

a. The file path is where the tree file is on the computer.  

 

9. Search the imported tree for nodes by typing test.tre in the R command 

line. 

a. This is very important because a tree with nodes will not work with 

the GUnifrac command. 

b. If a tree has nodes, it will be only one sequence and can be found 

under ‘Node labels’ in the output. 

c. If there are no ‘Node labels’ or if ‘Node labels’ does not show any 

sequence id’s then proceed to step 11 

 

10. Open test.final.count.txt and search (using command f) for the node label 

from Step 9. When found, delete this sequence and the entire row 

associated with it, and save. 

 

11. Import test.final.count.txt into R studio, making sure the first column is 

used as row names with the command 

read.delim(“~/Desktop/mothur_files/test.final.count.txt”, row.names=1)-

>test.count. 

a. Again the file path will be different for everyone, adjust 

accordingly.  

b. This command imports the count table into the variable test.count. 

c. This file will also be referred to as the OTU table by the GUniFrac 

software. 

 

12. Test the row names and column names with the commands 

head(row.names(test.count)) and colnames(test.count) respectively.  

a. The head modifier is used with the row names because there will 

be over 100,000 rows in this file.  

b. The row names should look like “M00946_96_000000000-

AEE8U_1_1119_3781_11413”. 

c. The column names should be the sample names. If the sample 

names are numbers, for example: 501, 502, 503 … 605. They will 

appear different after the colnames command. They will look like 

“X501, X502, X503 … X605”. This occurs because when 

importing, R puts an X in front of the column names to distinguish 

them from numbers. To fix this issue run the command 

colnames(test.count)=c("501", "502", "503",…,“605). 
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13. Transpose the rows and columns with the command 

t(test.count)=test.transpose.count. Check the column names with the 

command head(colnames(test.transpose.count)). 

a. A second check is required because occasionally the row names do 

not get transposed to the column names.  

b. If they did not get transferred, use the command 

colnames(test.transpose.count) = row.names(test.count). 

 

14. Run GUnifrac with the command GUniFrac(test.transpose.count, test.tre, 

alpha=c(0,.5,1))$unifracs -> TestUni 

a. This command will take roughly half an hour to run, and will most 

likely end in an error. If it immediately ends with the error 

“Warning message: In GUniFrac(test.transpose.count, test.tre, 

alpha=c(0,.5,1)) : The tree has more OTU than the OTU table!” 

there is a problem, please see the above troubleshooting, or the 

Troubleshooting section at the end of this protocol. 

b. If the above error is seen at the end of 10 to 30 min, then the 

command worked. This is because the command will work if there 

are less sequences in the count table then are represented on the 

tree, but it will not work if there are more sequences in the count 

table than are represented on the tree. When deleting the node label 

from the count table, the user is reducing the count table by 1. The 

count table is now one less than the mapped tree, thus this error 

will be reported at the end of the analysis.  

c. The alpha value is used to tell how much weight to put on 

abundance species, so in this example alphas of 0, 0.5, and 1 are 

being used. An alpha of 0 will put no weight on abundance species, 

an alpha of 0.5 will put half the weight on abundant species, and an 

alpha value of 1 will put all of the weight on abundant species. For 

this analysis the most important alpha value is 0.5 because this 

corresponds to a generalized unifrac measure. 

d. The resulting data frames will be in the variable TestUni. 

 

15.  Extract the generalized unifrac data frame with the command TestUni[, , 

“d_0.5”]->TestGU 

a. If interested, the weighted and unweighted unifrac analysis can be 

extracted with the command TestUni[, , “d_1”]->TestW and 

TestUni[, , “d_UW”]->TestUW respectively.  

 

16. Import the meta file and create a meta variable with the command 

read.delim(“~/Desktop/mothur_files/test.meta.txt”)$treatment->meta. 

a. This command will import the treatment groups into a variable 

called meta. 
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17. Create a color and a shape variable with the commands coul= coul<-

c("red", "blue") and shape= c(15, 15, 15, 15, 15, 16, 16, 16, 16,16) 

respectively. 

a. The colors can be changed to any color desired 

b. The shape codes come from the PCH table 

(http://www.endmemo.com/program/R/pchsymbols.php), which 

has numerical values for different shapes. In this case they are 

squares (15) and circles (16).  

 

18. Plot the results with the command s.class(cmdscale(TestGU, k=2), 

fac=meta, cpoint=1, pch=shape, col=coul). 

a. An example of a GUniFrac graph can be seen in Figure A-3. 

b. Since there are no axes measurements, the “d=0.1” measurement 

represents the length of each axis in the graph space.  

 

19. Check for statistical significance with the command 

Adonis(as.dist(TestGU) ~ meta). 

a. The Adonis command computes a multivariate analysis of variance 

using distance matrices. Since GUnifrac is a measurement of 

phylogenic distance, the Adonis command is the logical choice for 

statistical significance. Adonis is also recommended for use in the 

GUnifrac package details and will result in a p-value (16).  

 

 

Alternative Protocol 1: Metagenomic Analysis of the Gut Microbiome 
 

This protocol describes the process of metagenomic analysis with the HUMAnN2 

software from the Huttenhower lab (5). HUMAnN2 is a powerful pipeline combining a 

taxonomic analysis through the software Metaphlan2 (17), alignment of raw sequences to 

a bacterial reference genome with Bowtie2 (18), and a secondary alignment to a protein 

database for unmapped reads with DIAMOND (19). Together these programs work 

together to produce a comprehensive list of metabolic pathways present in the gut 

microbiome. This information can be used to help predict and validate metabolic changes 

seen in the host. Significantly different pathways will be discovered with the use of 

LEfSe (Linear discriminant analysis Effect Size) which combines statistical significance 

and biological relevance with the Wilcoxon and the Kruskal-Wallace statistical tests, 
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respectively (20). This protocol uses the bacterial DNA isolated in Protocol 1.There is 

also an online manual for HUMAnN2 

(https://bitbucket.org/biobakery/humann2/wiki/Home).  

 

Materials 
  

  Bacterial DNA isolates from Protocol 1  

 

  Sequencing core facility or an Illumina Hiseq 2500  

   

External server or computing cluster with an allocation of at least 100 GB 

and 8 processors (can use personal computer but will drastically increase 

computational time) 

 

HUMAnN2 installed with all required dependencies (can be found at 

https://bitbucket.org/biobakery/humann2/wiki/Home#markdown-header-

requirements) 

 

Internet connection and access to the Huttenhower galaxy site  

 

NanoDrop UV-Vis Spectrophotometer Lite (Thermo-Scientific) 

Excel or Numbers  

 

Protocol Steps: 

 

1. Measure DNA concentration on the NanoDrop 

a. This requires only 1 L of isolated bacterial DNA. Concentration 

values should range from 100 ng/L to 400 ng/L. 

i. If values exceed 400 ng/L, this is not an issue and less 

input bacterial DNA will be used. Also most sequencing 

cores will test the quality of DNA before sequencing  

ii. If values are lower than 100 ng/L, then PCR may be 

required to increase the input material before sequencing. 

This is not an issue but can introduce PCR bias into the 

results. PCR bias occurs when abundant species are 

amplified and end up masking rarer species. PCR can also 

amplify contaminants which can skew results 

b. With metagenomic shotgun sequencing, no PCR is needed before 

submission as long as there is at least 1-2 g of DNA.  

 

https://bitbucket.org/biobakery/humann2/wiki/Home)
https://bitbucket.org/biobakery/humann2/wiki/Home#markdown-header-requirements)
https://bitbucket.org/biobakery/humann2/wiki/Home#markdown-header-requirements)
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2. Submit the DNA isolates to a sequencing core or an independent company 

for Illumina hiseq 150x150 sequencing with the PCR-free library 

construction kit.  

a. Please note that HUMAnN2 cannot run both partners of a paired 

end read simultaneously. This protocol will go through using only 

one partner from each pair. Due to this, single end sequencing can 

be completed instead of paired end sequencing if HUMAnN2 is the 

only analytical pipeline being used. If, however, further analysis is 

required, it is recommended to use the paired end sequencing 

because most analytical pipelines require paired end sequencing.  

 

3. Install HUMAnN2 according to instructions, making sure that all 

dependencies are installed. 

a. The dependencies include: MetaPhlAn2, Bowtie2, Diamond, and 

python (at least version 2.7). They should be automatically 

installed when installing HUMAnN2. 

b. This can be difficult without administrative permissions. This will 

be the case if an external server or a computing cluster is being 

used for analysis.  

i. To get around this, import the latest humann2.tar.gz file on 

to the server. 

ii. Decompress the file, enter the resulting directory and run 

python setup.py install --user. 

iii. This will put all the dependencies in a /.local directory, 

bypassing the need for administrative permissions 

iv. The user must also run export 

PATH=”$PATH:~/.local/bin”  

 

4. Install the chocophlan and uniref databases using the commands 

humann2_databases –download chocophlan full $Path_to_install and 

humann2_databases –download uniref  uniref90_diamond 

$Path_to_install. 

a. The $Path_to_install will be modified to the path of the desired 

location of the database. This is important because the 

configuration file that is used to run HUMAnN2 will be updated 

with this command, so do not move the databases once installed. 

b. Also together both databases are about 20 GB  

c. It is also important to make sure that the version of HUMAnN2 

being used is v 0.11.1 or higher. This command will not work with 

earlier versions of HUMAnN2. 

 

5. Import raw sequence file from the Illumina Hiseq to the server or 

computer cluster being used.  

 

6. Create a directory for the output. 
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7. Run HUMAnN2 with the command humann2 --input 

./Raw_sequence_files/Test1.R1.fastq --output ./output_files --metaphlan 

./metaphlan2/ --threads 8 

a. The paths to the input and the output depends on the environment 

being used and will be different for everyone. 

b. It is important to tell HUMAnN2 where to find metaphlan2, 

because when running on the external server adding the location of 

metaphlan2 to the /.local directory does not work. Thankfully, the 

HUMAnN2 command allows the user to specify where the 

metaphaln2 dependencies are.  

c. At any point HUMAnN2 crashes and has an error describing that 

bowtie2 or diamond cannot be found, they can also be added to the 

above HUMAnN2 command. 

i. The resulting command could potentially read,  humann2 --

input ./Raw_sequence_files/Test.R1.fastq --output 

./output_files --metaphlan ./metaphlan2/--bowtie2 

~/bowtie2-2.2.5 --diamond ~/diamond-0.7.9/bin  --threads 

8 

ii. This will work as long as the bowtie and diamond 

dependencies are at the ~ (home) location. 

d. With 8 processors, this process will take 12 hours to run. The run 

time can be shortened with more available processors. 

e. The resulting files will be a pathway abundance file, a pathway 

coverage file and a gene families file. The pathway abundance file 

has abundance values for all HUMAnN2 identified pathways. The 

pathway coverage file contains the percentage of each pathway 

present. This is represented with a value from 0-1, with 1 being 

100% covered and every gene family present in the pathway. The 

gene families file contains all the gene families identified with 

HUMAnN2. 

i. This analysis will not utilize the gene families file but the 

gene families file could be used for de novo pathway 

creation. 

 

8. Transport all pathway abundance files and all coverage files off of the 

external server and onto the desktop. 

 

9. Install the latest version of HUMAnN2 onto the computer in use, but do 

not install the databases.  

 

10. Combine the pathway abundance and pathway coverage file for each 

sample with the command humann2_join_tabels --input ./test.1 --output 

./test.1.combo.txt. 

a. Each sample should get its own directory and each respective 

pathway abundance and pathway coverage file will be placed into 

that directory. In this case the directory is called test.1. This 
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directory contains the files test.1.pathwayabundance.txt and 

test.1.pathwaycoverage.txt.  

b. When combined the resulting file will be called test.1.combo.txt 

and will contain the pathway abundances and respective coverages 

for all pathways discovered in sample test.1.  

 

11. Copy and paste the contents of the combo files into Excel or Numbers. 

Sort the table by coverage (high to low), remove all pathways below a 0.3 

(30%) coverage and create a new text file with the trimmed data. 

a. The 0.30 (30%) cut off is completely arbitrary and can be higher or 

lower depending on the needs of the experiment.  

b. The reason a cutoff value is needed is because multiple gene 

familes can belong to multiple pathways, so the less the coverage 

is, the less likely the pathway is to be actually present.  

c. The edited combo file should be placed in a directory called 

test.edits.  

 

12. Combine all edited combo files into one file which contains all the 

pathway abundances with at least a 30% coverage with the command 

humann2_join_tabels --input ./test.edits --output ./Test.whole.txt. 

a. Test.whole.txt contains all the pathway abundances with at least a 

30% coverage for the experiment. 

b. Depending on the version of HUMAnN2, the coverages may or 

may not be combined with the pathway abundances. If this is the 

case just delete the coverage columns, leaving only the pathway 

abundances.  

 

13. Open Test.whole.txt and clean up the labels by replacing the column 

names with the sample names (test1, test2, test3 … testn). Also add a new 

row directly below the column names and title the row ‘Treatment’ and 

add the appropriate treatments to each sample. 

a. The Test.whole.txt file example can be seen in Table A-3. 

b. A cleaned version can be seen in Table A-4. 

 

14. Export the cleaned version of Test.whole.txt as Test.whole.clean.txt and 

import it to the Huttenhower galaxy page 

(https://huttenhower.sph.harvard.edu/galaxy/)  

 

15. Go to LeFSe tab A) and select the uploaded file. Make sure that rows are 

selected as the vector option and select ‘Treatment’ for the class option 

and ‘Sample’ as the subject option. Click execute. 

 

16. Move to LeFSe tab B) and select the file created from the previous step. 

Adjust the alpha values if needed (default is p = 0.05). Click execute. 

 

https://huttenhower.sph.harvard.edu/galaxy/)
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17. Move to LeFSe tab C) select the resulting file from B and adjust the DPI if 

necessary and click execute.  

a. The resulting file will show the significantly different and 

biologically relevant pathways from the gut microbiome. 

 

 

METABLOMICS-BASED PROTOCOLS 

Basic Protocol 4: Cecal Content Extraction for LC-Orbitrap-MS 

 

LC-Orbitrap-MS offers high throughput, high-resolution, accurate-mass 

performance, and has been extensively utilized as a powerful metabolomics tool to detect 

a wide range of compounds, especially small metabolic molecules during global and 

target analysis. Cecal content contains most abundant and active bacteria, thus metabolic 

profile of cecal content indicates not only bacterial activity and host metabolism, but also 

informs the co-metabolic status of the host and bacteria. This protocol describes an 

untargeted hydrophilic phase extraction method of cecal content for LC-Orbitrap-MS 

(Thermo) analysis.   

 

Materials 

  10 - 200 L pipette (Denville) 

 

  1000 L pipette (Denville) 

 

  1 Centrifuge (Eppendorf 5430R) 

 

  1 set of sample labeled 2 mL screw cap homogenizer tubes (VWR) 

 

  1 sets of sample labeled 1.5 mL Eppendorf tubes (Eppendorf) 

 

                        250 μL autosampler vials (Thermo Fisher)  

 

  Vortexer (Any Brand)  

 

                        Precellys 24 lysis and homogenization (Bertin Technologies) 

 

Savant SPD121P SpeedVac Concentrator (Thermo Scientific)  
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  37 C water bath 

 

                        Liquid nitrogen 

 

   1 mm Silica homogenization beads (BioSpec) 

 

                        HPLC graded methanol (Sigma-Aldrich) 

 

                        HPLC graded water (Sigma-Aldrich) 

 

                        Chlorpropamide (Sigma-Aldrich) 

                            

Protocol Steps 

 

1. Cecal content (~50 mg) is mixed with 10 - 15 1 mm silica homogenization 

beads first, then extracted with 1 mL of ice-cold methanol (50% v/v) 

containing 1 M chlorpropamide.  

 

2. Vortex the sample briefly, then homogenize thoroughly (after 

homogenizing for 1 min, stop for 2 min to prevent overheating).  

 

3. Freeze and thaw three times with liquid nitrogen.  

 

4.  Centrifuge for 10 min, 12,000 x g, 4 C.  

 

5. Transfer the supernatants to a new 1.5 mL tube. 

 

6. Re-extract cecal contents by adding an additional 500 L of ice-cold 

methanol (50% v/v) containing 1 M chlorpropamide, repeat step 2 - 4. 

 

7. Combine the supernatants. 

 

8. Dry down the samples in speedvac (takes about 3 hours). 

 

9. Suspend the pellet in 200 μL 3% methanol. 

 

10. Centrifuge for 10 min, 13000xg, 4 C. 

 

11. Transfer 150 μL of the supernatants to a 250 μL autosampler vials and 

store at -20°C until ready to be run. 

 

12. Pool 10 μL of each sample to a new tube for quality control. Pooled 

samples are prepared in triplicate. 

 

13. See support protocol 3 for how to set up the LC-Orbitrap-MS.  
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Support Protocol 3: LC-Orbitrap-MS Instrumentation Settings 

 

The LC-MS system consists of a Dionex Ultimate 3000 quaternary HPLC pump, 

a Dionex 3000 column compartment, a Dionex 3000 autosampler, and an Exactive plus 

Orbitrap mass spectrometer controlled by Xcalibur 2.2 software (all from Thermo Fisher 

Scientific, Waltham, MA). Extracts are analyzed by LC-MS using a modified version of 

an ion pairing reversed phase negative ion electrospray ionization method (21). A volume 

of 10 μL sample is injected and separated on a Phenomenex (Torrance, CA) Hydro-RP 

C18 column (100 × 2.1 mm, 2.5 µm particle size) using a water/methanol gradient with 

tributylamine and acetic acid added to the aqueous mobile phase. The HPLC column is 

maintained at 30 °C, and at flow rate of 200 μL/min. Solvent A is 3% aqueous methanol 

with 10 mM tributylamine and 15 mM acetic acid; solvent B is methanol. The gradient is 

0 min, 0% B; 5 min, 20% B; 7.5 min, 20% B; 13 min, 55% B; 15.5 min, 95% B; 18.5 

min, 95% B; 19 min, 0% B; and 25 min, 0% B. The Exactive plus is operated in negative 

ion mode at maximum resolution (140,000) and scanned from m/z 72 to m/z 1000 for the 

first 90 sec and then from m/z 85 to m/z 1000 for the remainder of the chromatographic 

run. The AGC target is 3 x 106 with a maximum injection time of 100 ms, the nitrogen 

sheath gas is set at 35, the auxillary gas at 10 and the sweep gas at 1. The capillary 

voltage is 3.2 kV and both the capillary and heater set at 200 °C, the S-lens was 55. To 

aid in the detection of metabolites, a homemade database generated from 288 pure 

metabolite standards using the same instrument and method to determine detection 

capability, mass/charge ratio (m/z), and retention time for each metabolite is used as a 

primary database for metabolites identification. 
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Basic Protocol 5: LC-Orbitrap-MS Data Analysis with MS-Dial 

 

MS-DIAL, an open-source software pipeline is used for untargeted metabolomics 

analysis (22).  

 

1. Start up a project 

a. Before performing analysis, LC-Orbitrap-MS Data (.raw) needs to be 

converted to mzML format with open source software Proteowizard 

(23).  

b. In the MS-DIAL interface, click “File-New project” and open “Start 

up a project” window. Select a directory that contains the converted 

mzML format MS files. Choose the “Soft Ionization” as ionization 

type; “Conventional LC/MS or data dependent MS/MS” as method 

type; “Profile data” as data type for MS1 and MS/MS; choose 

“Negative ion mode” as ion mode and “Metabolomics” as target 

omics, click next. 

c. Browse the analysis file paths, change the file format to mzML file 

(*.mzml) and select all the mzML format files to be analyzed. Choose 

the correct type for each sample (sample, standard, quality control or 

blank). Then based on the group information, add the corresponding 

Class ID for each sample (Control, low dose treatment, high dose 

treatment, etc.). Uncheck any samples under “Included” for exclusion 

if necessary, then click next. 

 

2. Peak detection, identification, and alignment setting 

a. Under “Analysis parameter setting” window, click “Identification” tab, 

select the “MSMS-AllPublic-Curated-Neg” MSP file from Public 

MSPs folder included in the software package.  

b. Based on the accuracy of mass and retention time of the Orbitrap 

instrument, select the retention time tolerance within range of 0.2~0.5 

min, accurate mass tolerance from 0.001~0.005 Da (2~10 ppm at 200 

m/z).  

c. If an in-house library generated from a list of pure metabolite 

standards using the same instrument and methods, then select the text 

file (an accurate database) containing name, mass-to-charge ratio (m/z) 

and retention time for each metabolite. Select the stricter tolerance 

setting such as retention time tolerance ≤ 0.2 min and accurate mass 

tolerance ≤ 0.002 Da.  

d. Click “Alignment” tab, choose a non-blank sample as a reference file 

for alignment. Recommended reference file:  a pooled sample, or 

intermediate sample in injection sequence order. Recommended 

tolerance setting: RT tolerance of 0.2~0.5 min and MS1 tolerance of 

0.0025~0.003 Da. 
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e. Click “Finish” and peak detection, identification and alignment starts. 

Those processing steps take several hours based on sample number 

and computer capacity. 

 

3. Browse the result window and export alignment results 

a. Double click “Alignment navigator” at the left bottom of the result 

window. 

b. Apply normalization method by clicking statistical analysis-

normalization (optional). 

c. Perform PCA analysis by clicking statistical analysis-principal 

component analysis (optional). 

d. At the Peak spot navigator window, select “Identified display filter” 

(identified peaks with the database generated from a list of pure 

metabolite standards using the same instrument and method). Check 

the number of the alignment in “Peak spot navigator “with identified 

display filter. If the number is too low, check the “Annotated display 

filter” (identified the peaks with the public MSP file without MS/MS) 

or return to 2c and 2d to increase accurate mass and retention time 

tolerance. 

e. Click individual spot in “Alignment spot viewer” window at the 

middle bottom, check the peak and compound information (right top 

window), bar chart of aligned spots (middle top window) and the MS1 

spectrum (left bottom). 

f. Click export-alignment result, select a folder for import, choose export 

format as “txt”, the most important files for import are “Raw data 

matrix (Area)”, “Parameters” and “normalized data matrix” (If 

normalization method is applied). 

 

4. Post processing alignment result 

a. Check the data quality. 

i. Check Coefficient of variation value of the internal 

standard (chlorpropamide) and replicated pooled samples. 

ii. Check if the pooled samples are close to biological 

averaging. 

iii. Check the fill % (Percentage of samples having good 

shape, otherwise, apply “Gap Filling”). 

b. Apply additional filter if necessary to clean the data.  

i. Subtract blank values from averaged sample values and 

filter the compound only with positive values.  

ii. Filter the compound with fill % > 0.3 - 0.5 (good 

alignment).  

 

     

 

Basic Protocol 6: Cecal Content Extraction for NMR 
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1H NMR is a reliable, stable and cost-effective tool for global metabolomics 

analysis. The non-destructive, non-invasive and instrument-independent nature of NMR 

techniques guarantees high reproducibility. The protocol below describes a cecal content 

extraction, data processing, and statistical analysis protocol for NMR spectroscopy.  

 

Materials 

  10-200 L pipette (Denville) 

 

  1000 L pipette (Denville) 

 

  1 Centrifuge (Eppendorf 5430 R) 

 

  1 set of sample labeled 2 mL screw cap homogenizer tubes (VWR) 

 

  1 sets of sample labeled 1.5 mL Eppendorf tubes (Eppendorf) 

 

                        5 mm NMR tube and lid (Norell) 

 

  Vortexer (Any Brand)   

 

                        Precellys 24 lysis and homogenization (Bertin Technologies) 

 

                        Liquid nitrogen 

 

  1 mm silica homogenization beads (BioSpec) 

 

                       Potassium phosphate dibasic (K2HPO4) (Sigma-Aldrich) 

 

                       Sodium phosphate monobasic (NaH2PO4) (Sigma-Aldrich) 

 

                       3-(Trimethylsilyl)propionic-2,2,3,3-d4 acid sodium salt (TSP-d4) (Sigma-

Aldrich) 

 

                       Distilled Water 

 

                       Deuterium oxide (D2O) (Cambridge Isotope Laboratories) 

                                              

   

Protocol Steps 
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1. Extract cecal content (~50 mg) with 1 mL of phosphate buffer 

(K2HPO4/NaH2PO4, 0.1 M, pH 7.4, 50% v/v D2O) containing 50 μg/mL 

(290 μM) TSP-d4 as a chemical shift reference (δ 0.00). 

 

2. Freeze-thaw three times with liquid nitrogen.  

 

3. Homogenize for 1 min, 6,500 rpm, 1 cycle and centrifuge for 10 min, 

11,180 x g, 4 C. 

 

4. Transfer the supernatants to a new 1.5 mL tube 

 

5. Add another 600 L PBS to the pellets, vortex for 1 min. 

 

6. Centrifuge for 10 min, 11,180 x g, 4 C. 

 

7. Transfer the additional supernatants to the 1.5 mL (combined supernatants 

are around 1.2 mL in total volume). 

 

8. Centrifuge the combined supernatants for 10 min, 11,180 x g, 4 C. 

 

9. Transfer the supernatants to a 5 mm NMR tube, and store at 4 °C until 

performing NMR spectroscopy.  

 

10. See Support Protocol 4 for information on acquisition settings.  

 

 

Support Protocol 4: NMR Spectra Acquisition Setting 

 

All 1H spectra are recorded at 298K on a Bruker NMR spectrometer (600 MHz 

for 1H) configured with a 5-mm inverse cryogenic probe. A standard one-dimensional 

pulse sequence noesypr1d (recycle delay-90°-t1-90°-tm-90°-acquisition) is used with a 

90 pulse length of approximately 10 μs (-9.6 dbW) and 64 transients are recorded into 

32k data points with a spectral width of 9.6 KHz. For quantitation purposes, a relaxation 

delay (5s) and a recycle delay (4s) are added to the cycle to ensure the total repetition 

time (relaxation time, recycle delay and acquisition time) is more than 5 times the 

longitudinal relaxation time (T1) of the compounds (24). Quantitation analysis is 

performed based on either TSP-d4 reference with known concentration (25) or calibration 
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curve. To facilitate NMR resonance assignments, two-dimensional (2D) NMR spectra 

including 1H-1H total correlation spectroscopy (TOCSY), 1H-1H correlation spectroscopy 

(COSY), J-resolved (JRES), 1H-13C heteronuclear single quantum correlation (HSQC), 

and 1H-13C heteronuclear multiple bond correlation (HMBC) are acquired. Chemical 

shifts are reported in ppm from TSP (δ = 0.00). 

 

Basic Protocol 7: NMR Spectra Processing 

 

Protocol Steps 

 

1. NMR spectra processing with Topspin 3.0 (Bruker Biospin, Germany) 

a. Before performing statistical analysis, an exponential window function 

(command code: efp) is applied with a line-broadening factor of 1 Hz 

(command code: lb 1) prior to Fourier Transformation.  

 

b. Then all 1H NMR spectra qualities are improved by correcting the 

phase (command code: ph), baseline (command code: bas) and 

referencing to TSP (δ 0.00) (command code: cal) automatically or 

manually (manually recommended). 

 

2. Further process the spectra with AMIX software version: 3.9.14 (Brucker 

Biospin, Germany) 

a. Import the data and check quality 

i. Open Amix-File-Open TOPSPIN 1D file, choose the right 

directory where the 1H NMR spectra are stored and select 

all the spectra for analysis. 

ii. Check the layered spectra for proper overlay. If the spectra 

are not overlaid properly, repeat 1b to improve spectra 

phase, baseline, and calibration.  

 

b. Bucketing  

i. Click “Amix-Tools-Bukcets,Statistics-Statistics-Bucket 

Table-New”. 

ii. Choose 1D NMR and simple rectangular buckets. 

iii. Change bucket width to 0.004 ppm (2.4 Hz). 

iv. Change the scaling mode to either scaling to total intensity 

(non-quantitative purpose) to compensate the overall 

concentration differences (26), or no scaling then normalize 

to the tissue weight later (for quantitative purpose) (24).  

v. Select “edit exclusions” and remove the interference 

signals including the residual water signal (region δ 4.2 - 
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5.2), other contamination signal, like methanol (region δ 

3.3 - 3.4), ethanol (region δ 1.1 - 1.2, 3.6 - 3.7) and 

Polyethylene glycol (δ 3.6 - 3.8).  

vi. Select a directory to save the bucket table. 

vii. Select data source from TOPSPIN data tree and reselect all 

the spectra again. 

viii. Choose “no” for “select next” window, close the file 

display window. 

ix. Click “Statistic-Bucket table-Import”, rename the txt file, 

choose “table (spectrum per column)” as “output format”; 

Choose “blanks, commas, tables” as “delimiters used in 

table output”.  

x. The imported txt file is under default path of Bruker-Amix 

directory.  

 

 

Basic Protocol 8: Universal Profiling of NMR Data 

 

Multivariate data analysis is performed with SIMCA 13 (Umetrics, Sweden). 

Before performing statistical analysis, import the bucketed .txt file into Excel, delete the 

regions with a number 0 (the exclusion regions edited in Amix), save as “Excel 2003-

2007 workbook” as other formats cannot be recognized by SIMCA. 

 

Protocol Steps 

 

1. Principal component analysis (PCA) 

a. Open SIMCA, create a new regular project, select the saved 

Excel file as data source. 

b. At import data wizard window, click “Edit-Transpose” to 

transpose the spread sheet. Now the first column is the data ID 

and first row is the ppm ID  

c. Click the arrows on the first column and row, choose primary 

observation ID and primary variable ID, respectively. Click 

“File-Save as-Finish import”. 

d. Click “New model”, under “observations” tab, select all the 

samples from one treatment group, click “Set class”, then 

select another group click “Set class”, until all samples are 

assigned. Under “Scale” tab, select “Ctr” as scaling type, 

choose “PCA-X” as “Model type”.  

e. Click “Two First” to calculate the first two components. 

f. Click “Overview” to create summary plots. 
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i. Check Score Scatter Plot for outliers and other 

abnormalities.  

ii. If a sample is significantly away from the rest of the 

samples, check loading scatter plot for the contributed 

specific primary IDs (ppm IDs). Confirm this 

abnormality by checking the ppm regions from the 

original spectra with topspin. The data points could be 

removed if the signals are contamination or external 

signals.   

iii. Loading plot also reveals the significant contributors 

(metabolites) for the group separation. Future targeted 

analysis could be applied if necessary.  

 

2. Orthogonal projection to latent structure-discriminant analysis (OPLS-

DA) 

a. Follow the same step described in 1a-c. Before import, insert 

one new column at position 2, select the column name as “Y 

variable”. This binary variable Y is created and assigned to 

defining a group. (For example control group is 0, treatment 

group is 1). 

b.  Same as 1d, select “UV” instead of “Ctr” as scaling type for 

OPLS-DA analysis. A 7-fold cross validation method is 

employed to validate the OPLS-DA models. The quality of the 

model is indicated by the parameters R2X (predictive power) 

and Q2 (validity of the model). The validity of the OPLS-DA 

model is further assessed with CV-ANOVA tests by clicking 

“Analyze-CV-ANOVA” for significance with p <  0.05(27).  

 

 

Basic Protocol 9: Quantitative Analysis of NMR Data  
 

Quantitative analysis is performed with the software Chenomx NMR suite 

(Chenomix, Inc).  

 

Protocol Steps 

 

1. Converting and processing native spectra in a batch with Chenomx 

Processor 

a. Convert native spectrum formats to Chenomx file format with 

the application named Chenomx processor within Chenomx 

NMR suite.  
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i. Click “Tools-Batch Import” and select files or a fold 

that contains all native spectra to be processed. Click 

next.  

ii. Choose “Bruker 1r” as the type of data. Click next. 

iii. Select “TSP” as a Chemical Shape Indicator (CSI), the 

concentration is 0.29 mM. Click next.  

iv. Select “Automatic Phase Correction” and “Automatic 

Baseline Correction- Spline”. Click next. 

v. Choose a folder to save the converted files. 

b.   Manually check the batch-processed spectra for ensured 

quality. 

i. Click “File-Open” and select the converted files 

generated from last step. 

ii. Click “Processing history-Files”, a list of converted 

spectra shows at the left window. Go through those 

spectra to make sure the quality of the spectra are 

satisfied. If necessary, click the “Phase Correction” and 

“Baseline correction” below the spectrum window to 

adjust the processing parameters manually to improve 

the quality of the spectrum. 

iii. Click “File-Send to Profiler” for metabolites 

identification and quantitation. 

 

2. Identifying and quantifying the metabolites in a batch with Chenomx 

Profiler  

a. The converted NMR spectra are transferred to Chenomx 

Profiler, a function named “batch fit” allows to identify and 

quantify the metabolites across whole datasets with 

sophisticated computer-assisted fitting routines using a default 

Chenomx's spectral library or a library with only targeted 

metabolites generated by the user manually.  

i. Click “Tools-Batch Fit-Add Folder” and select a folder 

that contains all processed spectra. Click next.  

ii. Choose a list of interested compounds from:  

1. A profiled spectrum (a library with only 

targeted metabolites generated by the user 

manually).  

2. Chenomx Reference Compounds at 600 HZ 

(Default Chenomx's spectral library). Click next 

(if choosing ii-1, jump to 3 to learn how to 

generate a library with only targeted metabolites 

manually). 

iii. Refine the previous compound selection by moving the 

interested compounds from the left to the right window. 

Click next and finish. It takes from several min to 
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several hours to process, depending on the number of 

compounds selected and the computer’s capacity. 

b.   Manually check the batch-fitted spectra for accurate 

quantitation. 

i. Review the fitted spectra list on the left to make sure 

the peak fitting is correct. Adjust the fitting manually if 

necessary. 

ii. Click “File-Export-Compound Table” to export the 

quantified results. 

 

3. Manually generate a profiled spectrum with only targeted metabolites 

(Do this step first if choose a-ii-1) 

a. Open a good representative spectrum within the spectra batch 

with Chenomx Profiler. 

b. Search for targeted compounds either by typing the metabolite 

name or the reference chemical shift at the “Find in Table” 

input box below the spectrum. 

c. Select the targeted compound name in the candidate list below 

the spectrum. Once a compound name is selected, a 

corresponding reference peak in purple will appear in the 

spectrum window. Zoom in to adjust the purple arrow 

vertically and horizontally to fit the peak. 

d. After fitting all targeted compounds, click “File-Save as”, 

name the file as “targeted library”. 

e. Follow all of step 2, except in a-ii, choose a-ii-2, use the 

profiled spectrum generated in this step as a reference.       

 

 

Reagents and Solutions: 

 

 50X TAE: 

   

  Tris   121 g 

  

  Acetic Acid  28.55 mL 

  

  0.5 M EDTA  50 mL 

 

  Distilled Water 500 mL 

 

Mix all ingredients and stir until fully dissolved (about 1-2 hours). Dilute to 1X 

by adding 20 mL of the 50X solution to 980 mL of distilled water. 

 

 

COMMENTARY  
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Background Information  
  

There is a growing importance surrounding microbiome analyses and coupling 

them with toxicological studies. This, combined with the misconception that microbiome 

analyses are only for computational biologists, is creating missed opportunities in novel 

pathway discovery, toxic effects, and risk factors. The above microbiome analysis is also 

not the only way to investigate the microbiome; QPCR methods have been established to 

analyze specific phyla or species of bacteria, and how they change with a given 

treatment. QPCR methods can and should be coupled with the above protocol because 

they can validate the bioinformatics results. Also, QPCR can use fecal pellets as a source 

of bacterial DNA if a study has run out of cecal contents. If a group wants a deeper 

analysis of the microbiome RNAseq studies have started to become a more popular way 

to investigate the metatranscriptome of the gut microbiome. This does involve an 

extensive isolation protocol and a 16S rRNA degradation protocol. Current 

metatranscriptomic results only report microbial transcripts expressed as a whole, but 

there is the potential to link mRNA expression to specific gut bacterial species. The key 

to this linkage is a combination of classical metabolomic strategies and bioinformatics. 

The above protocol is the first step in wide spread implementation of bioinformatics in 

classical toxicology labs. 

This wide spread implementation is important to growing the knowledge base for 

the gut microbiome. As it stands now, microbiome analysis is still in its infancy, meaning 

there is not a standard protocol, reference base, or even a normal gut composition. The 

more research put into microbiome analysis, helps this knowledge base grow. It is also 

important for toxicologists to implement microbiome analysis to help validate results. 
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Most labs will do either a toxicological study or a bioinformatics microbiome analysis, 

making it almost impossible to link the two. With this protocol, combining classic 

toxicological studies and new microbiome analyses should become more common, which 

will lead to more validation and a better understanding of the microbiome’s role in drug 

metabolism, dietary changes, and other toxicological studies. 

 

Critical Parameters 

 

As previously discussed, some basic training in terminal-based coding and R 

programming is needed to get the most out of a microbiome analysis. This training does 

not need to be extensive. For terminal coding, all that is needed are the skills to connect 

to and move around an external server or computing cluster within terminal and how to 

move files to and from a server. R coding should be used for graphing and statistics, but 

any software can be used instead of R. Also it is highly recommended that this analysis 

be done on a server or a computing cluster. Microbiome analyses can be done on a 

personal computer but it could take up to a month to complete, compared to a few hours 

on a server or computing cluster. Most major schools and universities have a computing 

cluster to be used for computationally intensive commands, like microbiome analyses. If 

there is not a computing cluster available, the amazon cloud is cost-affordable and will 

work just as well as a university computing cluster.  

It is also extremely important to use blanks and method controls. The method 

controls will show what is picked up during the extraction and amplification. Also since 

16S rRNA gene sequencing uses PCR, a very small amount of contamination could grow 

exponentially. To account for this, sequence the method blank to make sure the 

contamination seen in the blank is not in the samples. Also, if possible, run a mock 
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community with the samples on the sequencer. A mock community involves a known 

quantity of bacteria, usually about 12 - 15 different species. Mothur uses the mock 

community from BEI resources and is called HM-782D. Another mock community that 

can be used is from ZymoBIOMICS called the Microbial Community DNA Standard 

#D6305. These mock communities can be used to validate any other methods of 16S 

rRNA gene classification. Mothur has certain commands in the software that can be used 

to obtain an error rate based on the composition of mock communities. This can also help 

discover any sequence errors or any human errors in the analytic pipeline.  

 

Troubleshooting 
 

As with most computational workflows, there will be errors not mentioned in this 

protocol. If an error is not mentioned in this protocol, refer back to the miseq wiki 

(https://www.mothur.org/wiki/MiSeq_SOP), the HUMAnN2 bitbucket page 

(https://bitbucket.org/biobakery/humann2/wiki/Home), or the HUMAnN2 google group 

(https://groups.google.com/forum/#!forum/humann-users). This next section will discuss 

common errors that were not discussed in the above protocols. 

1. “X…num.temp is blank. Please correct.” Error from mothur. This is a 

very common error that results in a segmentation fault and an exit from 

the mothur program. When this error occurs, it is a notification that the 

server or the computer has run out of space. This happens more times on a 

personal computer than a server, but it has happened on a server. The best 

way to fix this is to delete all the files that are not needed any more, 

especially dist files. Dist files can sometimes be over 100 GB, so deleting 

them will free up a lot of space.  

2. After any command in mothur, there is an error of X sequence that is 

not present in Y file but is present in Z file. This could also have to do 

with memory but can usually be fixed by deleting all the files in the 

working directory expect for the starting files (raw FASTQ files, stability 

file, silva.bacteria.fasta, and the two trainsets). When rerunning, this error 

should go away. This also sometimes occurs after a subsample has been 

taken. If this is the case, delete the subsample files and take a new 

https://www.mothur.org/wiki/MiSeq_SOP)
https://bitbucket.org/biobakery/humann2/wiki/Home)
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subsample. If this error is obtained multiple times, delete the files and start 

over from the beginning.  

3. Negative sequence lengths after summary.seqs command in mothur. 
This will not give a segmentation fault but the results will be corrupted. 

This is caused by a mistake in the first step (make.contigs) and is usually 

due to one of the FASTQ files missing or misspelling in the stability file. 

There is an error present with this, but it usually comes up too quickly to 

notice. This is another important reason to do summary.seq commands 

with every run. To fix this, double check all the FASTQ files and make 

sure that both parts of the pair are present. Also check the stability file to 

make sure the format and the spelling are correct. 

4. OTU’s do not match the tree error from GUnifrac. This was briefly 

mentioned in the above sections, but a different way to solve this can be 

done all in R. Use the following commands to fix the problem within R. 

Test.count <- read.delim("~/Desktop/count_table.txt", 

row.names=1) 

row.names(Test.count)->A 

Test.tre$tip.lable->B 

setdiff(A,B)->C 

Test.count.update<-Test.count [! row.names(Test.count) %in% C,] 

 

These commands will find all the different names between the count table 

and the tree file and remove them. This sometimes works better than the 

steps outlined in Support Protocol 2, because, occasionally, there are 

more sequence differences in the count_table than just the tree node. The 

above commands will find these difference and remove them. 

 

Anticipated Results 

As mentioned above, this protocol will result in a summary file that has the 

taxonomic distribution of the gut microbiome. This file can be used for statistical tests to 

adequately describe the taxonomic shifts. If the alternative protocols are completed, a 

figure will be generated showing how different the two populations are based on 

distances mapped onto a phylogenic tree, as well as a list of pathways that are 

significantly different between a control and treatment group. With these outputs, many 

other applications can be done. A popular application is correlations between taxonomic 
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changes and metabolomic changes. This can show relationships between bacterial genera 

and metabolites and can be used to validate the metagenomic results. Also this 

information can be used for modeling and predictive software.  

 

Time Constraints 

Basic Protocol 1 will take about 5 - 8 hours of bench work, depending on the 

number of samples. Basic Protocol 2 will take about 3 - 4 hours. The sequencing can 

take 1 week to 4 weeks, depending on the queue or if samples are sent to private 

sequencing companies. Basic Protocol 3 will take between a day and a month depending 

on what is used for the analysis. If performed on an external server or computing cluster, 

Basic Protocol 3 will only take about a day but if the analysis is done on a personal 

laptop, then it could take up to a month to complete. Support Protocol 3 will take 

another day to a week, depending on the number of samples, size of the subsample, and 

what is being used to do the analysis. Dist.seqs is a command that can take a while and 

may be killed if the file being created is too large. Again this also depends on the 

computing power used for this analysis. Alternative Protocol 1 will take 1 week to a 

month. The Illumina Hiseq takes considerably more time to sequence than the Illumina 

Miseq, one should factor in at least twice the Illumina Miseq sequencing run time for an 

Illumina Hiseq run. Also the actual analysis is easier but each HUMAnN2 command can 

take between 12 hours and a day on an external server. A time estimate for a HUMAnN2 

run on a personal computer cannot be provided. NMR sample preparation for 30 samples 

will take approximately 5 hours. NMR sample acquisition for 30 samples will take 
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approximately 15 hours and the analysis of the 30 samples will take an additional 5 

hours.  
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Figure A-1 

 

 
 

Figure A-1. Microbiome Analysis Flow Chart. Analysis flow chart using sequence- 

and metabolomics-based analysis to uncover structural and functional changes in the gut 

microbiome. 
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Figure A-2 

 

 
 

 

Figure A-2. An Example of the 1X Gel Used to Check the Size of the Amplified 16S 

V4V4 Region. The white arrows show the 100 base pair ladder used to check the length 

of the amplicons. The orange arrow show the 350 base pair location and all amplicons are 

350 base pairs long. The blue arrow shows the method blank sample with no 

amplification and the pink arrows show wells with no material added.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 285 

Figure A-3 

 

 
 

Figure A-3. An Example of Gunifrac Output. The use of different colors and shapes 

make the population level differences clear and easy to see. The p-value must be 

manually added to the graph after running adonis.  
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Table A-1. Example of Output From the Summary.seqs Command Described in 

Basic Protocol 3 Step 4 

 

 

 

 

Table A-2. Example of Output From the Summary.seqs Command Described in 

Basic Protocol 3 Step 10 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Start End NBases Ambigs Polymer NumSeqs 

Minimum 1 90 90 0 3 1 

2.5%-tile 1 292 292 0 3 67017 

25%-tile 1 300 300 0 4 670164 

Median 1 301 301 0 4 1340328 

75%-tile 1 307 307 1 5 2010492 

97.5%-tile 1 311 311 13 6 2613639 

Maximum 1 602 602 128 300 2680655 

# of Seqs 2680655      

 Start End NBases Ambigs Polymer NumSeqs 

Minimum 1 1984 25 0 3 1 

2.5%-tile 1 13424 290 0 3 46530 

25%-tile 1 13424 292 0 4 465299 

Median 1 13424 292 0 4 930597 

75%-tile 1 13424 292 0 5 1395895 

97.5%-tile 1 13425 293 0 5 1814663 

Maximum 10024 13425 312 0 10 1861192 

# of Seqs 1618841      
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Table A-3. Example of the First Four Rows of Test.Whole.txt 

 
 Test1_R1_abundance Test2_R1_abundance Test3_R1_abundance Test4_R1_abundance 

PWY-6531:  

mannitol cycle 
1795.5782225069 1725.7504704103 2029.9612805819 2440.9453481149 

PWY-5097:  

lysine biosynthesis VI 
2323.3379572841 2022.8473314703 1611.7329672909 1280.1021528578 

PWY-5100:  

pyruvate fermentation to 

acetate and lactate II 

1675.2226101548 1792.6844298156 2250.1729447694 2139.3626834727 

VALSYN-PWY:  

valine biosynthesis 
1577.5178609018 1469.8751222891 1902.6320681466 2261.7115189351 

 

 

 

 

 

 

 

Table A-4: Example of the First Four Rows of Test.whole.clean.txt 

 

 

Sample Test 1 Test 2 Test 3 Test 4 

Treatment Control Control Treatment Treatment 

PWY-6531:  

mannitol cycle 
1795.5782225069 1725.7504704103 2029.9612805819 2440.9453481149 

PWY-5097:  

lysine biosynthesis VI 
2323.3379572841 2022.8473314703 1611.7329672909 1280.1021528578 

PWY-5100:  

pyruvate fermentation 

to acetate and lactate II 

1675.2226101548 1792.6844298156 2250.1729447694 2139.3626834727 

VALSYN-PWY: valine 

biosynthesis 
1577.5178609018 1469.8751222891 1902.6320681466 2261.7115189351 
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